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Preface

The 6th edition of the International Conference on Robot Intelligence Technology and
Applications (RiTA 2018) was held in Putrajaya, Malaysia, during December 16–18,
2018. The event was organized by the Korea Advanced Institute of Science and
Technology (KAIST) and the Innovative Manufacturing, Mechatronics and Sports
(iMAMS) Laboratory, Universiti Malaysia Pahang (UMP). RiTA aims at serving
researchers and practitioners in related fields with timely dissemination of the recent
progress on robot intelligence technology and its application.

The sixth edition of the conference had the theme of “Robotics and Machine
Intelligence: Building Blocks for Industry 4.0.” The Fourth Industrial Revolution
(IR 4.0) brought technological disruption, unlike its predecessors. Just as innovations in
manufacturing processes and systems led previous industrial revolutions, the
advancement of IR 4.0 will be driven by a smart, interconnected, and pervasive
environment with data being one of its main currencies as well as robotics and
automation being the central pillar of its growth.

RiTA 2018 received 80 submissions from eight different countries with mainly from
South Korea and Malaysia. All submissions were reviewed in a single-blinded manner,
and the best 20 papers recommended by the reviewers are published in this volume.
The editors would like to thank all the authors who submitted their work, as the papers
are of good quality and represented good progress in robot intelligence and its
applications especially in facing the fourth industrial revolution.

The editors would also like to thank Prof. Junmo Kim for delivering his plenary
speech entitled “Recent Advances and Challenges in Deep Learning for Computer
Vision” as well as Associate Professor Marcelo H. Ang Jr. (National University
Singapore, Singapore), Prof. Etienne Burdet (Imperial College London, UK),
Prof. Elmer P. Dadios, Assistant Professor João Sequeira (Technical University of
Lisbon, Portugal), Dr. Esyin Chew (Cardiff Metropolitan University, UK), Associate
Professor Dr. Hanafiah Yussof (Universiti Teknologi MARA, Malaysia) for delivering
their speeches at the conference.

The editors hope that readers find this volume informative. We thank Springer for
undertaking the publication of this volume. We also would like to thank the conference
Organizing Committee for their hard work in realizing the conference.

March 2019 Jong-Hwan Kim
Hyung Myung

Seung-Mok Lee



Organization

Honorary General Chair

Jong-Hwan Kim KAIST, South Korea

General Chairs

Zahari Taha UMP, Malaysia
Hyun Myung KAIST, South Korea

Program Chairs

Dato’ Sri Daing Nasir Ibrahim UMP, Malaysia
Rizalman Mamat UMP, Malaysia
Han-Lim Choi KAIST, South Korea

Organizing Chairs

Ahmad Shahrizan Abdul Ghani UMP, Malaysia
Muhammad Aizzat Zakaria UMP, Malaysia
Ahmad Fakhri Ab. Nasir UMP, Malaysia
Junmo Kim KAIST, South Korea
Weiliang Xu University of Auckland, New Zealand
Eric T. Matson Purdue University, USA
Jun Jo Griffith University, Australia
Fakhri Karray University of Waterloo, Canada

Special Session Chairs

Ahmad Najmuddin Ibrahim UMP, Malaysia
Gourab Sen Gupta Massey University, New Zealand

Workshop/Tutorial Chair

Taesup Moon Sungkyunkwan University, South Korea

Plenary Session Chair

Ah Hwee Tan Nanyang Technological University, Singapore



Awards Committee Chair

Serin Lee KYRA, USA

Local Arrangements Chairs

Rabiu Muazu Musa UMP, Malaysia
Mohd Fadzil Abdul Rahim UMP, Malaysia
Ash Choong Chun Sern UMP, Malaysia
Dong Eui Chang KAIST, South Korea

Publications Chairs

Anwar P. P. Abdul Majeed UMP, Malaysia
Mohd Hasnun Arif Hassan UMP, Malaysia
Jessnor Arif Mat Jizat UMP, Malaysia
Jin-Woo Jung Dongguk University, South Korea
Seungmok Lee Keymyung University, South Korea

Exhibition Chairs

Nafrizuan Mat Yahya UMP, Malaysia
Zubair Khalil UMP, Malaysia
Nurul Akmal Che Lah UMP, Malaysia
Donghwa Lee Daegu University, South Korea
Donghan Kim Kyunghee University, South Korea

Secretariat

Nurul Qastalani Radzuan UMP, Malaysia
Nur Fahriza Mohd Ali UMP, Malaysia
A. J. Ahn MSREP, KAIST, South Korea

Local Program Committee

Shahrul Na’im Sidek IIUM, Malaysia
Zulkifli Mohamed UiTM, Malaysia
Mohd Zaid Abdullah USM, Malaysia
Musa Mailah UTM, Malaysia
Noor Azuan Abu Osman UMT, Malaysia
Ali Yeon Md Shakaff UNIMAP, Malaysia
Kamarul Hawari Ghazali UMP, Malaysia
Ponnambalam Sivalinga

Govinda Rajan
UMP, Malaysia

Zamberi Jamaludin UTeM, Malaysia
Mohd Rizal Arshad USM, Malaysia

viii Organization



Muhammad Azmi Ayub UITM, Malaysia
Ishkandar Baharin MyRAS, Malaysia
Rosziati ti Ibrahim UTHM, Malaysia
Zainal Alimuddin Zainal

Alauddinn
USM, Malaysia

International Program Committee

Abdelghani Chibani Paris Est Creteil University, France
Alan Wee-Chung Liew Griffith University, Australia
Anna Friesel Technical University of Denmark, Denmark
Azizi Abdullah UKM, Malaysia
Bela Stantic Griffith University, Australia
Brijesh Verma CQUniversity, Australia
Bumjoo Lee Myung-Ji University, South Korea
David Claveau California State University Channel Islands, USA
Donald G. Bailey Massey University, New Zealand
Guangming Xie Peking University, China
Hongliang Ren NUS, Singapore
Hyun-Taek Choi KRISO, South Korea
Igor Verner Technion – Israel Institute of Technology, Israel
Julia Taylor Purdue University, USA
Joao Sequeira ISR – Instituto Superior Técnico, Portugal
Kaori Yoshida Kyushu Institute of Technology, Japan
Kojiro Iizuka Shibaura Institute of Technology, Japan
Maki K. Habib The American University in Cairo, Egypt
Marley Maria B. R. Vellasco Pontifical Catholic University of Rio de Janeiro,

Brazil
Meng Cheng Lau University of Manitoba, Canada
Muhammad Hafidz

Fazli Md Fauadi
UTeM, Malaysia

Nak Yong Ko Chosun University, South Korea
Nak-Yong Chong Japan Advanced Institute of Science

and Technology, Japan
Pei-Chen Sun National Kaohsiung Normal University, Taiwan
Peter Sincak TU Kosice, Slovakia
Pitoyo Hartono Chukyo University, Japan
Rini Akmeliawati IIUM, Malaysia
Rituparna Datta IIT Kanpur, India
Sang Wan Lee KAIST, South Korea
Seul Jung Chungnam National University, South Korea
Sung-eui Yoon KAIST, South Korea
Sunglok Choi ETRI, South Korea
Tangwen Yang Beijing Jiaotong University, China
Wan Chul Yoon KAIST, South Korea

Organization ix



XiaoPing Chen University of Science and Technology of China,
China

Yuchi Ming Huazhong University of Science and Technology,
China

x Organization



Contents

Data-Driven Neuroendocrine-PID Tuning Based on Safe Experimentation
Dynamics for Control of TITO Coupled Tank System with Stochastic
Input Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Mohd Riduwan Ghazali, Mohd Ashraf Ahmad,
and Raja Mohd Taufika Raja Ismail

Neuro-Fuzzy Sampling: Safe and Fast Multi-query Randomized
Path Planning for Mobile Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Weria Khaksar, Md Zia Uddin, and Jim Torresen

Hierarchical Attention Networks for Different Types of Documents
with Smaller Size of Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Hon-Sang Cheong, Wun-She Yap, Yee-Kai Tee, and Wai-Kong Lee

Social Robot Intelligence and Network Consensus. . . . . . . . . . . . . . . . . . . . 42
João Silva Sequeira

UDLR Convolutional Network for Adaptive Image Denoiser . . . . . . . . . . . . 55
Sungmin Cha and Taesup Moon

Robust Feedback Controller Design Using Cuckoo Search Optimization
to Maximize Stability Radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Mahmud Iwan Solihin and Rini Akmeliawati

Chaos-Based Reinforcement Learning When Introducing Refractoriness
in Each Neuron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Katsuki Sato, Yuki Goto, and Katsunari Shibata

Integration of Semantic and Episodic Memories for Task Intelligence . . . . . . 85
Ue-Hwan Kim and Jong-Hwan Kim

Human Robot Social Interaction Framework Based on Emotional
Episodic Memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

Won-Hyong Lee, Sahng-Min Yoo, Jae-Woo Choi, Ue-Hwan Kim,
and Jong-Hwan Kim

Convolutional Neural Network-Based Collaborative Filtering
for Recommendation Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Yat Hong Low, Wun-She Yap, and Yee Kai Tee

A Pedestrian Dead Reckoning System with Error Correction
by Landmark Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

Khanh Nguyen-Huu and Seon-Woo Lee



Effective Indoor Robot Localization by Stacked Bidirectional LSTM
Using Beacon-Based Range Measurements. . . . . . . . . . . . . . . . . . . . . . . . . 144

Hyungtae Lim and Hyun Myung

Track Management for Distributed Multi-target Tracking
in Sensor Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Woo-Cheol Lee and Han-Lim Choi

Deregulating the Electricity Market for the Peninsula Malaysian Grid
Using a System Dynamics Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

Darren Teck Liang Lee, Andrew Huey Ping Tan, Eng Hwa Yap,
and Kim-Yeow Tshai

ArUcoRSV: Robot Localisation Using Artificial Marker . . . . . . . . . . . . . . . 189
Izwan Azmi, Mohamad Syazwan Shafei, Mohammad Faidzul Nasrudin,
Nor Samsiah Sani, and Abdul Hadi Abd Rahman

Spike Encoding Modules Using Neuron Model in Neural Networks . . . . . . . 199
Yeeun Kim, Seunghee Lee, Wonho Song, and Hyun Myung

The Classification of EEG Signal Using Different Machine Learning
Techniques for BCI Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

Mamunur Rashid, Norizam Sulaiman, Mahfuzah Mustafa,
Sabira Khatun, and Bifta Sama Bari

The Identification of Oreochromis niloticus Feeding Behaviour Through
the Integration of Photoelectric Sensor and Logistic Regression Classifier . . . 222

Mohamad Radzi Mohd Sojak, Mohd Azraai Mohd Razman,
Anwar P. P. Abdul Majeed, Rabiu Muazu Musa,
Ahmad Shahrizan Abdul Ghani, and Ismed Iskandar

Motion Planning to Reduce the Thrust of Underwater Robot
Using Null-Space Compliance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

Junbo Chae, Youngeon Lee, Yeongjun Lee, Hyun-Taek Choi,
and Tae-Kyeong Yeu

Match Outcomes Prediction of Six Top English Premier League Clubs
via Machine Learning Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

Rabiu Muazu Musa, Anwar P. P. Abdul Majeed,
Mohd Azraai Mohd Razman, and Mohd Ali Hanafiah Shaharudin

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245

xii Contents



About the Editors

Jong-Hwan Kim (FIEEE 2009) received his PhD degree in electronic engineering
from Seoul National University, South Korea, in 1987. Since 1988, he has been with
the School of Electrical Engineering, KAIST, South Korea, where he leads the Robot
Intelligence Technology Laboratory as professor. Dr. Kim is Director for both the
KoYoung-KAIST AI Joint Research Center and the Machine Intelligence and Robotics
Multi-Sponsored Research and Education Platform. His research interests include
intelligence technology, machine intelligence learning, and AI robots. He has authored
five books and five edited books, two journal special issues, and around 400 refereed
papers in technical journals and conference proceedings.

Hyun Myung received his BS, MS, and PhD degrees from the Korea Advanced
Institute of Science and Technology (KAIST), Daejeon, South Korea, in 1992, 1994,
and 1998, respectively, all in electrical engineering. He was a senior researcher with the
Electronics and Telecommunications Research Institute, Daejeon, from 1998 to 2002;
CTO and Director of the Digital Contents Research Laboratory, Emersys Corporation,
Daejeon, from 2002 to 2003; and a principal researcher with the Samsung Advanced
Institute of Technology, Yongin, South Korea, from 2003 to 2008. From 2008 to 2018,
he was a professor with the Department of Civil and Environmental Engineering,
KAIST, where he is currently a professor with the School of Electrical Engineering and
the head of the KAIST Robotics Program. His current research interests include
structural health monitoring using robotics, artificial intelligence, simultaneous
localization and mapping, robot navigation, machine learning, deep learning, and
swarm robots.

Seung-Mok Lee received his PhD degree in civil and environmental engineering
(Robotics Program) from the Korea Advanced Institute of Science and Technology
(KAIST), Daejeon, South Korea, in 2014. He was a post-doctoral fellow with the
Urban Robotics Laboratory, KAIST, Daejeon, from 2014 to 2015, a senior research
engineer with the Intelligent Safety Technology Center, Hyundai Motor Company,
Hwaseong, South Korea, from 2015 to 2017. Since 2017, he has been Assistant
Professor with the Department of Mechanical and Automotive Engineering, Keimyung
University, Daegu, South Korea. His current research interests include soft computing,
autonomous vehicles, simultaneous localization and mapping, and robot navigation.



Data-Driven Neuroendocrine-PID Tuning
Based on Safe Experimentation Dynamics
for Control of TITO Coupled Tank System

with Stochastic Input Delay

Mohd Riduwan Ghazali(&), Mohd Ashraf Ahmad,
and Raja Mohd Taufika Raja Ismail

Instrumentation and Control Engineering (ICE) Research Cluster,
Faculty of Electrical and Electronics Engineering, Universiti Malaysia Pahang,
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Abstract. This paper addresses a data-driven neuroendocrine-PID tuning for
control a two-input-two-output (TITO) coupled tank system with stochastic
input time delay based on safe experimentation dynamics (SED). The SED
algorithm is an optimization method used as data-driven tools to find the optimal
control parameters by using the input-output (I/O) data measurement in an actual
system. The advantages of the SED algorithm are that provides a fast solution,
able to solve the high dimensional problem and provides high-performance
accuracy by keeping the best parameter value while finding the control
parameters. Moreover, the gain sequences of the SED algorithm is independent
of the number of iterations by fixed the interval size in finding the optimal
solution. Hence, this allows the SED method to have enough strength to re-tune
in the attempted of finding the new optimal solution when the delay occurs
during the tuning process. Apart from that, a neuroendocrine-PID controller
structure is chosen due to its provide effective and accurate control performances
by a combination of PID and neuroendocrine structures. On another note, the
neuroendocrine structure is a biologically inspired designed that derived from
general secretion rules of the hormone in the human body. In order to evaluate
the performances of the data-driven neuroendocrine-PID control based on SED,
it is applied to a numerical example of TITO coupled tank plant and the control
performance tracking and the computational time are observed. The simulation
results show that the data-driven neuroendocrine-PID control based on SED
capable to track the desired value of liquid tanks level although the stochastic
input delay occurred in the system. In addition, the SED based method also
attained good control performance without any theoretical assumptions about
plant modelling.

Keywords: TITO � Neuroendocrine-PID � Coupled tank � SED �
Stochastic delay
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1 Introduction

Nowadays, a coupled tank system is widely used in industrial sectors especially in the
process control, food processing and water purification systems that require accurate
liquid level control of storage tanks [1]. Besides, most of the coupled tank system is a
type of two-input-two-output (TITO) system [2, 3]. This TITO coupled tank system is a
popular system for the very challenging problem of the controller design due to the
dynamic process and existence of interactions between input and output variables. In
addition, the delays always exist caused by communication or transportation delay and
duration to sense the parameter by the sensor for the actual system [4]. For example, the
communication delay such as the stochastic input time delay occurred during the
process of data transfer from controller to input system in a random manner [4, 5].
Therefore, this input delay could increase the difficulty of the control design and affect
the stability of the controller.

So far, various control strategies have been widely reported in order to control the
liquid level of coupled tank systems. For example, proportional-integral (PI) with
decoupling controller has been reported to control the TITO coupled tank [2]. This
control method which is a model-based approach utilized the root locus approach in
determining the controller parameters. This is a model-based method that may con-
tribute to several problems, such as the inaccuracy of the simplified model and the huge
gap between control theory and real applications. Besides, some researchers proposed
the PI control design by using model reference adaptive control (MRAC) to find the
optimal controller parameters [3, 6]. This approach is an offline based experiment
tuning method such that the tuning process happens without running the actual plant
[7]. Normally, offline based experiment process refers to the process of computing the
optimal control parameters from the one-shot or two-shot experiment data. Then, these
computed control parameters are implemented in the actual system [8]. However, the
computed parameters must be re-tuned if the plant structure changes due to disturbance,
uncertainties and time delay occurred during the tuning process. Another problem is,
not all data sets contain sufficient dynamic information that affected the optimal control
parameters obtained. Therefore, the online-based experiment is more effective to
determine optimal control parameters by running an actual plant repeatedly in specific
time duration until the best control objective is attained [9]. In addition, others con-
troller and control strategy that has been applied to coupled tank system are sliding
mode control [10], PI-neural network based on multi-agent search algorithm [1], PID
based on PSO [11] and etc.

Here, the online data based experiment which is data-driven control by using pre-
specifics fixed PID controller structure is widely used due to its robustness, less
complexity in the design and easy to implement [9, 12]. But, this pre-specific fixed PID
structure might contribute poor control performances, especially in non-linear, complex
system and delays occurred. Therefore, the neuroendocrine-PID controller structure as
an enhancement version of the PID structure is designed to solve the non-linear and
complex control system. This neuroendocrine-PID is designed based on the secretion
of the hormone regulation principle provided better control performance, effective and
efficient control design to improve the capability of PID [13, 14].

2 M. R. Ghazali et al.



This paper presents a data-driven neuroendocrine-PID control for TITO coupled
tank system with stochastic input delay based on a game-theoretic approach called safe
experimentation dynamics (SED) based method. This is due to the SED method pro-
duces stable convergence and high accuracy with memorable procedures characteristics
[15]. Furthermore, the gain sequence of the SED is independent by fixed the interval
size that has enough energy to find the optimal solution when delays occur during the
tuning process. Thus, it would be useful to observe the SED based method capability in
tuning the neuroendocrine-PID controller for TITO coupled tank system with
stochastic input delay. The performances the SED based method is verified in term of
the tracking error, the control accuracy and the computational time. The contributions
of this work are the SED based method able to track the desired trajectories and
provides good accuracy when dealing with stochastic delay since it is memory-based
optimization and independent gain sequence in the updated procedure.

The structural organization of this paper as follows. In Sect. 2, the problem for-
mulation or the derivation of neuroendocrine-PID controller structure design in mini-
mizing the error of the TITO coupled tank system. Section 3, represent the SED
algorithm procedures while Sect. 4 shows the design of data-driven neuroendocrine-
PID control. In Sect. 5, the implementation of the SED approach which is used to find
the parameter of neuroendocrine-PID is summarized. Section 6 presents the control
performances of results with the discussion. Then, in Sect. 7, a conclusion of findings is
presented.

Notation: The symbols R, Rn and Rþ are denotes as a set of real number, set of n real
number and set of positive real number, respectively.

2 Problem Formulation of Neuroendocrine-PID Control

Let consider the TITO coupled tank system for the neuroendocrine-PID controller as
illustrated in Fig. 1 where, u tð Þ 2 R

2, r tð Þ 2 R
2 and y tð Þ 2 R

2 are the input control, the
reference and the output of the system, respectively. The plant is a TITO coupled tank
system denoted as G sð Þ. Then, the time is t ¼ 0; ts; 2ts; 3ts. . .. . .Mts where ts and M
are referred to sampling time and number of samples, respectively. The stochastic input
delay is uiðt � dÞði ¼ 1; 2Þ 2 R

2, where d is random values that generated uniformly
between 1 and 3.

The controller CðsÞ is a PID controller structure is defined as

CðsÞ ¼
P11 1þ 1

I11s
þ D11s

1þ D11=N11ð Þs
� �

0

0 P22 1þ 1
I12s

þ D12s
1þ D12=N12ð Þs

� �
2
4

3
5 ð1Þ

where P11; P22 2 R, I11; I22 2 R, D11; D22 2 R and N11; N22 2 R are refers to pro-
portional gain, integral gain, derivative gain and filter coefficient, respectively. Here,
the output of the controller CðsÞ is denoted as

Data-Driven Neuroendocrine-PID Tuning Based on SED 3



uC tð Þ ¼ C sð Þ½ � Er1 tð Þ
Er2 tð Þ
� �

: ð2Þ

Then, the NE Er tð Þ;DhðtÞð Þ is defined as

NE Er tð Þ;DhðtÞð Þ ¼ E11 Er1 tð Þ;Dh11 tð Þð Þ 0
0 E22 Er2 tð Þ;Dh22 tð Þð Þ

� �
: ð3Þ

The hormone regulation of the endocrine system follows the hill function [14] is
denoted as

Eij Erj tð Þ;Dhij tð Þ
� � ¼ aij

Dhij tð Þ
�� ��� �nij

kij þ Dhij tð Þ
�� ��� �nij þ bij

" #
� � ErjðtÞ

ErjðtÞ
�� �� � DErjðtÞ

DErjðtÞ
�� �� ;

 !

� DhijðtÞ
DhijðtÞ
�� ��
 !

ð4Þ

where the DhijðtÞ ¼ hijðtÞ � hijðt � tsÞ, DErjðtÞ ¼ ErjðtÞ � Erjðt � tsÞ and aij; bij; kij; nij
are variance, change of error and neuroendocrine parameters, respectively. Notes that,
Eij Erj tð Þ;Dhij tð Þ
� � ¼ 0 should be satisfied if DhijðtÞ ¼ 0, thus all bij should be 0 [14].

Next, the output of the neuroendocrine structure NE Er tð Þ;DhðtÞð Þ is

uNE tð Þ ¼ E11 Er1 tð Þ;Dh11 tð Þð Þ E22 Er2 tð Þ;Dh22 tð Þð Þ½ �T ð5Þ

and the neuroendocrine-PID output is represented as

u tð Þ ¼ uC tð Þþ uNE tð Þ: ð6Þ

The corresponding control performance according to the control system in Fig. 1 is
denoted as

Fig. 1. Neuroendocrine-PID controller with TITO plant with stochastic input delay

4 M. R. Ghazali et al.



êj ¼
Z tf

t0

rjðtÞ � yjðtÞ
�� ��2dt ð7Þ

where j ¼ 1; 2. The time interval of performance evaluation is t0; tf
	 


where t0 2
0f g[Rþ and tf 2 Rþ . An objective function of neuroendocrine-PID parameters is

defined as

J P; I;D;N; a; n; kð Þ ¼ w1ê1 þw2ê2 ð8Þ

where P :¼ ½P11 P22�T, I :¼ ½I11 I22�T, D :¼ D11 D22½ �T, N :¼ N11 N22½ �T, a :¼
½a11 a22�T, n :¼ ½n11 n22�T, k :¼ ½k11 k22�T and the weighting coefficients is
denoted as wj 2 Rðj ¼ 1; 2Þ.
Problem 2.1. Find a neuroendocrine-PID controller CðsÞ and NE Er tð Þ;DhðtÞð Þ
parameters, which to minimizes the objective function J P; I;D;N; a; n; kð Þ with respect
to parameter design P; I;D;N; a; n and k based on input and output measurement data
ðuðtÞ; yðtÞÞ from the system in Fig. 1.

3 Safe Experimentation Dynamics Approach

Here, let consider

min
p2Rn

f pð Þ ð9Þ

is an optimization problem, where f : Rn ! R is an objective function by selection of
design parameter p 2 R

n. An optimal parameter solution popt 2 R
n attained by the SED

algorithm. Then, the updated law of the SED algorithm is

piðkþ 1Þ ¼ xð�pi � Kgrv2Þ if rv1 �ET ;
�pi if rv1 [ET ;

�
ð10Þ

where k ¼ 0; 1. . .kmax is number of iterations. The design parameter pi 2 R is the ith

element of p 2 R
n and �pi 2 R is the ith element of �p 2 R

n. The �p is used to keep the
present best design parameters value and symbol rv1 2 R is the random number which
is generated uniformly between 0 and 1. The symbol rv2 2 R is a random number and
ET is a scalar that defines the probability to use a new random setting for p while Kg is
a scalar value representing the interval size to adopt on the random steps on pi 2 R.
Next, the selection rule of function x in Eq. (10) as followed:

x �ð Þ ¼
pmax �pi � Kgrv2 [ pmax;
�pi � Kgrv2 pmin � �pi � Kgrv2 � pmax;
pmin �pi � Kgrv2\pmin;

8<
: ð11Þ

where pmax and pmin are minimum and maximum defined values of the design
parameter. The SED algorithm has several steps to follows as illustrated in Fig. 2.
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4 Data-Driven Neuroendocrine-PID Control Design

In this section, the SED algorithm is implemented for data-driven neuroendocrine-PID
control design for TITO coupled tank system with stochastic input delay. Here, the
parameters design as follow:

Fig. 2. Flowchart of SED algorithm
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w ¼ P; I;D;N; a; n; k½ �T2 R
n ð12Þ

where the logarithmic scale w is implemented in order to speed up the exploration of
the design parameter searching. Each element of w is set to wi ¼ 10piði ¼ 1; 2. . .nÞ and
the objective function become J ¼ 10p1 10p2 . . . 10pn½ �T , where n is a total
number of control paraments.

Now, let consider the objective function f pð Þ ¼ J P; I;D;N; a; n; kð Þ and the control
parameters pi ¼ logwi. Next, determine the maximum number of iteration, kmax. Then,
employ the SED algorithm in (Sect. 3) to this optimization problem. After reach a
maximum number of iteration kmax, the optimal control parameters are obtained as
popt ¼ �p kmaxð Þ. Finally, apply back the wopt ¼ 10p1opt 10p2opt � � � 10pn opt½ � into CðsÞ
and NE Er tð Þ;DhðtÞð Þ controller in Fig. 1 to obtain the performance of control system.

5 TITO - Coupled Tank System

The liquid level of tank 1 y1 tð Þ ¼ h1 tð Þ and tank 2 y2 tð Þ ¼ h2 tð Þ are illustrated in Fig. 3.
The plant modelling this TITO coupled tanks system is clearly described by [3]. The
inputs bound of this system are ui tð Þ 2 0; 5½ � i ¼ 1; 2ð Þ.

The model system of the coupled tank with stochastic input delay as follows

y1ðsÞ
y2ðsÞ
� �

¼ G11 sð Þe�ds G12 sð Þe�ds

G21 sð Þe�ds G22 sð Þe�ds

� �
u1ðsÞ
u2ðsÞ
� �

ð13Þ

where d 2 1; 3½ � and

G11 sð Þ ¼ 0:08151sþ 0:006356
s2 þ 0:1402sþ 0:003526

; ð14Þ

Fig. 3. Schematic of TITO coupled tank system.
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G12 sð Þ ¼ 2:637� 10�3

s2 þ 0:1402sþ 0:003526
; ð15Þ

G21 sð Þ ¼ 2:966� 10�3

s2 þ 0:1402sþ 0:003526
; ð16Þ

G22 sð Þ ¼ 0:07245sþ 0:004507
s2 þ 0:1402sþ 0:003526

: ð17Þ

6 Numerical Example

The desired trajectories position of liquid levels is applied as shown in Table 1.

Here, the SED based method coefficients are set as pmax ¼ 4, pmin ¼ �4,
ET ¼ 0:66,Kg ¼ 0:022, w1 ¼ 4; w2 ¼ 5, sampling time ts ¼ 1 s and tf ¼ 1500 s. The
objective function convergence curve of the SED based method for kmax ¼ 2000 in
p 2 R

14 is shown in Fig. 4. The results show that the SED based method able to
minimize the objective function and capable produce the stable convergence of the
control system.

Table 1. Trajectories position of coupled tank

Tank t = 0 s t = 500 s t = 1000 s t = 1500 s

1 2 4 5 5
2 2 3 3 3

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

500

1000

1500

2000

iteration (k)

Fig. 4. The convergence curve of the SED based method.
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Next, the initial neuroendocrine-PID control parameters pð0Þ for k ¼ 0 and the
optimal control parameters popt for kmax are represented in Table 2. Note that, pð0Þ 2
R

14 is chosen based on several preliminary experiments. The statistical results of the
SED based method after 30 trials are depicted in Table 3 in terms of the objective
function, total norm error and the computational time. This finding shows that the SED
based method successfully minimize the objective function and obtain the optimal
neuroendocrine-PID controller parameters in order to control the liquid level tanks.
Then, this fact also supports by the responses of liquid level for tank 1 and tank 2 that
are shown in Figs. 5 and 6. The dot green line from both figures represents the ref-
erence of liquid level, the thick blue line represents the output liquid level tuning by
SED while the thick red represents the initial parameter response before tuning. Notes
that only the best output responses from 30 trials are plotted in the Figs. 5 and 6. Based
on the results, it is clearly seen that the responses of data-driven neuroendocrine-PID
based on SED produce almost zero steady-state error and lower overshoot. Moreover,
this method also able to track the desired trajectory even though stochastic input delay
occurred during the tuning process. Thus, it clarifies that this method is an effective
method for the control of the coupled tank system with stochastic input delay. Then the
SED algorithm also has good capability to tune the control parameters in presence of
stochastic delay during the tuning process.

Table 2. Parameters design for SED based method

w NE-PID Gain p 0ð Þ w corresponded to p 0ð Þ popt w corresponded to popt
w1 P11 0 1.000 0.9177 8.274
w2 I11 2.5 316.228 1.8275 67.220
w3 D11 0 1.000 −0.4783 0.332
w4 N11 0.4 2.512 -0.3281 0.470
w5 a11 0 1.000 0.57 3.715
w6 n11 0.8 6.310 1.3422 21.989
w7 k11 0.4 2.512 0.8324 6.798
w8 P22 0.3 1.995 −0.4486 0.356
w9 I22 0.2 1.585 −0.1802 0.660
w10 D22 0.2 1.585 0.0976 1.252
w11 N22 0.5 3.162 0.448 2.805
w12 a22 0.5 3.162 0.2196 1.658
w13 n22 −0.2 0.631 −0.0825 0.827
w14 k22 0.5 3.162 0.79 6.166
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Table 3. Statistical result of TITO coupled tank with stochastic input delay

Algorithm SED

Objective function J P; I;D;N; a; n; kð Þ Mean 180.9328
Best 175.6751
Worst 202.3106
Std. 5.9122

Norm-error ê1 þ ê2ð Þ Mean 89.3133
Best 40.509
Worst 158.9257
Std. 41.7591

Computational time (s) 766.6276
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Fig. 5. Response of liquid level (tank 1) (Color figure online)
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Fig. 6. Response of liquid level (tank 2) (Color figure online)
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7 Conclusion

The performance of data-driven neuroendocrine-PID control based on the SED for
TITO coupled tank system with stochastic input delay has been presented and dis-
cussed. Based on the statistical numerical example and outputs responses, the SED
algorithm able to find the optimal PID control parameters and able to track the tra-
jectories task given for stochastic input delay occurred during the tuning process.
Therefore, it verifies that the fixed interval size characteristics in the SED based method
that produce the independent gain sequence of iterations have enough energy to re-tune
and finding the optimal neuro-endocrine-PID parameters when the delay occurs during
the tuning process. In addition, this method also obtains good control accuracy without
using any theoretical assumptions of plant modelling.
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Abstract. Despite the proven advantages of probabilistic motion planning
algorithms in solving complex navigation problems, their performance is
restricted by the selected nodes in the configuration space. Furthermore, the
choice of selecting the neighbor nodes and expanding the graph structure is
limited by a set of deterministic measures such as Euclidean distance. In this
paper, an improved version of multi-query planners is proposed which utilizes a
neuro-fuzzy structure in the sampling stage to achieve a higher level of effec-
tiveness including safety and applicability. This planner employs a set of expert
rules concerning the distance to the surrounding obstacles and constructs a fuzzy
controller. Then, parameters of the resulting fuzzy system are optimized based
on a hybrid learning technique. The outcome of the neuro-fuzzy system is
implemented on a multi-query planner to improve the quality of the selected
nodes. The planner is further improved by adding a post-processing step which
shortens the path by removing the redundant segments and by smoothing the
resulting path through the inscribed circle of any two consecutive segments. The
planner was tested through simulation in different planning problems and was
compared to a set of benchmark algorithms. Furthermore, the proposed planner
was implemented on a robotic system. Simulation and experimental results
indicate the superior performance of the planner in terms of safety and
applicability.

Keywords: Path planning � Mobile robot � Sampling-based � Multi-query �
Safety � Neuro-fuzzy system

1 Introduction

In the field of motion planning, sampling-based planners have been successfully
applied to solve difficult problems in high-dimensional spaces. These algorithms are
unique in the fact that planning occurs by sampling the configuration space. Original
sampling-based planners such as Probabilistic Roadmaps (PRM) [1, 2], Rapidly-
Exploring Random Trees (RRT) [3, 4], and Expansive Space Trees (EST) [5], are
proven to be probabilistically complete as the probability of finding a solution in these
planners is one when the input size goes to infinity. These algorithms have been
improved further to achieve some form of optimality in the generated solutions.
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Optimal sampling-based planners such as PRM* and RRT* [6, 7] are asymptotically
optimal as the solutions found by these algorithms converge asymptotically to the
optimum, if one exists, with the probability one as the input size goes to infinity.

Besides the initial objective of these algorithms which was to reduce the planning
cost and to quickly produce a collision-free path, recent application domains require
different planning objectives such as optimality, and safety. Furthermore, these methods
should be applicable to different robotic systems with different physical and kinematic
constraints. In some of the recent applications of robotics such as health care [8], rescue
[9], and logistics [10], the motion planning algorithm needs to provide safe navigation
paths where the robot is moving as far away as possible from the obstacles, and also the
path planner should be able to quickly provide solutions for the query. Furthermore, the
kinematic constraints of the robot should be considered within the path planning
module. Especially when dealing with nonholonomic robots, the curvature of the
generated paths plays an important role in the successful implementation of the result.

In this paper, an extension of the Probabilistic Roadmaps (PRM) is proposed which
is able to detect safe navigation domains in the planning space and quickly generate
navigation plans within those regions. Additionally, a simple and effective post-
processing technique is introduced which removes the redundant segments of the
resulting path and improves the curvature of the generated path to match the physical
constraints of the robot. Figure 1 shows the results obtained by the proposed method
versus the original PRM planner in a 2D planning space.

First, a neuro-fuzzy sampling controller is designed which receives the positional
information about each generated sample and decides whether to accept the sample or
not. This sampling controller aims in biasing the samples towards area close to the

(a)                                                                          (b)            

Fig. 1. Different performances of (a) the original PRM planner and (b) the proposed method.
Both algorithms result in a path (red curves) from the start position (yellow square) and the goal
position (green square). Obstacles are illustrated by the black blocks. (Color figure online)
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initial and final positions and far away from the obstacles. A set of 103 different
planning environments were designed and 102 samples were generated in each envi-
ronment to provide enough training data for the proposed neuro-fuzzy structure which
consists of a neural network with six layers for constructing and optimizing the fuzzy
controller, and a fuzzy sampling controller to decide about accepting or rejecting each
generated sample. The resulting set of samples is then used to learn the planning space
through the probabilistic roadmaps structure. Another criterion is also considered in the
sampling process which defines a forbidden sampling area around each sample and no
further sampling takes place within that region to ensure a diverse and sparse set of
samples. This method follows the low-dispersion sampling strategy. Next, the post-
processing component of the proposed method is applied on the resulting path which
first, removes the redundant segments of the initial solution and then, smooths the path
based on the inscribed circle of any two consecutive segments of the path.

The rest of the paper is organized as follows: Sect. 2 provides basic information
about the PRM planner while Sect. 3 describes the low-dispersion approach. The
structure of the proposed neuro-fuzzy system is discussed in Sect. 4 while the intro-
duced post-processing methods are explained in Sect. 5. Section 6 includes the sim-
ulation and experimental results and finally the work in summarized in Sect. 7.

2 The PRM Planner

Most of the sampling-based navigation algorithms perform the path planning task in
the configuration space which is the space of all possible transformations that could be
applied to a robot. The concept of configuration space has been introduced [11] to
simplify complex planning situations in the actual workspace of a robot. The main idea
behind the PRM planner is to learn the obstacle-free space and the connectivity of the
configuration space by randomly selecting several configurations and then connecting
them according to a given strategy to construct a graph. The resulting graph can be
used for solving any given feasible queries [12]. The main advantage of this planner is
the ability to learn the space without requiring a detailed map which is sometimes
computationally impossible to get. Instead, it relies on two main components. The first
component is responsible to determine if a given configuration is in collision with an
obstacle or not, while the second component, i.e. the local planner, determines if the
robot can freely move from one configuration to another without any collision. There
are numerous extensions of the PRM algorithm focusing on different objectives such as
optimality, rapidity, effectiveness, and efficiency. Lazy PRM planner was proposed to
increase the planning speed by delaying the collision-check as much as possible [13].
Low dispersion version of PRM (LD-PRM) was introduced to speed up the planning
process by reducing the density of the graph [14]. Randomized bridge builder
(RBB) [15] and the Gaussian PRM [16] were proposed to increase the efficiency of the
PRM in narrow spaces. Recently, the asymptotic optimal form of PRM, i.e. PRM* has
been introduced which improves the quality of the generated solutions [6].
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3 Low-Dispersion Sampling

In this work, a randomized multi-query path planning algorithm is proposed for safe
and quick navigation based on the LD-PRM algorithm [14] and first, this algorithm
needs to be briefly introduced. The main motivation of the low dispersion-PRM (LD-
PRM) planner is to improve the dispersion of the generated samples by the original
PRM algorithm so that the planner can capture the connectivity of the workspace and
solve planning queries with fewer samples, which reduces the processing time of the
algorithm. This algorithm works similarly to the original PRM with one major dif-
ference in the learning phase. In LD-PRM, the learning phase is different such that the
generated samples need to fulfill an additional criterion in order to be included in the
roadmap. This criterion implies that the samples are forbidden to be close to each other
more than a predefined radius. Based on the Lebesgue measure (volume) of the
collision-free configuration space, this radius can be defined as follows:

RS nð Þ ¼ L Qfree
� �

n� kð Þ= pn2
� �� �1=2 ð1Þ

Where Qfree is the free configuration space, n is the number of samples (nodes) in
the roadmap, and k is a positive scaling scalar. The idea behind this formulation is that
if we want to fit non-overlapping balls inside the configuration space, the aggregate
volume of these balls should be smaller than the volume of the free space. More
information about the LD-PRM planner can be found in [14]. This algorithm can be
summarized as follows:

THE LOW-DISPERSION PRM PLANNER. 

Inputs: (number of nodes in the roadmap)
(number of closest neighbors for each node)
(radius of the forbidden regions)

Output: A dispersed roadmap 
1:
2: While do
3: Repeat
4: a random configuration
5: Until is collision-free
6: If for all :
7:
8: End if
9: End While
10: For all do
11: the closest neighbors of from
12: For all do
13: If and is collision-free then
14:
15: End if
16: End for
17: End for
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4 Neuro-Fuzzy Sampling Controller

In order to make safe navigation plans, the LD-PRM planner needs to detect safe
navigation passages in the planning space and also, quickly planning the path to avoid
generating high-cost solutions. To achieve these objectives, a fuzzy logic sampling
controller is proposed which receives each sample’s coordinate ðxs; ysÞ, and calculated
three planning variables including the distance from the sample to the closest obstacle
ðDobsÞ, and the distance of the sample to the start ðDsÞ and the goal ðDgÞ positions of
the planning query. These variables are required to ensure safe and fast path planning.
Accordingly, the proposed fuzzy logic system calculates the output which follows a
step function and equals to zero if the sample does not meet the planning criteria and
equals to one otherwise. If the output of a sample is zero, the sample is rejected and will
be discarded from the graph and if the output is one, the sample is accepted and added
to the graph. The purpose of this fuzzy logic system is to find samples which are far
from the obstacles. Furthermore, the planner aims to generate more samples in the
vicinity of the start and goal positions to ensure maximum success in the path planning
task. Figure 2 shows the effect of the fuzzy logic sampling controller on the generated
samples.

The next step is to design the fuzzy logic sampling controller. An adaptive neuro-
fuzzy inference system (ANFIS) [17, 18] is utilized which can construct and optimize
the fuzzy logic structure. The construction of the fuzzy logic system is done using the
subtractive clustering method [19] and then the parameters of the constructed fuzzy
logic system will be optimized through the neural network structure by means of a
hybrid technique of back-propagation algorithm and the least square adaptation method
[20]. The proposed ANFIS structure follows a systematic approach for generating

(a) (b) (c)  

Fig. 2. The effect of the proposed fuzzy structure on the distribution of the samples. (a) The
initial samples generated by the LD-PRM planner, (b) the fuzzy logic sampling controller accepts
suitable samples (green dots) and rejects unfit samples (red dots), and (c) the final distribution of
the accepted samples. The density of the samples is higher around start and goal positions shown
by yellow and green squares respectively. (Color figure online)
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fuzzy rules and utilizes a first-order Sugeno fuzzy system with the following rule
structure:

IF Ds is A1 AND Dg is A2 AND Dobs is A3 ð2Þ

THEN
v ¼ f1 Ds;Dg;Dobs; hs; hg; hobs

� �
x ¼ f2 Ds;Dg;Dobs; hs; hg; hobs

� ��
ð3Þ

where, f1 and f2 are first-order polynomial functions of the input variables. The pro-
posed ANFIS is represented by a six-layer feedforward neural network as illustrated in
Fig. 3.

In the first layer, neurons simply pass external crisp signals to layer 2 while layer 2
performs the fuzzification procedure with a bell-shaped activation function.

out11
out12
out13

2
4

3
5 ¼

in11
in12
in13

2
4

3
5 ¼

Ds

Dg

Dobs

2
4

3
5; ð4Þ

out2i ¼ 1= 1þ in2i � ai
ci

� �2bi
" #

; ð5Þ

where ai, bi, and ci are control parameters for the center, width, and slope of the
activation function for neuron i, respectively. Each neuron in the third layer represents
a single fuzzy rule which receives the fuzzified output from the previous neuron and
calculates the firing strength of the corresponding rule. As suggested in the original
ANFIS structure [17, 20], the conjunction of the rule antecedents is assessed by the
product operator.

Fig. 3. The structure of the proposed adaptive neuro-fuzzy inference system.
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out3i ¼
Yk

j¼1
in3ji; ð6Þ

The resulting values are normalized in the next layer by computing the normalized
firing strength of each rule as the ratio of the firing strength of each rule to the sum of
the firing strength for all rules.

out4i ¼ in4ii=
Xn

j¼1
in4ji ¼ li=

Xn

j¼1
lj ¼ li; ð7Þ

Where the value of lj is the firing strength of neuron i. Layer 5 defuzzifies the
resulting values from the previous layer. Each defuzzification neuron computes the
weighted consequent value of a given rule as:

out5i ¼ li ki0 þ ki1x1þ ki2x2½ �; ð8Þ

Here, ki0, ki1, and ki2 are the parameters of the ith rule. At the last layer, a single
summation neuron computes the sum of outputs of all previous defuzzification neurons
and produces the final output of the network.

out6 ¼
Xn

i¼1
in6i ¼

Xn

i¼1
li ki0 þ ki1x1þ ki2x2½ �; ð9Þ

Now the ANFIS is ready for training and in order to provide sufficient training data
for the neuro-fuzzy system, a set of 103 different planning environments were designed
and 102 samples were created in each one. Then, each sample was given an associated
output having a Boolean value (0 or 1), based on four simple rules as given in Table 1.
Three parameters were used to generate the dataset including ks, kg, and kobs which
represent the minimum distance from the start position, minimum distance to the goal
position, and minimum safety distance from obstacles. These parameters were used to
assign proper output value to each sample.

Figure 4 shows 102 samples generated in a simple planning space. Different values
of the generated data and the corresponding deviations are illustrated for both input and
output values. As mentioned before, this process was repeated in 103 different planning
spaces with different arrangements of the obstacles. These environments were created
entirely based on random numbers to generalize the behavior of the fuzzy logic
sampling controller. The corresponding output values are presented in Fig. 5.

Table 1. Four simple rules used for generating the training dataset.

Ds Dg Dobs Sample output

\ks [ kg – 1
[ ks \kg – 1
– – [ kobs 1
Otherwise 0
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After generating 105 samples (102 samples in 103 spaces), the initial fuzzy logic
structure was created with the subtractive clustering method. Then, the optimization
process took place using the hybrid technique. The optimized membership functions
are shown in Fig. 6 and the corresponding training curve is presented in Fig. 7.

Fig. 4. An instance of the input training dataset generated in an environment with a random
arrangement of obstacles and for a random planning query.

Fig. 5. Corresponding output values in one environment according to the four given rules.

Fig. 6. The input membership functions after the construction and optimization by the proposed
neuro-fuzzy structure.
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As can be observed from the training and checking curves, the training error
reaches its minimum after eight epochs while the checking error keeps decreasing until
epoch nine. The obtained values which were used in the final planner were based on the
training for eight epochs to avoid overfitting in the training process.

5 Post-processing Approach

To improve the quality of the generated path by the proposed planner, two post-
processing techniques are used to shorten the length of the path and to smooth the path
for real implementations as presented in the following sections.

5.1 Path Shortening

Given the path resulting from the planner, the path shortening process removes the
redundant segments of the path by checking the availability of a direct connection
between any two nodes on the path, starting from the initial node on the path. As shown
in Fig. 8(b), after removing the redundant segments, no direct connection can be made
between any pair of non-adjacent nodes on the path.

Fig. 7. The training and checking errors in 20 epochs. The training error reaches down to 0.1393
while the checking error reaches the minimum value of 0.1257.

(a) (b)

Fig. 8. An instance of the path reduction process. (a) A segment of the initial path and (b) the
reduced path after the first post-processing process.
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5.2 Smoothing Technique

The resulting path from the path shortening is still incapable of handling the physical
limitation of a nonholonomic robotic system. A path smoothing method is used to
overcome this issue by finding the inscribed circle of any two consecutive segments of
the path as shown in Fig. 9. After computing the center location and the radius of each
circle, the middle node will be removed, and the path is updated by the partial curve
from the circle between the two remaining nodes. Even though there are already
various smoothing techniques available [21–24], the proposed method is implemented
since it requires lower processing resources.

Figure 10 shows the summary of the post-processing module where the initial,
shortened and smoothed paths are shown in a simple 2D environment with 36 convex
obstacles.

Fig. 9. The performance of the proposed path smoothing method. By finding the inscribed circle
of any given two segments, the middle curve will be added to the path and replace the sharp
edges between the two segments.

(a) (b) (c)

Fig. 10. The proposed post-processing method. (a) The initial graph from the LD-PRM planner,
(b) the redundant segments of the path are removed, and (c) the smoothed final path. Start and
final positions are shown by yellow and green squares, respectively. (Color figure online)

22 W. Khaksar et al.



6 Results and Discussion

To evaluate the performance of the proposed path planning approach and to compare it
with the original PRM-based planners, several simulation and experimental studies
have been conducted as presented in the following sections.

6.1 Simulation Studies

The proposed approach was simulated in three different planning spaces with different
placements of the obstacles as illustrated in Fig. 11. The simulation was programmed
in MatLab R2017a on a desktop with a 3.40-GHz Intel Core i7 processor and 32 GB of
memory. To have a general and reliable overview of the performances, each planner
was tested for 100 iterations per problem.

The planner was able to successfully generate safe navigation paths while main-
taining the running time and the solution cost as compared to other two counterparts
including the original PRM and the LD-PRM planners. The numerical comparative
results are shown in Table 2 and Fig. 12 in terms of path length (PL), processing time
(RT), and the minimum distance to the obstacles (Dmin). The proposed planner pro-
vides safe navigation plans while avoiding any increase in the solution cost and pro-
cessing time.

To conclude the simulation results, the proposed planner keeps the low processing
time property of the LD-PRM and therefore performs better than the original PRM. It
also provides safer navigation plans while maintaining the solution cost (path length).

Fig. 11. Simulation of the proposed method in three test planning problems with different
arrangements of the obstacles.

Table 2. Comparative simulation results. The results are averaged over all three environments
and 100 iterations per planner per environment. Standard deviations (Std.) are also included to
see the stability of the results.

Test PRM LD-PRM Proposed method
PL
(m)

RT
(sec)

Dmin

(m)
PL
(m)

RT
(sec)

Dmin

(m)
PL
(m)

RT
(sec)

Dmin

(m)

Mean 88.82 34.53 0.26 85.00 28.32 0.24 85.15 28.70 1.10
Std. 4.35 4.40 0.08 2.66 4.19 0.08 2.81 4.97 0.18
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6.2 Experimental Setup

The planner was implemented on a nonholonomic differential drive robotic platform to
test the actual performances. The main control platform for the robot was robotic
operating system (ROS). The details of the robotic platform are summarized in Table 3.
Two test problems are designed with two different arrangements of the obstacles as can
be seen in Fig. 13. The first case is a scattered arrangement of twelve obstacles in a
3m� 4m plane while the second arrangement is a maze in the same plane with six
obstacles. The numerical results of these two experiments are summarized in Table 4.

Fig. 12. Numerical analysis of the performances in simulation studies. While the proposed
planner maintains the same level of path lengths with the LD-PRM, and the same level of
processing time with PRM and LD-PRM, it significantly improves the safety.

Table 3. The experimental setup configuration.

Component Specifications

Robot TurtleBot3 (Burger), 138mm � 178mm � 192mm
vmax ¼ 0:22 ðm/s); vmax ¼ 2:84 ðrad/s)

Actuator Dynamixel XL430-W250
Sensor 360 Laser Distance Sensor LDS-01
SBC Raspberry Pi 3 Model B
MCU 32-bit ARM Cortex®-M7 with FPU (216 MHz, 462 DMIPS)
Power source Lithium polymer 11.1 V 1800mAh/19.98Wh 5C
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The presented numerical results are shown in terms of path length (PL) as the total
traveled distance by the robot, processing time (RT), minimum distance to the obstacles
(Dmin), and the overall control frequency (kc) as the number of control commands given
to the robot per second. The planner managed to keep the processing time as low as 6
(sec) while providing safe trajectories where the robot was at least 17(cm) away from
the obstacles.

7 Summary

In this paper, a multi-query path planning algorithm was proposed for planning safe
navigation for mobile robotic systems based on the low-dispersion probabilistic
roadmaps (LD-PRM) method. The core of the proposed method is an adaptive neuro-
fuzzy inference system (ANFIS) which constructs and optimizes the parameters of the
fuzzy sampling controller. Then the fuzzy system was implemented on the sampling
module to select the samples according to the safety criterion. The resulted path was
further improved by a post-processing step which removes the redundant segments of
the path as well as the sharp edges. The resulting reduced and smoothed paths can
guide a mobile robot among different arrangements of the obstacles within the planning
space. The proposed method was tested through several simulation, comparative, and
experimental studies. The superiority of the approach in generating safe navigation
solutions was concluded while the solution cost and processing time were maintained
without any meaningful increase.

This work can further be improved by using other optimization techniques for
designing the fuzzy sampling controller. In addition, other types of planning such as
dynamic motion planning or maples navigation can be considered for further
advancements of the proposed approach.

(a)  (b) (c) 

Fig. 13. The experimental configuration. (a) The robotic platform which is a turtlebot3, burger
model, (b) and (c) two test setups with different placements of the obstacles.

Table 4. Numerical results obtained from the experiments.

Environment PL (m) RT (sec) Dmin (m) kc (1/sec)

Scattered 8.27 4.52 0.21 0.83
Maze 9.16 6.09 0.17 0.56
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Abstract. The goal of document classification is to automatically assign one or
more categories to a document by understanding the content of a document.
Much research has been devoted to improve the accuracy of document classi-
fication over different types of documents, e.g., review, question, article and
snippet. Recently, a method to model each document as a multivariate Gaussian
distribution based on the distributed representations of its words has been
proposed. The similarity between two documents is then measured based on the
similarity of their distributions without taking into consideration its contextual
information. In this work, a hierarchical attention network (HAN) which can
classify a document using the contextual information by aggregating important
words into sentence vectors and the important sentence vectors into document
vectors for the classification was tested on four publicly available datasets
(TREC, Reuter, Snippet and Amazon). The results showed that HAN which can
pick up important words and sentences in the contextual information outper-
formed the Gaussian based approach in classifying the four public datasets
consisting of questions, articles, reviews and snippets.

Keywords: Document classification � Machine learning �
Hierarchical attention network � Accuracy � Dataset

1 Introduction

Document classification is one of the research area in natural language processing. The
goal of document classification is to automatically assign one or more categories to a
document by understanding the content of a document. Due to the massive usage of
cloud storages, data analytics tools have been incorporated by data storage vendors into

Supported by the Collaborative Agreement with NextLabs (Malaysia) Sdn Bhd (Project title:
Advanced and Context-Aware Text/Media Analytics for Data Classification).

© Springer Nature Singapore Pte Ltd. 2019
J.-H. Kim et al. (Eds.): RiTA 2018, CCIS 1015, pp. 28–41, 2019.
https://doi.org/10.1007/978-981-13-7780-8_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_3&amp;domain=pdf
https://doi.org/10.1007/978-981-13-7780-8_3


their products. The availability of the large amount of data have motivated the
development of efficient and effective document classification techniques. Such doc-
ument classification techniques found their applications in topic labelling [24], senti-
ment classification [16], short-text categorization [7] and spam detection [11].

Words in a document can be represented as embeddings that act as feature for
document classification. A document with smaller size, also known as short text may
not be recognized easily as compared to longer text due to the issue of data sparsity and
ambiguity. Traditional approach to classify a short text is to represent texts with bag-of-
word (BoW) vectors. Even though BoW is simple and straightforward, but it did not
take consideration on the contextual information of the document.

To utilize more contextual information in a document or text, biterm topic model
(BTM) [4] had been introduced. However, BTM model may suffer from curse of
dimensionality problem due to the use of sparse vector representation. In recent years,
much research has been devoted to tackle the curse of dimensionality by learning
distributed representation of words in documents. A neural probabilistic language
model was proposed by Bengio et al. [2] to learn a distributed representation for words
that capture neighboring sentences semantically. Instead of using a neural probabilistic
language model, Mnih and Kavukcuoglu [17] used training log-bilinear models with
noise-contrastive estimation too learn word embeddings. They also found that the
embeddings learned by the simpler models can perform at least as well as those learned
by the more complex one. Along this direction, Pennington, Socher and Manning [19]
proposed the use of global log-bilinear regression model that efficiently leverages
statistical information by training only on the nonzero elements in a word-word co-
occurrence matrix.

On the other hand, deep learning approaches had been proposed for document
classification. These approaches include convolutional neural network (CNN) [10] and
recurrent neural network (RNN) based on long short term memory (LSTM) [8]. Even
though neural network based text classification approaches had been proved to be quite
effective by Kim [10] and Tang et al. [23] independently, the annotation of each word
in these approaches only summarizes the preceding words, but never consider the
following words. Hence, Bahdanau et al. [1] proposed the use of a bi-directional RNN
that considers both the preceding and following words.

Recently, Yang et al. [25] proposed a new approach based on deep learning. They
named the new approach as hierarchical attention network (HAN). The intuition of the
proposed model is simple where a document can be split into sentences and each
sentence can be split into words. Thus, the HAN model was designed to capture these
two levels that form a document. Instead of using bi-directional RNN, HAN used bi-
directional gated recurrent unit (GRU). GRU is a new type of hidden unit proposed by
Cho et al. [5]. GRU is inspired by the LSTM unit with a simpler structure that can be
implemented easily. First, the preceding and following words in each sentence are
considered by HAN model such that the more important words will be given higher
weightage. Subsequently, the preceding and following sentences in a document are
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considered such that the more important sentence will be given higher weightage.
Finally, a document is classified based on such weightages. The efficiency of HAN had
been proved against six publicly available datasets (Yelp 2013 [23], Yelp 2014 [23],
Yelp 2015 [23], Yahoo Answer [26], IMDB Review [6] and Amazon [26]). Besides,
Poon et al. [21] also demonstrated that HAN model is suitable for document level
polarity classification.

All six datasets tested with HAN share the same similarities: (1) All documents are
of the same type – user review; (2) Total number of documents in each dataset is large
ranging from 335,018 to 3,650,000; (3) The size of vocabulary in each dataset is large
ranging from 211,245 to 1,919,336. As short text classification is different with normal
text classification due to the issue of data sparsity and ambiguity [7], thus the appli-
cability of HAN on short text classification remains unclear.

Recently, Gaussian model proposed by Rousseau et al. [22] had demonstrated its
effectiveness in recognizing short texts. The Gaussian method models each document
as a multivariate Gaussian distribution based on the distributed representations of its
words. The similarity between two documents is then measured based on the similarity
of their distributions without taking into consideration its contextual information.
However, contextual information is not taken into consideration in the proposed
Gaussian model. To exploit the contextual information, a short text categorization
strategy based on abundant representation was proposed by Gu et al. which subse-
quently outperformed the Gaussian model over a public dataset, Snippet [20].

In this paper, our contributions are listed as follows:

1. The efficiency of HAN model against different types of documents with smaller
datasets and vocabulary is investigated.

2. The accuracy results of HAN against four selected datasets that consist of different
types of documents are slightly better than state-of-the-art document classification
methods.

2 TheHierarchical Attention Network Proposed byYang et al.

A hierarchical attention network (HAN) was proposed by Yang et al. [25] for document
classification with two unique characteristics: (1) It has a hierarchical structure that
mirrors the hierarchical structure of documents; (2) it has two levels of attention
mechanisms that applied at the word- and sentence-level to capture qualitative infor-
mation when classifying a document. Figure 1 shows the architecture of HAN.

Assume that a document has n sentences si and each sentence contains m words.
Let wit with t = 1, … , m denotes the t-th word in the i-th sentence. HAN consists of
the following components:
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1. Gated Recurrent Unit (GRU) Based Sequence Encoder: Cho et al. [5] proposed
a new type of hidden unit, namely GRU that is inspired by the LSTM unit [8].
Differ with LSTM that has a memory cell and four gating units, GRU consists of
two gating units only leading to simpler implementation and computation. The two
gating units are named as reset gate rt and update gate zt for t-th hidden unit. These
two gating units adaptively control the information ow inside the unit. First, the
reset gate rt is computed as follows:

rt ¼ r Wrxt þUrht�1þ brð Þ ð1Þ

Fig. 1. The architecture of HAN proposed by Yang et al. [25]
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where r is the logistic sigmoid function, xt is the input at time t, Wr and Ur are
weight matrices which are learned and ht−1 is the previous hidden state. Then, the
update gate zt is computed as follows:

zt ¼ r Wzxt þUzht�1þ bzð Þ ð2Þ

where Wz and Uz are weight matrices which are learned. Subsequently, the
candidate state eht is computed as follows:

eht ¼ tanh Whxt þ rt � Uhht�1þ bhð Þ ð3Þ

where Wh and Uh are weight matrices which are learned and � is the element-wise
multiplication. Notice that rt controls how much the previous state contributes to the
candidate state. Finally, the new state ht is computed as follows:

ht ¼ ð1� ztÞ � ht�1þ zt � eht ð4Þ

2. Word Encoder: Given wit, the words are embedded to vectors xit = Wewit where
We is an embedding matrix. Bidirectional GRU [1] is then applied to get annotation
of words by summarizing not only the preceding words, but also the following
words. A bidirectional GRU consists of forward and backward GRU’s, denoted as

GRU
���!

and GRU
 ���

respectively. The forward GRU reads the input sequence si as it is
ordered from xi1 to xim to calculate a sequence of forward hidden states

h
!

i1; . . .; h
!

im. Meanwhile, the backward GRU reads the input sequence as it is
ordered from xim to xi1 to calculate a sequence of forward hidden states

h
 

im; . . .; h
 

i1. The computations are listed as follows:

xit ¼ Wewit; t 2 1;m½ � ð5Þ

h
!

it ¼ GRU
���!

xitð Þ; t 2 1;m½ � ð6Þ

h
 

it ¼ GRU
 ���

xitð Þ; t 2 m; 1½ � ð7Þ

Finally, hit ¼ h
!

it; h
 

it

h i
which summarizes the information of the whole sentence

si centered around wit is obtained.
3. Word Attention: Each word in a sentence si may not contribute equally to the

representation of the meaning of a sentence. Thus, attention mechanism is included
to extract and aggregate important words that contribute to the meaning of a sen-
tence as a sentence vector as follows:

uit ¼ tanh Wwhitþ bwð Þ ð8Þ

ait ¼
exp u>it uw

� �
P

i exp u>it uwð Þ ð9Þ

32 H.-S. Cheong et al.



si ¼
X
t

aithit ð10Þ

where uit is a hidden representation of hit and uw is randomly initialized and jointly
learned during the training process.

4. Sentence Encoder: Given the sentence vector si, bidirectional GRU is applied to
encode the sentences as follows:

hi
!¼ GRU

���!
sið Þ; i 2 1; n½ � ð11Þ

hi
 ¼ GRU

 ���
sið Þ; i 2 n; 1½ � ð12Þ

Finally, hi ¼ hi
!
; hi
 h i

which summarizes the neighbour sentences around sentence

i is obtained.
5. Sentence Attention: Each sentence may not contribute equally to the representation

of the classification of a document. Thus, attention mechanism is included to extract
and aggregate important sentences that contribute to the classification of a document
as a document vector v as follows:

ui ¼ tanh Wshiþ bsð Þ ð13Þ

ai ¼
exp u>i us

� �
P

i exp u>i usð Þ ð14Þ

vi ¼
X
t

aihi ð15Þ

where us is randomly initialized and jointly learned during the training process.
6. Document Classification: Document vector v can be used as features for document

classification as follows:

p ¼ softmax Wcvþ bcð Þ ð16Þ

Finally, negative log likelihood of the correct labels is used as training loss as
follows:

L ¼ �
X
d

logpdj ð17Þ

where j is the label of document d.

Hierarchical Attention Networks for Different Types of Documents 33



3 Experiments

HAN was applied on six publicly available datasets by Yang et al. [25], and the results
of HAN showed better accuracy as compared to the existing methods. These six
publicly available datasets include the following:

1. Yelp’13, Yelp’14 and Yelp’15 [23]: Yelp reviews are obtained from the Yelp
Dataset Challenge in 2013, 2014 and 2015. Ratings are given from 1 to 5 where
higher rating is better.

2. IMDB reviews [6]: User ratings are given from 1 to 10 where higher rating is better.
3. Yahoo answers [26]: The document includes question titles, question contexts and

best answers over 10 different classes.
4. Amazon reviews [26]: User ratings are given from 1 to 5 where higher rating is

better.

Table 1 presents the summary of all these six datasets being tested using HAN by
Yang et al. [25].

From Table 1, we observe the common similarities in the six publicly available
datasets tested with HAN by Yang et al. [25]. These six datasets share the following
similarities:

1. Each document is written by normal user consisting user’s opinion toward certain
topic.

2. Each document contains at least 4.9 sentences with 91.9 words in average.
3. Each dataset contains more than 200,000 vocabulary.
4. Each word appears in a dataset 0.9327 to 3.008 times in average.

Thus, experiments are conducted with the aim of answering the following research
questions:

Table 1. Data statistics: #s denotes the number of sentences per document, #w denotes the
number of words per document, word frequency is the ratio of # document to vocabulary [25]

Yelp
2013

Yelp
2014

Yelp
2015

IMDB
review

Yahoo
answer

Amazon
review

# Classes 5 5 5 10 10 5
# Documents 335,018 1,125,457 1,569,264 348,415 1,450,000 3,650,000
Average #s 8.9 9.2 9.0 14.0 6.4 4.9
Maximum #s 151 151 151 148 515 99
Average #w 151.6 156.9 151.9 325.6 108.4 91.9
Maximum #w 1184 1199 1199 2802 4002 596
Vocabulary 211,245 476,191 612,636 115,831 1,554,607 1,919,336
Word
frequency

1.5859 2.3635 2.5615 3.0080 0.9327 1.9017
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– RQ1: Do HAN proposed by Yang et al. [25] outperform the state-of-the-art
methods in classifying different types of documents, e.g., questions, news article
prepared by professional, brief description (snippet) and user review?

– RQ2: Do HAN proposed by Yang et al. [25] outperform the state-of-the-art
methods in classifying the document which contains lesser training data, smaller
vocabulary and/or lesser words?

3.1 Datasets - Selection

To answer RQ1 and RQ2, the following four publicly available datasets are selected:

1. TREC [14]: Consists of a set of questions only (without user answers) that can be
classified into six classes. These six classes are ABBREVIATION, DESCRIPTION, ENTITY,
HUMAN, LOCATION and NUMERIC. One of the samples from the class DESCRIPTION is
presented as follows for illustration purpose.

title What is the oldest profession?

2. Reuters-21578 [22]: Contains different business and financial news over more than
100 classes. Only eight classes with higher number of document per class are
considered in this paper. These eight classes are EARN, ACQ, MONEY-FX, GRAIN, TRADE,
INTEREST and SHIP. One of the samples from the class MONEY-FX is presented as
follows for illustration purpose.

ZAMBIA TO RETAIN CURRENCY AUCTION, SAYS KAUNDA Zambia
will retain its foreign-exchange

auction system despite the suspension of weekly auctions since
January 24, President Kenneth Kaunda said.

3. Amazon [3]: Product reviewers acquired from Amazon over four different sub-
collections, that is, BOOK, DVD, ELECTRONIC and KITCHEN. One of the samples from
the class DVD is presented as follows for illustration purpose.

I saw the scene,where they have Lissa chained to the pool table and gagged
in the basement.I didn’t understand most of the movie. I bet Kim

Possible,Ron Stoppabl,and Rufus can deal with them

4. Snippets [20]: Contains word snippets collected from the Google search transac-
tions that can be classified into eight classes. These eight classes are BUSINESS,
COMPUTERS, CULTURE-ARTS-ENTERTAINMENT, EDUCATION-SCIENCE, ENGINEERING, HEALTH

and SCIENCE. One of the samples from the class HEALTH is presented as follows for
illustration purpose.
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wikipedia wiki clinic clinic wikipedia encyclopedia clinic outpatient clinic
public facility care ambulatory patients clients

Table 2 presents the summary of all selected four datasets. Different types of
documents are included in these four datasets, that is, news article from Reuters, user
review from Amazon, short description from Google snippets and question from
TREC. The total documents for each selected dataset are at least 28 times smaller than
to those datasets being tested by Yang et al. in [25] (see Table 1 for comparison).
Similarly, the vocabulary for each selected dataset is at least five times smaller as
compared of the datasets presented in Table 1. Thus, each word appears in the four
selected datasets 0.2044 to 0.6257 times only in average.

3.2 Baseline

The following models are described and are included as baseline for performance
comparison.

1. BOW (binary) [22]: All documents are pre-processed into bag-of-words vectors.
If a word is present in the sentence, then its entry in the vector is 1; otherwise 0.
Support vector machine (SVM) method is used to perform text classification.

2. Centroid [22]: Documents are projected in the word embedding space as the
centroids of their words. Similarity of the documents is then computed using cosine
similarity for text classification.

3. NBSVM [22]: Wang and Manning [24] combined both Naive Bayes classifier with
SVM to achieve remarkable results on several tasks. Rousseau et al. [22] used a
combination of both unigrams and bigrams as underlying features.

4. WMD [22]: Word Mover’s Distance (WMD) is used to compute distances
between documents [12]. Rousseau et al. [22] used pre-trained vectors from
word2vec (i.e. a two-layer neural networks that are trained to learn linguistic

Table 2. Data statistics: #s denotes the number of sentences per document, #w denotes the
number of words per document, word frequency is the ratio of # document to vocabulary

TREC Reuters Amazon Snippets

# Classes 6 8 4 8
# Documents 5,952 7,528 8,000 12,340
Document type Question News Review Snippet
Average #s 1 6 7 1
Maximum #s 1 68 207 1
Average #w 10 138 128 17
Maximum #w 38 1,322 5,160 38
Vocabulary 9,513 23,582 39,133 29,276
Word frequency 0.6257 0.3192 0.2044 0.4215
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contexts of words from a large corpus of text) to compute distance between doc-
uments. Text classification is done with k-nearest neighbors (KNN) algorithm with
the distances between documents. Notice that KNN algorithm classifies an object
based on a majority vote of its k neighbors.

5. CNN [22]: CNN [13] exploits layer with convolving filters that are applied to local
feature. Kim [10] showed that a simple CNN with little hyperparameter tuning and
static vectors achieves excellent results for sentence-level classification tasks.

6. DCNN [9]: Dynamic k-max pooling is used on top of CNN for the semantic
modelling of sentences.

7. Gaussian [22]: Short texts are treated as multivariate Gaussian distributions based
on the distributed representations of its words. Subsequently, the similarity
between two documents is then measured based on the similarity of their distri-
butions for classification.

8. DMM [18]: Dirichlet Multinomial Mixture (DMM) model assumes that all doc-
uments are generated from a topic. Given the limited content of short texts, this
assumption is reasonable.

9. GPU-DMM [15]: Inspired by DMM and the generalized Pólya urn (GPU) model,
GPU-DMM was proposed by Li et al. [15] to promote the semantically related
words under the same topic during the sampling process.

10. BTM [4]: Biterm Topic Model (BTM) learns the topics by modeling the generation
of word co-occurrence patterns in short texts [4]. Biterm from BTM is an unor-
dered word pair co-occurred from short context.

11. Bi-RNN + Topic [7]: Short texts are classified based on abundant representation
which utilizes bi-directional recurrent neural network (CNN) with long short term
memory (LSTM) and topic model to capture contextual and semantic information.

3.3 Experimental Settings and Results

Different common pre-processing techniques are performed on different selected
datasets. These techniques include performing tokenization, removing stop word,
removing special character, changing the capitalization of character and selecting
pivots with mutual information. For our implemented HAN model, we use pre-trained
word embedding vectors from global vectors for word representation (GloVe) to ini-
tialize the weight of word embedding layer. Notice that GloVe [19] is an unsupervised
learning algorithm for obtaining vector representations for words. Different hyperpa-
rameters are set for different datasets as shown in Table 3. Notice that we split each
document into a number of sentences denoted as # sentences.

Table 3. Different hyperparameter’s settings for different selected datasets

Hyperparameter TREC Reuters Amazon Snippet

Word embedding dimension 100 200 100 300
GRU dimension 100 100 100 300
# sentences 1 1 10 1
# Training data 5,452 5,485 7,200 10,060
# Testing data 500 2,189 800 2,280
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Table 4 shows the comparison of HAN [25] with aforementioned models on
TREC, Reuters, Amazon and Snippet datasets in terms of the accuracy of document
classification.

Regarding to RQ1 and RQ2, as shown in Table 4, HAN which can pick up
important words and sentences in the contextual information is able to out-perform all
state-of-the-art models with the improvement of 0.28% to 0.78% in classifying the four
public datasets that consists of different types of documents (i.e., question, review,
news article and snippets), with smaller size of vocabulary, smaller training data and/or
lesser words. This shows that HAN is also suitable for classifying documents with
smaller size of vocabulary and lesser words.

4 Visualization of Attention Mechanism

Yang et al. [25] showed that HAN is able to pick up important words and sentences for
a user review which consists many words. In this section, we check whether HAN is
able to pick up important words for a short question found from the class NUMERIC of
TREC dataset. The raw question (without going through pre-processing) randomly
selected from TREC is as follows:

dist How far is it from Denver to Aspen?

After going through pre-processing, the question mark is removed as follows:

dist How far is it from Denver to Aspen

Table 4. Comparison of different models for document classification in terms of accuracy

Method TREC Reuter Amazon Snippet

BoW (binary) 0.9660 0.9571 0.9126 0.6171
Centroid 0.9540 0.9676 0.9311 0.8123
NBSVM 0.9780 0.9712 0.9486 0.6474
WMD 0.9240 0.9502 0.9200 0.7417
CNN 0.9800 0.9707 0.9448 0.8478
DCNN 0.9300 – – –

Gaussian 0.9820 0.9712 0.9498 0.8224
DMM – – – 0.8522
GPU-DMM – – – 0.8722
BTM – – – 0.8272
Bi-RNN + topic 0.9400 – – 0.8636
HAN (this paper) 0.9860 0.9790 0.9537 0.8750
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Finally, Fig. 2 shows the visualization of attention mechanism for the selected
question. Notice that the word with greater red color, the more important the word. This
is done by first extracting out the word representation and subsequently coloring each
word based on the word representation accordingly. Even though the question is short,
HAN is still able to pick up important words that can classify the question as numeric
such as “How”. On the other hand, the word “is” is not so important for classification.

5 Conclusion

In this paper, our results have demonstrated that HAN is suitable to classify different
types of documents (review, question, snippet, and news article) with different sizes.
We also showed that HAN is able to pick up important words even for question typed
document. However, the improvement of accuracy in classifying short texts cannot be
considered as significant. Thus, the future work includes the modification of HAN to
further improve the accuracy in classifying both long and short texts.
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Abstract. Synthetic intelligence models are highly relevant to the fast
growing field of social robotics. Robots interacting with humans in the
context of a non-lab environment are being upgraded at a fast pace in
order to meet social expectations. To foster the integration in human
societies, and hence coping with expectations, robots are likely to be
endowed with typically human attributes, such as synthetic personality.
Such social personality is the result of the interaction of a number of
systems, some of high complexity, and can be thought of as a network of
dynamic systems. The paper addresses the relations between frameworks
consistent with synthetic intelligence models from Psychology, and mod-
els of networks with nonsmooth dynamics and consensus problems. The
goals are (i) to achieve a framework that can establish bridges between
architectures including concepts from social sciences and concepts from
nonsmooth dynamic systems, and (ii) to determine the basic properties
for such framework. Basic continuity and convexity properties are shown
to be at the core of the framework.

Keywords: Social robots · Synthetic intelligence ·
Consensus problems

1 Introduction

The paper aims at contributing to bridge concepts from social sciences and
synthetic intelligence engineering and discuss architectural principles that can
be used in the design of social robots, either with an intelligent flavor or aiming
simply at basic interactions with humans. It reports ongoing work and builds
on (i) theories in synthetic intelligence that support neural-like architectures
such as the Psi theory (see [2]) and the H-CogAff (see [32]), and (ii) concepts
from non-smooth systems, i.e., systems exhibiting some form of discontinuity in
some state variables. Robotics is a wide domain that easily leads to non-smooth
systems, both in single entity or multiple entities (connected in a network) even
when intelligence is not an issue, as recognized, for example, in [10].
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Complex systems, such as those found in social robots, regardless of their
intelligence attributes, are often developed as a collection of independent, sim-
pler, systems, i.e., a network of systems and all nodes in such networks must
behave consistently in order an adequate global behavior is obtained. Such is
the case of Psi and H-CogAff architectures. Figure 1 shows graphical interpre-
tations of these two architectures. The links between the blocks indicate some
form of dependence, exchange of information, and/or temporal synchronization
of behavior.

Both architectures in Fig. 1 embed systems normally related to synthetic
intelligence in a social environment, namely emotion recognition/generation and
their management, and memory management systems. Even though their dif-
ferent nature and theoretical foundations, they both rely on independent blocks
and respective interconnections.

The paper is not concerned with argumentative intelligence, i.e., systems like
IBM Watson, which are primarily a software system. Instead, we are concerned
with systems that must “live” in a social environment, interacting with people,
not necessarily showing high argumentative intelligence (though comparative
intelligence must be embedded in the systems1).

The aforementioned consistency is similar to other problems involving net-
work structures, e.g., modeling of manufacturing processes where manufacturing
servers are the nodes in a network (see for instance [5] on deterministic model-
ing and [11] on stochastic modeling), or having a set of mobile robots moving in
formation to complete some assignment, or having a set of software components
behaving adequately to some common purpose (see [31]). As pointed in [10], the
idea of nodes exchanging information is applicable to a wide range of situations,
e.g., computer networks, networks of mobile phones, or air traffic management,
human social networks, biology systems, communications networks, transporta-
tion systems, among many others (see for instance [26,28] for surveys).

The underlying idea in the paper is to (i) identify models for complex pro-
cesses, such as those occurring in synthetic intelligence systems, as self-contained
units with inputs and outputs, and (ii) the connections between such systems,
thus forming a network of dynamic systems. Each of the nodes of the network
may have arbitrarily complex dynamics, which often will not be fully known,
and hence observers for such dynamics are required.

A node in the network can be thought of as a blackbox that implements
some process (this is a specially appealing idea when neural network systems
are used - as deep learning strategies are being increasingly used to implement
complex input-output maps) coupled with the respective observer system. The
observers use any available information from each of the nodes in the network
and indicators of the degree of completion of the its assigned task.

A key claim in this network paradigm is that if all nodes can provide per-
formance indicators then by adequately synchronizing relevant events, defined

1 We use here the concepts of comparative and argumentative intelligence in [20], p.
118.
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(a) Psi, after [2], pp.68-69

(b) H-CogAff, after [32] quoted in [2], p.47

Fig. 1. Architectures for synthetic intelligence systems

after these indicators, it is possible to control the behavior of the whole network
and hence achieve what was informally defined above as synthetic intelligence.

This coupling between observers and working systems is a technique used in
software development, namely wrapping components with code that publishes
information about the internal behavior, making it available to the other com-
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ponents in the system such that they can adjust their own behavior with the
status information.

In general, a social robot may be formed by a network with multiple nodes,
with subsets related to each of the blocks shown in Fig. 1. The complexity of the
mappings implemented by these nodes is clear (as synthetic intelligence has been
an elusive goal). Bottom line, a networked robot system may have nodes of very
complex dynamics and it may be difficult to foresee the global behavior. Even
though each individual node may fully comply with its design requirements,
e.g., recognize an emotion from imaging data, and is able to execute its mission
successfully, in general it will not be clear that the full network also does it. In
a sense, the good properties of each node, when considered individually, are not
a sufficient condition for the full network to have them also.

The behavior of the whole network can be related to the adequate sequencing
of the individual behaviors of each node, i.e., some form of synchronization of
the operation of each node with that of other nodes, such that all nodes reach
a consensus on the global behavior. Consensus is thus the key framework to
represent the idea of exchanging synchronization information among the nodes.

The paper evolves around the idea that any component in a complex robotic
system, namely a social robot, can be viewed as a node in a network and each
node has one dynamics that determines the behavior of the node, from a task
perspective, and a second dynamics that observes the first one. The task (first)
dynamics receives/sends information from/to the network. The observer (sec-
ond) dynamics senses the task dynamics for adequate state variables and also
outputs from other nodes, computes an indication of performance that it out-
puts to the nodes it is connected to. Often in cyberphysical systems (as in those
present in most robots) there is some uncertainty an hence approximate models
must be used to develop the observers. Of course, the performance of the overall
system is heavily dependent on the quality of the observers.

The paper is organized as follows. Section 2 briefly reviews some examples
of social robots and synthetic intelligent paradigms. Section 3 reviews key ideas
on consensus problems. Section 4 presents a number of concepts relevant for
modeling of network structure using nonsmooth dynamic systems. These are
based on the ideas of the two previous sections and develops some arguments to
support the claim that systems implementing synthetic intelligence must follow
well defined properties from dynamics systems. Section 5 summarizes the main
arguments outlined in the paper.

2 Anatomy of a Social Robot

The literature on social robots is extensive. Though most of the examples refer
to laboratory-like experiments, in which the environment is controlled, the ideas
outlined in this paper still apply.

The social robot Maggie (see, for instance [17] for pictures and details)
includes modules for (i) speech recognition and generation, with multimodal
fusion and fission mechanisms, (ii) emotion control, (iii) motion behaviors,
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and (iv) behavioral composition. Figure 2 shows a diagram interpretation of
the systems embedded in Maggie. The nodes of the diagram represent func-
tional/behavioral skills. The edges (directionality not represented) indicate a
dependency.

Fig. 2. The Maggie robot systems (adapted from the information in [17])

Social robots for guidance/touring and assistance in public spaces have been
described in [19]. Figure 3 shows a diagram similar to the previous one, with the
main functionalities/behaviors in the Robovie robot (see [19] for pictures and
details).

Fig. 3. The Robovie systems (adapted from the information in [19])

Even for such small number of nodes the interaction may be highly complex.
In complex cases, such as the Robovie operating in the Osaka Science Museum
which can exhibit hundreds of different behaviors (see [19]), the probable behav-
ior of the robot can be anticipated. However, complex interactions among the
components may result in unexpected/abnormal behaviors difficult to foresee.



Social Robot Intelligence 47

Other well known examples like Pepper and Nao, from Softbank Robotics2,
and the Sanbot, [7], are now in the commercial domain though their social skills,
namely in what can be considered synthetic intelligence, are still somewhat lim-
ited.

As the above examples show, network structures can be commonly used to
model a social robot. The technologies used in some of the nodes may yet require
some development, e.g., as those concerning emotion recognition, and the current
trends on Artificial Intelligence, namely the growing usage of (deep) neural net-
works to model complex systems creates difficulties in identifying formal models
and hence estimating relevant properties of the full systems.

The Monarch robot, [30], embeds, among others, the following systems (each
of them in different degrees of development), (i) Text-to-speech (TTS), (ii)
Speech recognition (ASR), (iii) Localization, (iv) Big obstacle detection via
Kinect depth images, (v) Liveliness interaction, (vi) People detection using
RFID, (vii) People detection using Kinect depth images, (viii) Cellphone based
remote interface, (ix) Watchdog to monitor some safety indicators, (x) Robot
moving detection, (xi) Robot lost detection, (xii) Adjust the goal of a pre-defined
mission. These are just some of the systems a priori assumed as essential for
a proper social behavior to be achieved. Therefore, if the network interaction
among the systems is adequate the robot will be able to “survive” in a non-lab
social environment.

Figure 4 shows a diagram where the edges represent dependencies between
the previously referred systems (i.e., nodes). The TTS and ASR nodes are spe-
cially interesting as the most promising implementations nowadays available are
available as remote services through internet, thus fitting nicely in this network
paradigm.

Fig. 4. Interconnections among systems in the MOnarCH social robot

2 https://www.softbankrobotics.com/emea/en.

https://www.softbankrobotics.com/emea/en
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The information exchanged through the edges in the graph of Fig. 4 can be
of multiple different type, e.g., numerical, and categorical, and in general each
edge may correspond to multiple physical/virtual connections. The network in
Fig. 4 can be expanded such that each node dynamics can be detailed, possibly
as another network. The following sections consider generic networks, though the
classes of dynamics considered can accommodate a wide enough class of complex
systems, such as those in Fig. 4.

3 Consensus Problems

When a subset of entities has to synchronize the evolution of their dynamics we
have a consensus problem (CP), e.g., as when having state variables of different
entities converging to limit values. CP based decisions are used, explicitly, in
multiple situations in everyday life, e.g., when a sequence of intermediate deci-
sions leads must be verified/confirmed before a final decision. Consensus has
been referred as a necessary condition for multi-agent coordination (see [29]).
For practical purposes, the consensus can be achieved through the convergence
of functions of state variables. Each entity (or node of the network) can use the
state and consensus information observed from other nodes to control its own
dynamics. This is usually called the consensus protocol.

A survey of relevant results in CP is presented in [12]. Networks of agents
with double-integrator dynamics and periodic sampling communication proto-
cols have been considered in [18]. When the topology of the network is fully
interconnected, nodes have single integrator dynamics and are time invariant,
and the consensus protocol is linear, i.e., it just scales the consensus informa-
tion received from the other agents, a consensus can be reached, both in the
continuous and discrete cases (see for instance [27,29]). This was extended to
nodes with generic time invariant linear dynamics with bounded uncertainties,
[12,13]. Uncertainty due to delays and parametric uncertainty in networks with
linear time invariant nodes have been considered in [6] and [21]. A network of
nonlinear systems with linear, time varying, protocol is addressed in [40]. Each
node in the network with the corresponding feeding protocol is required to have
a stable dynamics and there is a zero-sum relation between the weights in the
connections input to a node.

Assuming that a consensus indicator state variable in a node can be identified
with a degree of completeness of a task (which should not be difficult as, by
definition, a state variable reports information characterizing the dynamics),
then reaching a consensus in a network means that all (or a subset of) the nodes
completed their tasks.

In what concerns social robots, exhibiting social skills (and synthetic intelli-
gence to live in a social environment) requires (i) the decoupling of a global task
into the individual tasks to be assigned to each node, and (ii) the synchronization
of the individual nodes involved in the task (not necessarily the whole network),
and hence it is a CP. For example, exhibiting a specific personality, e.g., neurotic,
may require having the robot exhibiting sudden movements, repeating voice
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interactions on a constant theme (as if showing some nervousness about some
social topic). Complex personalities are formed by simpler personality traits (see
for instance the Big Five model, [38], which states that the fundamental features
of personality can be decomposed in five traits, or the 16PF model, [9], which
distinguishes sixteen factors). Though a purely neurotic social robot may not be
very interesting, this trait can be used to generate interesting social behaviors.
These characteristics require, among others, that (i) the subsystems related to
motion be configured with specific parameters, and (ii) movement may occur
with voice interaction, hence a need of synchronization with motion systems.

4 Networked Models and Hybrid Systems

This section summarizes concepts in [31] that are also relevant to the synthetic
intelligence network representation, that is the focus of this paper. Figure 5
shows a proposal for the architecture of each node in the network. The specific
task/action to be executed by the node is represented by the “Task Dynamics”
(TD) block. The “Observer Dynamics” (OD) block stands for the observer intro-
duced in Sect. 1, i.e., the system that controls the exchange of information on
local performance with the other nodes.

Fig. 5. Node architecture

The information received by the OD block from the TD block is used to
determine the consensus information to broadcast to the network. In general the
TD will not perfectly known. However, the OD must sense state information,
from which the performance estimate is obtained, including this uncertainty.

This node architecture bears inspiration in (i) the dependability consensus
building in the context of wireless networks, in [25], namely in what concerns
the use of “watchdogs” to detect relevant conditions in the system and use
that information to adjust the operation of the network, and (ii) the consensus
in cooperative transport systems, [39]. It also has also close connections with
concepts from control theory (see [34,41]).

As aforementioned when detailing the node architecture, often the dynamics
of a cyberphysical system, as the nodes in the network of Fig. 4, is subject to
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relevant uncertainties. To make node dynamics more general assume that state
variables include both continuous, qc, and discrete, qd, variables. In addition, it
can also be assumed that each node has both continuous and discrete exogenous
inputs. A (significantly) wide class of systems, able to model processes in social
robotics subject to uncertainties, is given by a pair of coupled systems of the
form

q̇c ∈ Fc(qc, qdn
, uc) (1)

qdn+1 ∈ Fd(qdn
, qc, ud), (2)

where Fc and Fd are set-valued maps and uc, ud stand for the inputs to the
continuous and discrete dynamics, respectively, and n is the discrete time index.
For the sake of simplicity the continuous time variable is omitted. This class of
systems copes with a wide range of implementation practices, namely those of
having a finite state machine supervising the observer dynamics.

Systems of the form (1) embed (i) continuous and discrete dynamics, (ii)
bounded uncertainty about system evolution, and (iii) the coupling between
both continuous and discrete dynamics. This class of systems fits the definition
of hybrid system in [24], p. 4. We argue that this type of systems can model
complex network processes, such as those abstracted in Fig. 5. Moreover, we
argue that these network processes can be used to model processes as those
involved in intelligent activities of social robots. If the OD can monitor the
behavior of the TD, even if there is a neural structure (as these are commonly
tied to intelligence - see [23]), i.e., as a blackbox that was trained to perform
some task and simply integrated as an independent component (regardless of
its potentially complex inner structure), then some form of consensus among all
components can be obtained.

Solutions for this type of systems can be obtained by making the set-valued
maps to account for all admissible variations of the inputs, leading to systems
that can be written more compactly. For example, the explicit influence of dis-
crete inputs that control the switching between different continuous dynamics
can be removed as (see for instance [33], p. 32), with t and n the continuous and
discrete times, respectively,

Fc(qct , qdn
) ≡ ∪uc

Fc(qct , qdn
, uc)

Fd(qdn
, qct) ≡ ∪ud

Fd(qdn
, qct , ud) (3)

yielding,

˙qct ∈ Fc(qct , qdn
) (4)

qdn+1 ∈ Fd(qdn
, qct) (4b)

The existence of solutions for differential inclusion systems, as in the case
of systems of the form (4), requires the convexity and upper semi-continuity
(USC) (see for instance [1,33,36]) of the composition Fc ◦ F �

d , where F �
d stands

for a solution map of the discrete dynamics. The same requirement is valid for
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a smaller class of systems, such as that in [31] in which the discrete inclusion
in (4b) is reduced to an inclusion not expressing a temporal evolution - a finite
state machine implementing a feedthrough map.

In what concerns the algebraic difference equation (4b), solutions depend on
the composition Fd ◦ F �

c , where F �
c stands for a solution map of the continuous

dynamic, and USC is also required, [15].
The solution maps of convex and USC righthand side inclusions, as in (4),

are known to be absolutely continuous, [3]. Absolute continuity amounts to have
a bound on the combination of all discontinuities (see for instance [22], p. 24),
and hence it is stronger than simply USC. In particular, solutions may be lower
semi-continuous (LSC). Also, almost-USC, also known as approximate-USC and
a weaker condition than USC (that is a USC map is also almost-USC, see [37],
p.163), righthand side inclusions yield USC solution maps, [8], and hence USC
is still a key property for the existence of solutions of the system (4), (4b).

Assuming topological domain and co-domain spaces, for set-valued maps, the
composition of USC maps is also USC (see Proposition 5.3.9 in [14], p. 95).

Following the ideas outlined in [31], the network model proposed in Sect. 2
can be represented by stacking the individual models of the nodes. Stacking
assumes that there are no dimensionality/complexity concerns and the network
can simply be represented as a single large, extended, system. In what concerns
social robotics, the current examples of architectures suggest that the dimension
of the resulting stacking is not significantly large.

Stacking the node dynamics (4), (4b), in the full network preserves the USC
property in the global system. The stacking operation of generic maps F1 and
F2 can be decomposed as (F1, 0n) + (0m, F2), each f the terms in the sum being
a cartesian product between a space of maps and the null elements, 0m and 0m,
of adequate dimension (n and m).

Under compactness assumption, the cartesian product or upper (lower) semi-
continuous maps is also upper (lower) semicontinuous, (see for instance [35],
p. 240), and using also Proposition 5.3.9 or Proposition 5.3.11 both in [14], p. 95,
USC is ensured for the stacked system, i.e., the whole network is a USC map.
Moreover, stacking also preserves convexity (as the cartesian product of convex
sets is convex).

Reaching a consensus means reaching an equilibrium in a subset of consensus
indicators of the OD (the subset relevant for the assigned mission). Lyapunov
generalized theory (see for instance Theorem 1, Chap. 6, in [1]) can be used
to assess the existence of equilibria in systems in the form (4). The discrete
dynamics (4b) expands the images of (4) in the composition process (preserving
USC under adequate conditions as seen above). From a practical perspective,
assuming that a convex inner hull can be found for the Fc maps, then each
node (and also the full network) generates a solution. This forms a first design
principle for the controller at each node, i.e., they must be able to constrain the
state evolution to a subset of the accessible set.

When the nodes are stacked, following [1], Definition 1 and Corollary 2, pp.
291–292, if the evolution rate of a Lyapunov function (the contingent derivative)
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is upper bounded by a negative function converging to 0 then there is an equi-
librium, this meaning a consensus. Moreover, this is a globally, asymptotically
stable equilibrium (see for instance Theorem 2.10 in [4]). This forms the second
principle to design the node controllers.

5 Conclusions

The paper merges concepts commonly used in synthetic intelligence architectures
with concepts from the theory of nonsmooth dynamical systems. Known archi-
tectures and social robots are used to justify a network of hybrid non-smooth
dynamic systems as a generic model for such systems. Systems with discontinu-
ous inputs are naturally to be expected in a networked system of this nature and
hence the framework of differential and difference inclusions seems adequate to
capture any relevant phenomena (see [16]). Social interaction, as expected from a
social robot, is thus identified with the ability of a robot to execute missions that
require behavioral synchronization among the dynamic systems in such network.
A number of results from the literature are collected and combined to yield basic
properties required from the network nodes for the existence of a solution.

An interesting conclusion is that basic topological properties, namely, upper-
semicontinuity and convexity, play a key role for the whole network to be able
to reach a stationary solution, which is identified with reaching a consensus i.e.,
the completion of a mission/task. The paper ends with a suggestion of Lyapunov
methods for the design of the controller at each node.

Future work will address the switching between missions/tasks. In general,
different tasks may have different requirements for some/all of the components
in the network, possibly requiring changes in the structure of some/all of the
ODs.
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Abstract. We propose a new convolutional network architecture called as
UDLR Convolutional Network for improving the recently proposed Neural
Adaptive Image DEnoiser (NAIDE). More specifically, we develop UDLR fil-
ters that meet the conditional independence constraint of NAIDE. By using the
UDLR network, we could achieve a denoising result that significantly outper-
forms the state-of-the-art CNN-based methods on a standard benchmark dataset.

1 Introduction

Image denoising is one of the oldest research topics in image processing. Over the past
few decades, many algorithms were proposed and showed good results, e.g., BM3D
[3]. However, in recent years, the results of the CNN-based methods were over-
whelming compared to the previous methods. Especially, DnCNN [6], RED [4] and
Memnet [5] showed the state-of-the-art denoising results. On the other hand, there is a
lack of adaptivity in those CNN-based methods, so a new adaptive denoiser using a
neural network was recently proposed in [7]. This algorithm showed the possibility of
the adaptivity, but the resulting performance was lower than the previous CNN
methods. The most critical reason why NAIDE [7] cannot achieve the state-of-the-art
denoising result is NAIDE uses only fully connected layers in the neural network
model. The CNN-based model can take a local feature of the input image during
estimating and training process, while NAIDE cannot. Also, NAIDE requires more
parameters than the CNN-based model, and it causes overfitting during the fine-tuning.
However, we cannot directly adapt CNN to NAIDE because a naively stacked CNN
model breaks the conditional independence condition between a noisy pixel and its
contexts, which is an integral condition for NAIDE’s adaptivity.

In this paper, we propose a new convolutional network, UDLR convolutional
network, that overcomes a limitation mentioned above. To maintain the conditional
independence in NAIDE setting, we implement four different convolution layer U (up),
D (down), L (left) and R (right). By using UDLR convolutional network, we can
achieve the state-of-the-art denoising results in the benchmark dataset.

The architecture of this paper is as follow. First, Sect. 2 reminds problem settings
proposed in NAIDE. Section 3 introduces our UDLR convolutional network. In
Sect. 4, experimental results are given for the benchmark dataset. Finally, several
concluding remarks and future works are given in Sect. 5.
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2 Problem Settings

We follow the same problem setting as [7].

Clean and Noisy Image. We denote xn�n is the clean grayscale image, and each pixel
xi 2 0; 255½ �. Each pixel is corrupted by an additive noise to result in noisy pixel Zi, i.e.,
Zi ¼ xi þNi E Nið Þ ¼ 0;E N2

i

� � ¼ r2
� �

.

Estimated Loss Function. For the adaptive image denoising, we derive Estimated
Loss Function from the true MSE, K x; X̂ Zð Þ� �

; in [7]:

Suppose Z ¼ xþN with E Nð Þ ¼ 0 and E N2� � ¼ r2; and consider

a mapping of form X̂ Zð Þ ¼ aZþ b: Then;

L Z; a; bð Þ; r2� � ¼ Z � aZþ bð Þð Þ2 þ 2ar2

is an unbiased estimated of EK x; X̂ Zð Þ� �þ r2

Affine Denoiser. We define our affine denoiser as X̂i Zn�nð Þ ¼ a w;Cni
k�k

� �
�

Zi þ b w;Cni
k�k

� �
: X̂i is a reconstruction of Zi and (a w;Cni

k�k

� �
; b w;Cni

k�k

� �
Þ are output

of our neural network model when fed a context of noisy image centered around but
without Zi to the model.

Two Steps for Neural AIDE. The first step is supervised training. We minimize the
following Supervised Loss Function by using collected abundant clean and noisy image
pairs (~x; ~Z):

1
N

XN

i¼1

~x� ða w; ~Cni
kxk

� �
� ~Zi þ b w; ~Cni

kxk

� �� �2

Given a weight ~w trained by Supervised Loss Function, the second step is adaptive
training with given noisy image by minimizing Estimated Loss Function. Because we

define the affine denoiser as X̂i Zn�nð Þ ¼ a w;Cni
k�k

� �
� Zi þ b w;Cni

k�k

� �
, given Cni

k�k, we

can show that L Zi; a w;Cni
k�k

� �
; b w;Cni

k�k

� �� �
; r2

� �
is an unbiased estimate of

EZi K xi; X̂i Zn�nð Þ� �jCni
k�k

� �
þ r2. Therefore, the final Estimated Loss Function as

follow:

1
n

Xn2

i¼1

L Zi; a ~w;Cni
kxk

� �
; b ~w;Cni

kxk

� �� �
; r2

� �
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After two steps, we get a weight w� for. As a result, we can reconstruct X̂i by using w�

and this formula:

X̂i; Neural AIDEðZnxnÞ ¼ aðw�;Cni
kxkÞ � ~Zi þ bðw�;Cni

kxkÞ

3 UDLR Convolutional Network

Neural AIDE [7] got a competitive denoising results compared to other denoising
methods. However, the final PSNR on the benchmark datasets is slightly worse than the
CNN based model, for example, DnCNN-S [6]. We think that this difference of the
performance comes from the power of the Convolutional Neural Network (CNN) used
in [6], because in [7], we just used a simple Fully Connected Neural Network (FCNN).

In the course of developing a new convolutional layer for our method, we find out a
constraint that the value at the i-th location in any feature maps at any layer should not
depend on zi and have to use only 1 � 1 convolutional layer for the output layer. This
is because to maintain the independence between a w;C�i

kxk

� �
; b w;C�i

kxk

� �� �
and zi.

To meet this constraint, we devise UDLR filters in Fig. 1. Each UDLR filter has an
inherent mask denoted as 0. By stacking these UDLR filters, we can get receptive fields
in each direction while maintaining the constraint. However, the denoising result of a
model that only stacks UDLR filters is not competitive because the model composed of
masked convolution layers cannot minimize a training loss in the process of supervised
training. To solve this problem, we train some different models to find the best model.

From the process of model search, we could find the best model depicted in Fig. 2.
As mentioned above, we stacked 22 UDLR Layers, and then averaged the outputs of
UDLR layers in each layer level to get the whole receptive field centered around zi.

Fig. 1. UDLR filters
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We also add 1 � 1 residual block after an average layer. As a result of model search,
we use the receptive field of 45 � 45.

4 Experimental Results

Training Data. We collected a total of 3000 images from the Berkeley Segmentation
Dataset (BSD) [1] and Pascal VOC 2012 Dataset [2]. Then, we cropped 128 50 � 50
patches from each image. As a result, we used 128 � 3000 training images for the
supervised learning. During the supervised learning, we used noise augmentation to
generate different noise realizations from clean patches size of mini-batch in each
epoch.

Evaluation Data. We used Set13 benchmark dataset to evaluate our and other
methods. Set 13 consist of [Barbara, Boat, Couple, F.print, Hill, Lena, Man, C.man,
House, Peppers] and [Flintstone, Einstein, Shannon]. The first 10 images are widely
used images for the evaluation and the remaining 3 images are additionally added for
evaluating an adaptivity for the images with very different textures. All evaluation data
are corrupted by an additive white Gaussian noise with r ¼ 30.

Model Architecture and Training Details. The number of filters in all UDLR layer
and 1 � 1 residual block before the last average layer was 64. After the last average
layer, we used 128 filters for 1 � 1 residual block. We used Adam optimizer for the
training and set the initial learning rate to 0.001 in the supervised learning and to
0.0001 in the fine-tuning. Also, we used a learning rate decay in the supervised
learning. The size of mini-batch is 64 in the supervised learning and 1 in the fine-
tuning.

Fig. 2. UDLR convolutional network
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Supervised Training and Fine-Tuning. Figure 3 shows graphs of the supervised
training and fine-tuning process in Set13. From these graphs, we can check that our
UDLR Convolutional Network can learn and estimate a w;C�i

kxk

� �
; b w;C�i

kxk

� �� �
for

denoising images. Especially, we also see that the fine-tuning process is effective
because it improves PSNR (Peak signal-to-noise ratio) and SSIM (Structural Similar-
ity) result of the supervised learning.

Denoising Results on Set13. Table 1 summarize the average PSNR on Set 13. We
compare our methods with BM3D [3], RED [4], DnCNN-S [6] and Memnet [5] as
baselines. From this table, we can see that our method, UDLRSþFT ; surpasses the
average PSNR of other methods with a difference of at least 0.23 dB. Especially, we
also check that the average PSNR of UDLRS, which only uses the supervised model to
denoise a noisy image without the fine-tuning, is higher than that of DnCNN � S. This
result means our new proposed model, UDLR Convolutional Network, is very effective
for image denoising.

Visualization. We visualize the Barbara image for different cases: clean, noisy,
DnCNN, MemNet, UDLR-S (Supervised) and UDLR-S+FT (supervised + Fine-
tuning) in Fig. 4. Especially, we focus on the striped area on the table, because it is
generally known that the repeated pattern of this area is hard to denoise by using CNN
based methods. Comparing with the Noisy image, UDLR-S denoises quite well, but the
striped area is not clearer than that of the Clean image; we observe the same phe-
nomenon for DnCNN and MemNet. However, we note that UDLR-S+FT improves a
clarity of the striped patterns. This result emphasizes adaptivity of our UDLR Con-
volutional Layer and shows the improvement over NAIDE.

Fig. 3. The graph of supervised learning and fine-tuning

Table 1. The average PSNR (dB) on Set13

BM3D RED DnCNN-S Memnet UDLRS UDLRS+FT

PSNR 28.56 28.91 28.64 28.83 28.73 29.14
SSIM 0.8491 0.8605 0.8537 0.8593 0.8482 0.8547
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5 Conclusion

In this paper, we proposed a new convolutional layer, UDLR Convolutional Network,
for adaptive image denoising. To maintain the independence condition identified in
NAIDE paper, we implemented four different convolution layers: U, D, L and R. Using
these layers, we designed ULDR Convolutional Network and got a strong denoising
result compared to other state-of-the-art baselines from experiments. Also, we could
check that the adaptive image denoising is effective, and a pattern that is hard to
denoise when use DNN models is also denoised well by using an adaptivity. For future
work, we will focus on two things; implement more sophisticated CNN layer and find
out a novel way for the fine-tuning step in order to speed-up the adaptive denoising
process.

Fig. 4. The visualization results on Barbara
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Abstract. A robust feedback controller is designed to maximize complex sta-
bility radius via single objective constrained optimization using Cuckoo Search
Optimization (CSO) in this paper. A set robust feedback controller gains is
optimized based on plant’s linear model having structured parametric uncer-
tainty, i.e. two mass benchmark system. A wedge region is assigned as the
optimization constraint to specify the desired closed-loop poles location which is
directly related to desired time-domain response. The simulation results show
that the robustness performance is achieved in the presence of parameter vari-
ations of the plant. In addition, the feedback controller optimized by CSO
performs slightly better than that optimized by differential evolution algorithm
previously designed.

1 Introduction

Robustness is an important issue for any control system design. A successfully
designed control system should be always able to maintain stability and performance
level despite of uncertainties in the system dynamics including parameter variations of
the plant. Robustness, stability and control performance are therefore important aspects
in control and robotic applications (Solihin et al. 2011, Tang et al. 2014).

Conventionally, H1 optimization approach and the l-synthesis/analysis method are
well developed and elegant for robust control design (Gu et al. 2005). They provide
systematic design procedures of robust controllers for linear systems. However, the
mathematics behind the theory is not trivial and is not straightforward to formulate a
practical design problem into the design framework. It is also often that these con-
ventional robust controller designs are followed by a lengthy tuning of weighting
functions.

In this paper, an alternative technique of robust feedback control design via con-
strained optimization using Cuckoo Search Optimization (CSO) is proposed. CSO is a
meta-heuristic optimization algorithm which is introduced based on inspiration from
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the obligate brood parasitism of some cuckoo species (Yang and Deb 2010). CSO is
inspired by some species of a bird family called cuckoo because of their special
lifestyle and aggressive breeding strategy. CSO has been demonstrated the efficiency to
quickly converge in global optimization problems (Zabihi Samani and Amini 2015).
CSO has been utilized newly as a formidable optimization algorithm in engineering
problems including control engineering (Sethi et al. 2015; Fatihu Hamza et al. 2017;
Jin et al. 2015, Wang et al. 2017; Singh et al. 2016). Rapid convergence, and simplicity
in determining algorithm parameters are some merits of CSO (Balochian and Ebrahimi
2013; Wang et al. 2017).

A number of works have proposed modern optimizations, such as using GA (ge-
netic algorithm), DE (Differential Evolution), PSO (particle swarm optimization) or
other metaheuristics algorithms in order to overcome the complications in the con-
ventional robust control design (Tijani et al. 2011; Solihin et al. 2014; Feyel 2017).

In particular, CSO has recently received much attention to be applied for controller
parameters tuning via optimization (Barbosa and Jesus 2015; Sethi et al. 2015, Kish-
nani et al. 2014; Khafaji and Darus 2014). However, the controller parameters tuning
using CSO in robust control framework has not received much attention thus far.
Therefore, this work combines the advantages of modern meta-heuristics optimization
algorithm especially CSO with robust control theory. The optimization is performed in
a single objective mode instead of multi-objectives. This simplifies the formulation of
the optimization.

To deal with the plant’s parameter uncertainty the complex stability radius as a tool
of measuring system robustness is used. In addition, the desired response is automati-
cally defined by assigning a regional closed loop poles placement. This region will be
incorporated in the CSO-based optimization as a constraint. In other word, the proposed
controller design technique is searching for a set of robust feedback controller gains such
that the closed-loop system would have maximum complex stability radius. Maximizing
complex stability radius is therefore taken as the objective of the optimization.

At the end of the work, the simulation results of the proposed robust control design
for two-mass system is presented. This two-mass system is commonly known as a
benchmark problem for robust control design (Meza et al. 2017; Wie and Bernstein
1992).

2 Problem Formulation

2.1 State Feedback Controller

Consider a plant model of linear time-invariant continuous-time system:

_x tð Þ ¼ Ax tð ÞþBu tð Þ
y tð Þ ¼ Cx tð Þ ð1Þ

with A 2 R
nxn, B 2 R

nxm, C 2 R
lxm, x tð Þ 2 R

n, u tð Þ 2 R
m, and y tð Þ 2 R

p are state
matrix, input matrix, output matrix, state vector, control input and output vectors,
respectively. It is assumed that the system given by Eq. (1) is completely state con-
trollable and all state variables are available for feedback. One can use state feedback
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controller with feed-forward integral gain as shown in Fig. 1. The control signal (u) is
given by a linear control law:

u tð Þ ¼ �kx tð Þþ kin tð Þ ð2Þ

where k ¼ k1; k2; k3; . . .kn½ � is the state feedback gain, ki is integral feedforward gain
and n is output of the integrator. The controller gains for the system in Fig. 1 consists
of the feedback gain k and integral feedforward gain ki, which can be computed using
some conventional techniques such as pole placement or optimal control method which
is also known as linear quadratic regulator (LQR). However, these conventional
techniques do not consider plant’s parametric uncertainty explicitly.

In feedback controller design in Fig. 1, the main objective is to locate the closed-
loop poles into a specific region such that the time-domain performance is satisfactory.
In addition, the obtained feedback system is also robust to parameter variation of the
plant. Therefore, it is naturally a bi-objective problem.

To simplify the design process, this problem is transformed into a single objective
constrained optimization. In this work, a single objective constrained optimization
using CSO is employed to find a set of robust controller gains K ¼ k ki½ �ð Þ such that
closed-loop system would have maximum stability radius (explained in Sect. 2.2).
Plant’s parametric uncertainty is automatically handled with the use of stability radius.
In addition, a wedge region for closed-loop poles is incorporated as optimization
constraint to allow the designers to specify the desired time-domain control perfor-
mance. For efficiency of the constrained optimization, a dynamic constraint handling
technique (explained in Sect. 3.3) is adopted instead of common constraint handling
technique such as penalty function approach.

2.2 Stability Radius

In this section, a tool of measuring system robustness called stability radius is presented
(Hinrichsen and Pritchard 1986). Stability radius is the maximum distance to insta-
bility. Equivalently, a system with larger stability radius implies that the system can
tolerate more perturbations. In general, stability radius is classified as complex stability
radius and real stability radius. Compared to real stability radius, complex stability

Fig. 1. State feedback controller with feed-forward integral gain
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radius can handle a wider class of perturbations including nonlinear, linear-time-
varying, nonlinear-time-varying and nonlinear-time-varying-and-dynamics perturba-
tions (Byrns and Calise 1992). For this reason, complex stability radius is used as a
measure of robustness for the feedback system.

The definition of complex stability radius is given here. Let C denote the set of
complex numbers. C� ¼ fz 2 CjReal zð Þ\0g and Cþ ¼ CnC�; is the closed right
half plane. Consider a nominal system in the form:

_x tð Þ ¼ Ax tð Þ ð3Þ

A(t) is assumed to be stable. The perturbed open-loop system is assumed as:

_x tð Þ ¼ A tð ÞþED tð ÞHð Þx tð Þ ð4Þ

where D tð Þ is a bounded time-varying linear perturbation. E and H are scale matrices
that define the structure of the perturbations. The perturbation matrix itself is unknown.
The stability radius of (4) is defined as the smallest norm of D for which there exists a D
that destabilizes (3) for the given perturbation structure (E;H).

For the controlled perturbed system in the form (3), let:

G sð Þ ¼ H sI � Að Þ�1E ð5Þ

be the “transfer matrix” associated with A;E;Hð Þ, then the complex stability radius is
defined by the following definition.

Definition 1: The complex stability radius, rc:

rc A;E;H;Cþð Þ ¼ max
s 2 @Cþ

G sð Þk k
� ��1

ð6Þ

where is the boundary of Cþ . In other words, a maximum rc can be achieved by
minimizing the H1 norm of the “transfer matrix” G (Akmeliawati and Tan n.d.).

Proposition 1: Using Definition 1, the complex stability radius of the feedback system
as shown in Fig. 1 is given as:

rc ~A; Ê; Ĥ;Cþ
� � ¼ max

s 2 @Cþ
Ĥ sI � ~A
� ��1

Ê
��� ���

� ��1

ð7Þ

where ~A ¼ ~A� B̂K, Â and B̂ are given by the following equations:

Â ¼ A 0
�C 0

� �
; B̂ ¼ B

0

� �
:

For the structure of perturbation given by Ê and Ĥ, a robust control system can be
obtained by maximizing rc described by Eq. (7). Therefore, a suitable controller gain
K can be optimized by min-max optimization algorithms.
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3 Control Design Using Cuckoo Search

3.1 Brief Overview of Cuckoo Search

Since the first introduction of Cuckoo Search (CS) in 2009 (Yang and Deb 2010), the
literature of this algorithm has exploded. Researchers tested this algorithm on some
well-known benchmark functions and compared with PSO and GA, and it was found
that cuckoo search achieved better results than the results by PSO and GA. Since then,
the original developers of this algorithm and many researchers have also applied this
algorithm to engineering optimization, where Cuckoo search also showed promising
results (Fister et al. 2014).

The Pseudo-code of CS is as follows:

Begin 
Objective function , ; 
Generate initial population of host nests 
While ( < Max Generation) or (stop criterion) 

Get a cuckoo randomly by Levy Flights 
Evaluate its fitness 
Choose a nest among (say ) randomly 
If Replace by the new solution; 
End If 

A fraction ( probability of discovery) of worse nests is abandoned and new 
ones are built; 
Keep the best solutions (or nest with quality solutions) 
Rank the solution and find the solution and find the current best 
End while 

Post process results and visualization 
End Begin

The interesting thing of CS as compared to other optimization algorithms is
probably that CS only needs one parameter, i.e. pa � 0; 1½ �; in addition to number of
population (Np) which is common all metaheuristics optimization.

3.2 Constrained Optimization

The objective of the optimization is to maximize the complex stability radius (rc),
however in this work the rc is converted into minimization mode by putting negative
sign. Based on our approach, the searching procedure of the robust controller gains
using constrained optimization can be formulated as follows (Table 1).
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where X ¼ K ¼ k1; k2; . . .; kn; kið Þ is the vector solutions such that X 2 S�Rnþ 1. s is
the search space, and F� S is the feasible region or the region of S for which the
constraint is satisfied. The constraint here is the closed loop poles region; in the feasible
region, the controller gains are found such that the closed loop poles (k) lie within a
wedge region (w) of a complex plane as given in Fig. 2. The wedge region can be
specified by two parameters h and q which are related to desired transient response
characteristics i.e., damping ratio (f) and settling time (ts).

3.3 Constraint Handling

An efficient and adequate constraint-handling technique is a key element in the design
of stochastic algorithms to solve complex optimization problems. Although the use of
penalty functions is the most common technique for constraint-handling, there are a lot
of different approaches for dealing with constraints (Coello Coello 2002).

Instead of using penalty approach, where the optimizer seemed to be inefficient
(high iterations), a Dynamic Objective Constraint Handling Method (DOCHM) (Lu
and Chen 2006) is adopted here in order to improve the efficiency. By defining the
distance function FðXÞ, DOHCM converts the original problem into bi-objective
optimization problem min F Xð Þ; f Xð Þð Þ, where F Xð Þ is treated as the first objective
function and f xð Þ is the second (main) one.

Table 1. Constrained optimization

Fig. 2. A wedge region in complex plane for closed loop poles placement
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The auxiliary distance function F Xð Þ will be merely used to determine whether or
not an individual (candidate of solution) is within the feasible region and how close a
particle is to the feasible region. If an individual lies outside the feasible region (at least
an eigenvalue lies outside the wedge region), the individual will take F Xð Þ as its
optimization objective. Otherwise, the individual will instead optimize the real
objective function f Xð Þ. During the optimization process if an individual leaves the
feasible region, it will once again optimize F Xð Þ. Therefore, the optimizer has the
ability to dynamically drive the individuals into the feasible region.

The procedure of the DOCHM applied to the eigenvalue assignment in the wedge
region is illustrated in the following pseudo-code (Table 2). Referring to Fig. 3 let dn is
an outer distance of an eigenvalue knð Þ to the wedge region. It is noted that if an
eigenvalue lies within the wedge region, dn ¼ 0:F Xð Þ is defined by:

FðXÞ ¼
Xnþ 1

i¼1

maxð0; dnðknðXÞÞÞ ð8Þ

Furthermore, in this study the number of function evaluation (FE) in feasible region
is used as stopping criterion, i.e. to terminate the optimization run. This FE counts for
how many times the objective function has been evaluated in the optimization loop and
the constraint condition are satisfied, i.e. evaluation in feasible region.

Table 2. Pseudo-code for the constraint handling

Fig. 3. Eigenvalue distance to the wedge region in complex plane
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4 Case Study: Two-Mass System

In this section, an illustrative example of the application of the proposed method to
two-mass system is presented. This system has been used as benchmark problem for
robust control design (Wie and Bernstein 1992). Consider the two-mass system shown
in the Fig. 4. A control force uð Þ acts on body 1 and the position of body 2 is measured.
Both masses are equal to one unit m1 ¼ m2 ¼ 1ð Þ and the spring constant is assumed
to be in the range 0:5� k� 2. The system can be represented as:

_x1
_x2
_x3
_x4

2
664

3
775 ¼

0 0 1 0
0 0 0 1
�k k 0 0
k �k 0 0

2
664

3
775

x1
x2
x3
x4

2
664

3
775þ

0
0
0
1

2
664

3
775u ð9Þ

where:

x1: position of mass-1
x2: position of mass-2
x3: velocity of mass-1
x4: velocity of mass-2

The plant uncertainty is due to variations of the spring constant where the nominal
value is selected for the worst case of k ¼ 0:5. Therefore uncertainties appear in the
rows 3–4 and the columns 1–2 of the state matrix. The scale matrices as the pertur-
bation structure for the closed loop system are Ê and Ĥ whose diagonal elements in
rows 3–4 of Ê and in columns 2–3 of Ĥ are respectively equal to 1.

Ê ¼

0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0

2
66664

3
77775 Ĥ ¼

1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

2
66664

3
77775

The next is to choose the parameters of the wedge region (Fig. 2) to locate the
closed loop poles. The damping ratio is usually set to f ¼ 0:7 to produce sufficient

Mass 1 Mass 2u

x2x1

Fig. 4. Two-mass and spring system
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overshoot damping in the response. The transient margin (q) is specified according to
the desired speed of the response. This is problem-dependent parameter and the value
of q ¼ 1 is set. In addition, the main CSO-based optimization parameters are listed in
Table 3. A large number of simulation experiments prove that when the bird’s nest size
(Np) between 15–40 and the discovery probability of pa ¼ 0:25, it can solve many
optimization problems (Wang et al. 2015).

5 Results

The optimization run has been performed in MATLAB 2015b. Since CSO is a
stochastic optimization, a number of optimization runs need to be executed with dif-
ferent initial random seeds. To get an optimal solution and to evaluate the quality of the
solution (robustness, convergence, repeatability), 20 runs have been executed. The
statistical result of these runs is recorded in Table 4.

In general, a robust solution with a small standard deviation (good repeatability)
can be achieved. The obtained feedback controller gains solution of those 20 runs is
shown in Table 5. These controller gains obviously produce eigenvalues of the feed-
back system in a wedge region as specified in Fig. 3.

Furthermore, the mean value of the solution (controller gains) is taken from Table 5
and this will be called CSOFC (CSO-based feedback controller) for two-mass system.
This CSOFC performance will be compared with that of DEFC (DE-based feedback
controller) which has been designed and discussed previously in another study
(Mahmud Iwan Solihin and Akmeliawati 2010). These two sets of controller gains are
then listed in Table 6.

Table 3. CSO-based optimization parameters

Dimension of the problem D 5
Population of host nest Np 40
Probability of discovery Pa 0.25
Upper and lower bounds of solution lb; ub½ � ±50
Maximum iteration tmax 500
Maximum number of FE (function evaluation) FE 500

Table 4. Statistics of the 20 optimization runs

Average f(X) −0.33
Median f(X) −0.33
Standard deviation f(X) 0.004
Range of f(X) −0.325 to −0.340
Average computation time 17 min (per run)
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Figures 5 and 6 show 20 random samples of step response (position of the mass-2)
for values of the spring constant 0.5 � k � 2. The robustness performance of the
proposed CSOFC under parameter variations of the plant is observed and comparison
with that of DEFC is made. In addition, the visualized results show that CSOFC
produces slightly more robust performance than DEFC. In term of the time-domain
performance comparison for the feedback system with CSOFC and DEFC is shown in
Table 7. It is clearly seen that CSOFC outperforms DEFC. i.e. the settling time (ts) is
just comparable and percentage of overshoot (PO) is smaller (both values are averaged
from those 20 random step responses).

Another advantage of CS over DE, and perhaps over many other algorithms, is that
only one parameter needs to be adjusted, i.e. probability of discovery (pa). Meanwhile
for DE, it needs at least two parameters to set, i.e. mutation factor and crossover
constant.

Table 5. Optimized feedback controller gains by CSO for two-mass system (20 runs)

Run no. k1 k2 k3 k4 ki
1 17.976 19.469 48.899 7.2406 −9.764
2 10.863 15.542 35.185 6.5217 −6.7774
3 14.899 19.403 45.902 7.4874 −8.7569
4 16.751 20.64 49.412 7.8372 −9.8067
5 17.992 19.923 49.23 7.4835 −10.125
6 17.091 20.236 48.985 7.6624 −9.8294
7 12.484 18.944 43.284 7.4513 −7.6838
8 15.774 20.592 48.921 7.8041 −9.2173
9 14.689 17.646 42.453 6.9183 −8.4257
10 17.429 19.66 48.416 7.4087 −9.7769
11 18.158 20.12 49.665 7.5478 −10.228
12 17.961 20.154 49.516 7.6 −10.107
13 17.008 20.43 49.77 7.6442 −9.6024
14 17.408 18.761 46.862 7.0931 −9.5514
15 15.782 20.609 49.255 7.7504 −9.1081
16 17.348 20.411 49.845 7.6449 −9.8158
17 17.21 19.347 47.868 7.281 −9.5449
18 15.007 18.499 44.452 7.1509 −8.6086
19 15.022 20.232 47.738 7.7165 −8.8319
20 16.566 19.611 47.253 7.5229 −9.6665
Mean 16.171 19.511 47.146 7.4383 −9.2614

Table 6. Feedback controller gains for two-mass system optimized using CSO and DE

Gains k1 k2 k3 k4 ki
CSOFC 16.17 19.51 47.15 7.44 −9.26
DEFC 18.49 19.04 47.27 7.30 −10.54

Robust Feedback Controller Design Using Cuckoo Search Optimization 71



0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

1.2
Step response (20 random samples)

Time (seconds)

A
m

pl
itu

de

Fig. 5. 20 random step response of mass-2 displacement using CSOFC
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Fig. 6. 20 random step response of mass-2 displacement using DEFC
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6 Conclusions

A robust state feedback control design via single objective constrained optimization
using Cuckoo Search Optimization (CSO) to maximize stability radius has been pro-
posed. The designed controller has shown the robust performance in the presence of
parameter variations of the plant.

The results have also shown the effectiveness of CSO algorithm as compared to
previously used DE algorithm to solve the same problem, the CSO-based feedback
controller algorithm outperforms DE-based feedback controller in term of robustness
performance. In Addition, another advantage of CSO over DE, and perhaps over many
other algorithms, is that only one parameter needs to be adjusted in Cuckoo Search, i.e.
discovery rate (pa) in addition to other common parameters in metaheuristics algo-
rithms such as number of population and number of iteration/generation.
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Abstract. Aiming for the emergence of “thinking”, we have proposed
new reinforcement learning using a chaotic neural network. Then we have
set up a hypothesis that the internal chaotic dynamics would grow up
into “thinking” through learning. In our previous works, strong recur-
rent connection weights generate internal chaotic dynamics. On the other
hand, chaotic dynamics are often generated by introducing refractori-
ness in each neuron. Refractoriness is the property that a firing neuron
becomes insensitive for a while and observed in biological neurons. In this
paper, in the chaos-based reinforcement learning, refractoriness is intro-
duced in each neuron. It is shown that the network can learn a simple
goal-reaching task through our new chaos-based reinforcement learning.
It can learn with smaller recurrent connection weights than the case
without refractoriness. By introducing refractoriness, the agent behavior
becomes more exploratory and Lyapunov exponent becomes larger with
the same recurrent weight range.

Keywords: Reinforcement learning · Chaotic neural network ·
Goal reaching · Refractoriness

1 Introduction

Our group has proposed the end-to-end reinforcement learning approach in which
the entire process from input sensors to output motors that consists of a neu-
ral network is trained through reinforcement learning, and then various func-
tions emerge in it [1]. DeepMind group showed the successful learning result of
TV games in this approach [2], and that has consolidated the effectiveness of
the approach. The higher functions that we human have, for example, memory,
prediction, logical thinking need time-series processing. Our group has used a
recurrent neural network that can learn to deal with time-series data, and has
shown the emergence of memory or prediction function through reinforcement
learning [3,4]. However, what we can call logical thinking, which is a typical
higher function has not emerged yet.

We can think one after another without any input from outside, and so log-
ical thinking can be thought of as internal dynamics that transit among states
c© Springer Nature Singapore Pte Ltd. 2019
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autonomously. Exploration, which is essential in reinforcement learning, is simi-
lar to thinking in terms of dynamics with autonomous state transitions. From this
similarity between logical thinking and exploration, we have set up a hypothesis
that exploration, which is generated as chaotic dynamics, grows up into logi-
cal thinking through learning. So, we have proposed new reinforcement learning
using a chaotic neural network (ChNN). Here, an agent explores according to
its internal chaotic dynamics without adding random noises from outside, and
can learn a simple goal-reaching task or an obstacle avoidance task [5,6]. In our
previous works, strong recurrent connection weights generate internal chaotic
dynamics in a recurrent neural network.

On the other hand, it is often the case that chaotic dynamics are generated
by introducing refractoriness in each neuron [8]. Refractoriness is the property
that neurons that have fired do not fire for a while, and is also the property
that biological neurons actually have. Chaotic itinerancy, which we think very
important property for inspiration or discovery, can be observed when associative
memory is implemented. It is also shown that there is a difference in degree of
chaos between known and unknown patterns on an associative memory using a
ChNN, and after an unknown pattern is learned, association to the pattern is
formed as well as the other known patterns [7].

In this paper, we introduce refractoriness in each neuron, and apply our new
reinforcement learning to the refractoriness-originated chaotic neural network
(RChNN). We examine whether the RChNN can learn a simple goal-reaching
task. We compare the learning results between the cases of introducing refrac-
toriness and without refractoriness, and observe Lyapunov exponent for both
cases varying the range of the recurrent connection weights.

2 Reinforcement Learning (RL) Using a
Refractoriness-Originated Chaotic Neural Network
(RChNN)

In RL, an agent learns actions autonomously to get more a reward and less
punishment. To realize autonomous learning, exploration is necessary, and in
general, an agent explores stochastically using external random noises from out-
side. However here, an agent explores according to its internal chaotic dynamics
in its ChNN without adding external random noises. For the learning of motor-
level continuous motion signals, actor-critic is used. The actor-net, which gen-
erates actions, is made up of a ChNN, and the critic-net, which generates state
value, is made up of a non-chaotic layered NN. The chaotic neuron model with
refractoriness used in the actor net is dynamic as

ua,ξ
j,t =

(
1 − Δt

τ

)
ua,ξ

j,t−Δt +
Δt

τ

Nin∑
i=1

wa,h
j,i · oa,in

i,t (1)
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ua,η
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τ

)
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τ

Nh∑
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j,i · oa,h
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(
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)
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κτ
· α · oa,h
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ua,h
j,t = ua,ξ

j,t + ua,η
j,t + ua,ζ

j,t (4)

oa,h
j,t =

1

1 + exp(−g · ua,h
j,t )

. (5)

The model is originated from the Aihara model [8], but we use the expression
where the time constants are explicitly written. Each of Eqs. (1), (2) and (3) show
forward, recurrent, or refractoriness term that appears in Eq. (4) respectively.
ua,h

j,t and oa,h
j,t are the internal state and the output of the j-th hidden neuron at

time t. oa,in
i,t is the i-th input signal. a indicates the actor-net, h(= 1) and in(= 0)

indicate the hidden and input layer respectively. wa,h
j,i is the connection weight

from the i-th neuron in the input layer to the j-th neuron in the hidden layer,
and wREC

j,i is the recurrent connection weight from the i-th to the j-th neuron
in the hidden layer. All the weights are decided by uniform random numbers.
Here, we use step size Δt = 1, time constant τ = 1.25, scaling parameter for
time constant κ = 8 referring to [8], α is the scaling parameter of refractoriness,
and g is the gain of sigmoid function. Here we use α = 3 and g = 2. The neuron
model used in the output layer (L = 2) in the actor-net or each neuron in the
critic-net is static as

un,l
j,t =

N(l−1)∑
i=1

wn,l
j,i · on,l−1

i,t (6)

on,l
j,t =

1

1 + exp(−un,l
j,t )

− 0.5. (7)

n = a or c, and a represents the actor-net and c represents critic-net respectively.
TD-error r̂t used for learning is computed as

r̂t = rt+Δt + γ · Vt+Δt − Vt (8)

where rt+Δt is the reward given at time t + Δt, γ is a discount factor, and here
0.96 is used. Vt+Δt = Oc,L

t+Δt is the critic output, and L(= 2) represents the
output layer. The training signal TVt

for the output in the critic-net at time t is
computed as

TVt
= rt+Δt + γ · Vt+Δt. (9)

The critic NN is trained once by regular error backpropagation using TVt
.
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In the proposed method, there is no external random number added to the
actor outputs. The weights wa,l

j,i (l = L(2), h(1)) in the RChNN are modified
using the causality trace cl

j,i,t [5] and a learning rate η as

Δwa,l
j,i,t = η · r̂t · cl

j,i,t (10)

where Δwa,l
j,i,t is the update of the weight wa,l

j,i . The trace cl
j,i,t is put on each

connection, and takes and maintains the input through the connection according
to the change in its output Δol

j,t = ol
j,t − ol

j,t−1 as

cl
j,i,t = (1 − |Δoa,l

j,t |)cl
j,i,t−Δt + Δoa,l

j,to
a,l−1
i,t . (11)

Here, only the connection weight wa,l
j,i from inputs to hidden neurons or from

hidden neurons to output neurons are trained, and the recurrent connection
weight wa,REC

j,i is not trained.

3 Simulation

In this paper, in order to examine whether our new reinforcement learning works
also in an RChNN, we set a simple goal-reaching task as shown in Fig. 1 (Table 1).

Fig. 1. Chaos-based reinforcement learning system in an agent and a goal-reaching
task

In this simulation, as shown in Fig. 1, there is a 20 × 20 field. An agent
with a radius of 0.5 and a goal with a radius of 1.0 are located randomly at
the beginning of each episode. The agent catches 7 input signals representing
the distance and direction from the agent to the goal and the distance to each
wall, and inputs them to each neural network as in Fig. 1. Each of the two
actor outputs represents the agent’s movement in one step in the x-direction
or the y-direction respectively, but they are normalized without changing its
moving direction so that the movable range becomes a circle with a radius of
0.5. When the agent reaches the goal, it gains 0.4 reward. When the agent hits
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Table 1. Parameters used in the simulation

Actor Critic

Number of hidden neurons 100 10

Gain of sigmoid function: g Output 1

Hidden 2 1

Learning rate: η Output 0.01 1

Hidden (FW) 0.01 1

Hidden (REC) 0 –

Range of initial weights Hidden (FW) [−1, 1]

Hidden (REC) varied –

Output [−1, 1]

the wall, the agent is given a penalty of −0.01. One episode finishes when the
agent reaches the goal or reaches 1,000 steps that is the upper limit of the step.
The agent learned 50,000 episodes in total.

Figure 2 shows the learning curve. In order to see the early stage of learning,
the horizontal scale is expanded in (a), while in order to see the late stage of
learning the vertical scale is expanded in (b). Both red and blue lines show the
number of steps to reach the goal but the red one is plotted at each episode while
the average value over each 100 episodes is plotted as the blue one. Figure 3(a)
shows sample trajectories after learning for 8 patterns when the goal was located
at the center. Figure 3(b) shows the changes in the critic value for 8 trajectories
in Fig. 3(a).

As the number of episodes increases, the number of steps to the goal
decreases. The agent after learning moves toward the goal, and the critic becomes
higher as the agent approaches the goal not depending on the goal position. We
can see that an agent having an RChNN can learn a simple goal-reaching task
with new reinforcement learning.

(a) Learning curve
(horizontal scale is expanded)

(b) Learning curve
(vertical axis is expanded)

Fig. 2. Learning curve (Color figure online)
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(a) Trajectories

(b) Critic value change

Fig. 3. 8 sample trajectories after learning and the critic value change for each trajec-
tory

Next, we compare the learning success rate between an RChNN and a regular
ChNN without refractoriness (the refractoriness term in Eq. (3) is removed). The
range [−wREC

max , wREC
max ] of the recurrent connection weights wREC

max was changed
from 0.3 to 2, and the number of successful learning runs in 20 runs for each
different weight range is compared as shown in Fig. 4. Regardless of having refrac-
toriness, the number of unsuccessful runs increases as the recurrent connection
weight decreases, but the success rate decreases faster in the case of without
refractoriness.

Fig. 4. Comparison of the learning success rate for the various range of recurrent con-
nection weights in the hidden layer between the cases with and without refractoriness.

The agent behaviors before learning and after 100 episodes of learning for
both cases when the weights range of the recurrent connection weights wREC

max is
2.0 are shown in Fig. 5. We can see that the agent behavior is more exploratory
with refractoriness than in the case without refractoriness. For the case without
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refractoriness, the agent moves toward the wall before learning (b−1). However,
the agent gets punished by crashing, and after 100 episodes, the agent becomes
more exploratory. In Fig. 4, when wREC

max = 2, the agent succeeded in all the 20
runs finally in both cases.

(a-1) Before learning (a-2) After 100 episodes of learning

(a) With refractoriness

(b-1) Before learning (b-2) After 100 episodes of learning

(b) Without refractoriness

Fig. 5. Comparison of the agent’s exploration at the beginning of learning. (wREC
max = 2)

In order to observe the relationship between degree of chaos and learning
success rate, we calculate Lyapunov exponent. Lyapunov exponent is an index
for degree of chaos in a dynamic system. If Lyapunov exponent is positive, the
system is chaotic. Here, the network state is updated for 50 steps using only
the recurrent connections, and is compared between the cases when a small
perturbation whose size is 0.001 is added or not to initial state. Then Lyapunov
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exponent λ is calculated for 20 networks with different weights as

λ =
1

50 · 20

20∑
p=1

50∑
t=1

ln
dp,t+Δt

dp,t
(12)

d is the distance in hidden state between the cases when a perturbation is added
or not.

Fig. 6. Comparison of the Lyapunov exponent between the cases with or without
refractoriness for the various ranges of the recurrent connection weights in the hidden
layer.

In, Fig. 6, as the recurrent connection weights decreases, the degree of chaos
decreases. The dynamics is more chaotic in the case with refractoriness than
without refractoriness. The degree of chaos becomes stronger by introducing
refractoriness. From the similarity of the trend between Figs. 4 and 6, introduc-
tion of refractoriness makes the degree of chaos strong and largely influences to
the learning performance. We think that in the case with refractoriness, more
exploratory behavior based on high degree of chaos is the source of the high
successful learning rate for small recurrent connection weight ranges. Lyapunov
exponent increases by using symmetrical activation function, but here we use
Eq. (5).

4 Conclusion

In this paper, we used a refractoriness-originated chaotic neural network in our
new reinforcement learning, and showed that the network can learn a simple
goal-reaching task. As the recurrent connection weights decrease, the success
rate decreases more slowly than the case without refractoriness, and that is
very similar to the change in Lyapunov exponent. From the observation of the
agent behavior at an early stage of learning, it is known that the introduction



84 K. Sato et al.

of refractoriness makes the degree of chaos strong and leads more exploratory
behavior. That would be the reason why the success rate is larger in the case
with refractoriness for the same range of the recurrent connection weights.

Acknowledgement. This work was supported by JSPS KAKENHI Grant Number
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Abstract. For successful completion of a task, an intelligent agent needs a
carefully designed memory system which could enhance the autonomy of the
whole system. Semantic and episodic memories play a key role in majority
of memory systems by providing conceptual and sequential information.
We propose a novel architecture that integrates both semantic and episodic
memories for task intelligence. The adaptive resonance theory (ART) based
episodic memory used in our work allows unsupervised learning of new
experiences. The semantic memory developed in our architecture incorporates
situational information as context. Considering the context enables the agent to
generalize the situations where the learned-task can be performed. Thus, the
integrated memory architecture progresses the autonomy and the performance of
the agent improves even in new environments. To verify the performance of the
proposed memory architecture, experiments are conducted under various con-
ditions and the experiment results are analyzed.

1 Introduction

There are a number of key factors for an intelligent agent to successfully complete a
given task. The key factors include mechanics [1–3], perception [4–6], planning [7–9],
and memory [10, 11] systems. The intellectual components among the key factors for a
task completion compose task intelligence [12, 13, 31, 32]. Among various compo-
nents of task intelligence, the memory system plays a particularly crucial role. The
memory system tells the agent what to do and how to do it and offers grounds for
further inference and reasoning. Thus, careful design of the memory system is of great
importance.

The memory system should be designed in a fashion that enhances the autonomy of
the whole system. The autonomy, in the context of task intelligence, means that an
agent can perform once-learned tasks in new environments that it never experienced.
Without a structured memory system, the need for additional modules to enhance the
autonomy arises since data from separate memory units need to be synthesized and
processed for action planning [14, 15]. This increases system complexity while
reducing system efficiency.

A variety of researches have contributed to the development of the field. The
researches can be categorized in two groups. The first group focuses on representing
tasks or environments in a generalized form and uses the representations to plan and
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perform tasks in unseen environments [16–18]. However, the current level of symbolic
representation and generalization of tasks and environments is immature to deal with
sophisticated real-world situations. Another type of approach integrates semantic
memory in planning [19–22]. This approach infers symbolic meaning and generalized
knowledge from semantic memory. Nonetheless, it does not provide the fundamental
solution as the approach detours around the same problem embedded in the first
category. This approach just infers symbolic meanings from semantic memory. Fur-
thermore, the second approach complicates the whole system since another unit is
required to process the information from different parts.

In this paper, we propose a new memory architecture that efficiently stores task
plans and relevant objects by integrating semantic and episodic memories. In the
proposed memory architecture, the semantic memory encodes situational information
as well as object information, which forms a context-based semantic memory archi-
tecture. The episodic memory saves the temporal sequence of a task plan whose
components are encoded by the semantic memory. Equipping episodic memory with
context-based semantic memory makes an intelligent system robust to changes in the
environment, thus enhances the autonomy of the whole system. In addition, the inte-
gration scheme does not increase the system complexity because the unit itself is robust
to differences between the learning and the actual environments and thus does not
require an additional unit.

In summary, the contributions of our work are as follows.

1. We propose a new memory architecture that integrates both semantic and episodic
memories in a manner that enhances the autonomy of the agent.

2. We formulate the concept of context to represent the situational information.
3. We develop encoding and decoding methodologies, which make the proposed

memory system applicable for task intelligence and other intelligent systems.
4. We implement the memory system and verify the performance by conducting

experiments under various situations.

The rest of the paper is organized in the following manner. Section 2 explains the
concept of semantic and episodic memories used in the work. Section 3 presents the
proposed memory architecture and Sect. 4 displays the experiment settings and the
results with the analysis. Section 5 concludes the paper by presenting a few discussion
points and concluding remarks.

2 Memory Structures

There exist multiple ways of classifying memory. Among them, we adopt the approach
of Tulving [26] where semantic and episodic memories form the whole memory.
Semantic and episodic memories differ in the types of information they store and the
nature how they behave and function. In the following sub-sections, we describe each
component of memory and the implementation scheme we take in construction of the
integrated memory architecture.
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2.1 Semantic Memory

Semantic memory is a highly structured network that stores concepts, words, and
relations among concepts. The semantic memory does not register perceptible prop-
erties directly, but saves them after it processes the properties through generalization
and abstraction. The memory system is independent of other memory systems once the
system is formed and retrieval of information from the system does not change the
content inside.

In the development of the proposed memory architecture, we implement the
semantic memory as the form of an ontology. An ontology deals with a set of repre-
sentative primitives to express the objects in the world. We use three types of repre-
sentative primitives: classes, attributes, and relationships. Classes describe a name or
the category of an object. Attributes represents properties of an object and relationships
portrait the connectivity among class members. Figure 1 exemplifies an ontology. ‘Is a’
represents the relation between a super-class and a sub-class and both plastic bowl and
ceramic cup are sub-classes of the container class. Each class has certain attributes and
a sub-class inherits the attributes of the super-class. In the figure, the container class has
three attributes and each sub-class of the container class inherits these attributes. Thus,
plastic bowl has five attributes: containable, pourable, movable, rigid, and light. The
ontology can be extended to multiple objects and include relations among the objects.

2.2 Episodic Memory

Episodic memory stores personal episodes or events and the temporal-spatial relations
among the events. A temporal sequence of events forms an episode. In the process of
receiving a new event, the memory encodes the event in terms of perceptible properties
which are temporal-spatial relations and forms an autobiographical reference to the

Fig. 1. An example of an ontology. An ontology consists of three representative primitives:
classes, attributes, and relationships. Classes can have a hierarchical structure. ‘Is a’ describes the
hierarchical relation among the classes. Here, container is the super-class of plastic bowl and
ceramic cup and the dotted items represent the attributes. A sub-class inherits the attributes of the
super-class.
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already existing contents of the memory system. The episodic memory system is
susceptible in the sense that retrieval of information from the memory changes the
memory strength of the content inside. As one specific memory gets retrieved fre-
quently, the memory becomes stronger. In the opposite case where a memory element
is not retrieved for a long time, that memory gets forgotten.

We implement the episodic memory based on the adaptive resonance theory
(ART) network [27]. ART was first introduced to explain the human cognitive infor-
mation processing and later adopted for unsupervised learning and pattern recognition.
The ART network can be extended to store and retrieve episodes [28] and we use a
similar approach for the design of the episodic memory. Figure 2 depicts the structure
of the episodic memory based on the ART network. The memory system has three
layers and the layers are connected by appropriate weight vectors. The weights vectors
are modified during the process of learning. The first layer contains multiple input
fields. The input fields receive either binary or analog input vectors. The input vectors
pass through the first layer and reach the second layer. In the second layer, only the
element receiving the maximal scalar product of its weight vector and the input vector
fires. The process so far encodes an event. The firing element decays as time goes on.
After another event gets encoded, two elements of the second layer are activated as a
result. The latter one has a higher value as the first one has gone through the decay
process. This process continues until all the events of an episodes fire. Then, the pattern
in the second layer which illustrates a series of events gets encoded in the third layer.
The retrieval of a memory traverse the three layers in the opposite direction.

Fig. 2. The structure of an episodic memory based on the adaptive resonance theory
(ART) network. The memory system contains three layers: input fields, event encoding layer,
and episode encoding layer. The input fields receive binary or analog vectors and the input
vectors make an element in the second layer fire. A series of events forms a pattern in the second
layer and the pattern in the second layer gets encoded in the third layer as an episode.
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3 The Integrated Memory Architecture

3.1 The Integrated Architecture

Figure 3 shows the overall structure of the proposed memory architecture. The
recognition unit perceives the real world and extracts symbolic meanings from the
perceived data. The processed data go through the context-based ontology unit. The
ontology unit supplements the data with additional information such as classes, attri-
butes, relations, and states. After the ontology unit, the data packet contains context
information. The encoder/decoder part translates the data packet from the ontology into
input vectors and the ART-based memory structure receives the input vectors. The
ART-based memory structure goes through learning processes. As described in Sect. 2,
multiple events get learned in a temporal sequence to be stored as an episode. When a
memory element is retrieved from the memory system, the data flows in the opposite
direction and the processed data can be retrieved from the decoder unit.

3.2 Context-Based Semantic Mapping

In addition to attributes of an object, the situational information counts in task planning
since the use of the object depends on the situation. The situational information, here,
refers to the states of the objects and the environment. To give an example, an empty
water bottle evokes the action of filling it or washing it while a filled water bottle evokes

Fig. 3. The overall structure of the proposed memory architecture. The architecture integrates
both semantic and episodic memories. The semantic memory is implemented as an ontology and
the episodic memory unit is structured based on ART. The encoder/decoder unit generates the
input vectors using the data coming from the context-based ontology. The decoder unit processes
retrieved data from the episodic memory part and produces an output.
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the action of pouring water to a cup or putting the water bottle into a refrigerator. As such,
a different set of actions are meaningful for an object depending on different situations.

We define situational information as context. Figure 4 describes the concept of
context. The context includes the states of the objects present in the world and that of
the manipulator performing the task. The category of the object states are determined
by its attributes. For instance, the container attribute has two states: being empty or
filled. Another variable can be added to describe the situation in more detail. If the
container is filled, for example, another state which illustrates the type of the volume it
contains could be added.

Defining context helps an intelligent agent to symbolize the situation where the task
can be performed. With the context, the agent views the objects as a quantity of
attributes rather than a physical entity and the agents can perform the task even in new
environments. Though not implemented in this work, the context can include the

Fig. 4. The structure of episodic memory equipped with the situational information as context.
The context includes the attributes of the objects for the action and the state of the objects
according to the attributes and the state of the manipulator.

Fig. 5. An example of a memory element stored in the integrated memory architecture. The
memory element memorizes objects as a quantity of attributes rather than a physical entity. This
abstraction enhances the autonomy of an intelligent agent.
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information regarding the shift of states. This extension allows an easy implementation
of an efficient task planning algorithm.

3.3 Encoding and Decoding Scheme

An event equipped with the context gets encoded in the form of binary vector. The
input vector consists of three fields. Each three fields contain the information regarding
action, object 1, and object 2, respectively. The context information is already con-
tained in object fields. We adopt one-hot vector representation for the encoding.
Therefore, the number of bits of each field is determined by the variety of situations the
system needs to deal with. For example, the number of actions available for an agent
determines the number of bits in the action field. If the agent could perform sixteen
types of actions, sixteen bits are required for the action field. The object fields describe
the attributes of the objects rather than the name of the objects used for the action. The
attributes specify the necessary conditions for the action to be performed. Thus, any
objects possessing the required attributes can be used for the action. Representing
objects as a quantity of attributes rather than the name symbolizes the concept of the
action. In this work, each object field contains eight attribute sections and three of the
attribute sections have a tail bit to represent the state of the attribute. The tail bit for the
attribute ‘containable’, for instance, illustrates the object is empty when the bit is zero
and the object is filled when the bit is one. The structure of an input vector is described
in Fig. 6. Each square represents a bit.

3.4 Learning the Sequence of a Task Episode

The temporal sequence of input vectors encoded with the context information enter the
episodic memory part. The episodic memory part learns how to perform a task episode.
As the proposed episodic memory is based on the ART network, it learns a new task in
an incremental manner. In other words, the memory architecture can learn new
sequences without forgetting and re-learning previously learned task episodes. The
episodic memory consists of two ART networks. The first layer classifies the input
events and the sequence of events forms an episodic pattern in F2 layer. The second
layer learns the episodic pattern in F2 layer and stores them in F3 layer.

The ART network compares the input vector with the stored memories. The code
activation process defines the comparison process:

Fig. 6. The structure of an input vector for the proposed memory architecture. The input vector
consists of three fields: action, object 1 and object 2. Each field represents the type of action and
object with binary bits, respectively. The object field contains the context information.
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where j is the node index, k is the input channel index, wk
j is the weight of the network,

xk is the activity vector,
V

is a fuzzy-min operator, and a is a choice parameter. The
node with the maximum activation is chosen to check the resonance condition. When
the condition is met, the parameters are updated. When the new input vector does not
satisfy the resonance condition, a new category is created in the memory and the
weights of the new node are set as the input vector. In this work, we use the approach in
Deep ART [34] to generate and encode event patterns in the F2 layer, which get stored
in the F3 layer as a task episode. For the further description of ART network and the
pattern generation methods, one can refer to [28].

After the network learns a new task, the task is stored as a memory element.
Figure 5 depicts an example of a memory element stored in the proposed memory
architecture. The memory element was learned from the task episode which describes
pouring water into a cup from a water bottle. Although the episode used for learning
specifies object 1, 2 and the material inside object 1, the memory element illustrates the
generalized situation where the task of pouring can be performed. In other words, the
agent can perform the task in general situations once a task is learned in one envi-
ronment. In addition, two objects are needed to perform the pouring task: one object
that is ‘containable’, ‘pourable’, and ‘movable’ and another object that is ‘containable’.
The first object should have the state of ‘filled’, otherwise pouring does not have any
meaning.

3.5 Application in Task Intelligence

The integrated memory architecture applies to the task intelligent settings, where
various types of tasks are performed by an intelligent agent. The types of tasks include
‘watering a flower pot’, ‘making cereal’, ‘serving coffee’, ‘finding an object from a
drawer’, and ‘sorting toys’. The agent learns how to complete these tasks in one
environment and needs to achieve similar performance in general situations. If the
agent could not perform in other environments but do only in the same environments,
the learning becomes meaningless. The proposed memory architecture, which enhances
the autonomy of an intelligent agent, can be employed to guarantee the best perfor-
mance of the agent in task intelligence settings.

4 Experiments

4.1 Experiment Setup

To verify the performance of the proposed memory architecture, we conducted
experiments under various conditions. The experiments were composed of two phases:
the learning phase and the retrieval phase. In the learning phase, we varied the learning
condition of the proposed memory architecture by controlling the number of training
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epochs. We changed the number of training epochs to analyze the effect of the training
frequency on the retrieval accuracy. We trained the memory system with episodes from
task intelligence settings such as ‘pouring water into a cup from a water bottle’.

The encoder transforms each event in a task episode into an input vector using the
information from the context-based ontology. The categories of actions and the attri-
butes with the possible states are listed in Tables 1 and 2. In the experiments, we used
nine actions which can be classified into two types. Four elementary actions take one
parameter and five complex actions take two parameters. The parameter relation rep-
resents the relation between two parameters in complex actions. In addition, we used
nine types of attributes for the experiments. Six of the attributes do not accompany with
state information and the rest require one bit for describing state information. We
allocated one bit to represent the state of the manipulator.

In the retrieval phase, we tested the proposed memory architecture in two situa-
tions. Firstly, we assessed if the proposed memory system could retrieve the proper

Table 1. The list of actions used in the experiments.

Type Name Parameter 1 Attribute 1 Param.
relation

Parameter 2 Attribute 2

elementary
action

move (loo) A null
navigate (name) A null
grasp (obi) A holdable
open (obj) A openable

complex
action

put (obj) A holdable,
puttable

into (obj) A containable

put
down

(obj) A holdable on (obj) A standable

find (name) A null in (obj) A containable
pour (obj) A holdable,

pourable
into (obj) A containable

water (obj) A waterable with (obj) A spray

Table 2. The list of attributes used in the experiments

Name State

Null –

holdable –

puttable –

pourable –

waterable –

spray –

containable empty/tilled
standable free/full
openable open/closed
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event sequences for completing the given task in the same environment where the task
had been learned. This step checked the basic functionality of a memory system:
retrieving learned tasks. Furthermore, we evaluated if the proposed memory architec-
ture could perform the given task in new environments. We substituted the objects with
other objects that had different properties than the original objects and tested if the
memory architecture could retrieve the relevant episode.

For the comparative study of the proposed method, we used two approaches: an
episodic memory structure without semantic memory (the baseline ART-based mem-
ory) and long short-term memory (LSTM) networks [33]. The episodic memory
structure without semantic memory on which our work is based has a similar structure
as our proposed memory architecture. However, the baseline structure does not process
and encode context information. In our experiments, we controlled two parameters of
LSTM: the number of layers and the size of hidden layer. The size of hidden layer as
well as the number of layers determine the degree of generalization. Although the
number of training epochs affects the retrieval accuracy for LSTM, we only evaluated
the loss over training epochs. Both memory structures for the comparative study shared
the same recognition unit and the data processing module with the proposed method.

When training LSTM networks, the networks do not explicitly save an memory
element but the memories are stored in the connections among the nodes. Thus, one
cannot retrieve a specific sequence from the networks. When testing with LSTM
networks, we gave a partial cue to the networks and assessed if the networks could
retrieve the rest of the relevant sequence. The same test method can be applied to the
ART based memories. Both the proposed memory architecture and the baseline method
can accept a partial cue and retrieve the relevant memory element. We also evaluated
the proposed method with the same partial cue approach.

4.2 Results and Analysis

The encoder generated the same input vector for the same type of events in the
proposed memory architecture. For example, the event of ‘pouring water into a cup
from a water bottle’, the event of ‘pouring juice into a glass from a jar’, and the event of
‘pouring milk into a bowl from a milk bottle’ all resulted in the same input vector

Table 3. The experiment results

Experiment Method
Proposed
method

EM-
ART

LSTM
L1H20

LSTM
L1H40

LSTM
L2H20

LSTM
L2H40

Task in the learning
environment

47/47 47/47 – –

Task in a new
environment

47/47 0/47 – –

One-by-One – 38/42 38/42 37/42 37/42
Partial cue (50%) 20/23 – 1l/15 11/15 10/15 10/15
Partial cue (30%) 20/30 – 19/23 19/23 18/23 18/23
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because the objects have the same attributes, which is the outcome of the enhanced
autonomy. Furthermore, the same type of actions were generalized and classified as the
same event. After all, the encoder produced nine types of input vectors for each
available action. Then, we trained the proposed memory architecture with five tasks.
Each task episode length varied from five to sixteen. Figure 7 shows the training
procedure. The horizontal axis represents the number of events the memory network
learned. The vertical axis shows the number of actions (red dots) and the scenario (blue
dots). The summation of events in all scenarios was forty-seven. As mentioned above,
the proposed memory architecture learned events and scenarios incrementally. After
one iteration of training, the proposed memory system successfully learned all the
actions and the scenarios. Furthermore, the proposed system can classify all the actions
after one training epoch. We modified the number of training epochs from one to ten,
but they all showed the same performance. One iteration sufficed because the numbers
of actions and the scenarios were small. If the numbers had been larger, the training
might have taken longer.

Fig. 7. The training procedure of the proposed memory architecture. As the number of events
the system learns increases, the total number of actions and scenarios in the architecture
increment. (Color figure online)

Fig. 8. The training curves of the LSTM variants used in the experiments. After 500 training
epochs, the LSTM variants except L1H20 converged. L1H20 converged after 1,300 training
epochs.
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For the design of LSTM, the number of hidden layers and the size of hidden layer
were varied. In our experiments, LSTM possessed one or two hidden layers with the
size of 20 and 40. They are abbreviated as LSTM L1H20, L1H40, L2H20 and L2H40.
For the training of LSTM variants, same encoder used for the proposed memory
architecture was employed. Therefore, LSTM variants and the proposed memory
system shared the same input vectors. Figure 8 depicts the training curve for the four
LSTM variants. Except L1H20, LSTM variants converged after 500 training epochs.
However, L1H20 took around 1,300 training epochs for convergence. The general-
ization process took longer with smaller hidden layer.

Table 3 summarizes the experiments results. In the table, the retrieval accuracies
are represented in event units rather than task units. We conducted the first two
experiments to compare the proposed memory architecture with the baseline ART-
based memory. Both memory systems were trained with the same tasks but only the
first system processed input data through the encoder. When the memory systems were
tested in the learning environment, both could retrieve the relevant task episodes.
However, changes in the environment hindered the ART-based memory from
retrieving the proper memory element. The baseline memory architecture does not store
generalized memory elements and only provides specific cases of experienced mem-
ories due to lack of context-awareness property. In contrast, the proposed memory
architecture successfully generalizes tasks using context-based ontology.

For the one-by-one experiment, elements of tasks were given to each LSTM
variants one by one and the output sequences were compared with the actual task
sequences. For example, assume task 1 consists of event 1 through event 8. For the
evaluation with task 1, event 1 through event 7 were given to the LSTM and the output
sequence was compared with the sequence composed of event 2 through event 8.
LSTM variants showed similar performances and were not able to retrieve the same
part of the test sequences. Three of tasks used in the experiment have the same starting
sub-sequence and the LSTM variants could not distinguish the three tasks until the
different part appear.

The last two experiments were to evaluate if the memory systems could retrieve the
full sequence out of partial cues. We used two cue lengths. When the half of the
sequences were given to the memories, the proposed method performed the best. The
proposed method compares the partial cue with the memory elements stored in the
system and extracts the whole sequence that matches the best. On the other hand,
LSTM needs to extract the rest of the sequences step by step and one error during the
extraction process propagates to the end. When around one third of the sequences were
given to the systems as a cue, the LSTM variants outperformed the proposed memory
system. The proposed memory system retrieves a sequence in a memory unit, i.e. an
episode unit. Therefore, one miss in the retrieval process ends in the error for the whole
task. LSTM, in contrast, can extract a similar sequence that is not correctly match the
true sequence.
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5 Discussion

In this section, we present a few discussion points. Firstly, the proposed memory
architecture enables an intelligent agent to learn how to perform a task in an unsu-
pervised way. The proposed memory architecture classifies the types of tasks and
groups the same type of tasks in a cluster. In addition, the ART structure on which our
proposed method is based enables the memory structure to learn tasks in a incremental
manner. If an instructor teaches the intelligent agent from time to time, the agent with
the proposed memory architecture could learn new tasks without forgetting previously
learned tasks. In summary, the agent could learn an unlimited number of tasks and sort
them accordingly once the recognition part of the agent functions correctly and the
ontology offers all the relevant information.

Furthermore, an intelligent agent with the proposed method learns both how to
perform a task and the generalized situation where the task can be performed. Unlike
sophisticated generalization methods, the proposed method uses an ontology to sym-
bolize the situation where a task can be performed. Object attributes, states and
manipulator states extracted from the ontology form the context. This context lets the
agent to determine which objects and situations are relevant for performing a task. This
aspect together with the above mentioned property enhances the autonomy of the agent.

Next, the integrated memory architecture can be combined with various types of
ART-based memory systems due to the flexibility and modularity of the architecture.
Other ART-based memory systems can support the learning procedure and provide
semantic information. The proposed memory architecture can incorporate those ART-
based memories by connecting them to the system and slightly modifying the input
module. The input module consists of encoder, decoder and context-based ontology in
addition to the conventional input field of action.

Although the proposed method showed satisfactory performance, there still exists a
room for further improvement. First of all, the memory architecture should be able to
generalize actions as the situations and the objects were generalized. The proposed
method describes situations and objects with attributes and situational information
which form the context. Actions, in a similar way, can be generalized as a quantity that
exerts an effect to an object. The concept of affordance formalizes this idea [29, 30, 35].
Affordance represents an action with the effects the action exerts on an object. By
adopting the concept of affordance, the memory architecture will become even more
flexible and robust.

We discuss the next point of further improvements. In this study, we verified the
effectiveness and applicability of the proposed method by presenting the abstraction
power of the memory system using computer simulations. The proposed memory
architecture should be applied to real-world scenarios where physical intelligent agents
perform a temporal sequence of primitive actions to complete a task. For this, we need
to embed the memory architecture in real agents such as robots and demonstrate that
the proposed memory architecture enhances the autonomy of the agents in general
environments. In the following research, a thorough experiment with a robot would be
done to further verify the proposed method.
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6 Conclusion

In this paper, we proposed a new memory architecture that integrates both semantic and
episodic memories for the enhancement of autonomy of an intelligent agent. The
semantic memory incorporates situational information with ontology primitives which
defines the context. The context information is attached to each event of an episode.
Equipping episodic memory with context-based semantic memory enables an intelli-
gent agent to conceptualize the situation where a task can be executed. These processes
improve the autonomy of the agent. We showed the performance of the proposed
method through thorough experiments and discussed future research directions.
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Abstract. Nowadays the application of robots are emerging in areas of modern
life. It is expected we will be living in a new era in which robots such as socially
interactive robots will make an important effect on our daily lives. Considering
emotions play a critical role in human social communication, emotional epi-
sodes are necessary for human-robot social interactions. In this regard, we
propose a framework that can form a social relationship between human and
robot using an emotional episodic memory. Proposed framework enables per-
sonalized social interactions with each user by identifying the user and retrieving
the matching episode in the memory. The interaction is not fixed, the emotional
episodic memory is developmental through additional experiences with the user.
The proposed framework is applied to an interactive humanoid robot platform,
named Mybot to verify the effectiveness. As demonstration scenarios, photo
shooting, and user identification and robot’s emotional reactions are used.

1 Introduction

Recently, the development of Artificial Intelligence (AI), Internet of Things (IoT), and
Cloud technologies has been driving the growth of the social robot market. Robots are
getting closer to people and assist people’s everyday life. It is expected that social
robots will have a very significant impact in the near future [1, 2]. International Fed-
eration of Robotics (IFR) predicted social robots would be commercialized and provide
actual services to people between 2015 and 2018. As well as technical factors, fast
development of aging society and increase in single-person households demand for the
social robots that can provide mental and emotional services. Moreover, people have a
tendency of assigning socially relevant characteristics to any device [3], and people
have social expectations and want to be socially involved with robots [4].

Robots with social interaction systems have been developed for years. Bartneck and
Forlizzi defined social robot as an autonomous or semi-autonomous robot that interact
and communicates with humans by following the behavioral norms expected by the
people with whom the robot interacts [5]. Various frameworks for HRI have been
proposed. Such frameworks include a framework employing multi-modal for utilizing
various types of information [6, 7], a framework for working with programmer and
interaction designer together [8], and a framework for a robust robot control [9].
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Emotional interaction lies at the core of building social relationships [10]. People
perceive a robot that can express emotions as more anthropomorphic [11] and can
maintain a more intimate relationship with such robot. Several researches attempted to
reflect emotions on robots. These researches mainly consider frameworks for gener-
ating emotions appropriate to the situation and expressing them effectively [12–15].
A study that the robot provides appropriate services according to the emotions of users
was also reported [16].

However, previous studies lack an emotional memory module for human robot
social interaction. This leads to two limitations. Firstly, a social interaction framework
without an emotional memory module cannot differentiate users, and thus it cannot
provide a personalized services. Secondly, robots with the previous frameworks rarely
remember earlier interactions with the user. Therefore, such robots only provide the
same interactions repeatedly and the relationship with the user cannot be further
developed.

To overcome the above-mentioned limitations, we propose a framework for human
robot social and emotional interaction based on emotional episodic memory. We use a
hierarchical emotional episodic memory (HEEM) [17], where the robot can store
interaction experiences with each user and the entailing emotions. A robot with the
proposed framework can provide personalized services to different users with proper
emotions. The proposed framework enables the robot to have different relationships
with each person. Moreover, emotions generated from our robot by the framework are
not fixed, but gradually develop through interaction experiences. Thus, the robot and
users can establish a more natural social relationship. We implemented an interactive
hardware platform, Mybot to verify the performance of the proposed framework.

The rest of the paper is organized as follows. Section 2 describes the details of
proposed framework architecture. Section 3 represents designed scenarios to demon-
strate the feasibility and reliability of the framework with robotic platform and con-
ducted surveys from users. Sections 4 and 5 interpret the survey results from users and
discuss further work. Specific software and hardware design details of our interactive
robotic platform are described in APPENDIX.

2 Proposed Framework Architecture

Figure 1 shows the proposed framework architecture for the human robot social
interaction. The architecture is composed of (1) sensory part, (2) recognition part,
(3) language part, (4) memory part, (5) communication part, (6) control part, (7) cloud
applications. The robot receives user’s face, voice, touch as input, and makes social
interaction possible through the appropriate reaction output. Sensory part collects input
data using image, sound, and touch sensor.

Recognition part consists of modules that analyze the data transmitted from the
sensory part and discerns what the data mean. It finds out who the user is (User face
identification), figure out the user’s expression (Face Expression Recognition), and
apprehends user’s speech (speech recognition) and touch action (touch recognition).
Analyzed information is sent to language part and memory part for further processing.
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Language part gets the text extracted from the user’s dialogue and figures out the
meaning of it to get the context and the status that the user wants to convey to the robot.
After that, Dialogue generator module makes an appropriate response during autono-
mous conversation with the user. These factors are sent to the memory part to let the
memory part knows what conversation the user had with the robot.

Memory part stores the emotional episodes with the user, generates robot’s emotion
so that the user and the robot can communicate emotionally. Working memory module
makes the most appropriate decision among some choices to continuously maintain the
social relationship.

Communication part and the control part express the reactions directly to the users
whereas previous modules were responsible for deciding which reactions to provide to
the user. Communication part plays the synthesized voice of the robot and shows the
robot’s facial expression so that user can naturally hear and see the reply of the robot.
Control part regulates robot’s neck movement and body motion.

In order to enable the above mechanism, several cloud applications are used. The
implementation details in APPENDIX gives comprehensive descriptions of Cloud
applications.

2.1 Sensory Part

HRI starts from perceiving the user and the environment. Sensory part collects data for
understanding current state of the user by face, voice, and touch data. Furthermore, the

Fig. 1. The proposed human robot social interaction framework architecture. It consists of
sensory part, recognition part, language part, memory part, communication part, control part, and
cloud applications. Detailed description is given in Sect. 2
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sensory part receives the input signal from the users and transmits to the other modules
to extract the meaning of the signal.

Sensory part consists of three modules: image receiver module, voice detection
module, and touch detection module. The image receiver module obtains camera
images of the point of view from the robot. The images are mainly used for identifying
the user and user’s facial expression. The voice detection module detects human voice.
We design the voice detection module in a way that recording the voice when sound
level exceeds a certain threshold for the energy efficiency. The collected sound data are
transmitted to the speech recognition module to be analyzed. The touch detection
module receives the user’s touch data. In the proposed framework, touch data is used
for patting or bullying the robot, which affects the robot’s emotion formation.

2.2 Recognition Part

The recognition part processes the raw data from sensory part and extracts information
needed for social interaction. The recognition part consists of three modules: face
detection module, speech detection module, and touch detection module.

Face detection module recognizes two things, identifies who the current user is and
what facial expression appears on the user’s face. User identification among multiple
users is necessary to enable the robot to interact with each user according to person-
alized social relations. If user identification takes a long time, it interferes the social
interaction, so real time processing model, ARTMAP [18] is used in this module. Next,
it recognizes the user’s emotion from the facial expression. The reactions to user’s
emotions differ from each other even though the user says the same thing. In our
system, the facial expression recognition is operated through the Google Cloud
Vision API to see what the user’s emotional state is.

The speech recognition module analyzes user’s voice from the sensor and converts
the speech sound data to a text format. The extracted text is sent to the language part to
evaluate the meaning of the sentence user said. The user’s touch also has a great
influence on social interaction. The touchless interactions are not sufficient since there
is a limitation of expression by just speaking. Touch recognition module distinguishes
whether the touch input is patting or bullying from users. If the touch message con-
tinuously occurs, looks like giving a pat, the module classifies the touch data as patting.
This can happen when the user is satisfied to the robot. If the touch message repeatedly
occurs in short time, looks like futzing badly, the module classifies the touch data as
bullying which can happen when the user doesn’t like the robot. These touches affect
the emotion formation of the robot in the emotion generation and expression memory
module of memory part.

2.3 Language Part

Since humans feel more natural and comfortable to communicate by voice rather than
by text chatting, our framework is designed to communicate with natural voice con-
versation. Language part analyzes meaning of the text detected by the speech recog-
nition module to understand user’s speech. As users express their inner side through
speech, language part can realize the user’s emotions, conditions, situations, and
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thoughts. To continue the voice conversation without interruption, the reply of the
robot is also synthesized by voice and produces output.

The language part has two parts. First, the dialogue generator produces a sentence
for the robot to answer in response to each user’s speech sentence. Second, the text to
speech synthesizer converts the answer text into sound data for the robot to speak out
because users prefer to interact with robot spontaneously via voice. Details of both
modules are described in APPENDIX.

2.4 Memory Part

In the framework, two kinds of memories are designed. One is working memory that
manages data flows in the framework and makes decisions for tasks. The other is
emotion-related memory to store emotional interaction experiences (emotional epi-
sodes) and recall expressions.

Working memory consists of modules for managing and scheduling multiple tasks.
Each manager module determines what data to be used from the recognition, language,
and memory part and what robot’s action to take, so that the tasks are conducted
properly without collision in the software. Decision is transmitted to the control part to
move the body of the robot, and to the communication part which shows facial
expression and sound to the person.

The emotion-related memory enables a robot to store interaction experiences,
operates the emotional episode learning, and determines emotional expressions to
users. Once the robot meets and interacts with a user again, it needs to take out the
character of the user from the memory and build up a developed character by stacking
the episodes. Our framework stores these emotional episodes in the memory part so
that the robot can establish social relationship.

The emotion-related memory consists of an emotion generation and expression
memory, Hierarchical Emotional Episodic Memory (HEEM) [17]. The emotion gen-
eration and expression memory lets the robot have its own emotion. Simply, it gen-
erates robot’s bad emotion in response to user’s teasing comments and bullying
actions, or appearance of unfriendly user according to the episodic memory retrieval. It
generates robot’s positive emotion in response to user’s compliments and patting
actions, or appearance of friendly user. Then pre-trained sequences of the robot’s neck
and body gesture and facial expressions are recalled from the expression memory.

HEEM [17] is created by using deep Adaptive Resonance Theory (deep ART) [19,
20] for social human robot interaction. By storing and accumulating episodes with
multi users in the HEEM, the relationship with each user can be reformed indepen-
dently and constantly. HEEM enables to learn which emotions are correlated with past
experiences of each user, predict upcoming episodes that could probably occur
according to a user, and show proactive emotional reactions to the user, such as
empathizing or repulsive reaction.

2.5 Communication Part

Communication part enables users to know lively of robot’s reaction through voice, lip
sync, and facial expression in order that users don’t feel any sense of heterogeneity to
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robots. Instead of making a new robot head using dozens of motors, a virtual face is
developed by face simulator. Since there are 50 muscles on the human face that
facilitate about 7,000 different facial expressions, and it is hard to mount on the robot’s
head. The face simulator shows robot’s facial appearance through a display screen
which is reconstructed from a single 2D image [21], and shows the emotions sent by
the facial expression module. It also has lip sync module that generates lip movement
in the face simulator when the robot activates the sound player module to speak out the
synthesized voice answer from language part. Lip sync movement and five funda-
mental expressions can be shown: anger, disgust, sadness, joy, and surprise (Fig. 2).

2.6 Control Part

Control part has modules to control robot’s neck movement and body motion. The neck
movement controlled by the control part plays a decisive role in conversing with the
user in the eyes by face tracking. Conducting dialogue with the eye contact empowers
for more sincere and focused communication giving the user comfort and confidence.
The gaze controller module controls robot’s neck movement for eye contact with user
or for expressing neck gestures. In order to make the robot keep eye contact with a user,
the robot’s neck moves so that the face of the person is centered in the camera image.
Movements of the neck (panning and tilting) are controlled in proportion to the pixel
distance between the center of the human face area and the center of the image. The
smaller the face size, the smaller the width of motion assuming a smaller face means a
farther face. In addition, as the pixel distance gets shorter, the speed of the neck
movement is reduced to eliminate wobble. If there are several users in an image frame,
robot’s neck follows the average face position and size.

Answering the user with the appropriate body action to the user overcomes the
insufficient interaction with words alone. Expressing emotions and thoughts as actions
with words reaches the user more feelingly. The body gesture controller module
controls robot’s arm movement for expressing body gesture. Once the robot determines

Fig. 2. Facial expressions of the robot. From the top left, the expressions are smile, disgust,
anger, sad, surprise, and lip sync movement. It is possible to show each expression with five
levels from the expressionless to the strongest expression.
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what action to take, the command for that action is sent to the controller in the Mybot’s
body platform through the TCP/IP network. Then, the controller operates the robot’s
motor movements based on ROS software. The arm and body behaviors are predefined
sequences of movements, and in this paper, they are designed to express the robot’s
emotional gestures which are greetings, dislike, sorrow, joy, like, and surprise. The
video is available at https://youtu.be/YVxyEEyGjLo.

3 Experiments

Scenarios are designed to demonstrate the effectiveness of the proposed human robot
social interaction framework integrated in robotic platform. Additionally, we conducted
a survey to evaluate how users feel about the proposed framework in an objective way.
Figure 3 is a supplementary technical diagram which shows detailed connections
between functional modules in our framework.

There are two scenarios. The first scenario, photo shooting with free talking, shows
that the robot can recognize user’s emotions and empathize with them. Second scenario
shows the fundamentals of social relationships by showing how robot behaves dif-
ferently when they see different users and depending on the emotions it feels from each
user. Besides, the relation with one person is not set from the first episode, it can be
changed by the further episodes.

Fig. 3. Functional modules in the proposed framework. Later it will show at a glance which
tasks are activated and which functional flows are made in the scenarios
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3.1 Photo Shooting

This experiment was designed to prove whether the robot can recognize the user’s
emotions and respond appropriately. Using the proposed framework, the robot could
perceive emotions of the users and react with proper dialogue and facial expression. In
order to verify this capability, we conducted a scenario that the robot takes a picture
with voice interaction. In the scenario, the robot automatically takes a picture when it
recognizes a sentence that the user wants to take a picture. Then, the robot infers the
emotion of the user in the photograph and expresses its emotion with appropriate
dialogue and facial expression. The detailed description is in the following.

When a user requests a robot to take a photo of the user, the robot recognizes the
facial expression of the user and shows reactions according to whether the user’s facial
expression is good or bad. First, the robot detects and follows user’s face by operating
gaze control. When the users request to take a photo, the robot recognizes the user’s
voice command and conducts the photo shooting process. After the robot takes the
photo, the taken image is delivered to the face expression recognition module and
processed by cloud application. When the robot receives information about the user’s
facial expressions, the robot reacts differently depending on whether the user’s facial
expression is good or bad with the emotion expression memory. If the user’s facial
expression is bad, the robot asks the user what happened and gives an worry as
sympathy. If the user’s facial expression is good, the robot responds happily and smiles
as empathy. The activated modules and links in the architecture for this application is
shown in Fig. 4. The video is available at https://youtu.be/BXpeLyxHst0.

Fig. 4. Photo shooting scenario flow. The yellow boxes are the functional modules that are
activated when this scenario is implemented (Color figure online)

108 W.-H. Lee et al.

https://youtu.be/BXpeLyxHst0


3.2 User Identification and Robot’s Differentiated Emotional Reactions

This scenario is designed to prove the advantages of the proposed emotional episodic
memory. First, the robot identifies the users, feels different emotions to different users,
and can provide appropriate services for each user. The interactions which include
dialogues and touch sensing between the robot and the users generate emotions of the
robot. If the user gives a positive sentence as ‘you are handsome’ or pats the robot, the
robot feels friendliness, and in the opposite case, feels unfriendliness. Therefore, the
robot can provide various services according to the emotions to each user. Second, the
emotions for the users are not determined by a single interaction, but are progressively
developed through past interaction experiences. Therefore, even if the robot feels
unfriendly to the user, user can become a friendly user through various interactions. In
the scenario, two users interacts with the robot several times, and we examined the
responses of the robot. The robot could provide different services for each user, and the
relationship with each user gradually changed. The activated modules and links in the
architecture for this application are shown in Fig. 5. The video is available at https://
youtu.be/LIe1yN_DjDk and the additional detailed description is in the following.

This application is an experiment that integrates the all of the proposed human
robot social interaction framework. The scenario is as follows.

Fig. 5. User identification and robot’s differentiated emotional reactions scenario flow. The
yellow boxes are the functional modules that are activated when this scenario is implemented
(Color figure online)

Human Robot Social Interaction Framework Based on Emotional Episodic Memory 109

https://youtu.be/LIe1yN_DjDk
https://youtu.be/LIe1yN_DjDk


(1) (Unknown user registration) When a unknown user first appears to the robot, it
asks who the user is, and when the user identifies his/her name, the robot registers
the user’s face with the name, and then it starts learning.

(2) (Normal user case) When a user appears before the robot and there is no special
emotional experience with the user yet, the robot greets with normal gesture,
nodding head (greetings).

(3) (Friendly user case) The user pats the robot and gives compliments to the robot.
The robot has positive emotions. Then, the user information and positive emo-
tional experience about the user are stored in episodes.

(4) (Friendly user case) When the friendly user appears, the robot recalls and antic-
ipates the positive experience about the user from the episodes, and then it shows
friendly greetings, in which the robot uses arm gestures and expresses a smiling
face unlike normal greetings.

(5) (Unfriendly user case) Conversely, in this case, the user bothers the robot and
makes negative comments about the robot. Then, the user information and neg-
ative emotional experience about the user are stored as emotional episodes in the
memory.

(6) (Unfriendly user case) When the unfriendly user appears, the robot recalls and
anticipates the negative experience about the user from the memory, and then says
that it does not want to talk with the user, and acts to avoid eye contact.

(7) (Relationship development) Even for the unfriendly user, their relationship can be
developed through continual friendly interaction by the user so that positive
emotional episodes become dominant experiences.

4 Results and Analysis

We surveyed a total of 20 people. We let each user interact with two types of robots:
robot 1 which is implemented with the proposed framework and robot 2 which does not
embed the emotional memory architecture. Each user interacted with the robots
according to the scenarios designed for the comparative study. After the experiments,
we measured each user’s satisfaction using the Likert scale based questionnaire.

The Likert scale based questionnaire comprises a series of questions or items that
ask users to select a rating on a scale that ranges from one extreme to another extreme.
The Likert scales are widely used to measure attitudes and opinions with a greater
degree of nuance than a simple “yes/no” question. We used the Likert 5 point scale:
very negative (1), negative (2), neutral (3), positive (4), very positive (5). Table 1
describes the questionnaire we used for the survey.

Questions asks whether the user could socially interact with the robot and feel
intimacy from the robot. Furthermore, we asked naturalness, efficiency and satisfaction
of the interaction with each robot. Especially for question 1, we made additional
questions to distinguish which of the factors made it possible for users and robots to
socially interact. We investigated three factors: face tracking, emotion recognition, and
empathy ability.
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Table 1 summarizes the experiment results. Robot 1 with the proposed interaction
framework outperformed Robot 2 which does not contain the emotional memory unit
and communication unit. Evaluated by Likert Scale, Robot 1 achieved exceedingly
higher scores than Robot 2 in terms of possibility of social interaction, intimacy,
naturalness, efficiency and satisfaction.

The survey takers responded that it was more possible to socially interact with
Robot 1 than Robot 2. We also investigated the factor which made the social inter-
action possible through the following questions. As a factor that made social interaction
possible was 4.23 for face tracking, 4.0 for emotion recognition, and 3.92 for robot’s
empathy ability. The biggest factor that made the social interaction possible was that
the robot communicated with the user on eye-to-eye. Face tracking indicates that the
conversation partner is paying attention. The experiment result shows that face tracking
plays the most important role in social interaction with the users.

On the other hand, the overall naturalness of building social relation with Robot 1 is
much higher than that of Robot 2 (factor of 2.55). This might have resulted from the
framework’s ability to identify each user, track face during conversation, express facial
expressions and produce body gestures. These features enable the users to experience
the conversational setting similar to the setting with real people. Another factor for
natural relationship arises from adoption of HEEM. Robots with the proposed frame-
work behaves differently to multi-users and the relationship improves over time without
any fixation for one user. Since the highest score 4.6 is achieved in question 9, the

Table 1. Questionnaire for the survey

No. Questionnaire Robot 1 Robot 2

1 It was possible to interact socially with the robot 3.6 1.55
2 (If you answered 4 or 5 point for No. 1)

Face tracking was the factor that enabled social interaction
4.23 –

3 (If you answered 4 or 5 point for No. 1)
The reason that social interaction was possible was because it
recognized my emotion

4 –

4 (If you answered 4 or 5 point for No. 1)
The reason that social interaction was possible was because the
robot empathized with my emotions and laughed together

3.92 –

5 I felt intimacy with Robot 3.8 1.9
6 Do you think the robot is natural to build social relationships? 3.95 1.55
7 Do you think that the interaction of robot is effective in

forming a social relationship?
4 1.85

8 Are you satisfied with the interaction of robots as social
interaction?

3.95 1.7

9 For the proposed framework robot, Did it contributed to social
interaction because it reacts differently to different users?

4.6 –

10 For the proposed framework robot, Did it contributed to social
interaction because it develops the relationship, not fixing by a
single episode?

4.26 –
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factor that the robot responds individually to different users contributed the most to
social interaction than the face tracking, emotion recognition, and the empathy.

The result for question 10 is 4.26 which is lower than for question 9, so we are
planning to re-investigate by supplementing the scenarios for the relationship devel-
opment part. In addition, the relationship now changes from unfriendly to friendly
rapidly with just two actions: compliment and patting. More realistic and complex
algorithm for the progressive improvement of the relationship is need to be studied for
the thorough social interaction.

5 Discussion and Conclusions

Another contribution of this paper is that the whole system including perception,
recognition, decision making, and execution is implemented and performs in several
seconds. If the whole process took more than 10 s, it would be difficult to have natural
interaction with human because human is prone to get bored with waiting. The com-
putation time for each module is quantified and listed in Table 2. For space complexity,
the proposed memory model has order of O(nt + mn) where m, n, and t indicate the
number of episodes, the number of unique events, and the input dimension, respec-
tively. Supposing that an input vector has 1,000 elements and uses 1 Bytes for each
element, theoretically, 3 GByte memory can contain around 50,000 unique events and
50,000 unique episodes. Of course, these numbers can be traded off under conditions
that satisfy the space complexity, and they are very enough to cover practical exper-
iment situation. The total memory usage including all background software of
Microsoft Windows is around 4 GBytes out of 8 GBytes. Thus, typically, the proposed
framework doesn’t have significant problems in this computing environment.

Table 2. Computation time for each module

Module Time
(seconds)

Unit

Face detection (OpenCV, Haar Casecades) *0.1 per 640 * 360 image
frame

Face identification (ARTMAP) <0.001 per 24 * 24 image
Facial expression recognition* (Google cloud
vision)

*3 per image frame

Speech recognition* (Google) *2 per sentence
Dialog generation* (Yally) *0.5 per sentence
Text to speech synthesis* (Naver) *1 per sentence
Hierarchical emotional episodic memory learning
and retrieval

<0.001 per event

Emotion generation and expression memory
retrieval

<0.001 per event

*Computation time for cloud applications are depending on internet speed and cloud server
condition. The wireless device equipped in our system has 780 Mbps.
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Our proposed framework enables the robot to interact more naturally with the users
by using the emotional episodic memory. The emotional episodic memory stores the
interaction experiences with each user and the entailing emotions. Thus, the robot with
the proposed framework could provide personalized services. In addition, since the
emotions generated by the framework gradually developed through interaction expe-
riences, the robot could form natural social relationships with users. Finally, we
implemented the proposed framework in an interactive robotic platform named, Mybot
that operates in real time. The effectiveness and applicability of the proposed frame-
work are demonstrated by showing two application scenarios with user study.

At present, interactions between the robot with the proposed framework and users
are based on autonomous dialogue, a few touches, and visual images. Therefore, if the
framework adopts the Visual Question Answering (VQA) technology, it enables the
robot to interact with users in more various ways by utilizing the images of surrounding
environment. We are working on building an interactive VQA system using our pro-
posed framework [22]. Additionally, if the performance of each cloud application gets
better, we expect our framework to be more practical and meticulous.

Acknowledgement. This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea government (MSIT) (No. NRF-2017R1A2A1A17069837).

Appendix: Hardware and Software Implementation Details

For the hardware design, we developed a humanoid type robotic platform aiming at
sufficient interaction with humans. The hardware robot is named Mybot, developed in
the RIT Laboratory at KAIST (Fig. 6).

Mybot has an upper body including two arms (10DoFs for each arm) and one trunk
(2DoFs), and a lower body including an omnidirectional wheel and power supply as
shown in Fig. 6. It is running on Linux 16.04 operating system and controlled by an
Odroid. The body is connected to the robotic head via TCP/IP communication.

Tablet PC was used for robotic head which function as image receiver, voice
detection, touch detection in our experiment since it has various input sensors and
output interfaces. Especially for the touch detection module, the touch sensor on the
tablet PC recognizes mouse clicks and mouse movements as the touch input, mouse
movements are tightly restricted during the experiment.

A tablet computer with Windows10 64bits OS, i5 6th CPU, 8G RAM is used, and it
has 12.3″ 2763 * 1824 resolution display with touchable screen. The device also has a
5 M pixels front camera, a microphone, and a speaker equipped.

For the neck frame, 3 actuators are used for 3 DOFs motion: pan, tilt, and yaw of
the robotic head. The actuators are ROBOTIS MX-64R motors that operate at 15 V and
have around 80 RPM speed and 80 kg * cm stall torque. The actuators are connected
to the robotic head (tablet) via USB to Dynamixel interface.
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For the software design, our team used visual C++ MFC programming to imple-
ment the proposed framework. As we had to use some cloud application in recognition
part and language part, we used socket server and socket client to access to the API. We
used Internet access to 4 cloud applications to give the framework functionality.

Face detection module uses OpenCV libraries with the Haar Cascades method. The
user face identification module classifies user’s face so the robot can identifies which
user is interacting with. For the identification algorithm, ARTMAP is applied, which is
a supervised learning version of Adaptive Resonance Theory (ART) network [18]. The
reason for applying ARTMAP is that facial learning and recognition should be con-
ducted in real time, and feasible performance can be achieved even with small number
of samples. More technically, the robot takes a 640 � 360 image, and crops and resizes
the image in the range where the user’s face is located. Then, the image is vectorized in
one dimensional vector, and used as the input vector of ARTMAP. The result video of
the user identification in real time is available at https://youtu.be/Ik_FwL2WYK8.

The facial expression recognition module recognizes user’s facial expression. The
module uses Google Cloud Vision which provides recognition API for four human
emotions: joy, sorrow, anger, and surprise; and with four levels: very unlikely, unli-
kely, likely, and very likely. The advantage of Google Cloud Vision is that it is
available for any user face.

Speech recognition module uses Google Speech to Text cloud application which
has the function of converting the speech of a user into a text file. Additionally, it
supports multi-lingual recognition services including Korean language service with the
state-of-the-art performance.

Fig. 6. Mybot, the interactive robotic hardware platform.
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Social relationships cannot develop or sustain without daily conversation. Thus,
dialogue generator module takes text data from the speech recognition module and
delivers the text to Yally’s Natural Conversation cloud application (http://www.yally.
com/en/), and gets answer text from it. The generated answers are everyday life con-
versation rather than specific conversation.

Text to speech synthesizer module uses Naver Text to Speech cloud application
(Clova Speech Synthesis). This module is directly linked to the Lip Sync. module in the
communication part, so it signals when the lip synchronization should start.
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Abstract. Collaborative filtering based recommender systems that predict the
user preference based on their past interactions have been adopted by many
online services. Matrix factorization that projects users and items into a shared
latent space is one of the popular collaborative filtering techniques. Recently, a
general neural network-based collaborative filtering (NCF) framework,
employing generalized matrix factorization and multi-layer perceptron models
termed as neural matrix factorization (NeuMF), was proposed for recommen-
dation. Meanwhile, convolutional neural network (CNN) is a variation of a
multi-layer perceptron commonly used in computer vision. CNN is also nor-
mally used to model user profiles and item descriptions for recommendation. In
this work, the CNN was used differently, that is, to model the interaction
between user and item features directly in the recommendation systems. More
specifically, a special case of NCF that employs matrix factorization and CNN
was proposed. The model used general matrix factorization to model latent
feature interactions using a linear kernel and the CNN to learn the interaction
function from data using a non-linear kernel. Experiments conducted on a public
dataset, Movielens, demonstrated that the proposed model was superior when
compared to the published NCF framework such as NeuMF and other state-of-
the-art methods.

Keywords: Recommender system � Machine learning �
Convolutional Neural Network � Collaborative filtering

1 Introduction

In the current age of the Internet, roughly 51.7% of the world population are internet
users [1]. The most common activities that the internet users do when online are
reading articles, watching videos, listening to music and making online purchases. In
order to improve user experience, customer satisfactions and to avoid information
overload, recommender systems have been developed to recommend products/services
that are closely relevant to the users’ interest or preference. Through the competitions
such as Recsys Challenge [2] and Netflix Prize [3], many different types of recom-
mender systems have been proposed and developed.
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In general, recommender systems are split into two major categories [4]: content
based and collaborative filtering. The former works by creating a profile for each user
and/or product. For instant, user profiles may content demographic information and
product profiles consist of synopsis and participating actors, assuming it is a movie
profile. Basically, keywords are used to describe every product, users are then given
recommendations based on the keywords associated with the products they purchased
in the past or popularity of the item among their demographic group. Nevertheless,
content based recommender systems require to gather external information such as
demographic information of the users which may not be available or easy to collect.

In the collaborative filtering method, a recommendation is based on the past
interaction between the user and the product, where information such as user or product
profiles are not required. In other words, the recommender system will not know about
the details of the products when a recommendation is suggested yet it can recommend
the product that can be converted to sales (higher accuracies/chances) compared to
content based methods [4]. Among the collaborative filtering techniques, matrix fac-
torization method [5] is the most popular. The method works by first representing every
user and item with a vector of latent features and then projecting the user and item
latent features into latent vectors. As a result, the user-item interaction can be
approximated by the inner products of the latent vectors.

Various efforts have been made to improve the collaborative filtering method using
matrix factorization such as merging the neighbourhood model with the matrix fac-
torization methods [6], using factorization machines for a generic modelling of features
[7] and combining matrix factorization with topic models of item content [8]. Although
matrix factorization is the most popular technique for collaborative filtering, its per-
formance is highly dependent on the choice of the interactive function – inner product,
where the performance can be improved by introducing user and item bias terms into
the inner product [9]. However, simply multiplying the latent features linearly may not
be sufficient to describe the complex interaction of the user and the item. Another
common issue associated with a recommender system that leads to less efficient per-
formance of the existing methods in the literature is the large sparsity of the complex
interaction of the user and the product, many zero elements in the user-item interaction
matrix.

Recently, deep neural networks (DNNs) which have achieved remarkable success
in computer vision and natural language processing have been proposed to address
some of the shortfalls discussed to improve collaborative filtering. For example,
Salakhutdinov et al. [10] applied a class of two layer undirected graphical models
named Restricted Boltzmann Machines, a type of generative stochastic neural network
that learns a probability distribution over its set of inputs, to model explicit item ratings
provided by users; it was shown that the performance was 6% better than the Netflix’s
own system scores which contain over 100 million ratings and large sparsity. He et al.
[9] integrated Multi Layer Perceptrons (MLP) and matrix factorization into a neural
network-based collaborative filtering (NCF) framework to model user and item latent
vectors that could learn an arbitrary function from data to overcome the complex
interaction of the user and the item; the proposed framework showed significant
improvements over other published methods on two real-world datasets, MovieLens
and Pinterest. However, every neuron on one layer is connected to every neuron in the
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next layer in MLP, this dense connection makes the model rigid when it comes to
feature learning, giving it difficulties to learn new features.

Convolutional Neural Network (CNN) is a feedforward neural network originally
developed for computer vision. While not commonly applied to the field of recom-
mender systems, there were studies on the usage of CNN to extract auxiliary infor-
mation in order to create recommendations. CNN had been used in music
recommendation by analyzing acoustic of the songs and making the predictions based
on the item latent model approximated [11], and video recommendations by modelling
item latent factors based on the reviews for videos and integrated it with Probabilistic
Matrix Factorization [12].

In this work, CNN was used to directly model the user-item interaction from data
and integrated it with matrix factorization to provide recommendations. CNN was
explored because there is a convolution layer that extracts local features by convolving
input signals from adjacent neurons, allowing it to be more flexible when learning
features. The proposed model was compared with the state-of-the art methods to
investigate which method is more suitable to model the complex user-item interaction.

2 Preliminary

In this section, the implicit feedback of recommender systems will be discussed, fol-
lowed by matrix factorization.

2.1 Implicit Feedback

Recommender systems rely on different types of input to generate a recommendation,
the most useful input is the high quality explicit feedback provided by the users
regarding their interest in products such as star ratings or thumbs-up/down/like button.
However, this kind information may not be always available, leading to the need to use
the more abundant implicit feedbacks such as purchase history, browsing history,
search patterns and mouse movement which may indirectly reflect the user preference.
The work in this study focused on implicit feedback because they can be tracked
automatically. Although implicit feedbacks are easier to collect, it is more challenging
to use because they are not a direct reflection of user preference and there is usually
hardly any negative feedback (difficult to link whether the users dislike the items).

Assuming U and I represent the number of users and items respectively, the user-

item interaction matrix, P ¼ pui½ � Uj j� Ij j, whose elements pui represents the interaction
between user u and item i where,

pui ¼ 1; if an interation is observed;
0; otherwise:

�
ð1Þ

The user-item interaction, pui will have the value of 1 when there is an interaction
and 0 when there is not. It should be noted when pui is 1, it does not mean that user
u actually likes item i, it merely shows that user u is aware of the item and interacted
with it, likewise, when pui is 0, it does not mean that the user does not like the item, it
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could be that the user is unaware of the item, causing an unobserved entry in the user-
item interaction matrix. This reflects the challenges in using implicit data for recom-
mendations; the observed entries (1) indicate the users are aware of the items but there
are many unobserved entries (0), where these can be just missing data or the item list is
too long, the users are not able to browse through all the items.

The goal of recommendation with implicit feedback is to generate a ranked list of
item(s) that reflects the users’ preference by estimating the scores of unobserved entries
in the user-item interaction matrix, P. In general, model-based approaches assume that
the user-item interaction can be described as p̂ui ¼ f u; ijHð Þ, where p̂ui refers to the
estimated score of interaction pui, f is the model/function used to generate the estimated
score and H denotes the model parameters of f.

There are few ways to optimize the model parameters, H in order to obtain the best
estimated score of interaction. The most commonly used methods are pointwise loss [4,
13] and pairwise loss [14, 15] objective functions. The previous usually tries to min-
imize the squared loss between p̂ui and pui, and treats all the unobserved entries as
negative feedback or selectively choose some unobserved entries as negative [13]. For
the pairwise loss method [14], the observed entries are ranked higher than the unob-
served entries thus it maximizes the margin between the observed and unobserved entry
instead of minimizing the loss between p̂ui and pui.

In this study, a neural network was used to estimate p̂ui leading to the support of
both pointwise and pairwise learning. More details are available in the later section.

2.2 Matrix Factorization

Conventional collaborative filtering techniques are often classified into two categories:
neighbourhood models [16, 17] that recommend items based on similarity measures
and latent factor models [6] that recommend items based on the latent factors dis-
covered by the model. From various studies in the literature, the latent factor models
tend to have higher accuracy when it comes to generating recommendations when
compared to the previous category [6] and matrix factorization is one of the most
popular latent factor models.

In matrix factorization, each user and item are described with a real-valued vector
of latent features. Assuming xu and yi refer to the latent vector for user u and item
i respectively, an estimated score of interaction using matrix factorization can be
obtained by the inner product of xu and yi:

bpui ¼ f u; i j xu; yið Þ ¼ xTu yi ¼
XD
d¼1

xudyid ; ð2Þ

where D is the dimension of the latent space.
When matrix factorization is used to model the interaction of user and item latent

factors, it hypothesizes each dimension of the latent space is independent of each other
and they can be linearly combined with the same weight, in another word, a linear
model of latent factors. However, a simple and linear inner product of xu and yi is
inadequate to estimate the complex user-item interactions in low dimensional latent
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space. One of the possible solutions is to increase the number of latent factors but it
may suffer the risk of over fitting the data, especially when the sparsity is high.

3 Convolutional Neural Network-Based Collaborative
Filtering

In this section, the details of the proposed model, convolutional neural network-based
collaborative filtering inspired by the NCF framework [9], are discussed. Firstly, the
general framework of the model will be presented, followed by the description of the
individual components of the proposed model: General Matrix Factorization, Convo-
lutional Neural Network and its layers, the ensemble between the two components and
lastly, the objective function used in the training to optimize the model parameters.

3.1 General Framework

Figure 1 shows the general framework of collaborative filtering where a multi-layer
representation was used to model the user-item interaction, pui. The first layer is the
input layer, where the one-hot encoded IDs of user u and item i were supplied as the
input. Both the user and item IDs were then fed into the embedding layer; this is a fully
connected layer that maps the sparse representation to a dense vector. The user and
item embeddings were the latent vectors in the latent factor model discussed above and
they were then passed to the collaborative filtering layers to model the user-item
interaction by mapping the latent vectors to the prediction scores. Each layer in the
collaborative filtering layers could be customised to model certain latent structures of
user-item interactions. At the output layer, the predicted score was obtained after
training the framework by minimizing the prediction (p̂ui) and target (pui).

Fig. 1. General collaborative filtering framework

Convolutional Neural Network-Based Collaborative Filtering 121



3.2 Generalized Matrix Factorization (GMF)

As mentioned, matrix factorization is one of the most popular collaborative filtering
methods for recommender systems. It has a framework as shown in Fig. 1 too. One
hot-encoding of user and item ID were generated in the input layer and passed to the
embedding layer to obtain the latent vector of users, xu, and items, yi. After that, the
element-wise product of xu and yi were calculated in the collaborative filtering layer as
below:

zgmf ¼ u1 xu; yið Þ ¼ xu � yi ð3Þ

Lastly, the prediction in the output layer could be obtained using the following
equation:

p̂ui ¼ r hTzgmf
� �

where r is the sigmoid function given by r að Þ ¼ 1= 1þ e�að Þ and h is the weights of
the output layer.

3.3 Convolutional Neural Network (CNN)

CNN is a type of feed-forward neural network originally developed for computer vision
and later found useful in various other areas such as speech and text processing. In this
work, the CNN was used differently, that is, to learn the interaction between user and
item features with a large level of flexibility and non-linearity, unlike the GMF that uses
only a fixed element-wise product of user and item features. Figure 2 shows the general
architecture of a CNN which consists of input, embedding, convolution, pooling and
output layer.

Fig. 2. General architecture of a CNN
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Input
The first layer is the input layer, where two feature vectors describing user u and item
I were used as input. Since the main focus of this study was on pure collaborative
filtering setting, IDs of user u and item i were supplied and converted to a binarized
sparse vector with one-hot encoding.

Embedding
In the second layer, the one-hot encoded user ID and item ID were fed to obtain their
respective k-dimensional embeddings. These embeddings served as the latent vectors,
xu and yi. The two vectors were then concatenated together to form the interaction
vector, zcnn,

zcnn ¼ u1 xu; yið Þ ¼ xu
yi

� �
:

Convolution
The convolution layer was used to extract contextual features. The convolution
architecture described in [18] was implemented to analyze the contextual features
between the user and item latent vectors by processing the interaction vector, zcnn, from
the previous layer. For example, a contextual feature, cmn was extracted by the mth

shared weight, Wm
c 2 R2k�w, whose window size w determines the number of sur-

rounding factors,

cmn ¼ f Wm
c � zcnn:;n: nþw�1ð Þð Þ þ bmc

� �
; ð4Þ

where * is a convolution operator, bmc 2 R is a bias for Wm
c and f is an activation

function. In this study, Rectifier Linear Unit was used as the activation function
because it could avoid the vanishing gradient problem which normally leads to slow
optimization and poor local minimum [19]. The contextual feature vector, cm of an
interaction with Wm

c could be the constructed as below:

cm ¼ cm1 ; c
m
2 ; . . .. . .:; c

m
n ; c

m
k�wþ 1

� �
: ð5Þ

It should be noted that one shared weight captures only one type of contextual
features. In this study, multiple shared weights were deployed to capture multiple types
of features and generate as many as j numbers of contextual feature vectors, so for
example, if we chose to have 10 different shared weights Wm

c (where m = 1, 2, 3, …,
10), we will get 10 different contextual feature vectors.

Pooling
This layers extracts the representative features from the convolutional layer, where an
interaction could be represented as j numbers of contextual feature vectors. From Eq. 5,
there might be too many contextual features and most of them might not be useful.
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Therefore, with the help of max-pooling, only the maximum contextual feature from
each contextual feature vector was extracted.

zcnnf ¼ max c1
	 


;max c2
	 


; . . .:;max cj
	 
� � ð6Þ

where cm is a contextual feature vector extracted by the mth shared weight, Wm
c .

In the event of multiple layers of CNN were being used, the vector from Eq. 6
would act as the input for the next layers, therefore:

zcnn1 ¼ u1 xu; yið Þ;
zcnn2 ¼ u2 zcnn1

	 

;

..

.

..

.

zcnnf ¼ uf zcnnf

� �
¼ cnn W;

xu
yi

� �� �
;

ð7Þ

where W denotes all the weight and bias variables to prevent clutter and
xu
yi

� �
denotes

the original interaction vector.

Output
At the output layer, the features obtained from the previous layer are then projected into
the output layer to produce the estimated score:

p̂ui ¼ r hTzcnnf

h i
where r is the sigmoid function given by r að Þ ¼ 1= 1þ e�að Þ and h is the weights of
the output layer.

3.4 Hybrid of GMF and CNN

In the previous sections, two different recommender systems were introduced – GMF
which uses a linear kernel to model the latent feature interactions, and CNN that applies
a non-linear kernel to learn the interaction function from data. In this section, the
proposed hybrid framework was introduced to better model the complex user-item
interactions.

The simplest way to fuse the GMF and CNN was to let them shared the same
embedding layer and combined the outputs of their interaction functions. However,
sharing embeddings of GMF and CNN might degrade the performance of the hybrid
model especially when the optimal embedding size of the two models were vastly
different [9]. Thus, separate embedding layers were introduced to provide more
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flexibility to the hybrid model and only combine the two models by concatenating their
last respective layer as shown in Fig. 3.

The estimated scores/predictions of the hybrid model could be calculated as below:

zgmf ¼ xgmfu � ygmfi ;

zcnnf ¼ cnn W ;
xcnnu
ycnni

� �
;

p̂ui ¼ r hT
zgmf

zcnnf

� �� �
; ð8Þ

where xru and yri denotes the user and item embedding respectively for GMF if r ¼ gmf
and CNN if r ¼ cnn. We named this hybrid model as convolutional neural network-
based collaborative filtering (CNNCF).

3.5 Objective Function

The implicit feedback recommendation in the study was converted to a binary clas-
sification problem, where 1 denotes the user has interacted with the item and 0
otherwise. However, having just the binary output, either 1 or 0, was a trivial problem.
Therefore, a probabilistic approach was used in this study, where the prediction score,
p̂ui, represents the likehood of i being relevant to u would be generated instead. To
express the score in a probabilistic manner, the score had to be constrained in the range
between 0 and 1, this was done by applying a logistic function on the activation
function of the output layer. With this, the likelihood function is defined as:

p O;O�jX;Y;Hf
	 
 ¼ X

u;ið Þ2O
p̂ui

X
u;ið Þ2O�

1� p̂uið Þ; ð9Þ

Fig. 3. Architecture of the proposed hybrid model
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where X and Y represents the latent factor matrix for users and items, respectively;
O and O� represents the set of observed interactions and set of negative instances,
respectively; and Hf is the model parameter of the likelihood function.

By applying the negative logarithm of the likelihood function above, the following
was obtained:

L ¼ �
X
u;ið Þ2O

logp̂ui �
X
u;jð Þ2O�

log 1� p̂uj
	 


¼ �
X

u;ið Þ2O[O�
puilog p̂ui þ 1� puið Þlog 1� p̂uið Þ

ð10Þ

L is the objective function known as the binary cross-entropy loss and was to be
minimized during training using stochastic gradient descent [20] to produce the best
predictions.

4 Experiments

In this section, experiments were performed to investigate the following research
questions (RQs):

RQ1. Is the proposed CCNCF better than the state-of-the-art implicit collaborative
filtering methods?

RQ2. How does the proposed optimization framework perform in the Top-K
recommendation task?

RQ3. Are more layers of CNN useful for learning the complex user-item interaction
data?

4.1 Experiment Settings

Dataset
The performance of CNNCF was evaluated using the MovieLens - 1 M dataset [21].
The dataset consists of user ratings of movies (explicit feedbacks) but these were
changed to implicit feedbacks by changing the entries to 1 if the user rated the item
regardless of good or bad and 0 when there was no rating. The details of the MovieLens
dataset used in this study is summarized in Table 1.

Table 1. MovieLens data statistics

Dataset Number of interactions Number of users Number of items Sparsity

Movielens 1000209 3706 6060 95.53%
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Evaluation
The performances of the models used in this study were evaluated using the leave-one-
out evaluation method [13, 14, 22]. This evaluation method was carried out by using
the latest rating record of each user as the testing set and the remaining ratings as the
training set. In order to save time, rather than ranking all of the items for every user
when evaluating the performance, 100 items that were not interacted by the user were
randomly selected and ranked following the evaluation protocols used in [23].

The metrics used in the study to measure the model performance were the Hit Ratio
(HR) which measures if the test item is among the top-K list generated by the rec-
ommender and the Normalized Discounted Cumulative Gain (NDCG) that takes the
position of the items in the list into consideration by awarding higher scores to higher
ranking hits. The average score of both metrics for each user were calculated to check
the performance of the recommendations.

Baselines and model implementation
Our proposed model are compared with the following competitive baselines:

– NeuMF [9]. This is the state-of-the-art method for item recommendation. A hybrid
model where a matrix factorization model is coupled with a MLP model to generate
the recommendations. It should be noted that the results used for comparison in this
study were the NeuMF without pre-training.

– BPR [14]. A model that optimizes the matrix factorization model with a pairwise
ranking loss, tailored to learn from implicit feedback.

– ItemKNN [17]. An item-based collaborative filtering method that computes the
cosine of item to item similarity for recommendations.

– GMF [9]. A generalized latent factor model proposed within the NCF framework.
– eALS [13]. A matrix factorization method that optimizes using squared loss by

treating all unobserved interactions as negative instances and weighting them non-
uniformly based on the item popularity.

The models used in the study (GMF, CNN and CNNCF) were learnt by optimizing
the binary cross-entropy loss (Eq. 10). The parameters of the models were randomly
initialized using a Gaussian distribution with a mean of 0 and standard deviation of
0.01 followed by optimization via mini-batch Adam [24]. The learning rate of the
models were set to 0.001 while the batch size was set to be 256. Since the number of
latent factors used by the models determines the capabilities of the model, the effect of
latent factors of (8, 16, 32, 64) on the model performance was evaluated. For example,
a latent factor of 8 means we will set the embedding size of each IDs to 8, this is the
same for the other latent factor numbers.

4.2 Results and Analysis

4.2.1 Performance Comparison with Baseline Models (RQ1)
Figure 4 shows the HR@10 and NDCG@10 for the proposed model and the baseline
models with varying latent vector factors. The proposed CNNCF performed better than
all the baseline methods in terms of HR and NDCG until 32 factors (the best results
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were obtained by CNNCF, HR@10 was 0.7068 and NDCG@10 was 0.4259) and had a
slight drop in performance when the number of factors was increased to 64 potentially
due to overfitting. Below 32 factors, our proposed method performed better than the
state-of-the-art NeuMF, because the MLP in the NeuMF has every neuron of a pre-
ceding layer connected to every element of the next layer, resulting in a dense con-
nection. When a feature that the neurons are supposed to be sensitive to changes, all the
neurons will have to relearn the new feature, making learning harder. As for CNN,
feature learning is much more flexible as the convolution layers help to extract the local
features by convolving input signals with the adjacent neurons, leading to easier
learning. In this performance comparison, CNNCF was kept at three layers because the
MLP in NeuMF used three layers as well.

4.2.2 Top-K Recommendation of CNNCF-3L and Comparison
with GMF (RQ2)
Next, the performance of the Top-K recommended list produced by CNNCF-3L and
GMF by fixing the factor at 16 and varying the value of K from 2 to 10 was compared.
The purpose of this experiment is to study whether adding the CNN layers to the GMF
will improve the recommendation performance. From Table 2, it can be seen that the
performance of both the models improved as the K increased when measured with HR
and NDCG and our proposed CNNCF-3L outperformed the most popular collaborative
filtering method for all the tested K values. The best obtained results of our proposed
model were 0.6988 for HR@10 and 0.4201 for NDCG@10. The improvement was
more prominent when measured in term of NDCG which is more stringent because
higher scores were awarded for higher ranking hits (around an average of 2.78%

Fig. 4. Performance of HR@10 and NDCG@10 versus the number of factors for different
models
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improvement across all tested Top-K value after adding CNN layers to GMF). This
implies that GMF which uses a linear kernel was not able to properly model the
complex user-item interaction but our proposed hybrid model which includes CNN as
part of the model was able to do a better job.

4.2.3 Effects of the Number of Layers in the CNN (RQ3)
Since CNNs are rarely used in learning the user-item interaction function directly, this
section is performed to assess whether incorporating more layers of CNN is beneficial
to the recommendation capabilities of our proposed model. Figure 5 shows the number
of CNN layers versus the performance of HR@10 and NDCG@10 for 8, 16, 32 and 64
factors.

From the results in Fig. 5, as the number of layers in the CNN increases from 1 to
3, the performance of the model measured in term of HR and NDCG increases in
general. However, increasing the layer further to 4 layers and beyond, the mixed results
were observed which might be caused by overfitting by the CNN. The best obtained
results were 0.6945 for HR@10 and 0.4168 for NDCG@10 with 32 factors and 4
layers of CNN.

Table 2. HR@K and NDCG@Kwith respect to the different values of Top-K recommendation list

Top-K HR@K NDCG@K
GMF CNNCF-3L GMF CNNCF-3L

2 0.307 0.3139 0.2646 0.2683
4 0.4621 0.4712 0.3323 0.3446
6 0.5538 0.57 0.3664 0.3779
8 0.6328 0.6434 0.3906 0.4035
10 0.693 0.6988 0.4105 0.4201

Fig. 5. HR@10 and NDCG@10 w.r.t the number of CNN layers
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5 Conclusion and Future Work

In this work, a recommender system which incorporates GMF to model latent feature
interactions using a linear kernel and CNN which learns the interaction function from
any data with the use of a non-linear kernel, was proposed. Several experiments were
conducted on the real world dataset, MovieLens-1 m and it was shown that our pro-
posed CNNCF model was able to outperform all the state-of-the-art methods in
majority of the cases where the best performance was 0.7068 for HR@10 and 0.4259
for NDCG@10 with 32 factors and 3 layers of CNN.

In the future, an additional dropout layer will be added to the CNN to mitigate the
overfitting problem and to include auxiliary information [25] such as user details, item
reviews or may be even images into the model to enhance the user/item embedding in
order to improve the performance of the proposed model.
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Abstract. Due to the high demand of location-based services in buildings,
various indoor positioning methods have been proposed. Among them, the
Pedestrian Dead Reckoning (PDR) systems have received much attention
because of the widespread deployment of smartphones and no requirement of
infrastructure. In this paper, we propose a PDR system to track a pedestrian
holding a smartphone while he/she walks in a building. To eliminate the
inevitable accumulated error over time, we suggest a method of using location
related information from environments. We named it ‘landmark’, which is
defined as a specific area (or point) where the pedestrian passes by in a building
such as a stair, a door, a corner or a crossroad. If the system detects a landmark
during the walking period, then it will correct the position of the user with the
pre-defined position information of the landmark. In this work, we propose one
kind of landmark called the door landmark. We have developed a method to
detect the landmarks only using the sensors embedded in smartphones. The door
landmark can be detected by combining the features from the magnetic sensor
and user’s walking behavior. Via a set of experiments, we have evaluated the
performances of the landmark detection and the position tracking of the system.

Keywords: PDR � Landmark � Door detection � Smartphone �
Indoor positioning

1 Introduction

In recent years, the attention and demand of indoor location-based services have
increased dramatically, especially the accurate real-time indoor localization due to its
broad applications such as emergency rescue or surveillance in the building. The global
positioning system (GPS) runs well for outdoor environments, but in case of indoor
ones, it cannot reach the good results due to the non-line-of-sight signals and the
building’s material such as thick, solid materials (e.g. brick, metal, or wood). For the
past 20 years, there are many indoor localization systems have been developed to track
the user’s position accurately. Two main branches that receive the concentrations are

© Springer Nature Singapore Pte Ltd. 2019
J.-H. Kim et al. (Eds.): RiTA 2018, CCIS 1015, pp. 132–143, 2019.
https://doi.org/10.1007/978-981-13-7780-8_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_11&amp;domain=pdf
https://doi.org/10.1007/978-981-13-7780-8_11


wireless radio technique and dead reckoning technique. The former one, which
involves different types of wireless facility such as WiFi [1], Bluetooth [2], radio
frequency identification (RFID) [3], or FM radio [4], can solve the localization problem
by two ways: triangulation and fingerprinting. The main limitation of this technique is
the high setup cost and time-consuming works [5]. The dead reckoning method, which
uses the inertial sensor to estimate the displacement of the user based on the previous
position, is also a potential solution for indoor localization. The pedestrian dead
reckoning (PDR) (in this work, our system is a Step-and-Heading System
(SHS) specifically) is a popular technique due to its lightweight and inexpensive
sensors which can be found easily on daily portable devices such as smartphones,
smartwatches, or tablets. In PDR systems, the position could be computed by adding
the incremental movement representing one walking step, so the error during the
estimation of the step length and the heading measurement could result in a big position
error after a long time. Especially, the heading error has tremendous effect on the
estimation of user’s position.

Minimizing the accumulated position error is a challenging topic. There have been
various solutions to reduce the error of PDR system. Some researchers applied different
kinds of filters such as Kalman filter [6, 7] or particle filter [8, 9] but they require huge
computing power for real-time operation. Others have introduced the special locations
called landmarks (e.g. stairs, door, corner, etc.) which often exist indoors to reset the
position. The reference point of the WiFi fingerprint technique is one example of the
landmark. If a system can detect that a user is at a landmark, then it can re-set the user’s
position with the given location information. In [10], a system has been suggested that
compensates for the PDR position with the help of WiFi landmarks to cover the whole
walking path. A method also has been developed to match a special area in a map and
the recognized user’s motion for finding a position [11, 12]. The authors also suggested
a method to use structural landmarks in buildings such as using escalator, elevator, and
stairs.

Using the magnetic field of the earth could be a promising solution to detect the
landmark for correcting the position error since it does not require any extra infras-
tructure and as a fingerprint, its stability is better than the RSSI of the WiFi. Moreover,
almost smart devices include the geomagnetic sensor. In [13, 14], a magnetic-based map
matching method which utilizes the stability of magnetic fingerprint, has been intro-
duced to improve the accuracy of the conventional PDR system. Recently, Li et al. [15]
have suggested a method to improve the performance of their indoor positioning system
by using the extended Kalman filter based on the information from inertial and magnetic
sensors, WiFi signals. He and Shin [16] summarized the potential of using geomag-
netism in the field of indoor localization, especially the smartphone-based techniques.

This paper presents an indoor navigation system using a smartphone based on PDR
and door landmark detection. The proposed method attempts to estimate the position of
a user by using the improved PDR method with error correction when it detects door
landmarks. The improved PDR method does not require prior knowledge (or restric-
tions) on holding a smartphone, unlike other methods. Based on the recognized holding
style, the system can estimate the position more accurately. The proposed door land-
mark recognition method uses the dynamic time warping (DTW) algorithm based on
the magnetic sensor output signals. Moreover, we analyzed the characteristics of
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magnetic signals when a user passes a door. In this work, we only consider a wood type
door even there are many types of a door like metal, glass, and so on. We could make a
fingerprint for one door with four templates due to four states such as: passing through
the opened door, passing through the closed door with opening and closing phases, and
two moving directions (in/out). If the system detects the door landmark (e.g. the user
passes the detected door), then the position coordinator re-sets the current position with
the given location of the door.

The rest of the paper is organized as follows. Section 2 describes the proposed
system in detail. The performance evaluations and analyses are presented in Sect. 3.
Finally, Sect. 4 concludes the paper and mentions the future work.

2 Proposed System

2.1 Overview

The block diagram of the proposed system is presented in Fig. 1, which composes of
two main components: the improved PDR and the door recognition components.

Fig. 1. Block diagram of the proposed system.
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The improved PDR component is a typical SHS based on recognition of holding
styles that has been proposed in our previous work [17]. In order to free the user from a
fixed holding style, the four smartphone holding style is classified firstly as holding the
phone on hand in front of the body, holding the phone parallel with ears while making
a phone call, swinging the phone during walking phase, and putting the phone into the
front pants’ pockets. With a set of features extracted from different sensors such as
accelerometer, gyroscope, etc. the decision tree method is applied. For each detected
holding style, while the user is walking, the improved PDR component attempts to
detect the walking step, then estimates the step length and measures heading orienta-
tion. The holding style will affect the way of treating each factor of PDR. The output of
the PDR component is the 2D coordinate resulted as (x(t), y(t)).

The door landmark recognition component tries to detect that a user passes through
a door. The proposed method uses the DTW method with the fingerprint based on the
sequences of magnetic signals. As shown in Fig. 1, there are two modes for a door to
represent the current state of that door (open/close). Therefore, we could get different
templates depending on the door state and user moving direction. By using the mag-
netic values extracted from the smartphone, the system attempts to figure out the door
crossing behavior while the user is walking, then corrects the position of the user if
some conditions are met. The position of the pedestrian after calibration is presented as
(xc(t), yc(t)).

The position coordinator plays a role as the center to decide to update the pedestrian
position. For every new walking step detected, based on the landmark information and
satisfied conditions, the location of the pedestrian is compensated.

In this work, we assumed that a user holds a smartphone with only one holding
style (holding the phone on hand in front of the body, HA) because the magnetic
signals are totally different depending on the orientation of the magnetic sensor (i.e.
holding styles). Therefore, for the convenience of implementation, we fixed the holding
style. We expect to expand the numbers of templates for a fingerprint with respect to
the holding styles.

2.2 The Improved PDR Component

The sampling rate for reading the set of sensors is 30 Hz. The scheme firstly classifies
the smartphone holding styles. Four holding styles are considered: holding the phone
on hand in front of the body (HA), holding the phone parallel with ears while making a
phone call (CA), swinging the phone during walking (SW), and putting the phone into
the front pants’ pocket (PO). A decision tree method (J48 classifier) is used for clas-
sification due to its ease of implementing and fast predictions. The time domain fea-
tures are used from the accelerometer and the gyroscope: mean, standard deviation,
variance, maximum, and minimum. The total number of features is 30. Each feature
was computed using the sliding window approach with the overlap of 60% of the data.
For each holding style, the classifier was trained with the data of 10 min.
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After the holding style is detected, the step detection method performs. Different
sets of sensor inputs (i.e. accelerometer for HA and CA and gyroscope for SW and PO)
are used to detect a walking step. The proposed method tries to determine a new step by
finding two peaks of the different sensor inputs (acceleration or angular velocity). The
step length also is estimated based on the speed of walking and the strength of sensors
values. The mean error of detecting the walking step is 4.45% and for the step length
estimation, it is 4.48%, details are written in our previous work [18].

In step-and-heading systems, accurate measurement of the heading of the pedes-
trian is an essential factor for the performance of tracking. In our previous work [19],
the four main holding styles and 34 sub-cases of them were recognized and the scheme
could calibrate the relative heading offset based on the detected holding style. In
addition, a complementary filtering technique was used to compute the heading of
user’s walking from the signal of a gyroscope with the accelerometer and the mag-
netometer. Then some heuristic methods such as quantization (i.e. the 8 azimuth
directions only are used for updating the position) method with hysteresis, and the
alignment of missing true North direction (i.e. 15° in case of our building) were applied
to estimate the final heading direction. The proposed method showed the mean error of
20° during the walking of a user while changing the holding styles.

2.3 Door Recognition Method

2.3.1 Door Crossing Behavior
When a user passes through a door, there could be two cases: the door is already
opened (door mode 1) and the door is closed (door mode 2). In case of the door mode
1, the user just walks through the door to enter without any stopping moments.
However, in door mode 2, the user should stop in front of the door, pushes/pulls the
door, walks again, and then closes the door. Thus, the passing time of this mode is
longer than the door mode 1.

Inspired by the idea of Zhao et al. [20], in this paper, we also focus on using
magnetic field values to detect the door crossing behavior of the user. At first,
we observe the magnitudes of the vectors of the magnetic sensor signal, m*

�� ��, m!¼
ðmx;my;mzÞ when a pedestrian crosses the doors. There are four doors in this exper-
iment and for each door, we observed the result in two door modes. Figures 2 and 3
show the changing of m*

�� �� when a pedestrian walks through the same door in two door
modes. The lower graphs (True Value legend) represent the real duration between the
starting and ending of door passing period. Number 1 and 3 show the cases of going
out of the room, and number 2 and 4 are the cases of going into the room. The door
material also could affect much the magnetic field signals as well known. In this work,
we only consider the wood type door. As shown in two figures, when the user walks
through the door, whatever the door mode (1 or 2) or the direction (moving out or
moving into), there always exists a “V” pattern of m*

�� ��, thus this can be used as one clue
to prove the door crossing behavior. However, there also exist many similar patterns
with the above one during the walking phase of the pedestrian. Therefore, using only
the changing of m*

�� �� is not enough for detecting the door crossing behavior.
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We also did the same experiment with different door material such as metallic and
glass doors, and the “V” patterns occur the clearest in case of metallic doors, than the
case of wooden doors, and the worst result for glass doors. Therefore, it could be said
that the door material can affect to the door recognition result, which also was pointed
out in [20]. Moreover, we could see the “V” patterns of m*

�� �� even when the pedestrian
walks at different walking speeds (i.e. slow, normal, and fast).

At last, when the pedestrian changes his smartphone holding styles from holding it
in front of his body (HA-default) to holding the phone parallel with ears while making
a phone call (CA), swinging the phone during walking phase (SW), or putting the
phone into the front pants’ pockets (PO), the CA holding style can show the “V”
pattern but it does not occur when the pedestrian keeps the phone in two other styles
(SW and PO). Therefore, the holding style also affects to the door recognition result.

Fig. 2. A pedestrian walks through an opened door.

Fig. 3. A pedestrian walks through a closed door.
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2.3.2 Door Recognition Method
To recognize the door crossing behavior, using only the changing of m*

�� �� is not enough.
In this paper, we applied the idea in [15] to increase the dimension of the magnetic
values. Their method will help to increase the uniqueness of each door area. The
horizontal (mh) and vertical (mv) magnetic intensities are calculated at every sampling
time as in Eq. (1)

mh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m*
�� ��� mv

q
ð1Þ

mv ¼ � sin h:mx þ sinu:my þ cos h cosu:mz ð2Þ

where u and h are the roll and pitch values of the smartphone, respectively.
Then a magnetic-intensity-template is created which contains continuous values of

m*
�� ��, mh, and mv and it is marked as a landmark of a door area. The data structure of a
door landmark is formatted as {ID, mode, direction, template, position (xLM, yLM)},
where the mode is defined as “opened door” or “closed door”, and the direction is
defined as “going out” or “going in”. Therefore, for one door, there will be four
fingerprints having the same position information with different templates for magnetic
signal sequences to cover four combinations of two modes and directions.

The lengths of the measured magnetic signal sequence are different due to the
different passing time. In this work, the length of door mode 1 is 150 samples which is
corresponding to 5 s of walking duration (sampling rate is 30 Hz), and for the door
mode 2, it is 300 samples (10 s). To compare the difference between the measured
signal and the pre-defined template, the dynamic time warping (DTW) algorithm,
which is originally developed in the speech recognition field, is used. By using DTW
method the matching scores are calculated and saved to a list. Next, the system finds
the minimum matching score, thus the system can decide the corresponding door
landmark.

However, there can be the landmark mismatches occurred if one door landmark
accidentally has the smaller matching score than the right one. If the current position is
updated to the landmark position at this time, there may cause a big location error
between the true position and the compensated position. In order to avoid this, we
consider the geometric distance (gd) on 2D map between the positions of the user and
the landmark. It is assumed that the shapes of the user and the landmark area are the
circle shapes with the radius of each one is 1.5 m and 5 m. If the geometric distance gd
is less than 6.5 m (i.e. collision case) could also be used another condition to com-
pensate the current position by detecting a door.

Moreover, we also introduce a condition that the interval between consecutive door
detections should be bigger than a given number of continuous walking steps (con-
tinuous_step). This condition could solve the re-correction problem when the user
walks slowly so he/she cannot walk out of the area where the matching score of the
detected door still is the smallest one. The number of continuous walking step is
determined empirically as 15 steps.
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3 Experimental Results

3.1 Experiment Setup

To evaluate the performance of the proposed system, several experiments were con-
ducted by two users (all males). Two different smartphones (LG V35 and Galaxy Note
4) were used to perform the experiments. All the experiments were executed in the
Engineering building, Hallym University. Figure 4 shows the moving path of a user
which contains four door landmarks. The yellow rectangles are the door landmarks.
The red dots are the start and stop positions. The total length of the walking path shown
as green line is 110 m. Two kinds of experiments were carried out. The first one is to
validate the performance of the door recognition and the next one is to evaluate the
positioning performance of the proposed system.

3.2 Door Detection Performance

In this experiment, two users walked on the given path. There were four cases for each
door: opened door and going out or into the room, closed door and going out or into the
room. Each case was conducted 5 times by each user, which means 20 times for one
door landmark, so totally 160 times for two users on four doors. Table 1 shows the
performance of recognizing the door landmark with the confusion matrix.

As shown in Table 1, the door’s name is represented as D, and two modes are
represented as M1 (opened door) and M2 (closed door), respectively. The performance
of the door recognition is quite good with the highest error numbers are 3 times over 20
times (D1-M1) conducting the experiment for one door. The main reason for this is due
to the close distance between D1 and D2, which is approximate 2.5 m, thus, the door
areas (in circles) covered by D1 and D2 can be overlapped. Therefore, if the pedestrian

Fig. 4. The scenario with landmarks. (Color figure online)
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walks into D2 but the matching score of D1 is smaller than D2, then the system can
accidentally recognize a wrong result. For the case of D3 and D4, the distance between
these doors is bigger than 5 m, therefore the door areas covered by these doors are not
overlapped and not coming to the phenomenon of D1 and D2. The lowest and highest
error rates were 0% for D3 and D4 and 15% for D1-M1. Among the total of 160 times
conducting the experiment for four doors, there are 7 errors, thus the average error rate
was 4.38%.

3.3 Tracking Performance

This experiment proves the full system performance. The two users walked on the
trajectory described in Fig. 4. Each user walked three times in the trajectories, which
means 6 times for two users with the length of 660 m. During the walking phase, the
users were asked to keep the smartphone in front of his body. The proposed system
performance will be compared with the improved PDR, which mean each user walk
three times for each case.

In Fig. 5, the blue dots represent the walking path of the user using the proposed
system and the yellow stars represent the walking path using the PDR. The red stars are
the landmark positions where the location compensation occurs (i.e. the landmarks that
satisfied the necessary conditions). The green pentagons are the previous positions of
the pedestrian before location compensating. The figure shows that the walking shape
of the user using the proposed system is more similar to the true walking path com-
pared with the walking path using PDR.

With the correction of the selected landmark positions, the proposed system
achieved a better result than the improved PDR. Figure 6 shows the accumulated error
results of the two methods. At the 50th percentile, the average positioning error of the
proposed method for two pedestrians is within 3.78 m and at the 80th percentile, it is
within 5.80 m. Meanwhile, at 50th and 80th percentile, the improved PDR got the
average error of 5.26 m and 8.20 m. Therefore, the positioning error of the proposed
method is decreased by 29.27% compared to the PDR only.

Table 1. Door recognition results.

Recognized D1-M1 D1-M2 D2-M1 D2-M2 D3-M1 D3-M2 D4-M1 D4-M2 Error
rate (%)

Landmark D1-M1 17 0 3 0 0 0 0 0 15

D1-M2 0 18 0 2 0 0 0 0 10

D2-M1 1 0 18 1 0 0 0 0 10

D2-M2 0 2 0 18 0 0 0 0 10

D3-M1 0 0 0 0 20 0 0 0 0

D3-M2 0 0 0 0 0 20 0 0 0

D4-M1 0 0 0 0 0 0 20 0 0

D4-M2 0 0 0 0 0 0 0 20 0

140 K. Nguyen-Huu and S.-W. Lee



4 Conclusion

This paper presented an indoor localization system which is implemented on a
smartphone. A PDR-based system is introduced with the aid of door landmarks
recognition to correct the accumulated error of the conventional PDR. The recognition
of door landmark uses the DTW method with the magnetic signals. The door recog-
nition accuracy can reach to 95.62%. The system showed a better performance of
tracking compared to the PDR method only, with 29.27% error reduction.

Fig. 5. Positioning result for user 2. (Color figure online)

Fig. 6. Localization error CDF.
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In future work, we are trying to find methods on how to recognize the different
kinds of landmarks such as stair landmarks, turning landmarks, or radio landmarks. We
also aim to develop the best method on how to combine these landmarks for error
correction of the PDR system. In addition, we are developing an indoor localization
system which can cover the multi-floor buildings by using the atmospheric pressure
sensor (i.e. barometer) installed in smartphones.
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Abstract. In this paper, we propose a stacked bidirectional Long Short-
Term Memory (stacked Bi-LSTM) for accurate localization of a robot.
Using deep learning, the proposed structure directly maps range mea-
surements from beacons into robot position. This operation non-linearly
maps the relationship not only considering the long-range dependence
of sequential distance data but also using the correlation of the back-
ward information and the forward information of the sequence of each
time step by virtue of its bidirectional architecture. Our stacked bidirec-
tional LSTM structure exhibits better estimates of robot positions than
other RNN structure units on the simulated environment. In addition,
experiments suggest that even if the robot position is not included in
the training dataset, our method is able to predict robot positions with
small errors through sequential distance data.

Keywords: Trilateration · LSTM · Mobile robot ·
Bidirectional LSTM · Recurrent Neural Networks

1 Introduction

Trilateration is a conventional algorithm for locating a vehicle in the metropoli-
tan area by range measurements between the vehicle and fixed beacon sensors [1].
Due to the convenience of trilateration that estimates the position of a receiver of
range sensors if one only knows range measurement, trilateration algorithm has
been widely incorporated into robotics fields, especially utilized in the indoor
environment to estimate the position of an object by distance measurements

H. Lim—This material is based upon work supported by the Ministry of Trade, Indus-
try & Energy (MOTIE, Korea) under Industrial Technology Innovation Program. No.
10067202, ‘Development of Disaster Response Robot System for Lifesaving and Sup-
porting Fire Fighters at Complex Disaster Environment’.
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obtained from range sensors such as UWB, ultrasonic, laser-based beacon sen-
sors [2–4]. Specifically, range-only Simultaneous Localization and Mapping (RO-
SLAM) methods are utilized popularly, which not only estimate the position of
the receiver of range sensors, but also localize the position of range sensors
regarded as features on a map, and studies have been conducted continuously in
terms of probability-based approach [5–8].

In the meantime, as deep learning age has come [9], various kinds of deep
neural architectures have been proposed for many tasks related to robotics field,
such as detection [10–12], navigation [13,14], pose estimation [15], and so on.
Especially, recurrent neural networks (RNNs), originated from Natural Language
Process (NLP) area [16], have been shown to achieve better performance in case
of dealing with time variant information, thereby RNNs are widely utilized such
as not only speech recognition, but also pose estimation and localization [15,17–
20].

In this paper, we propose a deep learning-based localization method by
stacked bidirectional Long Short-Term Memory (stacked Bi-LSTM) for more
accurate localization of the robot. Using deep learning, our structure directly
learns the end-to-end mapping between range measurements and robot posi-
tion. This operation non-linearly maps the relationship not only considering the
long-range dependence of sequential distance data by the LSTM, but also using
the correlation of the backward information and the forward information of the
sequence of each time step by virtue of its bidirectional architecture (Fig. 1).

Fig. 1. System overview. A mobile robot localizes its own pose through range mea-
surements and the derivative of range measurements.

2 Related Works

In this section, we briefly survey previous researches closely focused on Long
Short-Term Memory (LSTM) model and applications of LSTMs to solve domain
problems.
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LSTM. LSTM is a type of Recurrent Neural Networks (RNNs) that has loops
so that infer output based on not only the input data, but also the internal
state formed by previous information. In other words, while the RNN deals with
sequential data, the network has remembered the previous state generated by
past inputs and might be able to output the present time step via internal state
and input, which is very similar to filtering algorithms.

However, RNNs often have a vanishing gradient problem, i.e., RNNs fail to
propagate the previous matter into present tasks as time step gap grows by. In
other words, RNNs are not able to learn to store appropriate internal states
and operate on long-term trends. That is the reason why the Long Short-Term
Memory (LSTM) architecture was introduced to solve this long-term depen-
dency problem and make the networks possible to learn longer-term contextual
understandings [21]. By virtue of the LSTM architecture that has memory gates
and units that enable learning of long-term dependencies [22], LSTM are widely
used in most of the deep learning research areas and numerous variations of
LSTM architectures have been studied.

Applications of LSTMs. There are many variations of LSTM architecture.
As studies of deep learning are getting popular, various modified architectures
of LSTM have been proposed for many tasks in a wide area of science and
engineering. Because LSTM is powerful when dealing with sequential data and
inferring output by using previous inputs, LSTM is utilized to estimate pose by
being attached to the end part of deep learning architecture [18–20] as a stacked
form of LSTM. In addition, LSTM takes many various data as input; LSTM is
exploited for sequential modeling using LiDAR scan data [17], images [15,18],
IMU [23], a fusion of IMU and images [24].

3 Trilateration by Recurrent Neural Networks

Unlike existing RO-SLAM methods that localize a robot by probability-based
approach or filtering method like Kalman filter, etc., our approach localize
robot’s position by letting the networks be trained by distance data and ground
truth of the robot’s position. We express the problem statement for the local-
ization of the robot using range measurements. The training input data set is
formulated as follows:

L = (Xt, Yt) (1)

where Xt = {(l1, l2, . . . , lm)t,m = 1, . . . ,M} denotes input range data from
range sensors and M is the number of UWB sensors at time t. Ground truth of
the robot’s 2D position is denoted as Yt = {(xt, yt)}.
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Let Θ be the parameters of a RNN model and assume that the trained RNN
model could be expressed as conditional probability as follows:

P (Yt|Xt) = p((xt, yt)|(l1, . . . , lm)t−T+1, (l1, . . . , lm)t−T+2 . . . , (l1, . . . , lm)t) (2)

where T indicates sequential length of input to LSTM. Then, our final goal is
to find optimal parameters Θ∗ for localization by minimizing mean square error
(MSE) of Euclidean distance between ground truth position Yk and estimated
position Ŷk as follows:

Θ∗ = argmin
Θ

1
N

N∑

k=1

‖ Yk − Ŷk ‖2 (3)

4 Simulations

In this section, we describe the simulation environment and the type of LSTM
used for the simulation.

4.1 Training/Test Dataset

To verify our proposal that RNNs can estimate the robot’s position through
varying range data, we set the experiment on the simulated environment and
generate range data set which corresponds to the position with 10% noise error
and let RNN be trained using these range data. Train data are just zigzag paths
that generate Δx or Δy changes respectively. Test data are two types; a diagonal
oval path and an arbitrary path, which are shown as Fig. 3(a) and (d). There’s
no same path between train data set and test data set. In addition, unlike train
data set, x and y directions change at the same time. Thus, we also check the
capability of RNNs to estimate the position in the regions not included in the
train data set by variation of range data over time as input (Fig. 2).

Fig. 2. Train dataset consists of (a) the horizontal zigzag path and (b) the ver-
tical zigzag path. And red triangular points indicate positions of 4 UWB sensors:
(−0.5,−0.5), (−0.5, 5.5), (5.5,−0.5), (5.5, 5.5). (Color figure online)
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4.2 RNN Architectures

Various kinds of RNN models are tested for robot localization through range
measurements. We trained 4 kinds of RNNs; LSTM [21], GRU [25], Bi-LSTM
[26], stacked Bi-LSTM, which are basic architecture units in many RNNs
researches. Using deep learning, these structures directly learn the end-to-end
mapping between range data and robot position.

Table 1. RMSE of each RNN model for the test data.

RMSE of localization [cm]

LSTM GRU Bi-LSTM Stacked Bi-LSTM

Test1 9.6839 15.5183 7.5110 6.3788

Test2 10.3990 18.1394 7.6592 6.6906

5 Results

The results of trajectory prediction are shown in Fig. 3(a) and (d) and Root-
Mean-Squared Error (RMSE) are shown in Table 1. Performance is better in
order of stacked Bi-LSTM, Bi-LSTM, LSTM and GRU. In case of GRU, it has
only two gates which is less complex structure than LSTM [27]. However, due
to GRU’s less complexity, GRU has less number of neurons than LSTM so their
non-linear mapping achieves less performance. Likewise, Bi-LSTM consists of
two LSTMs to process sequence in two directions so that infer output using
the correlation of the backward information and the forward information of the
sequences of each time step with its two separate hidden layers. Thus, Bi-LSTM
has better nonlinear mapping capability than LSTM. For similar reasons, stacked
Bi-LSTM is the architecture that stacks two Bi-LSTMs, so inference performance
is better than Bi-LSTM. As a result, the stacked Bi-LSTM showed the best
performance among unit RNN architectures. Therefore, we can conclude that
the performance improves as the non-linearity of the architecture increases.
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Fig. 3. The results of trajectories of each test path: (a) the curved oval path and (d)
the arbitrary path. (b) the distance error with time step (the lower is better) (c) CDF
(The trial that reaches 100% faster is better) of the curved diagonal path in (a). (e)
the distance error with time step (f) CDF of the arbitrary path in (d)
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6 Conclusion

In this paper, we proposed a novel approach to range-only measurements local-
ization using recurrent neural network models and tested various types of LSTM
models for more accurate localization of the mobile robot.

Using deep learning, our structure directly learns the end-to-end mapping
between distance data and robot position. The stacked bidirectional LSTM struc-
ture exhibits the best estimates of robot positions than other RNN structure
units. Therefore, we conclude that the LSTM-based structure improves perfor-
mance as non-linearity of structures increase and even if the robot position is
not included in the ground truth dataset, our method is able to predict robot
positions with small errors through sequential distance data.

As a future work, because train/test dataset are generated on simulated
environment, the proposed method needs to be tested in the real-world to check
whether RNNs can deal with multipath problems and line of non-line of sight
(NLOS) issues.
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Abstract. This paper addresses track management for multiple target
tracking (MTT) with a sensor network. Track management is needed for
track generation and extinction when the targets set is unknown. Based
on a consensus-based fusion algorithm, we develope a MTT algorithm
that includes the measurement-to-track association (M2TA) and track
management. It can be effectively applied even when the sensor detection
range is limited and the field-of-view (FOV)s of each sensor are different.
Numerical examples are presented in a multi-sensor multi-target scenario
to verify that the proposed algorithm works properly in various network
structures and clutter environments.

Keywords: Track management · Multiple target tracking ·
Sensor network · Sensor Fusion

1 Introduction

The target tracking problem using the sensor network is important in various
applications such as surveillance and reconnaissance missions using multiple
agents. Many researches have been conducted from centralized fusion to fully
decentralized fusion for target tracking in sensor networks.

This paper presents a track management method for fully distributed multi-
ple target tracking algorithm. [1] proposed a Kalman Consensus Filter (KCF) for
distributed target tracking in sensor networks. This filter cooperatively derives
consensus on target state information through exchange of target information
between sensor nodes. And has been extensively used in the field of cooperative
target state estimation and control [2–5].

Since KCF is an algorithm for a single target tracking, research has also been
conducted to deal with multiple targets. [6] presented a modified KCF algorithm
for multiple target tracking using M2TA (Measurement to Track Association)
and T2TA (Track to Track Association) method. But it is difficult to apply this
method directly if the target set is unknown.
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This paper presents a GNN [7] (Global Nearest Neighborhood)-based KCF
algorithm that includes track management for multiple target tracking. By
including track management, it is applicable to the MTT problems whose target
set is unknown, the sensor range is limited and spatially distributed in differ-
ent locations. To do this, we perform data association on local measurements
and data arriving from neighboring nodes, and manage the tracks using associ-
ation results. For track management, four track states (undefined, initialization,
track, extinction) were defined and a logic in which the track state transition
occurred according to the M2TA result was constructed. The overall algorithm
configuration is shown in Fig. 1.

Fig. 1. Flow diagram of GNN-KCF with track management

The rest of the paper is organized as follows. Section 2 describes backgrounds
including MTT problem, KCF and GNN algorithm. Section 3 describes track
management method we used. Section 4 presents the algorithm developed in
this paper. In Sect. 5, numerical examples are presented. Section 6 provides
conclusion.
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2 Background

2.1 MTT Problem

In the MTT problem, the target model and the sensor model are expressed as
follows.

xt[k + 1] = Fxt[k] + Bwt[k] (1)

yt[k] = Ht[k]xt[k] + vt[k] (2)

Where x is the target state vector, F is the dynamic model of the target, and
H is the measurement model. k denotes a discrete time index, and t denotes a
target index. The noise models w and v follow the covariance matrices Qt

k and
Rt

k as wt
k ∼ N(0, Qt

k) and vtk ∼ N(0, Rt
k) respectively.

The MTT problem can be divided into three problems: (1) M2TA; (2) track
update; and (3) track management. The target measurements that the sensor
acquires do not have an index of what the target is from, and there are also mea-
surements by clutter that are not generated from the actual target. Therefore, the
association between existing tracking and measurements is an important issue
in tracking performance. Incorrect assignment of measurements to the track can
lead to poor tracking performance or loss of track. In this paper, we use a rel-
atively simple Global Nearest Neighbor (GNN) method. A description of GNN
will be given in Sect. 2.3.

In addition to data association, track management is also important in MTT
problems. Track management includes initializing tracks for newly discovered
target measurements, deleting tracks without associated measures, and merging
tracks when multiple tracks are generated for a target due to erroneous associ-
ation.

2.2 KCF

KCF[1] is a well-known algorithm for deriving consensus on target state through
exchange of information among multiple sensor nodes in a sensor network. One
iteration of KCF is shown at Algorithm 1. Sensors exchange measurement data
ui, Ui and predicted track x̄i. Then, the fusion is performed using the measure-
ments arrived from the neighboring nodes Ni. The target state is then updated
through the consensus process. Where Pi and Mi are error covariances for pre-
diction and estimated state information, respectively.
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Algorithm 1. KCF
Initialize: xi, Pi

1: Get measurement yi

2: Compute information vector and covariance{
ui = HiR

−1
i yi

Ui = HT
i R−1

i Hi

(3)

3: Broadcast message mi = (ui, Ui, x̄i)
4: Receive neighbor’s messages mj , ∀j ∈ Ni

5: Fuse information vector and covariance{
gi =

∑
j∈Ji

uj

Gi =
∑

j∈Ji
Uj

(4)

6: Compute the kalman-consensus state estimate

x̄i ← x̄i + Mi(gi − Gix̄i) + γPi

∑
j∈Ni

(x̄j − x̄i) (5)

M t
i = ((Pi)

−1 + Si)
−1 (6)

γ = ε/(||Pi|| + 1) (7)

7: Update local predicted state of targets

P t
i ← FMiF

T + BQBT (8)

x̄i ← F x̂i (9)

2.3 GNN

Among many of M2TA algorithms (JPDA [8,9], JIPIA [10], JITS [11], MHT
[12], etc.), GNN is used in this paper because of it’s simple applicability. GNN
formulate M2TA as a problem of finding the permutation matrix Mij of the
following optimization problem.

minimize
Mij

n∑

i=1

m∑

j=1

CijMij

subject to
n∑

i=1

Mij = 1,

m∑

j=1

Mij = 1,

Mij ∈ 1,

(10)
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Here, Cij has the following value. m and n is the number of measurements and
tracks.

Cij =

{
inf, if d2ij > G

d2ij , otherwise
(11)

d2ij is the innovation vector, defined as

d2ij = r̂TijS
−1
i r̂ij (12)

here,
r̂ij = yj − Hix̄i (13)

Si = Ri + HiP̄iH
T
i (14)

The GNN process is as follows.

(1) Gating: {
input : x̄t, P t, Y ∀t
output : Y t, C ∀t (15)

The input and output of the gating function is (15). Where Y = {y1, ..., ym}
is the set of measurements and C is the cost matrix which is consist of (11).
Y t is the set of validated measurements for track t. Gating refers to excluding
measurements that are less likely to be associated with tracks prior to M2TA by
setting a probabilistic gate around the track. To do this, calculate d2ij between
the measurement and the track. Whether the measurement is in the validation
gate is determined by the threshold value G.

d2ij < G (16)

After gating, each track will have one or more validated measurements. These
measures are likely to be associated with track.

(2) Clustering: {
input : Y t ∀t
output : ct, cm ∀t ∀m (17)

ct is the cluster to which the track t belongs, and cm is the cluster to which
the measurement value m belongs. A cluster is a unit group for computing an
allocation algorithm. After clustering, tracks with the same measurements in the
validation gate belong to a cluster. This process guarantee that one measurement
is assigned to only one track at a time.
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(3) M2TA (for all Clusters):
{
input : ct, cm, C ∀t ∀m
output : at ∀t (18)

Through the M2TA, the index of assigned measurement at for each track t is
obtained. b is a set of measures that are not associated with any track. The linear
assignment is performed for all unit clusters using C as the cost matrix. This
gives a one-to-one match between measurements and tracks.

3 Track Management

The main purpose of track management is status (st) transitions of each track
for correct situational awareness. In this process, the number of tracks is fixed to
T , and it is necessary to distinguish whether these tracks are actually tracking
the target. To do this, we use a track management method that includes track
status update, track merge, and track initialization.

Fig. 2. Flow diagram of track status transition

(1) Track status update:
{
input : st, at, lt, ht, x̄t ∀t
output : st, lt, ht ∀t (19)

For track management, at this stage, performs a status update of the track
depending on whether the track is associated with a measurement. st is status
of track t. In this paper, we define four status for track management: undefined,
initialization, track, and extinction. We use track status update logic of Fig. 2.
lt is the track’s lifetime and ht is the augmented track estimate for specific time
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interval e. lt and ht are used to merge tracks if multiple tracks generated from
the same target cannot be deleted by themselves.

lt =

{
lt + 1 if st �= 0
0 otherwise

(20)

ht =

⎡

⎣
x̄t[k − e + 1]

...
x̄t[k]

⎤

⎦ (21)

(2) Track merge: {
input : x̄t, P t, ht, lt, st ∀t
output : x̄t, P t, st ∀t (22)

Track merging is necessary to delete unnecessary tracks when multiple tracks
are created for one target. The metric used to delete a track can vary, and in
this paper we use the similarity between the track estimate histories (ht) as its
metric. The similarity between tracks i and j is calculated as follows.

mij = ||hi − hj || (23)

If mij is less than specific threshold value, it is determined that the tracks are
from same target. The following track to track fusion method is then used for
merging between tracks i and j.

x̄ = P (P−1
i x̄i + P−1

j x̄j) (24)

P = (P−1
i + P−1

j )−1 (25)

And then delete track with shorter lifetime from the tracks identified as the same
track.

(3) Track initiation: {
input : at, st, Y ∀t
output : x̄t, P t ∀t (26)

Y is the measurement set. If there are unassociated measurements (which can
be found with at), new track should be initialized with it.

4 GNN-KCF with Track Management

In this section, the GNN-KCF with track management is described (Algorithm
2). First, The number of tracks managed by the local sensor is assumed to be
T . the measurements obtained from the local sensor are subjected to the GNN
process. The M2TA result ati and the unassociated measure set bi are obtained.
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Algorithm 2. GNN-KCF with Track Management for sensor i

Initialize: xt
i, P

t
i ∀t

1: Do GNN based assignment :
a: Gating between Yi and X̄i

b: Clustering
c: M2TA (at

i ← {k|Mtk = 1})
2: Compute measurements for each track

ȳt
i =

{
y
at
i

i , if
∑m

j=1 Mij = 1

Hix̄
t
i, otherwise

(27)

dti =

{
1, if

∑m
j=1 Mij = 1

0, otherwise
(28)

3: Compute information vector and covariance{
ut
i = HiR

−1
i ȳt

i , ∀t

Ut
i = HT

i R−1
i Hi, ∀t

(29)

4: Broadcast message Msgi = {m1
i , ..., mT

i }, where mt
i = (ut

i, U
t
i , x̄t

i, d
t
i)

5: Receive neighbor’s messages Msgj , ∀j ∈ Ni

6: Do GNN based assignment ∀j ∈ Ni

a: calculate ȳj
t

ȳt
j =

{
(HiR

−1
i )−1ut

j , if dtj = 1

NaN, otherwise
(30)

b: Gating between Ȳj = {ȳj
1, ..., ȳj

T } and X̄i

c: Clustering
d: M2TA (at

j ← {k|Mtk = 1})
7: Track management (at

i = {at
j |j ∈ Ji}, Yi = {Ȳj |j ∈ Ji})

8: Fuse information vector and covariance⎧⎨
⎩gti =

∑
j∈Ji

u
at
j

j

Gt
i =

∑
j∈Ji

U
at
j

j

(31)

9: Compute the kalman-consensus state estimate

x̂t
i ← x̄t

i + Mt
i (g

t
i − Gt

ix̄
t
i) + γP t

i

∑
j∈Ni

(x̄t
j − x̄t

i) (32)

Mt
i = ((P t

i )
−1 + St

i )
−1 (33)

γ = ε/(||P t
i || + 1) (34)

10: Update local predicted state of targets

P t
i ← FM t

i FT + BQBT (35)

x̄t
i ← F x̂t

i (36)
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The measurement associated with local track t is given in Eq. (27). If there is no
associated measurement, use the predicted measurement. dti indicates whether
the transmitted message yti is a measurement directly detected by the local sen-
sor. dti is used at the neighborhood nodes to fuse measurements from the actual
measurements of the transmitter node. If this is not done, the erroneously gener-
ated track for a non-existent target can be maintained through communication
between the sensors without being extinguished. Algorithm 2–6 is the GNN pro-
cess between measurements from neighbor nodes and local tracks. Next, track
management should be performed. The measurement set and association result
of the measurement can be constructed by accumulation (ati = {atj |j ∈ Ji},
Yi = {Ȳj |j ∈ Ji}).

5 Numerical Example

5.1 Simulation Setup

In order to verify the algorithms, sensor nodes with limited detection range
are distributed sparsely. Nine distributed sensors track 13 targets and sensor
detection range was set to 0.23. Constant velocity targets having an arbitrary
initial position and velocity in a range of 0 < x < 1, 0 < y < 1, 0 < vx < 0.05,
0 < vy < 0.05 are randomly generated. The maximum number of tracks managed
by the local sensor is set to be larger than the actual number of targets. The
sensor model is as follows. We simulate a fully connected network and a network
that is connected only between spatially close nodes (Fig. 3). Both cluttered and
non-cluttered environment are considered. In a scenario with clutter, 17 clutters
per time step are generated.

Hi =
[
1 0 0 0
0 0 1 0

]
(37)

Fig. 3. Two network structures for simulation
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5.2 Result

(1) Fully connected network
Figures 4 and 5 show the track of sensor 1 in a fully connected network. Since it
is directly connected to all sensors in the network, it can be seen that sensor 1
has tracks for all targets in the environment.

Fig. 4. Sensor 1 tracks (non-clutter) in fully connected networks

Fig. 5. Sensor 1 tracks (clutter) in fully connected networks
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(2) Network only between close sensors
Figures 6 and 7 show the tracks of sensor 1 and sensor 9 in a network connected
only between close nodes. As described in the algorithm, the data measured and
transmitted from the sensor farther than the neighboring node (N1 ∈ {2, 4}) is
not regarded as a valid measurement. Thus, sensor 1 has only tracks for targets
that can be observed by sensors 1 and 2, 4.

Fig. 6. Sensor 1 tracks (non-clutter) with network only with close sensors

Fig. 7. Sensor 9 tracks (non-clutter) with network only with close sensors
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6 Conclusion

Based on the KCF algorithm, we developed a multiple target tracking algorithm
including M2TA and track management. To verify the algorithm, we constructed
a scenario with limited sensor detection range and different FOVs. Numerical
results show that track management works effectively in clutter and non-clutter
environments.
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Abstract. Competition among power producers is minimal in the current
Peninsula Malaysia’s electricity market structure as it only happens during the
proposal stage to build new power plants. Therefore, electricity generation is
over-dependent on current national gas reserves and the importation of cheap
coal from Indonesia to keep tariffs low as there is minimal competition among
power producers. However, this is not a suitable long term and environmental-
friendly solution as it increases carbon dioxide and other greenhouse gases
(GHG) emission. Hence, this research utilises system dynamics method to study
the effects of a single buyer model (SBM) transitioning into a wholesale com-
petition market, and to propose a framework to deregulate Peninsula Malaysia’s
electricity market. Results have shown that tariffs for end consumers are lower in
the wholesale competitive market than the current SBM market even after
incorporating expensive large-scale renewable energy.

1 Introduction

Privatisation of Malaysia’s electric energy market has been ongoing since 1990 to
allow independent power producers (IPPs) to generate electricity to meet the nation’s
increasing energy demand [1]. In an ideal deregulated market, generation and trans-
mission of electricity must be divested to promote competition among IPPs. Currently
in Malaysia, ownership in generation is already divested and the electricity market has
already adopted a single buyer model (SBM). In this SBM arrangement, the national
electricity company, Tenaga Nasional Berhad (TNB), is the single buyer responsible
for purchasing electricity from power plants in Peninsular Malaysia and then selling
directly to end consumers. The SBM is viewed as an intermediate solution before
transitioning into a completely deregulated wholesale competition market. In the cur-
rent SBM arrangement, competition among power plants are limited therefore
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generation of electricity is dependent on current oil reserves and importation of cheap
coals to keep tariffs affordable. Consequently, this will lead to an increase in carbon
dioxide emissions which contributes to global warming. Therefore, there is a need to
deregulate the electricity market further to reduce electricity tariffs for end consumers
so that it will be more affordable to invest in large scale renewable energy to reduce
greenhouse gases emissions.

2 Literature Review

2.1 Deregulated Electricity Market

Traditionally energy market is regulated and power plants are funded by public sector.
Pricing are usually set by the government while the local state-owned utility have total
monopoly over generation, transmission and distribution of electricity tasks. This
structure is known as vertically integrated utility [2]. In the early 1990s, it was dis-
covered that governments and even World Bank do not have sufficient funds to meet
the increasing demand for electricity in developing countries [3]. Therefore IPPs were
established in countries that require private finance to meet the growing electricity
demand [4]. In an ideal deregulated energy market, ownership in generation and
transmission of electrical energy by utilities must be fully divested and they are only
responsible for [5]:

1. Distributing electricity, operations and maintenance of the grid to meter
interconnection.

2. Billing consumers.
3. Acting as the last resort provider.

Benefits of a Deregulated Market and Privatisation of Electricity Supply
Industry
Generally, a deregulated market is beneficial not only to the government but also to the
public sector and environment. A list of benefits and reasons why countries chose to
deregulate their electricity market is shown below:

1. IPPs from private capital markets have more funds than government to meet the
country increasing demand of electrical power [6].

2. Reducing government expenditure and public debt problems [6].
3. Competitions between energy suppliers gave consumers a choice to choose an

alternative energy supplier that provides cheaper rates [7].
4. Power producers compete with each other by increasing their productive efficiency

in a deregulated market. Power producers will work at improving their technology
and fuel efficiency [8].

5. Lower emissions of pollutants to the environment when power producers improved
their technology and fuel efficiency [8].

6. Provides customer service for consumers [9].
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Figures 1, 2, and 3 show general different types of deregulated ESI structure
globally. The SBM shown in Fig. 1 is usually the first step of deregulation to introduce
competition. The purchasing agency/single buyer is responsible for purchasing all the
generated electricity from IPPs before selling it to distributor companies. In the
wholesale competition model as shown in Fig. 2, distributor companies are given the
choice to choose the IPPs they preferred to buy electricity from. This will lead to an
increase in competition among IPPs. Meanwhile, the retail competition model shown in

Fig. 1. Single buyer model [10]

Fig. 2. Wholesale competition model [10]

Fig. 3. Retail competition model [10]
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Fig. 3 represents a fully deregulated ESI. Here, tariffs are no longer regulated so
customers can choose their preferred energy retailer (distributor) that offers a better
price.

Currently, TNB is the only distributor in Peninsular Malaysia. A retail competition
market cannot be achieved unless Malaysia government permits new and private dis-
tributing companies into the market or unbundle TNB into several competing distri-
bution companies.

2.2 Malaysia Current Market

Electricity Supply Industry (ESI) Structure
In mid 1990s, Malaysia has adopted SBM, as shown in Fig. 2, until now and IPPs were
given licenses to generate electricity to TNB through power purchasing agreements
(PPA) for 21 years [1]. This PPA includes a take-or-pay benefit which requires TNB to
purchase electricity generated by IPPs even when there is no demand for it [11].
Presently, it has been replaced with second generation PPA where there is no longer
take-or-pay benefit but includes bidding under Incentive-Based Regulation (IBR) to
provide competitive tariffs for end consumers [11]. This means during the proposal
stage to build new power plant, the second generation PPA will be awarded to IPP that
has good company reputation and is able to bid the lowest levelised cost of electricity
(LCOE) compared to the rest. Figure 4 below shows the current SBM structure where
TNB will buy all electricity from IPPs and distribute to consumers.

There are several benefits to opt for single buyer model [13]:

1. Ease in balancing electricity supply and demand when there is only one party
responsible for the transmission and distribution of electrical power purchased from
power plant generators.

Fig. 4. Malaysia electricity supply industry [12]
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2. Lower cost because unlike multiple buyers and sellers model, there is little need for
third-party access regime to transmission.

3. Price regulation are simplified due to a unified wholesale electricity tariff.
4. Power plant investors receives higher protection from market and regulatory risk.
5. This model may be appealing to policymakers who are reluctant to support a

radically different competitive and deregulated wholesale energy market.

A single buyer model can be viewed as a transition to competitive wholesale energy
market but evidence suggests that it is better to skip this stage and proceed to multiple
buyers model immediately because the disadvantages listed below outweigh the
advantages [13, 14]:

1. Government officials are not financially responsible for the consequences of their
decision in increasing power generation capacity which might lead to over-
investment.

2. There is a contingent liability for the government if national power company is
unable to fulfil their obligation to IPPs.

3. Electricity prices rise instead of falling when demand falls short due to take-or-pay
provision listed in the PPA where losses are passed on to taxpayers.

4. Hinder cross-border electricity trade development as the national power company
does not have a strong motive in making profits.

5. The incentives for distributors in collecting payments from customers are weaker
because the national power company are reluctant in taking politically unpopular
action against a delinquent distributor.

6. Government can intervene easily.
7. Delay transitioning into fully liberalized and competitive electrical energy market.
8. Without competition between IPPs for market share, there is not much motivation

for IPPS to lower generation cost and the efficiency of generating power are solely
motivated to make profit.

Although the mentioned disadvantages of SBM clearly outweigh its benefits,
nonetheless it is still a better solution for Malaysia at that point in time compared to
remaining in the previous regulated vertically integrated utility structure. This is
because it relieves the government’s financial burden by allowing private sector to fund
and build power plants to meet the growing electricity demand. On the other hand, the
market is unable to be deregulate further into wholesale competition model due to the
country lacking experts in liberalizing electricity market. Furthermore, deregulating
electricity market is a complex process and requires substantial research and studies to
minimize complication. Therefore, until there are more experts and studies of liber-
alizing electricity market carried out, SBM is currently the most suitable intermediate
solution for Malaysia.

Malaysia Fuels for Electricity Generation
Figures 5 and 6 shows that oil is no longer the main source of fuel to generate elec-
tricity and it has been replaced by coal while the growth of renewable energy is slow
even after 22 years. In addition, natural gas is still shown to be the main fuel for
electricity generation.
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Fig. 5. Malaysia electricity generation mix in 1993 [15]

Fig. 6. Malaysia electricity generation mix in 2015 [16]
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Natural Gas
Malaysia has the second largest natural gas reserve in South East Asia and ranked the
12th largest in the world [17]. The reserves are mainly located in the shelves offshore of
Sabah and Sarawak while some are found in the east coast of the peninsular [18].
Although an investigation was conducted in 2010 which indicated that natural gas
could only last for additional 36 years as Malaysia’s main source of energy, it was
reported by PETRONAS that the oil and gas reserve will decrease at a higher rate after
a decade [19]. Hence the country cannot continue to just depend on natural gas reserve
for its future energy needs in meeting the increasing demand unless natural gas is
imported from overseas. Even though renewable energy has been introduced as the fifth
fuel to Malaysia’s energy mix, the consumption of natural gas to generate electrical
power still increases as shown in Fig. 6.

Coal
There are abundant coal reserves in Sabah and Sarawak which accounts for 29% and
69% of the energy mix respectively while the other 2% are only found in the penin-
sular. However these reserves are located in the inland areas which have severe lack of
infrastructure for extraction [18], therefore coal are imported from China, Australia,
Indonesia and South Africa [17]. Since coal is one of the cheapest fuel, it is expected
that natural gas will slowly be replaced by coal in the future [18].

Oil
Before the international oil crisis in 1973 and 1979, and the 1981 Four-fuel Diversi-
fication strategy, oil has once contributed up to 87.9% in the nation’s energy mix. Most
of the oil reserves are found in east coast of peninsular but the reserves declined sharply
in 2006 even though several new oil sites are discovered [20]. Figure 6 shows that its
latest contribution to the energy mix is only at 1%.

Hydro
Hydropower is the only commercial non-fossil energy in Malaysia’s energy mix.
Figure 6 shown that its share in the energy mix has decreased from 14 to 11% between
the gaps of 20 years. Plans are currently underway to distribute 5000 MW power to
peninsular Malaysia via undersea cables by 2020 and additional 5000 MW by 2030. It
is targeted that by 2030, hydroelectricity will contribute about 30–35% of the nation’s
energy mix [20]. Due to narrow geographic and small basin area, the potential growth
of hydro energy in Peninsular is limited [21, 22].

Renewables
The previous Feed-in-Tariff (FiT) mechanism is now replaced with Net Energy
Metering and Large Scale Solar Offering with the aim to achieve 2,080 MW of solar
PV renewables by 2020 [23]. The Net Energy Metering will be implemented by
Sustainable Energy Development Authority (SEDA) Malaysia to install a solar PV with
a capacity of 500 MW while another 1,250 MW will be allocated by Energy Com-
mission Malaysia from 2016 to 2020 under Large Scale Solar Offering on top of our
existing solar PV capacity [24]. Solar PV is the preferred choice among other
renewables such as small hydropower, biogas and biofuel because it has the highest
potential source among them to meet electricity demand [25]. 15 According to a study

170 D. T. L. Lee et al.



[26], the average annual energy output of rooftop solar PV application in Malaysia is
among the top half when compared to 41 cities from 26 countries.

2.3 Research Rationale

There are only a handful of available researches related to liberalizing Malaysia’s
electricity market. The most relevant studies available to date are from Hassan et al.
[27] and Arifin [28], both studies have determined which wholesale competition model
is suitable to deregulate Malaysia’s SBM further. Figures 7 and 8 below show the
different types of wholesale competition model where IPPs have to compete with other
through bidding. There is another model known as hybrid model which is a combi-
nation of pool and bilateral contract model.

Both Hassan et al. and Arifin determined and analysed the overall revenue of IPPs
by using MATLAB simulation in their studies. Table 1 shows the results of Hassan
et al.’s research. The pool market cost more than single buyer due to uniform price

Fig. 7. Single auction power pool model [27]

Fig. 8. Bilateral contract model [27]
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scheme used in the study, however it was suggested that this amount could be reduced
with the implementation of a suitable policy to increase TNB’s savings.

The results of Arifin’s research are shown in Table 2. Hybrid structure (Base_PAB
and Base_UP) and pool (Pool_PAB and Pool_UP) cost less than SBM so it will
increase TNB’s savings, which can be passed on to end consumers. Both studies
concluded that SBM is not sustainable for long term and there is a need to introduce
competitive market structure to reduce tariffs for end-consumers.

In both studies, there was no framework developed to help transition the current
SBM arrangement into a wholesale competitive model. Moreover, the results of both
studies focused on the revenue of power producers instead of tariffs for end consumers.
Hence this present research aims to fill this gap while also study the market correlation
with renewable energy and its impact on tariffs by simulating different electricity
market scenarios for 40 years.

3 Methodology

Overview of System Dynamics Methodology
System dynamics (SD) modelling and simulation is applied in this research due to the
complex time-varying behaviour and systemic nature of Malaysia’s electricity market.
In this research, Vensim PLE is the chosen software to perform SD modelling. In SD,
Causal loop diagram (CLD) and Stock and Flow Diagram (SFD) are the two main
models to describe complex system.

The purpose of CLD is to help identify causal relationship among important vari-
ables identified through literature review. In addition, it acts as a mental model to
portray the boundaries of a system. Furthermore, readers who are unfamiliar with
system dynamics methodology will be able to understand the behaviour of a particular

Table 1. The total generation revenue for each market model by Hassan et al. [27]

Single buyer Pool market Bilateral market

Weekday 76,457,064.00 86,080,665.16 71,167,526.92
Week 521,831,478.00 577,440,428.85 482,575,967.25
Month 2,087,325,912.00 2,309,761,715.00 1,930,303,869.00
Annual 25,047,910,944.00 27,717,140,585.00 23,163,646,428.00

Table 2. The total generation revenue for each market model by Arifin [28]

Weekday Week Month Annual

SBM 56084902.66 383680394.60 1534721578.48 18416658940.00
Pool_PAB 40764836.00 276439928.00 1105759712.00 13269116540.00
Pool_UP 48989240.00 327899020.00 1311569080.00 15739152960.00
Base_PAB 41868559.41 285212567.60 1140850270.56 13690203240.00
Base_UP 43403681.22 294609863.50 1178439454.04 14141273450.00
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complex system better since the interaction among variables are shown with using
simple symbols such as arrows and polarity. A positive polarity indicates that when an
independent variable increase (or decrease), the dependent variable increases (or
decreases) as a result. As for negative polarity, while the independent variable
decreases (or increases), the dependent variable increases (or decreases). In CLD there
are two different feedback loops and they occurred when variables are connected in a
circular manner. Below are the explanation for these two feedback loops [29]:

Reinforcing loops:

• In a reinforcing loop, results from an action will influence more of the same action
which causes growth or decline of the results in an increasing rate.

• Reinforcing loop happens when the impact of a change increases by feedback.
• Virtuous cycles are produced by positive reinforcing loops while vicious cycles are

produced by negative reinforcing loops.
• Balancing loops generate resistance to limit growth, maintain stability, and achieve

equilibrium.
• Impact of a change is reduced by balancing loops.

A completed CLD model can be reconstructed into SFD model. This process is
much easier as compared to developing SFD model from scratch because the later
requires identifying which variable is level and rate while identifying the causal rela-
tionship among them simultaneously. Unlike CLD, SFD model contain more detailed
information such as levels, rates and mathematical formulae. Simulation is carried out
in SFD to determine numerical changes and behaviour analysis with the influence of
time. In this research, numerous simulation run will be performed with different
parameter to replicate different scenarios of Peninsular Malaysia’s electricity market.

Figure 9 is the CLD diagram showing the dynamics of Peninsular Malaysia’s
electricity market. The blue, red and green colour area in the diagram represents
scenarios 1, 2 and 3 respectively. For scenario 1, Loop B1 and B2 shows that con-
sumers will use more electricity when tariffs are low. A growing GDP consumes more
electricity hence it will increase electricity demand. The consumption rate of fossil fuel
will increase to meet the demand hence leading to more coal imports and increase
depletion rate of natural gas reserve. As a result, the overall fossil fuel price to generate
electricity increases hence increasing the tariffs for consumers. Loop R1 shows that
new second generation PPA power plants are built to meet the increasing demand for
electricity. At the same time when first generation PPA of individual power plants
expired, they will be renewed with second generation PPA. Since the first generation
PPA contains take or pay quota [11] which requires TNB to purchase electricity from
power plants even when demands fall, this will increase tariffs for consumers. By
referring to literature review section, first generation PPA was no longer issued out
hence it is replaced with second generation PPA which contains only energy and
capacity quota [11] to reduce tariffs.

In the scenario 2, despite having second generation PPA tariffs continue to increase
as the market is still in the single buyer model. Thus, third generation PPA is proposed
to replace the existing PPA and promote competitive bidding hourly among power
plants to sell TNB electricity. Due to this bidding, the market is transitioning from
SBM into wholesale competition market. Tariffs will be reduced gradually due to
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retirement of older power plants under first and second generation PPA and also due to
bidding quota under third generation PPA. A complete wholesale competition market
will be achieved when all the first and second generation PPA power plants retired.

As scenario 3, it is expected that CO2 emissions increases when the number of non-
RE power plants increases. Therefore, there is a need to promote RE growth to address
these issues. To promote RE growth, current Net Energy Metering and Large-Scale
Solar Offering need adjustments to make it more rewarding than the third generation
PPA. As RE power plants require higher investment, tariffs for end consumers will
increase. This behaviour is shown in loop R3 and B4.

Figures 10, 11 and 12 show SFD models that are reconstructed from Fig. 9 CLD to
carry out simulations from year 2013 to 2053. Table 3 below shows three different
scenarios for Peninsular Malaysia electricity market. Scenario 1 shown in Fig. 10
model represents the current SBM structure of Peninsular Malaysia. In scenario 2
shown in Fig. 11, the model is built based on Fig. 9 but introduced a third generation
PPA to help transition the market from SBM structure into wholesale competition
structure. The variable “issue of second generation PPA” in scenario 2 will be running
at first but replaced by third generation PPA when the need to reduce tariffs for
consumers became more urgent. The need is determined by the threshold value shown
in Table 4. Unlike first and second generation PPA, power plants licensed with third
generation PPA are required to bid hourly to sell electricity to TNB among each other.

Fig. 9. CLD model representing the deregulation process of current electricity market (Color
figure online)
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In scenario 3 shown in Fig. 12, additional variables related to RE growth are
included as an expansion of scenario 2. With the increasing amount of carbon dioxide
emission, RE capacity will increase as a result of adjustment of Net Energy metering
and large-scale solar offering policies to address this issue. Both policies are adjusted so
that solar PV RE plants do not need to compete with third generation non-RE plants to
sell TNB electricity to encourage RE growth. At the same time, the growth of RE
capacity is controlled to keep tariffs affordable for end consumers since the cost of
investing in solar PV is high. This adjustment also means that the building of solar PV
plants is given more incentives to be made more rewarding than building natural gas
and coal power plants.

To make modelling simpler and due to the fact Malaysia is increasingly dependent
on coal imports for electricity, hydro is not added into all SFD models even though it
contributed 11% to Malaysia’s 2015 electricity generation mix shown in Fig. 6.
Moreover, the potential growth of hydropower is limited in Peninsular Malaysia due to
narrow geographic and moderately small river basins [21, 22]. As for renewable
energy, its initial capacity is set to 0 in scenario 3 as it only contributed 1% to
electricity generation mix shown in Fig. 6.

Fig. 10. Current SBM structure
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Fig. 11. Transitioning of SBM into wholesale competition market structure

Fig. 12. Introduction of PV renewable energy while transitioning into wholesale competition
market structure

176 D. T. L. Lee et al.



4 Results and Findings

Scenario 1: Current Peninsular Malaysia SBM Electricity Market
The results of Figs. 13 and 14 represents the current SBM electricity market of
Peninsular Malaysia. Figure 13 contains the data and trend for take or pay quota,
energy and capacity quota. As mentioned in Tables 2 and 3, the take or pay quota is
influenced by power plants under first generation PPA while the energy and capacity
quota is influenced by power plants under second generation PPA. Both quotas
influenced the final tariff of SBM. The current second generation PPA currently
replaces the first generation PPA so that newer power plants will no longer have take-
or-pay conditions are only paid by energy and capacity payments. Therefore, the
number of first generation PPA power plants will drop in the beginning whereas the
number of second generation PPA power plants will only increase in the future. This
was intended to increase competition to reduce tariffs for end consumer through first
bidding exercise in IBR. Despite the implementation of second generation PPA, the
final tariffs were only 13.28% lower than the first generation PPA take or pay quota at
the end of simulation. Figure 13 shows that the final tariff is at first same price as take
or pay quota. As the number of second generation PPA power plants increases, the final
tariff begins to reduce eventually until it is the same value as energy and capacity quota.

Table 3. Description summary of different scenarios for simulation

Scenario Description

1 Current Peninsular Malaysia SBM
electricity market (Fig. 10)

This is the current scenario for Malaysia SBM
electricity market. Power plants under first generation
PPA are paid with take-or-pay quota whereas power
plants under second generation PPA are paid with
energy and capacity quota. The take-or-pay quota are
more profitable but will increase the tariff for end
consumers

2 Introduction of third generation
PPA (Fig. 11)

The model for this scenario introduced a new third
generation PPA variable to replace the existing first
and second generation PPA so that the market can
transition from SBM into wholesale competition
market. Power plants under third generation PPA
have to bid actively among each other every hour to
sell electricity to TNB

3 Introduction of large-scale PV
renewable growth (Fig. 12)

This is an extended model of scenario 2 to introduce
both third generation PPA and PV renewable energy
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Scenario 2: Introduction of Third Generation PPA
In scenario 2, the third generation PPA is introduced in 2032 to replace the existing first
and second generation PPA so that the market can transition from SBM into a
wholesale competition market. Power plants under third generation PPA are required to

Fig. 14. Different types and number of power plants in scenario 1

Fig. 13. Scenario 1 tariff details
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bid hourly to sell electricity to TNB. Therefore, the wholesale competition tariff is
influenced by take-or-pay (first generation PPA), energy and capacity (second gener-
ation PPA) and bidding (third generation PPA) quota. Figure 15 shows that after
introducing third generation PPA, the bidding quota lowered the wholesale competition
tariff for end consumers.

Fig. 15. Scenario 2 tariffs

Fig. 16. Different types and number of power plants in scenario 2
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Figure 16 shows the different types and number of power plants. In year 2032, third
generation PPA is implemented to replace second generation PPA. The number of
second generation PPA power plants became stagnant and gradually decreases from
year 2032 whereas third generation PPA power plants grow exponentially to meet the
rising electricity demands of Peninsular Malaysia. Originally the second generation
PPA is used to replace first generation PPA in year 2014 therefore the number of first
generation PPA power plants declined from beginning of the simulation and reaches 0
at year 2032.

The number of third generation PPA power plants shown in Fig. 16 increases
continuously beginning from year 2032. Although the bidding quota is shown in
Fig. 17 to be slightly higher than energy and capacity quota initially from year 2032 to
2034 but it will reduce rapidly later. This is due to higher numbers of third generation
PPA power plants will compete and bid among each other to sell electricity to TNB,
eventually reducing the average bidding quota as shown until it reaches the same value
as the average power plants LCOE of Malaysia. The average bidding quota can never
go below LCOE value otherwise most power plants in Peninsular Malaysia are unable
to breakeven and make profit in their business.

Fig. 17. Comparison of LCOE, bidding quota (third generation PPA) and energy and capacity
(second generation PPA) quota
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The results in scenario 2 shown previously from Figs. 15, 16 and 17 are from
implementing third generation PPA in the year 2032; when the differences in second
generation and average non-RE LCOE quota became 15 sen/kWh. This value is
assumed to be the threshold where the differences are too large for government and
Peninsular residents to accept the higher price of final SBM tariffs, hence the urgent
need to introduce third generation PPA to shift the SBM market into wholesale
competition to reduce tariffs for end consumers. Table 4 shows that if this threshold
value is higher, then the third generation PPA will be implemented later on. Figure 18
and Table 4 shows that the final wholesale competition tariffs for end consumers will
be lower if third generation PPA is introduced earlier.

Scenario 3: Introduction of Large Scale RE Growth
In scenario 3, PV plants are installed to promote renewable energy growth and reduce
carbon dioxide emissions. Figure 19 show that the average tariffs of PV renewable

Table 4. Implementation of third generation PPA at different threshold values

Year to implement
third generation
PPA

Threshold value “Differences in second
generation (energy & capacity) and
average non RE LCOE quota, sen/kWh”

Wholesale tariffs at the
end of simulation,
sen/kWh

2015 10.0 60.16
2023 12.5 62.11
2032 15.0 65.40
2041 20.0 71.30
2050 25.0 80.63

Fig. 18. The effect on wholesale competition tariffs when third generation PPA are introduced at
different years
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energy are very costly, hence led to increase the overall wholesale tariffs in scenario 3.
By excluding the RE power plants, the overall wholesale tariffs in this scenario will be
slightly lower. This is due to that at the end of the simulation, RE power plants only
consist of minority 20% of all the total power plants number.

Fig. 19. Tariffs of scenario 3

Fig. 20. Different types and number of power plants in scenario 3
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Figure 20 shows the number of different types of power plants in scenario 3. As the
demand for electricity increases due to growing GDP and population in peninsular
Malaysia, more natural gas and coal power plants are built to meet the electricity
demand. This will result in an exponential increase of CO2 emissions as shown in
Fig. 21 below. Hence the number of RE power plants increases as shown in Fig. 20 to
address this issue.

Comparison of All Scenarios
Figure 21 compares the CO2 emission and GHG intensity in all the simulated sce-
narios. In the first two scenarios, the number of power plants and electric capacity is the
same therefore they have the same values of CO2 emissions and GHG intensity. By
introducing large scale PV renewable energy into scenario 3, both emissions of CO2
and GHG intensity reduced by 20%.

Figure 22 shows that the tariffs in scenario 2 is the lowest among all. The tariffs in
scenario 2 and scenario 3 is lower than scenario 1 by 23% and 14.4% respectively. In
all three scenarios, third generation PPA is implemented at year 2032, which is when
the differences in second generation (energy & capacity) and average non-RE LCOE
quota reached 15 sen/kWh. Therefore, the differences in tariffs among all 3 scenarios
only begin to diverge shortly after year 2032.

Fig. 21. Comparison of CO2 emissions and GHG intensity among all scenarios
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5 Discussion

Scenario 1: Current Peninsular Malaysia SBM Electricity Market
This scenario represents the current SBM structure of peninsular Malaysia’s electricity
market. Despite the introduction of second generation PPA to replace the previous first
generation to increase competition among power producers through first bidding
exercises, the tariffs only reduced by 13.28% at the end of simulation as shown in
Fig. 19. In reality, the final tariffs will be higher than Fig. 11 because the minimum
coal price was set to USD30/tonnes in the SFD model when it was never historically
lower than USD50/tonnes [30]. This is to show that there is a need to restructure and
further deregulate the electricity market because of the rising tariffs despite taking
advantage of importing cheap coals. Currently, the government uses PPA saving funds
to absorb the rising surcharge in tariffs through ICPT rebates in order not to burden
Peninsular Malaysia consumers [31] but there is no guarantee this funds can act as a
long term solution. Surcharge in tariffs are not only caused by global inflation but also
due to currency exchange; weaker MYR against USD led to higher cost of importing
coal. In short, the current SBM structure is not a sustainable long-term solution for the
electricity market of Peninsular Malaysia.

Scenario 2: Introduction of Third Generation PPA
In this scenario, third generation PPA is introduced to replace all existing PPA to
deregulate the current SBM electricity market further into wholesale competition
model. A stakeholder engagement was conducted with a subject expert researcher in
Malaysia’s electricity industry to obtain feedback for the findings of this research and
insights for the current market. The feedback given was good and a suggestion was
made by the expert to determine how the final wholesale competition tariff will be
affected by introducing third generation PPA at different time period. Thus, Fig. 18 and
Table 4 are plotted and tabulated in response to this suggestion. It was shown that by

Fig. 22. Tariffs comparison for all three scenarios
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implementing third generation PPA earlier, the wholesale competition tariffs will be
lower to the benefits of peninsular consumers. Meanwhile, Fig. 17 show that the
bidding quota of third generation PPA payment surged higher than second generation
PPA payment initially but this effect is only temporary. This is due to the market
adjusting itself as it only had a few power plants under the new third generation PPA
but after that the wholesale competition tariffs will quickly reduce until it became lower
than energy and capacity quota as shown in Fig. 17. Higher number of power plants
under third generation PPA will reduce the average wholesale competition tariff until it
eventually became the same as average LCOE. If the tariffs is not controlled and
allowed to be lower than the average LCOE then most of the third generation PPA
power plants will be making a loss in their business.

Scenario 3: Introduction of Large Scale RE Growth
Renewable energy specifically solar PV is added into this scenario. Currently Malaysia
has set a target to achieve 40% reduction in greenhouse gases by 2020 [32]. Below is
the current formula to calculate the reduction in Malaysia greenhouse gases [33],

GHG intensity ¼ CO2 emitted tonnesð Þ
DP of Malaysia 1000 MYRð Þ

However, this formula is not a good representation to determine the progress of
CO2/GHG reduction. Figure 21 shows that despite the reduction in GHG intensity, the
amount of CO2 emitted annually is growing exponentially.

As mentioned in the literature review section, both policies of Net Energy Metering
and Large Scale Solar Offering planned to installed additional 1,750 MW of solar PV
capacity from year 2016–2020 [24]. Since the simulation begin from year 2013, the
average solar PV capacity to be installed is 250 MW a year. In fact, this is actually very
little because at the end of simulation, the total capacity needed to meet the exponential
growth of GDP and Peninsular population electricity demand is 197,306 MW.
Therefore, both of these solar policies are adjusted drastically to reduce CO2 emissions
while meeting the ever-increasing demand for electricity in scenario 3 model shown in
Table 5 below.

Figure 21 shows that despite making the drastic adjustment to both solar policies
(known as RE capacities in Fig. 11 model), the emissions of CO2 continue to increase
exponentially. Nevertheless, the emissions are 20% lowered compared to scenario 1 &

Table 5. Adjustment of net energy metering and large-scale solar offering to increase solar PV
capacity to reduce CO2 emissions

CO2 emissions
(million tonnes)

Allocated annual capacity
for solar PV, MW

Less than 200 250
Between 200 and 400 700
Between 400 and 800 1500
Above 800 2500
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2. As long the number of RE power plants increases exponentially as shown in Fig. 20
then the gap differences of CO2 emissions between non-RE (scene 1 & 2) scenario and
scene 3 will continue to widen significantly as shown in Fig. 21 even after 40 years.

By analysing Fig. 22, scenario 1 represents the current SBM Peninsular electricity
market and its tariff is 23% and 14.4% higher than scenarios 2 and 3 respectively.
Scenario 2 provides the cheapest tariff option for Peninsular consumers because power
producers under third generation PPA must bid competitively among each other sell
electricity to TNB. By introducing renewable energy into scenario 3, the tariff became
11.45% higher than scenario 2 since the installation of large-scale solar PV requires
high investment cost. Moving into a more competitive deregulated market shown in
scenario 2 will not just reduce tariff for consumers but also give them and government a
choice whether or not to take advantage of the lower tariffs and opt for scenario 3
although it will raise the tariffs a little higher. In other words, staying at the current
scenario 1 SBM market will be more difficult to promote solar PV renewable energy
growth as the tariffs were already high to begin with.

6 Conclusion

In conclusion, this research has developed a framework for deregulating Peninsular
Malaysia’s SBM electricity market into a wholesale competition model. From scenario
1 – current SBM, first generation PPA are replaced with second generation PPA so
power producers must compete with each other via first bidding exercise during the
proposal stage to build new power plants. Through this replacement, power plants
under second generation PPA no longer have the benefit of take-or-pay condition so
tariffs for consumers will be lower. However, the results of this scenario show that the
final tariffs will only be lower than first generation PPA payment by 13.28% at the end
of simulation period. Therefore, third generation PPA is introduced into scenario 2
replacing all the existing PPA so that power plants will bid competitively with each
other to sell their generated electricity to TNB. As a result, the overall tariffs will be
reduced by 23% compared to the final tariff of scenario 1. Once all the power plants
under first and second generation PPA have retired, the electricity market will be in full
wholesale competitive mode. On top of that, the results of scenario 2 show that tariffs
will be lowered if third generation PPA is introduced earlier. In the scenario 3, large
scale solar PV renewable is introduced as an expansion of scenario 2. The simulated
tariff of this scenario is higher than scenario 2 by 11.45% and lower than scenario 1 by
14.4%. Since the tariffs in scenario 2 is significantly lower than scenario 1, this will put
Malaysia in a better position to opt for scenario 3 and invest in renewable energy
although it will raise the tariffs for the end users. In addition, investing in renewable
energy can be made more affordable by introducing third generation PPA earlier. If the
current market structure shown in scenario 1 stays the same without deregulating any
further, then public acceptance and the government’s willingness to invest in renewable
energy might be lower because it will increase scenario 1’s tariffs which is already high
compared to scenario 2. In short, the SBM structure shown in scenario 1 is not a
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sustainable long-term solution to promote the growth of renewable energy and to
reduce tariffs for end users; therefore, there is a compelling need to deregulate the
electricity market further.
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Abstract. Robot Soccer (RS) vision system is designed for robot soccer
competition. Most RS system implemented colour patches as main marker
detector for robot localisation and ball detection. It requires complicated pro-
cedures for colour and camera calibration and highly affected by light to run
smoothly while it suffers parallax issue. This paper aims to improvise the pro-
cedures and performance by minimising the calibration process for robot
localisation and produces accurate marker detection for robot identification.
ArUcoRSV utilises marker detection using ArUco patches to solve light limi-
tation and able to perform camera calibration processes quick and reliable. It
applies an automated perspective using marker detection, refining rejected
marker and pose estimation. Experimental results for robot calibration and
localisation using ArUcoRSV achieved significant improvements in detection
rate with high positional accuracy. This system is expandable and robust to deal
with various types of robots including low cost robots.

1 Introduction

Robot Soccer has been the platform for research and development of mobile robot
capable of self-reliance involving most areas of engineering and computer science. In
general, robot soccer comprises vision system runs on a host computer, which also
controls the strategy and communicates to multi robot [1]. Each robot in the system has
its own movement mechanism and can move on its own and also work with other
robots. Robot Soccer (RS) vision system requires an optimal computational solution
especially to perform real-time robot localisation solution and perform desired action.
The evaluation of global vision for robot soccer are measured based on 3 factors,
(i) frame per second (FPS- the higher the FPS, the better the processing capabilities,
(ii) processing speed- the speed taken to process an image and (iii) accuracy- the
minimum number of error, the higher the accuracy [2].

© Springer Nature Singapore Pte Ltd. 2019
J.-H. Kim et al. (Eds.): RiTA 2018, CCIS 1015, pp. 189–198, 2019.
https://doi.org/10.1007/978-981-13-7780-8_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7780-8_15&amp;domain=pdf
https://doi.org/10.1007/978-981-13-7780-8_15


There are several main issues arise in RS vision system development which are
camera calibrations and marker detection for robot localisation. Camera calibration is a
process to map the position of the robot in the camera image to the physical position of
the robot. Pratomo et al. [3] applied neural network transformation real-world coor-
dinates into camera coordinates. Further studies by Pratomo et al. [4] extended to solve
camera calibration method for non-linear lens distortion using artificial neural net-
works. The RS vision system is strongly influenced by the center-offsight system
caused by the center-mounted camera. One camera becomes a central image processing
system based on individual robots acting autonomously. Therefore, camera calibration
is a major process in RS vision to determine accurate robot position for each robot that
affected the whole robot operation. Camera calibration in RS vision system is used to
change the position of the robot in the camera image to the physical location. It is
performed using chessboard calibration grid to determine the exact position of the
robot. The data for camera calibration are trained using artificial neural network
(ANN). The ANN allows the selection of the camera height and focal length of the
lens, then mapping the coordinate transformation from camera coordinates to physical
coordinates [4]. After completing the camera calibration process, the computer host
sends commands to the robot to start the game.

The second major problem in existing RS is marker detection. Existing robot soccer
vision system in Androsot category utilised marker detection using colour detection or
colour patch, which makes it difficult for camera calibration [5–7]. Colour calibration is
an important process in robot soccer game because it affects colour recognition output
in determining robot team members [8, 9]. Each robot is assembled with a colour tag
consist of team colour and robot id colour to differentiate according to their roles either
goalkeeper, defender or striker. This is to avoid confusion and to detect the error of
each team’s vision system. In this case, colour space plays an important role in this
color determination task. Colour space comes from different colour models such as
RGB, YUV and HSV [10]. Colour patch is easily affected in different conditions. Some
researchers proposed colour-based solution to solve calibration problem. Li et al. [11]
proposed a real-time robust calibration-free colour segmentation method, which can
cope with uneven light and lighting condition changes approximate value of color
when converting the raw image to HSV color space. Bailey et al. [12] applied an
automatic gain control and white balancing within the camera which reduces the effects
of the variations in lighting on the thresholds. As a result, the system became more
consistent within range of images, significantly simplifying the color segmentation.
Apart from detection algorithm, the object needs to be identified. By knowing the
colour of the ball and encoding each robot with different colours, it is best to scan the
image for the existing pixel within a certain threshold distance of these colours. When a
pixel is found, the center of the colour environment is calculated using the center of
gravity of all pixels in the locale corresponding to that colour with the threshold.
Colour patch is used to determine the robot ID and ball ID in the robot’s vision system.
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The robot ID means the robot has its own identity. Figure 1 shows a colour patch
example used in colour detection techniques. However, colour patches required fre-
quent calibrations when applied in different lighting conditions.

2 ArUcoRSV

This paper presents an ArUcoRSV to solve camera calibration and robot detection and
localisation for various robot heights. An ArUco-based Robot Soccer Vision (Aruco-
RSV) system is designed for implementation on a mobile field platform, and
expandable with full size robot soccer field. A mobile RS platform is designed for a
smaller and more portable scale by is 120 cm (length) � 90 cm (width) � 150 cm
(height). It consists of aluminium frame, a wood base covered by a thin black carpet
and a stand to hold a Logitech C920 HD Pro Webcam. ArUcoRSV utilizes the using an
ArUco ID bookmarking system use of for robot detection and localisation. ArUco
marker as in Fig. 2(a) is a rectangular synthetic marker comprising extensive black
boundaries and internal binary matrices that define the identifier (ID). Black borders
facilitate fast tracking in images and binaries encoding allowing identification and
implementation of error tracking and error detection techniques. The marker size
determines the size of the internal matrix [13]. ArUco suggests a method for creating a
dictionary with a number of markers and the number of bits can be configured. This
method maximizes the transitions of bits and inter marker differences in order to reduce
the positive error and the inter value error rate respectively. The ArUco library also
features a method for error correction. In this study, the ArUco patches size were set to
4 cm � 4 cm.

The tracking process applied an adjustment threshold in a gray-scale image and
then searching for a marker candidate by removing the contour, which recognized as
rectangle. Furthermore, the code for extraction, identification of the marker and error
correction level is executed [13]. ArUco has its own calibration board, which has
advantages over OpenCV chessboards. Since the calibration board has some markers,
vision is not needed entirely to obtain a calibration point. On the other hand, if the
vision is half-calibrated, it was able to execute properly. This advantage is highly
important and useful in many applications. Figure 2(b) shows the ArUco calibration
board diagram.

Fig. 1. Colour patch for team and Robot ID (Color figure online)
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2.1 ArUcoRSV System

ArUcoRSV system design involved six interconnect modules; camera, perspective,
ArUco, Robot, Ball and Strategy. The relation between each module is shown in Fig. 3.
The camera module for providing global vision is used for creating perspective, marker
detection using ArUco and Ball detection using color extraction. The perspective and
ArUco modules keep updating as the system runs to provide reliable real-time appli-
cation. Then, the module passed the output of robot localizations to robot module to
integrate with ball module for strategy planning.

Fig. 2. Artificial Marker (a) ArUco Markers (b) Calibration board

Camera

Perspective

ArUco

Robot

Strategy

Ball

Fig. 3. ArUcoRSV architecture
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The flow process for ArUcoRSV program is described in Algorithm 1. There are
six main functions; auto brightness calibration, sense, ball tracker, perspective, decide
and action. Six on-field points are used to determine the mean value for configuring
brightness configuration of the images. This program utilises multi-core programming
to synchronise the execution of all six multi-functions in real time implementation.

2.2 Automatic Perspective

ArUcoRSV introduces an automatic perspective algorithm to minimise calibration
processes. It involves three main processes, which are marker detection; refine detected
marker and pose estimation. In marker detection process, system will calculate the
contour for each marker will determine the real and rejected markers by utilising
marker size, length and width as illustrated in Fig. 4. Then, rejected markers below
threshold are refined. The next process is performing pose estimation using pitch, yaw,
roll and detected four corners of markers (A, B, C, D) as stated in Eq. 1. The pose
estimation also considers camera metric and distortion effects.

Algorithm 1. ArUcoRSV program 

program ArUcoRSV (Output)

begin
auto brightness calibration:

6-points brightness;
sense:

ArUco marker detection;
regenerate coordinated;
geometric image;

ball tracker:
color segmentation;
kalman tracker;

perspective:
pixel -> cm 
strategy;

decide:
robot id;

action:
robot movement;

end.

TL(min,min) TL(mean,min) TL(min,min)

TL(min,max) TL(mean, max) TL(max,max)

Fig. 4. Automatic perspective using 6-points on field calibration
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Cx;y = (Ax;y + Bx;y + Cx;y + Dx;yÞ=4: ð1Þ

3 Results and Discussion

The system is developed in the form of standalone software in the Linux operating
system. This system uses C++ programming language and uses open source reference
library OpenCV version 3.2. This system is developed using Atom IDE software. An
11 � 15 calibration board is used to collect data for robot localisation evaluations.
A total of 20539 ArUco markers were collected for three different light intensities in
three levels of heights.

3.1 Automatic Perspective

Figure 5(a) shows a field view of the camera. The field looks convex before calibration
process using the automatic perspective. After calibration, ArUcoRSV transform the

Fig. 5. The field view (a) before the calibration process (b) using Aruco calibration board.
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field based on 6 points field calibrations as in Fig. 5(b). This one-time calibration
process is performed automatically without having to change/set any parameters. It
performs auto-brightness refining to operate in different lighting conditions.

3.2 Light Intensity

Once the calibration process completed, a series of tests is performed to measure the
performance of the system. Table 1 shows the experimental results for light intensity
and frame rate in all conditions. The system is able to maintain a significant amount of
frame rate range above 15 fps even in low lighting condition and different heights. It
shows that light condition doesn’t affect much on the marker detection speed, which is
important to detect robot movements.

3.3 Detection Rate and Accuracy

ArUcoRSV recorded a 93% of detection rate for all condition and light intensity as
tabulated in Table 2. The system produces a high performance for h0 and h1 (95%) for
all conditions compare to h2 (90%).

Furthermore, the system detection accuracies are measured in two conditions; based
on height and light intensity. Figure 6 shows that the system is highly reliable in low
height as for h0 and h1. Detection performances in h2 recorded lower but still con-
siderable. The overall RMSE performance recorded at 29.3 ± 5.6 mm.

Table 1. Light intensity and frame rate

Light intensity/height h0, ground h1, 7 cm h2, 14 cm Frame rate

High 100 lx 87 lx 85 lx 15.9 fps
Medium 67 lx 63 lx 61 lx 15.5 fps
Low 5 lx 3 lx 4 lx 15.1 fps

Table 2. Detection rate in different height and light intensity

Height Light intensity Total detected marker Detection rate

h0 High 160 97.10%
Med 159 96.10%
Low 152 92.20%

h1 High 149 90.40%
Med 159 96.20%
Low 161 97.30%

h2 High 144 87.20%
Med 151 91.50%
Low 152 92.20%

Average 152 93.0%
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Next, the detection performances are evaluated based on light intensity; low,
medium and high. Figure 7 shows the result of RMSE for all tested light conditions. It
is observed that the best accuracy is recorded in medium light condition
(65.1 ± 12.2 mm), while still reliable for low and high conditions.

ArUcoRSV produces significant localisation accuracies and capable of dealing with
different lighting conditions compare to existing system [3]. It shows that the auto
brightness and perspective performs well to overcome these limitations. The positional
accuracies achieved for this system in different height with different light intensity
means the system successfully deals with parallax issues. The detection rate for multi-
points on field calibration shows that ArUco implementation is reliable and suitable for
real-time robot soccer application.

Fig. 6. Detection accuracy in different heights

Fig. 7. Detection accuracy in different light intensity
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4 Conclusion

This paper studies the impact of ArUco marker for robot localization in robot soccer
application. The results showed that the camera calibration process using the ArUco
marker was easier and flexible compared to color patch techniques while maintaining
the accuracies in various lighting and heights conditions. However, several system
limitations during where users need to provide the exact ArUco type and marker size
parallel to the height of the camera to be able to work successfully. Further work could
involve the use of multi-cameras instead of single camera.

Acknowledgment. The authors would like to Universiti Kebangsaan Malaysia, grant ID: KRA-
2018-007 for the funding and support for this project.
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Abstract. There has been a great increase in performance of deep neural net-
works. However, for mobile devices which are not equipped with GPU
(Graphics Processing Unit) or powerful CPU (Central Processing Unit), it is still
impossible to deal with such a large amount of data in real time. In this paper,
preliminary results in spike neural encoding methods reducing the amount of the
input and computational load by mimicking the neuronal firing are presented.
For this, two neuron models, leaky integrate-and-fire (LIF) model and simplified
IF model, are exploited for transforming the input image to the spike image. For
the evaluation, MNIST datasets are encoded and tested in deep neural networks
for checking the loss of information. The proposed spike encoding modules
using neuron models will be able to greatly help reduce required computation by
using spike input data in low powered mobile devices.

Keywords: Low-powered � Neural encoding � Spike input � Spike conversion �
Spike encoding using neuron model

1 Introduction

Recently, deep neural networks have been surprisingly adopted in various utilization,
such as a computer vision [1], language processing [2], sound recognition [3] and so
on. Using a huge amount of dataset, there is a growing number of needs for the efficient
and considerably accurate neural network. The lighter neural network is considered
more significant as the mobile devices and low powered devices, such as cellular
phones, tablets, and small sensors are near us. As a part of neural networks, using
different kinds of encoding modules could help the entire neural network in reducing
the storage and computation [4].

The spiking neural network (SNN) is a neural network using the ‘spikes’ signaling
mechanism propagation. Compared to electrical devices, low energy is consumed in the
human brain with outstanding performance in various tasks. The efficiency and per-
formance improvements are expected when the mechanism based on the spike in the
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brain are applied to neural networks [5–10]. Currently, the SNN research is still in the
primitive level only having a good performance in customized SNN hardware. Also,
spike conversion of input data and spike output data conversion to human compre-
hensible form are required for utilizing the SNN.

To convert the raw data to the trains of spikes, there are three main techniques [27]:
Poisson spike generation [28, 29], rank order encoding [30] and using the output of a
silicon retina [31]. Poisson spike generation method encodes the input to the spikes by
using Poisson distribution, in this method, if firing rate which is proportional to each
pixel value is greater than randomly created value, a spike will be generated. Although
the Poisson spike generation is simple to compute, it is not biologically plausible in that
it cannot describe the refractory period. Rank Order Encoding is the way that only the
order of spikes is stored instead of exact timing. Lastly, the Dynamic Vision Sensor
(DVS) can be used for spike generation. However, an additional sensor (DVS) should
be implemented for this approach.

This paper introduces the preliminary result of the spike conversion from images
using two bio-mimic neural encoding methods, leaky integrate-and-fire (LIF) model
and simplified IF model. To implement the two different encoding modules, we first
analyzed two neuron models especially on the functions in Sect. 2. Section 3 describes
how the spike encoding modules are designed related to the actual spike mechanism,
and the experiments and results are explained in Sect. 4. Then, the conclusion and the
future works are presented in Sect. 5.

2 Neuron Models

A spiking neuron model describes the properties of the nervous system generating
acute electrical potentials across their cell membrane. It is known that spiking neurons
are a main signaling unit in the nervous system. There can be two types of neuron
models: Electrical input-output membrane voltage models and pharmacological input
neuron models. Electrical input-output membrane voltage models predict membrane
output voltage when the input current is applied, while pharmacological input neuron
models connect the relationship between external stimuli and the probability of a spike
occurrence. Here, we will discuss two neuron models of electrical input-output
membrane voltage models.

2.1 Leaky Integrate-and-Fire Neuron Model

The leaky integrate-and-fire (LIF) neuron model [11, 12] describes the relationship
between input and output membrane voltage. The LIF model is described in Eq. (1)

C � dVi tð Þ
dt
¼ �g � Vi tð Þ � V 0ð Þ � k � Ai tð Þ ð1Þ

where Vi(t) is inner neuron voltage, V 0 is resting potential voltage (−70 mV), Ai(t) is the
external input at time t. C, g, and k denote the membrane capacitance, the passive
conductance and the resting membrane potential respectively. As input current is
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applied, the membrane voltage gets increase by the time reaching threshold voltage. At
this time, a spike occurs, causing the voltage to resting potential. Thus, the firing
frequency is also increased according to the increase of input current. The weakness of
this model is that it does not implement time-dependent memory, however, it is a well-
known neuron model.

2.2 Simplified IF Neuron Model

The simplified IF neuron model [13] combines Hodgkin-Huxley [14–17] and IF neuron
model for computation effectiveness and biophysically accuracy. The model is
described in Eqs. (2) and (3)

dV
dt
¼ 0:04V2þ 5V þ 140� uþA ð2Þ

du
dt
¼ a b V � uð Þ ð3Þ

if v� 30mV; then
v c

u uþ d

�
ð4Þ

where V is the membrane potential of the neuron and u is a membrane recovery
variable. A is the external where V is the membrane potential of the neuron and u is a
membrane recovery variable. A is the external input. The parameter a is the timescale
of u, and b is the sensitivity of u to the subthreshold fluctuations of v. The parameter
c is the after-spike reset value of v, and d is the after-spike reset value of u. Equation (2)
fits the dynamics of the spike setout in a cortical neuron. The resting potential is set in
−70 mV to −60 mV according to the parameter b. The threshold voltage is between
−55 mV and −40 mV as the threshold voltage is not fixed like real neurons.

3 Spike Encoding Module

In this section, we give a description of our proposed methods for encoding the input
images. For this, we use two different neuron models: leaky integrate-and-fire model
and simplified IF model. Firstly, we will introduce how we preprocess the input images
to the encoding module. Then we will explain the procedures to convert an image to
spike data by using our two encoding modules.

3.1 Image Preprocessing

Before applying the input images to neuron model and converting them to spike data
directly, we divided the input images with the m � m window based on the fact that the
real optic nerve accepts the image by dividing it into several parts instead of accepting
the whole image at once. Then, to transform the input into the proper form for the
neural encoding modules, we linearized the m � m pixels extracted by the window. As
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a result, when the size of the input image is (m � n) � (m � n), we obtain
n � n linearized input row vectors (Fig. 1).

3.2 Encoding the Images by Using Neuron Models

Our encoding modules are aimed to convert the input images into spike images which
have only two values (fire or not) while the original input images can have 256 different
pixel values (0–255) so that the dataset and computation cost get light. For this, firstly
we covert the input images composed of pixels into membrane potentials by using the
neuron models which illustrate the neuronal firing. Then, if the membrane potential
exceeds the threshold we set, we consider that the neuron has fired. Otherwise the
neuron doesn’t fire. The neuron models that are chosen for calculating the membrane
potential are leaky integrate-and-fire model [11, 12] and simplified IF neuron model
[13]. We designed our encoding modules based on these two neuron models.

Encoding Module Using Leaky Integrate-and-Fire Model. To get membrane
potential Vi(t), at first, we normalize each value of the linearized vector to be on the
interval [0, 1] by dividing by 255 and subtracting them from 1. Then, the linearized
vector is put into Ai(t) in Eq. (1). By solving this differential equation with Runge-
Kutta method [18], the membrane potentials can be obtained at intervals of 1 ms.

Encoding Module Using Simplified IF Neuron Model. As the linearized vector is
normalized in the previous section, in the encoding module using simplified IF neuron
model, each value of the linearized vector is normalized to have the value in a range of
−5 to 5. For solving the differential equation and obtaining membrane potential, the
Euler’s method which is a first-order numerical procedure for solving ordinary dif-
ferential equations is used.

4 Experiment and Results

For validating our encoding modules, we have tested spiked MNIST datasets [19]
obtained from our two encoding modules with AlexNet [20] and GoogLeNet [21] and
compared their results with the MNIST which consists of handwritten digits and is a
total 50,000 training images and 10,000 test image. Figure 2 shows some examples of

Fig. 1. The process of dividing an input image by window and transforming the pixels to
linearized row vectors
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MNIST and spiked MNIST datasets. The training and testing of the network were
conducted on NVIDIA DIGITS server [22].

In both encoding modules, we simulate each neuron for 100 ms and assign the
threshold voltage = −55 mV. If the neuron has fired, we change the value of the
membrane potential to 40 mV. To mimic the refractory period of the neuron after
firing, we set to the potential voltage −70 mV for 2 ms. So, the membrane voltage is
constrained to have the value in a range of −70 mV to 40 mV. And with 4 � 4
window, the 49 � 100 inputs are obtained per an image (28 � 28). Finally, we get
spiked images by drawing the lines only if the membrane potential is 40 mV that
means the neuron has fired.

4.1 Spike Encoding Module Using Leaky Integrate-and-Fire Neuron
Model

In this experiment, C, g, and k of Eq. (1) are set to 0.5, 15.0 and −1.0, respectively. The
examples of converted spiked images are shown in Fig. 3.

Fig. 2. Examples of MNIST (left) and spiked MNIST (right) datasets.

Fig. 3. Converted spiked images by using encoding modules using leaky integrate-and-fire
model (above) and simplified IF neuron model (below).

Spike Encoding Modules Using Neuron Model in Neural Networks 203



As we can see in Table 1 below, when AlexNet and GoogLeNet are trained with
spiked MNIST datasets obtained from encoding module using leaky integrate-and-fire
neuron model, each network shows 90.76% and 92.86% accuracy, having lower per-
formance compared to original MNIST dataset.

4.2 Spike Encoding Module Using Simplified IF Neuron Model

For testing the performance, we use an encoding module with a = 0.02, b = 0.2,
c = −70 and d = 2 in Eq. (2–4). The output image by using the encoding module using
simplified IF neuron model is also found in Fig. 3. We can see that the outputs are quite
different depending on which encoding module is used, even if the input images are
identical.

Similar to the encoding module using Integrate-and-fire neuron model, encoding
module using simplified IF neuron model shows 90.39% and 92.60% accuracy when
we trained each AlexNet and GoogLeNet with spiked MNIST datasets.

5 Conclusion

This paper presented spike-inspired encoding methods using neuron models, which
reproduced biological neuron’s rich behavior. We used leaky integrate-and-Fire
(LIF) and simplified IF neuron models for encoding. Moreover, spike-MNIST images
encoded by each method are tested using deep neural networks for evaluating the
preliminary results about the loss of information.

We expect more accurate and optimized spike-encoding methods can be obtained
as further research is done. More diverse neuron models need to be applied for a spike-
inspired encoding module, such as Nagumo-Sato model [23]. Also, the concept of
excitatory neurons and inhibitory neurons can achieve more biologically-inspired
encoding module because it represents that different neurons have different dynamics.
In addition, we can properly set the parameters of the neuron model by deep learning as
well.
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Table 1. The results when AlexNet and GoogLeNet are trained with MNIST, spiked MNIST
(leaky integrate-and fire) and spiked MNIST (simplified IF).

Dataset AlexNet (accuracy) GoogLeNet (accuracy)

MNIST 99.49% 99.45%
spiked MNIST (leaky integrate-and-fire) 90.76% 92.86%
spiked MNIST (simplified IF) 90.39% 92.60%
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Abstract. Brain-Computer Interface (BCI) or Human-Machine Interface now
becoming vital biomedical engineering and technology field which applying
EEG technologies to provide assistive device technology (AT) to humans.
Hence, this paper presents the results of analyzing EEG signals from various
human cognitive states to extract the suitable EEG features that can be employed
to control BCI devices which can be used by disabled or paralyzed people.
The EEG features in term of power spectral density, spectral centroids, standard
deviation and entropy are selected and investigated from two different mental
exercises; (i) quick solving math and (ii) relax (do nothing). The selected fea-
tures then are classified using Linear Discriminant Analysis (LDA), Support
Vector Machine (SVM) and K-Nearest Neighbors (k-NN) classifier. Among all
these features, the best accuracy have been achieved by the power spectral
density. The accuracies of this feature are 95%, 100%, 100% with LDA, SVM
and K-NN respectively. Finally, the translation algorithm will be constructed
using selected and classified EEG features to control the BCI devices.

1 Introduction

Brain-computer interface (BCI) connects the brain and computer, which enables dis-
abled person to handle different electronic devices with the help of natural impulse. The
whole process can be performed without any involvement of human touch. Easy
operations of essential devices by disabled people can be ensured by this system. This
system is especially suitable for those, who have no control of their normal muscular
body to operate the peripheral devices. Moreover, due to user friendly and low cost,
this technology is getting popularity day by day. There are a lots of medical and non-
medical BCI application for example playing games [1, 2], BCI speller [3], cursor
control [4], social interactions by detecting emotions [5], robotic arm control [6],
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wheelchair control [7], home appliances control [8] or smart phone operation using
Electroencephalogram (EEG) signals [9]. In emotion recognition system in regard to
EEG, emotion is identified and categorized from EEG when the exact stimuli are
applied. Because when emotion is changed, the EEG for that emotion is also changed.
A plenty of emotion recognition research relating to emotion recognition have been
carried out by the BCI researcher in last 20 years. Chakladar, et al. [10] introduced a
Correlation-based subset selection technique for dimension lessening as well as used
higher order statistical features (mean, skewness, kurtosis, etc.) for classification. They
classify four classes of emotion with LDA with the accuracy of 82%. Ahn et al. [11]
proposed emotion identification scheme to identify 2 valence classes and 2 arousal
classes, which resulted in a combination of 4 fundamental emotions (happy, sorrowful,
angry and relaxed) and the neutral state. The authors affirmed the fractal dimension for
feature selection and SVM as a classifier whereas the average accuracy across all
subjects was 70.5%. Liu et al. [12] designed movie-induced feelings recognizer using
EEG. This framework reached 92.26% accuracy in recognizing neutrality from high-
arousal with valence emotions and 86.63% to classify negative from positive emotions.
They classified 3 positive emotions and 4 negative emotions with 86.43% and 65.09%
accuracy respectively. A new method is investigated [13] to select suitable subject-
specific frequency bands instead of using permanent frequency bands for the two
categories of emotion recognition. Common spatial pattern and SVM have been
employed and six subjects were conducted to validate the method. Hence, 74.17%
accuracy was achieved for two classes. The paper in [14], reported three classes of
human emotion namely sorrowful, excited and relax recognition in real time using
wavelet and Learning Vector Quantization (LVQ) with the accuracy of 72% to 87%. In
[15], five emotions have been recognized with maximum classification accuracy of
82.87% and 78.57% utilizing entropy feature on 62 channels and 24 channels
respectively. Here, wavelet transform is used for the purpose of signal preprocessing.
A group of features namely power, standard deviation, variance and entropy have been
classified by utilizing K-NN. Happiness, anger and calm have been categorized in [16].
Here, the fractal dimension feature has been classified utilizing RBF SVM with 60%
accuracy. In this paper, four feature namely power spectral density; spectral centroids,
standard deviation and energy entropy have been classified using LDA, SVM and K-
NN. Two classes of mental exercise of eight subjects have been analyzed here. This
paper has been organized in the following sections i.e. Sects. 2 and 3 discusses issues
related to methodology, results and discussion respectively; finally, Sect. 4 deals with
the conclusion.

2 Methodology

A Brain Computer-Interfaces (BCI) aims to provide an alternative communication
system by offering human brain a way to control a machines or devices without
involving any muscle movements. Figure 1 describes a BCI framework with all

208 M. Rashid et al.



elements and applications. A BCI system comes with five elements including signal
acquisition, signal preprocessing, feature extraction, classification as well as device
command.

Among all these elements, feature selection and classification plays a vital role to
design any BCI system because proper feature selection increase the accuracy of the
classifier and the BCI device’s performance.

BCI researchers have extracted a lots of features. Among them band power spec-
trum, energy spectral density, spectral centroid, common spatial pattern, wavelet
transformations, wavelet packet decomposition, independent component analysis,
autoregressive model, principal component analysis, cross-correlation, variant, co-
variant, short-time Fourier Transform, Shannon’s entropy and z-score are the most
usable features [18–21]. These features have been classified by the variety of classi-
fication algorithm namely Linear Discriminant Analysis (LDA), Support Vector
Machine (SVM), Neural Networks (NN), MultiLayer Perceptron (MLP), Hidden
Markov Model (HMM) and K-Nearest Neighbors (K-NN) by the previous research
[22]. In this research, average power spectral density, standard deviation, spectral
centroid and energy entropy of EEG alpha and beta band have been selected as EEG
features and then classified these feature by SVM, K-NN and LDA. Figure 2 represents
the flow chart of the methodology.

Fig. 1. BCI system with application [17]
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2.1 Signal Acquisition and Measurement Protocol

The first step of the BCI design is data acquisition. Neurosky Mindwave EEG headset
was used for collecting EEG raw data for this research. This EEG headset contains one
electrode that is placed on the FP1 area of the human brain. There is a reference
electrode which is connected with the ear lobe. This EEG amplifier captures the raw
EEG data at 512 Hz sampling rate. The EEG data have been collected from the eight
subjects. Table 1 shows all the subjects description.

Fig. 2. Flow chart of the proposed methodology.

Table 1. Subjects for EEG data collection.

Subject Sex Age Subject Sex Age

Subject-1 Male 25 Subject-5 Male 19
Subject-2 Female 23 Subject-6 Female 19
Subject-3 Male 21 Subject-7 Female 20
Subject-4 Male 22 Subject-8 Male 20
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After subject selection, a measurement protocol has been designed (Fig. 3). Here,
an android mobile app called eegID in the mobile phone and the Neurosky Mindwave
are paired through the Bluetooth.

Two classes of mental exercise have been considered in this research namely relax
(do nothing) and quick math solving. During the data collection of relax state, subjects
were said to sit on the chair very comfortably and avoid the movement of whole body.
On the other hand, during quick math solving, subjects were said to solve the math
problems randomly as quick as possible from the website [23]. Duration of all the data
were one minute.

2.2 Data Pre-processing

Generally, there are five frequency bands for each EEG channel, which are delta (0.5–
4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (14–30 Hz) and gamma (30–45 Hz) [24].
In this research, the EEG data was filtered into alpha and beta band only. The frequency
range and activity of EEG alpha and beta band have been shown in Table 2.

Fig. 3. Raw EEG data acquisition procedure.

Table 2. EEG bands with their activity.

Band Frequency Activity

Delta 0.5–4 Hz Deep sleep
Theta 4–8 Hz Drowsiness, light sleep
Alpha 8–13 Hz Relaxed
Beta 13–30 Hz Active thinking, alert
Gamma More than 30 Hz Hyperactivity
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2.3 Feature Extraction

Average power spectral density, standard deviation, spectral centroid and energy entropy
of EEG alpha and beta band have been analyzed as EEG features in this research.

With the help of Fast Fourier Transformation (FFT), the power spectrum of the
EEG data has been measured. The Eq. (1) for FFT [25] and Eq. (2) for power spectral
density are shown as follow.

X kð Þ ¼
XN�1

k¼1

X nð ÞWkn
N ; K ¼ 0. . .. . .N � 1 ð1Þ

WN ¼ e�j2pN

PSD ¼ X kð Þj j2¼
XN�1

n¼0

x nTsð Þe�j2pnk=N

�����
�����
2

ð2Þ

Where one value of ‘k’ has N complex multiplications, since ‘k’ = 0, 1… N – 1.
The multiplication of x (n) and wkn was done for N times, since n = 0 to N – 1. The
Spectral Centroids are measured by utilizing formula in Eq. (3).

C ¼
R
xg xð ÞdxR
g xð Þdx ð3Þ

Equation (3) presents the equation of Spectral Centroids that is employed to
identify the centre value of the each EEG frequency bands [20].

Conceptually, entropy has to do with how much information is carried by a signal.
In other words, entropy can analysis with how much randomness is in the signal. In
general, the entropy of a finite length discrete random variable, X = [x(0) x(1)………x
(N – 1)] with probability distribution function denoted by p(x) is defined by

H xð Þ ¼ �
XN�1

i¼0

Pi xð Þ log2 PiðxÞð Þ ð4Þ

Where i represents one of the discrete states. This entropy is larger with the similar
probability of occurrence of each discrete state. The LogEn entropy of x is defined by [26],

HlogEn ¼ �
XN�1

i¼0

log2 PiðxÞð Þð Þ2 ð5Þ

2.4 Classification

In this research, LDA, SVM and K-NN have been applied to classify the selected
features. Each classifier has been employed to every feature as well as the combination
of all features to find the batter result.
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2.4.1 Linear Discriminant Analysis (LDA)
LDA is deployed to find the linear combinations of feature vectors which describe the
characteristics of the corresponding signal. LDA seeks to separate two or more classes
of objects or events representing different classes. It utilizes hyperplanes to accomplish
this mission. Isolating hyperplane is acquired by looking for the projection which
maximizes the distance between the classes’ means whereas the interclass variance are
minimized. This technique has a very small computational requirement and it is simple
to use. Subsequently, LDA has been utilized with success in BCI systems like P300
speller, motor imagery based BCI as well as multiclass BCI [27].

2.4.2 Support Vector Machine (SVM)
SVM is an algorithm that belongs to a category of classification methods which use
supervised learning to separate two different classes of data. It utilizes a discriminant
hyperplane to detect classes like LDA. However in SVM, the selected hyperplane is the
one that maximizes the distance from the closest training points. This optimal hyper-
plane is represented by the vectors which lie on the margin which are called support
vectors, such an SVM enables classification using linear decision boundaries which is
designated as linear SVM. This classifier has been employed always with success to a
relatively excessive number of synchronous BCI issues [28]. However, it is possible to
create nonlinear decision boundaries using a kernel function. The Gaussian or Radial
Basis Function (RBF) kernel which are commonly utilized in BCI research is famil-
iarized as Gaussian SVM or RBF SVM [29].

2.4.3 K-Nearest Neighbors (K-NN)
The focus of this approach is to assign an unseen point of the dominant class amongst
its k nearest neighbors inside the training set [30]. For BCI designs, these nearest
neighbors are generally obtained employing a metric distance. With adequately high
value of k and enough training samples, K-NN can approximate any function which
empowers it to create nonlinear decision boundaries. The foremost benefit of K-NN
algorithm is its simplicity.

3 Result and Discussion

The raw EEG data of subject-1 in time domain and frequency domain have been shown
in Fig. 4 both for quick math solving and relax states. After raw data collection, the
data have been filtered into alpha and beta band. Figure 5 shows EEG alpha and beta
band of subject-1 in time domain. Similarly, Fig. 6 shows EEG alpha and beta band of
subject-1 in frequency domain.
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Fig. 4. Plotting of EEG raw data in time and frequency domain for subject-1

Fig. 5. Plotting of EEG Alpha and Beta band in time domain for subject-1.
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Different types of EEG features have been analyzed from the filtered EEG alpha
and beta band. Figure 7 shows the average power spectral density of alpha and beta
band where the beta bands are higher than the alpha band in both mental states. In
Fig. 8, the average spectral centroid of alpha and beta for all subject with two mental
exercise band have been plotted and here the amplitude of beta bands are also higher
than the alpha band.

Fig. 6. Plotting of EEG Alpha and Beta band in frequency domain for subject-1.

Fig. 7. Plotting of average power spectral density of Alpha and Beta band.
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Figures 9 and 10 present the average standard deviation and average energy
entropy respectively. In both figures, alpha and beta band of all subjects for quick math
solving and relax states have been analyzed.

After features selection, every feature have been classified separately. LDA, SVM
and K-NN have been applied to classify these feature. Different types of SVM and
KNN have been applied to fine out the best technique. Table 3 shows the best clas-
sification accuracy of different classifier with selected features. The ratio of training and
testing data was 62.5: 37.5. After classifying each feature separately, the combinations
of all features have also been classified.

Fig. 8. Plotting of average spectral centroid of Alpha and Beta band.

Fig. 9. Plotting of average standard deviation of Alpha and Beta band.
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From Table 3 it is clear that the average power spectral density gives the highest
accuracy with all the classification algorithm. The classification accuracy of average
power spectral density with LDA, cubic SVM and fine K-NN are 95%, 100% and
100% respectively. The results of proposed method have also been compared with the
previous research shown in Table 4.

Fig. 10. Plotting of average energy entropy of Alpha and Beta band.

Table 3. Classification accuracy of the selected features.

Feature Classifier Classifier accuracy

Power spectral density LDA 95%
Cubic SVM 100%
Fine K-NN 95%

Spectral centroid LDA 60%
Quadratic SVM 50%
Medium K-NN 55%

Standard deviation LDA 95%
Cubic SVM 95%
Fine K-NN 95%

Log energy entropy LDA 85%
Linear SVM 75%
Cubic KNN 65%

Combination of power spectral density,
spectral centroid, standard deviation,
log energy entropy

LDA 95%
Cubic SVM 95%
Weighted K-NN 95%
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4 Conclusion

In this research, two classes of mental exercise have been classified with the four EEG
features namely Power Spectral Density, Spectral Centroid, Standard Deviation and
Energy Entropy. To classify these features, LDA, SVM and K-NN classification
algorithm have been used here. The best classification accuracy has been obtained with
the power spectral density of EEG alpha and beta band with cubic SVM. Thus, the
classifier result will be applied to the translation algorithm to run the BCI application
such as to control the BCI device like wheelchair.

Acknowledgment. The author would like to acknowledge the great supports by his postgraduate
supervisor, research team members, Faculty of Electrical & Electronics Engineering as well as
Universiti Malaysia Pahang for providing financial support through research grant, RDU180396.

Table 4. Comparison table

Reference Class of mental
exercise

Features Classifier Accuracy

[10] 4 Mean, skewness,
kurtosis

LDA 82%

[11] 4 Higuchi fractal
dimension

SVM 70.5%

[12] 2 PSD SVM 92.26%
[13] 2 CSP SVM 74.17
[14] 3 WT LVQ 87%
[15] 5 Entropy K-NN 82.87
[16] 3 Fractal dimension RBF SVM 60%
[31] 3 PSD SVM 63%
[32] 2 PSD SVM 58.8%
[33] 5 Entropy K-NN 83%
[34] 2 PSD K-NN 70%
[35] 2 PSD SVM 85.4%
[36] 5 AR and FFT SVM 88.51%
[37] – Wavelet analysis

(RBF)
ANN 84.5%

Proposed
method

2 Power spectral
density

Cubic SVM 100%

Spectral centroid LDA 60%
Standard deviation LDA, Cubic SVM,

Fine K-NN
95%

Log energy
entropy

LDA 85%
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Abstract. Oreochromis niloticus or tilapia is the second major freshwater
aquaculture bred after catfish in Malaysia. By understanding the feeding beha-
viour, fish farmers will able to identify the best feeding routine. In the present
investigation, photoelectric sensors are used to identify the movement, speed and
position of thefish. The signals acquired from the sensors are converted into binary
data. The hunger behaviour classes are determined through k-means clustering
algorithm, i.e., satiated and unsatiated. TheLogistic Regression (LR) classifierwas
employed to classify the aforesaid hunger state. The model was trained by means
of 5-fold cross-validation technique. It was shown that the LR model is able to
yield a classification accuracy for tested data during the day at three different time
windows (4 h each) is 100%, 88.7% and 100%, respectively, whilst the for-night
data it was shown to demonstrate 100% classification accuracy.

Keywords: Photoelectric sensor � Logistic regression �
Oreochromis niloticus � Fish hunger behaviour

1 Introduction

Oreochromis niloticus or tilapia is the second major freshwater aquaculture bred after
catfish in Malaysia. It contributed RM 329 million towards the freshwater aquaculture
industry in 2013. Tilapia has both fast breeding cycles and weight gain, in addition to
its affordable source of protein to the masses. Fish feed management is a non-trivial
aspect in aquaculture to meet the ever-increasing food demand and security. More often
than not, different fish species has its own unique feeding behaviour. This feeding
behaviour is dependent on several factors namely underfeeding, inhibits growth and
also competition among their species [1].

Researchers have shown an increased interest in investigating the behaviour of full
fed fish (satiated) and less fed fish for better understand its scavenging characteristics in
controlled space (tank). It was reported that the fish moves about and appears to be
more active during unsatiated state, whilst appears to be dormant if it is satiated [2].
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Research carried out on the feeding character of the Tilapia fish species demonstrated
three distinct categories namely; dominants, sub-dominants and subordinates. The
dominant fish is the most active fish during feeding as the dominant fish tend to eat
more than the others, the sub-dominants and subordinates are characterised with a
conflict avoidance behaviour during feeding. Bold fish tend to take more risks and
explore their environment, on the other hand, non-dominants and subordinates fish are
less aggressive towards food exploration [1].

The effect of lighting conditions towards hunger behaviour has also been investigated
[3]. It was shown in the study that exposing the fish under ultradian rhythm of light and
dark environment that replicates day and night moment pulses does influence the hunger
behaviour. Image processing technique has also been used to aid hunger identification of
Lates Clacarifer through its integration with different machine learning algorithms, i.e., a
variation of k-Nearest Neighbour and Support Vector Machine algorithms [4–6]. It was
shown from the studies that the application of machine learning is able to identify hunger
state of the aforesaid fish species with reasonable classification accuracies.

The present study aims at evaluating the use of photoelectric sensors along with the
use of the logistic regression classifier in identifying hunger behaviour of Tilapia. The
content of the paper is as follows: Sect. 2 describes the methodology including the
experimental setup, the clustering technique and the classification method. Conversely,
Sect. 3 details on the results as well as the discussion with regards to the results
obtained. Section 4 concludes the present investigation and propose recommendations
for future works.

2 Methodology

2.1 Type of Fish

The type of fish used in this study is the Oreochromis niloticus (Tilapia) commonly
found in Malaysia which they demand food during day and night time. Initial obser-
vation suggests that the fish appears to swim slow and be in a sedentary position
(usually at the base of the aquarium) after being fed (state of satiated). Before feeding,
it is observed that the fish tends to be in a scavenging behaviour (hungry). In this
research, 15 juvenile Tilapia are fed once during the daytime. The fish are fed man-
ually, and the feeding is stopped once, the fish food is left to float and untouched by the
Tilapia. It is worth noting that uneaten fish food can contaminate and reduce the water
quality in the fish tank [7].

2.2 Experiment Setup

A fish tank with a dimension of (36-in. � 18-in. � 19 in.) is used in this investigation.
The photoelectric sensors (E3Z-R61Z) denoted as S1, S2, S3, S4, respectively are
placed on the right side with a 3D printed holder as shown in Fig. 1. The particular
photoelectric sensor model used requires a reflector for each sensor, hence the reflectors
are positioned to be aligned with its respective sensor on the left end of the fish tank.
Moreover, the sensors are spaced 7.62 cm between each other. The data acquisition
module used in this system is Arduino Uno whilst the CooltermWin software is used to
collect and save the data. The data is collected continuously for 24 h.
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Fig. 1. Experiment setup using four photoelectric sensors in a fish tank.

Fig. 2. The process of data collection method using the photoelectric sensor to detect fish
position.

224 M. R. Mohd Sojak et al.



As shown in Fig. 2(a) above, the fish is positioned along S1, and it is detected as
‘1’ throughout the time stamp. As one of the fish moved to S2 depicted in Fig. 2(b), the
sensor reads ‘1’. Similarly, as shown in Fig. 2(c), S1, S2, and S3, read ‘1’ as fish are
located at different positions. Figure 3 shows the data stream of the position of the fish
for a period of time, i.e. 10.15 a.m. to 10.25 a.m. The y-axis informs the position of the
fish. Although four sensors are used, nonetheless, seven positions are derived. S1, S2,
S3 and S4, corresponds to the fish position at 1, 3, 5 and 7, respectively, whilst
positions 2, 4 and 6 are located between S1 and S2, S2 and S3, S3 and S4, respectively.
In the event that fish are located at both S1 and S2, then it is assumed that the fish is
likely to be located at position 2. If the fish is located between S1 and S3, then the
likeliness of the position of the fish will be at position 3.

2.3 Clustering and Classification

The data obtained from the experimental setup throughout 24 h are clustered by means
on k-means technique. The features selected to aid the clustering of the data are
Position, S1, S2, S3 and S4. The Euclidean distance metric was used to evaluate the
data and to cluster the behaviour to unsatiated, C1 and satiated, C2. The clustering was
carried out by means of Orange v3.11. The Logistic Regression model developed
through MATLAB 2016a is used to classify the clusters identified. A total of 600 data
is used to train the model. The five-fold cross-validation technique was used to vali-
dating the model as it has been reported to be able to mitigate the issue of overfitting [6,
8]. The classification accuracy metric is used to evaluate the performance of the model.
In addition, fresh data was used to further evaluate the efficacy of the model developed.

3 Results and Discussions

Figure 4 illustrates the confusion matrix of the LR model developed on 600 data. It is
demonstrated that the model is able to classify the hunger state, i.e. C1 (unsatiated) and
C2 (satiated) exceptionally well without no misclassification of the clustered data.

Fig. 3. The position and time stamp data collection of the fish hunger. The Red box shows the
changes of position after 20 min of feeding (Color figure online).
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display the clustered data after defining the centres based on each of the data. The
confusion matrix shown represents the hunger state of the Tilapia for 30 min out of
24 h collected by the photoelectric sensor during the daytime (Fig. 5).

Tables 1 and 2 tabulate the classification accuracy for the system in determining the
hunger state of fresh data. The data tested consists of 3 h interval for both day and
night. It could be seen from the table that the LR model developed is able to reasonably
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Fig. 4. Confusion matrix of the hunger state.
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Fig. 5. A sample of the confusion matrix evaluated on fresh data from 8 a.m. to 11 p.m.
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classify accurately the hunger state of the fish. It is apparent that there is no misclas-
sification transpired for the night condition. This observation might be related to the
Circadian rhythm of the fish that suggest the fish hunger feeding behaviour is better
elucidated at night time instead of the day. Moreover, the reasonably good classifi-
cation accuracy attained by the LR model could be associated with the selection of the
features used in the present investigation.

4 Conclusion

This study evaluated the efficacy of the LR classifier in ascertaining hunger state of
Tilapia fish species through the data acquired from photoelectric sensors. It was shown
that the experimental setup, which is deemed to be low-cost is non-trivial in aiding the
data acquisition. Moreover, the clustering and classification techniques employed
yielded desirable results that could probably due to the selection of the features.
Therefore, the proposed setup is feasible to be implemented in large-scale aquaculture
industry. Future study will look into the efficacy of other machine learning algorithms
as well as the integration of fusion sensors in determining the hunger state.
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Table 1. The accuracy of 3 h interval data taken from 8 a.m.–7 p.m.

Day
Hours Overall accuracy

8 a.m.–11 a.m. 99.86%
12 a.m.–3 p.m. 84.08%
4 p.m.–7 p.m. 100.00%

Table 2. The accuracy of 3 h interval data taken from 5 p.m.–1.30 a.m.

Night
Hours Overall accuracy

5 p.m.–8 p.m. 100.00%
8.20 p.m.–11.20 p.m. 100.00%
10.20 p.m.–1.30 a.m. 100.00%
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Abstract. This paper proposes a motion planning method that reduces the
thrust of underwater robots moving a manipulator. The proposed method plans
motion with 12-degree-of-freedom (12-DOF) for underwater robot, including 6-
DOF for Body and 6-DOF for the manipulator. 2-DOF are used for the body’s
orientation, roll and pitch and 3-DOF for manipulator position and orientation
each. While the robot performs a task, if the thrust of the underwater robot is
close to the limit of thruster, the underwater robot reduces its thrust by moving
the center of the mass (COM) of the manipulator using null-space control
without disturbing the task. The proposed method has been verified via simu-
lation, by planning motion such that the thrust of the underwater robot is
reduced under the limit of thrusters.

1 Introduction

Maintaining an underwater robot’s attitude is critical in autonomous manipulation so as
not disturb the position of a manipulator’s end-effector. When the manipulator reaches
out to grasp an object, the underwater robot’s thrusters work to maintain the attitude of
the robot body compensating for the weight of the manipulator. The heavy weight of a
manipulator can cause problems to maintain attitude, when the thrusters do not have
enough thrust.

If the robot has a redundancy of the DOF, the robot can make another motion
without disturbing the main task. Zghal et al. avoided the limit joint of joint angle using
redundancy [1] and Nakamura and Hanafusa used redundancy for making the robust
singularity avoidance algorithm [2]. Antonelli, Chiaverini used redundancy for making
the task priority for the underwater robot [3] Kang et al. used redundancy for dynamic
stability of underwater using zero moment point [4].

In this paper, a motion planning method decreasing the underwater robot’s thrust
using null-space compliance is proposed. If the thrust of the robot is higher than the
thrust limit, we move the position of the robot body and manipulator joint angle to
reduce the force and torque due to the manipulator’s weight by moving the position of
the center of the mass (COM) of the manipulator. The desired position and orientation
of the robot body and the manipulator are provided using null-space so as not disturb
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the main task. The result of motion planning was performed in a simulator, free-floating
gazebo that supports underwater dynamic simulation [5].

2 System Configuration

2.1 Model

In this paper, we constructed a 12-DOF robot including 6-DOF for the body and 6-
DOF for the manipulator. The simulation is shown in Fig. 1. The robot was manu-
factured made by Korea Research Institute of Ship and Ocean Engineering (KRISO). It
has eight thrusters, of which there are four vertical thrusters and four horizontal
thrusters. These thrusters are used to control the body’s position and orientation. The
model of the manipulator used is the ARM 7E mini of the Eca group having six joints
and one gripper.

The kinematics of the robot body and the manipulator are shown in Fig. 2. The
robot body has six virtual joints that comprises three prismatic joints that control the
position of the robot body and three revolute joints that control the orientation of the
robot body. q1; q2; q3 denote the virtual prismatic joints of the robot body for the z, y, x
Cartesian coordinates, respectively, in the global frame. q4; q5; q6 denote the virtual
revolute joints of the robot body for the yaw, pitch, roll in the global frame.
q7; q8; q9; q10; q11; q12 denote the revolute joints of the manipulator. The underwater

Fig. 1. 12-DOF underwater robot with Arm 7E mini manipulator in simulation.
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robot includes 12 joints to perform tasks, of which there are six virtual joints of the
body and six joints for the manipulator. The mass of the underwater robot’s body is
136.6 kg and the mass of the manipulator in the water is 31.4 kg.

2.2 Motion Planning

In this section, we explain how to plan motions with a 12-DOF robot. There are three
tasks for controlling the robot, robot body orientation, and end-effector position and
orientation. The robot body position is not considered to be a task and remains
redundant. The equation for the motion of the underwater robot is given by

dq ¼ J þ dxþ I � J þ Jð Þdq0: ð1Þ

q denotes the 12� 1 vector of the joint angle that includes the virtual joints of the body
and the joint of the manipulator. x denotes the 8� 1 vector of the position and ori-
entation of the end-effector and orientation of the body, roll, and pitch in the global
frame. J denotes the 8� 12 Jacobian matrix of the position and orientation of the end-
effector and orientation of the robot body. J þ denotes the pseudo inverse of J. I de-
notes the 12� 12 identity matrix. q0 denotes the 12� 1 vector of sub-task joint angle.
The inputs of the robot are x and q0, and these represent a main task and a sub task
respectively. To grasp an object, we control the position and orientation of the end-
effector in the global frame, to maintain a stable body state, we control the orientation
of the body. While performing a main task, we reduce the thrust of the body using a sub
task, q0.

Fig. 2. Kinematics of a 12-DOF underwater robot with the Arm 7E mini manipulator.
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2.3 Sub Task

When the underwater robot grasps an object, the manipulator reaches out to the object
in order to grasp it. The reaching out of manipulator means that the COM of the
manipulator goes farther away from the body and the body needs more thrust to
compensate for it. To reduce the thrust of the robot, we move the robot body and the
manipulator without disturbing the main task using null-space compliance.

At first, we identify the relationship between the limit of the thrust of the robot body
and the COM of the manipulator. The 8� 1 vector of the thruster force T and the 3� 1
vector of the force and the torque on the body due to the manipulator’s weight, F is
given by

�dF ¼ BdT: ð2Þ

where, dT is

dT ¼ if Ti [ Ti;limit; dTi ¼ Ti � Ti;limit:
if Ti\Ti;limit; dTi ¼ 0:

�
ð3Þ

i denotes the number of thrusters and B denotes the 3� 8 matrix that indicates the
relation between the thruster force and the thrust of the body. We define dT to activate
the sub task when the thrust of the thruster exceeds the thrust limit. The force and the
torque acting on the robot body due to the manipulator mass and the COM of the
manipulator is given by

mmĝ
Tdxcom ¼ dF: ð4Þ

where mm denotes the mass of the manipulator, xcom denotes the 3� 1 COM vector of
the manipulator F, g denotes the 3� 1 vector of gravity and the 3� 3 matrix ĝ is given
as

ĝ ¼
0 �g3 g2
g3 0 �g1
�g2 g1 0

2
4

3
5: ð5Þ

where,

g ¼ g1; g2; g3½ �T : ð6Þ

By combining Eqs. (2) and (4), we get Eq. (7) as

dxcom ¼ � 1
mm

ĝ�TBdT : ð7Þ
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The relationship between sub tasks, dq0 and dxcom is

dq0 ¼ J þ
comdxcom: ð8Þ

where, Jcom denotes the 3 � 12 center-of-mass Jacobian matrix of manipulator and J þ
com

denotes the pseudo inverse matrix of Jcom. Combining Eqs. (7) and (8), the relationship
between the sub task dq0 and thruster’s force, dT in Eq. (9)

dq0 ¼ � 1
mm

J þ
comĝ

�TBdT: ð9Þ

The sub task dq0 makes the robot body move axially decreasing the thrust of the robot
by moving the body and the manipulator without disturbing the main task by multi-
plying the null-space matrix N. Here N is given by,

N ¼ I � J þ Jð Þ ð10Þ

Then the motion q is

dq ¼ J þ dx� 1
mm

NJ þ
comĝ

�TBdT : ð11Þ

3 Simulation

The simulation environment was developed using Free-floating Gazebo, an underwater
environment simulation software that added the functions of thrust and buoyancy.

While the underwater robot carried out the main task, moving the robot body and
reaching the end-effector to the point where it was farther away from the initial end-
effector position, the thrust of the robot exceeds its limit by activating the sub task. The
simulation results are shown in Figs. 3 and 4.

Fig. 3. Shift of the COM of the manipulator in the robot frame.
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Figure 3 shows the transition of the COM of x, z coordinates in the robot frame.
When the sub-task activated states, the decrease of the COM of x direction is clearly
shown. Figure 4 represents the reduction in thrust. During the simulation when the sub-
task is activated, the position of the manipulator COM is closer to the robot body the

Fig. 4. Eight thrust plots of the underwater robot. The blue line indicates the sub-task activated
state, and the red line indicates the non-sub-task activated state. (Color figure online)
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thrust of the robot is lower than that during non-activated simulation. The thrusters 1, 2,
3, 4 are vertical thrusters used for the vertical movement for the body and compen-
sating for the weight of the manipulator. The thrusters 5, 6, 7, 8 are horizontal thrusters
used for horizontal movement for the body. The decrease of the vertical thrusters is
specifically shown, because the transition of the torque on the body due to the transition
of the COM of manipulator is almost compensated by the virtual thrusters.

4 Conclusion

In this paper, motion planning that reduces the thrust of the robot using null-space is
presented. The thrust is reduced by moving the COM of the manipulator by moving the
robot’s position and the manipulator’s joint angle. The relocation of the manipulator’s
COM does not disturb the main task by multiplying the null-space matrix. The result of
simulation shows the shift of the COM of the manipulator and the decrease of the thrust
of the robot.

We are going to use motion planning for experimenting with a real robot through
teleoperation and autonomous manipulation and add more sub tasks with task-priority
redundancy for dexterous and autonomous underwater manipulation.
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Abstract. The English Premier League (EPL) is one of the most widely cov-
ered league in the world. The prediction of football matches, particularly EPL
has received due attention over the past two decades by means of both con-
ventional statistical and machine learning approaches. More often than not, the
predictions reported in the literature have rather been dissatisfactory in fore-
casting the outcome of the matches. This work offers a unique approach in
predicting EPL match outcomes, i.e., win, lose or draw by considering top six
teams in the league namely Manchester United, Manchester City, Liverpool,
Arsenal, Chelsea and Tottenham Hotspur over the span of four consecutive
seasons from 2013 to 2016. Fifteen features were selected based on their rele-
vance to the game. Six different Support Vector Machine (SVM) model varia-
tions viz. linear, quadratic, cubic, fine radial basis function (RBF), medium
RBF, as well as course RBF were developed to predict the match outcomes.
A five-fold cross-validation technique was employed whilst, a separate fresh
data was supplied to the best model developed in evaluating the predictive
efficacy of the model. It was demonstrated from the study that the linear SVM
model provided an excellent prediction accuracy of 100% on both the trained as
well as untrained data. Therefore, it could be concluded that the selection of the
relevant features, as well as the methodology employed, could yield a reliable
prediction of top six EPL clubs match outcomes.

Keywords: Support Vector Machine � Football � Match outcome �
Feature selection

1 Introduction

The forecasting or the prediction of a football match outcome has received considerable
attention by the scientific community at large owing to the unique interest in providing
meaning to the game play that could improve a team’s performance and management.
The prediction of the matches often entails the winning, losing or the draw of either the
home or away team. Nonetheless, the prediction of the results is somewhat intricate due
to the myriad of factors that should be taken into consideration, for instance a team or a
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club may possess all the essential match indicators such as possession, successful pass,
good finish, and yet the team is unable to win the match against their opponent [1]. As a
result, a number of studies carried out that are available in the literature are unable to
demonstrate reliable models with sound prediction [2–4].

The aim of match prediction by means of statistical tools is to outperform the
forecasting provided by bookmakers which are solely grounded on subjective and other
observational methods that are used to set odds on the results of football matches [5].
The most prominent used statistical means of prediction is ranking. The ranking system
is merely a technique of assigning a rank to each club in relation to their previous
match results, as such the highest rank is given to the strongest club. The match status
can, therefore, be predicted by comparing the opponent’s ranks [6]. Although the
ranking system has been widely recognised in the prediction of football by many
football organising body such as FIFA and World Football Elo Ratings, there are
certain noticeable drawbacks to football prediction that are based on the ranking sys-
tem. Ranks attributed to the clubs do not discriminate between the club attacking as
well as defensive strengths. The techniques are combined averages which do not
account for skill and pattern changes in football teams. Furthermore, the ranking
system is mainly developed to sort various football teams based on their average
strength but not to predict the results of football games.

Another system of prediction in football is the rating technique. While the ranking
system as previously explained as referring solely to team order, in rating techniques
each team is progressively assigned a scale of strength indicator. In addition, the rating
can be ascribed not only to a team but also to its other essential performance indicators
such as the strength of attacking and defence, a home advantage as well as the skills of
a specific player within the team [7]. A typical example of a rating technique is the
pirating system that gives measures of a relative superiority between teams based on
specific pre-defined performance indicators. Despite the broader acceptance of this
system and its reported superiority in terms of profitability against the betting market,
some of the measures are reliant upon individual opinions and understanding of the
game since player as well as a team assessment or rank in a football game may differ
from one person to another. These issues lead researchers in search of other scientif-
ically based methods for prediction. The use of artificial intelligence and other con-
ventional means with the aim of providing an objective evaluation of match prediction
by considering a set of performance indicators began to receive attention.

Researchers began an investigation on statistical models for football prediction
since the 90s. However, the initial model of match analysis data was earlier proposed
by [8]. The analysis was conducted using both Poisson distribution and negative
binomial distribution. The author reported that both methods could provide an adequate
fit for the prediction of results in football matches. Similarly, a series of ball passing
during a match play was analysed by means of binomial distribution, and it was
concluded that more goals were scored from a series of higher passing sequences as
opposed to lesser passes [9]. Although the accuracy level of the predictions was not
adequate from the earlier attempts by researchers, it was reported that indeed football
outcomes are to some degree predictable and not merely a matter of coincidence or
chance [9].
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In recent years, machine learning algorithms have gained due attention in predicting
soccer match results. Ulmer and Fernandez [10] evaluated different classifiers namely
Baseline, Gaussian Naive Bayes (GNB), Multinomial Naive Bayes, Hidden Markov
Model, Linear Support Vector Machine (SVM), Radial Basis Function (RBF) SVM
and Random Forest in predicting win, draw or lose of EPL for 10 seasons (2002/2003
to 2011/2012). The features selected were the home team, the away team, the score, the
winner, and the number of goals for each team. The findings of the study were rather
inconclusive, as none of the models evaluated could achieve reasonably well classi-
fication with respect to the evaluated data. This could be due to the randomness and the
variation of the tactical and technical capabilities employed by the teams over the span
of 10 years.

Artificial Neural Network (ANN) and Logistic Regression (LR) has also been
utilised in predicting EPL results [4]. Nine features were selected in their investigation,
i.e., home and away goals, Home and away shots, home and away corner, home and
away odds, home and away attack strength, home and away players’ performance
index, home and away managers’ performance index, home and away managers’ win,
home and away streak. The data was extracted from a total of 110 matches played in
the 2014/2015 EPL season, in which only 20 sets of matches were used to evaluate the
models predictive ability. It was shown that the ANN model is able to yield 85%
classification accuracy, whilst the LR provided 93% accuracy. However, it is worth
noting that direct comparison of the aforesaid models could not be established as the
ANN model classified 3 classes namely win, lose or draw, whilst the LR only classifies
win or loss. Therefore, the 93% accuracy attained from the LR might be misleading as
one of the class has been eliminated whilst evaluating the classification accuracy.

In an extended study, a Gaussian-based SVM has also been investigated in pre-
dicting match results of EPL data [3]. The author employed the same methodology with
respect to the selection of features mentioned in [4]. Nonetheless, the prediction
accuracy attained was merely 53.3% in classifying correctly win, lose or draw. The
author suggested that this form of SVM model is unsuitable for the prediction of the
match status. It is worth to note, that the undesirable accuracy level may be caused due
to the inadequacy of the data trained.

A polynomial classifier was applied to evaluate its ability in predicting the outcome
of football matches in different leagues namely EPL, season 2014/2015; La Liga Pri-
mera Division (LLPD), season 2014/2015; and Brazilian League Championships,
seasons 2010 (BLC 2010) and 2012 (BLC 2012) [11]. The features selected for the
EPL and LLPD in the study are home team goals, away team goals, home team goals
shots, away team goals shots, home team shots on target, away team shots on target,
home team hit woodwork, away team hit woodwork, home team corner, away team
corner, home team foul committed, away team foul committed, home team offside,
away team offside, home team yellow card, away team yellow card, home team red
card and away team red card. However, 54 features were selected for the BLC. The
proposed model was evaluated against a number of machine learning algorithms that
are available in WEKA namely, naïve Bayes (NB), decision tree (DT), multi-layer
perceptron (MLP), radial basis function (RBF) and support vector machine (SVM). It
was shown that the proposed algorithm managed to attain an accuracy of 0.99, 0.99,
0.99 and 0.98, for EPL, LLPD, BLC 2010 and BLC 2012, respectively. Although, high
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classification accuracy was attained, nonetheless, only cross-validation and sliding
window techniques were used to evaluate the model on existing data set (one season),
no fresh data was supplied to evaluate the efficacy of the prediction model against fresh
data.

Amongst the earlier works of predicting football results using machine learning
techniques were carried out by Joseph, Fenton and Neil [12]. The authors focused on
the prediction capability of expert Bayesian Network (eBN) against decision tree
learner (MC4), NB, Data Driven Bayesian, and a k-nearest neighbour classifier in
determining the match outcome for Tottenham Hotspur Football Club for a period of
two consecutive seasons, i.e., 1995/1996 and 1996/1997. The selection of the seasons
is made based on the availability of the key players during the period selected for the
aforesaid study. The features considered are the availability of the key players evalu-
ated at that time, the playing of a particular player playing in midfield, the quality of the
opposing team, the quality if the Spurs attack, the quality and performance of the
Spurs’ team as well as the venue, i.e., home or away. The test and training data were
separated across the seasons. It was demonstrated from the study that the eBN provided
a more accurate representation of the win, lose or draw for Spurs with an accuracy of
59.21% against the evaluated learners which does not surpass the efficacy of eBN in the
study. It is noted whilst the study applied a rather appropriate methodology of eval-
uating a particular football club, the classification accuracy attained could be further
improved through the inclusion of other parameters such as reported in [11] as well as
the employment of other machine learning algorithms.

In response to the above-mentioned study, Razali et al. [2] applied BN to predict
EPL match results, by considering three seasons (2010–2013). The features selected are
akin to [11] with the omission of home and away team hit woodwork, home and away
team offside as well as the inclusion of half-time home and away team goals and
fulltime home and away team goals. A cross-validation technique, i.e., 10-fold cross-
validation was used for the entire data set. The prediction accuracy attained by
employing the BN was reported to be 75.09%. It was postulated from the study that the
overall prediction accuracy is more superior to that obtained in [12]. However, the
claim made by the authors are rather misleading, as the methodology applied in both
studies are entirely different.

The present study introduces a different approach to predict EPL matches results by
considering the top six clubs namely Manchester United, Manchester City, Liverpool,
Arsenal, Chelsea and Tottenham Hotspur in the league over the span of four consec-
utive seasons from 2013 to 2016. The rationale for the selection of the teams is to
eliminate the changes of the teams appearing in the league for a given season.
Moreover, the teams selected are incumbent throughout the seasons investigated. This
is necessary in order to develop a reliable predictive model in forecasting the match
results of the teams evaluated in the present study. This study explores six different
variations of SVM models namely linear, quadratic, cubic, fine RBF, medium RBF,
and Coarse RBF that has yet been investigated. Furthermore, in this study, we separate
the data from each season for independent testing of the best-evaluated SVM algo-
rithms to attest its predictive efficacy.
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2 Methods

The data set for the present study contained the results of the top six EPL clubs
(Manchester United, Manchester City, Liverpool, Arsenal, Chelsea and Tottenham
Hotspur) for four consecutive seasons (2013 to 2016) obtained from http://www.
football-data.co.uk/. As each of the 6 teams plays against all the other teams twice per
season over the span of four years, the total games evaluated are 456 matches in which
the data was randomly separated to 319 and 137 for training and independent testing,
respectively. The independent testing here essentially refers to fresh, untrained data
used to evaluate the efficacy of the best-predicted model in predicting the classes of the
outcome of the matches across all seasons and teams. The selection of the features in
the present study is made based on relevant literature in their ability to determine the
match outcome results. For each game, our dataset included 15 features namely, the
home and away team goals [13, 14], the outcome of the match [15, 16], the home and
away team shots as well as shots on target [15, 17], the home and away team fouls [14],
the home and away team corners [14, 18], the home and away team yellow cards as
well as red cards [14]. The outcomes of the match are defined as the home win (H),
draw (D) and away win (A).

In the present investigation, Support Vector Machine (SVM) is utilised. SVM is a
supervised learning method that is capable of correctly classifying the multi-class
classification problem, i.e. outcome of the match evaluated in the present study, namely
A, D, and H through the acquisition of the optimal hyperplane [19]. The attainment is
achieved through the identification of the greatest distant between the classes that in
turn minimises the risk of misclassification for both the training and validation data set.
The general SVM classification function is given by

f xð Þ ¼
Xl

i¼1

yiaiK xi; xð Þþ b ð1Þ

Whereby K(xi,x) is the kernel function that is used to measure the training vector (xi,x).
In the present investigation, several kernel functions are evaluated with respect to its
effectiveness in correctly classifying the A, D, and H. The kernel functions employed
are the linear, quadratic, cubic, fine Radial Basis Function (RBF), medium RBF as well
as the coarse RBF. The scale of the fine, medium and coarse RBF is defined by
0.25 * p0.5, p0.5, and 4 * p0.5, respectively where p is the number of predictors, i.e.
fourteen. The sequential minimal optimisation algorithm is used as the solver for the
training of the model.

The fivefold cross-validation technique was employed as this form of validation
method mitigates the problem that arises from overfitting [20–22]. A total of 319
observations is randomly split into five subgroups, and one of the five subgroups are
utilised as the testing data, whilst the remaining four are used as the training data for
each iteration. The average performance over all the folds is then computed. Moreover,
the remaining data from the overall observation, i.e. 137 was consequently used to
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evaluate the ability of the classifier models developed to ascertain A, D and H, on fresh
data. The classification analysis was carried out by means of MATLAB 2016a
(Mathworks Inc., Natick, USA).

The different variation of the SVM investigated in this study are assessed by means
of a number of performance metrics namely overall classification accuracy (OA), as
well as Cohen’s kappa (j). The OA suggests the overall effectiveness of the tested
classifier. The Cohen’s kappa statistic, j provides the insight on the degree of con-
sistency between the observers’ reliability, and it ranges between 0 to 1 [23]. The
general guideline on evaluating the aforesaid metric is if the coefficient value is 0, it
suggests that there is no agreement, 0 to 0.20 as slight, 0.21 to 0.40 as fair, 0.41 to 0.60
as moderate, 0.61 to 0.80 as substantial, 0.81 to 0.99 as almost perfect, whilst 1
indicates perfect agreement. The confusion matrix allows for the apparent observation
of the correctly classified and misclassified observations.

3 Results and Discussion

It is evident from the tabulated results (Table 1) that the linear-based SVM model
provides an excellent classification of the outcome of the match on the trained data set.
The quadratic and cubic based SVM models are able to produce reasonably high
classification through the evaluation of all the assessed performance variables. This is
followed by the medium RBF based SVM model. However, it is evident that the fine
RBF is unsuitable for predicting the correct classification for the outcome of the
matches. Through the present investigation, it is apparent that the linear and quadratic
based kernel functions may be useful in identifying the outcome of the match based on
the predefined match features. The OA and the j evaluations are also illustrated in
Figs. 1 and 2, respectively. Moreover, the best SVM model attained, i.e., linear SVM
was tested upon fresh data to evaluate its prediction efficacy and it was observed that no
misclassification transpired, suggesting that the developed model is sound in predicting
the match outcome for the six selected teams.

Table 1. Model evaluation

Evaluation metrics
Kernel Functions OA (%) j

Linear 100 1
Quadratic 98.75 0.973
Cubic 94.36 0.876
Fine RBF 62.28 0
Medium RBF 83.70 0.623
Coarse RBF 69.91 0.032
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The findings from the present investigation, suggests that the employment of SVM,
particularly linear SVM is able to predict accurately the match status of the six top EPL
clubs. Moreover, it could also be concluded, that the selection of the features is
appropriate, as it could yield excellent classification predictions. The findings from the
study could provide a considerable insight to the coaches with that the selected features
are non-trivial in ascertaining the team’s probability in losing, winning or draw for a
given match. It could be observed from the literature, that the selection of the features
adopted by the researchers [2–4, 11, 12], could not yield the classification accuracy as
attained in the present study, suggesting that the features evaluated in this study could
be valuable in the body of the literature in predicting football matches results partic-
ularly EPL and could be extended to other leagues.

Fig. 1. The overall accuracy of the evaluated SVM models

Fig. 2. The Cohen’s Kappa evaluation of the trained SVM models.
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Another possible reason for the inability to attain reasonable accuracy by the
aforesaid researchers could be due to the methodological design of their study. It is
evident that a number of researchers [2–4, 10] neglected or fail to consider the
movement (relegation and/or promotion) of the teams between division across the span
of the seasons investigated as suggested by [16]. However, it is worth to note, that the
present study, adapted the route taken by [12], in which a particular club viz. Spurs is
monitored across the seasons evaluated, whilst in this study considered top six EPL
clubs. Although the classification accuracy reported by [12] is rather low, the selection
of the features as well as the selection of the machine learning algorithms that might not
be suitable for the set of data investigated. The present study, took a different approach
to mitigate the issues observed in [12], by incorporating different machine learning
algorithm extended seasons observation [24, 25], the number of clubs assessed as well
as the features selected.

4 Conclusion

The present study investigates the efficacy of a variation of SVM models in predicting
the outcome of top six EPL clubs throughout the 2013–2016 season. It was demon-
strated from the study that the linear SVM model was able to provide exceptional
prediction capability on both trained and untrained data set. The excellent prediction
observed could be due to the different methodological approach that was not consid-
ered in the existing literature, i.e., the selection of relevant features, the extended span
of observation and limiting the observation to the top six teams that are unaffected by
relegation and promotion. The adopted unique methodology employed in the present
study could be further extended in other leagues as well as different sports.
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