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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to
global positioning system (GPS) and compatible with other global navigation
satellite systems (GNSS) worldwide. BDS will provide highly reliable and precise
positioning, navigation and timing (PNT) services as well as short-message com-
munication for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering and boost the development of the satellite
navigation industry in China and in the world.

The 10th China Satellite Navigation Conference (CSNC2019) is held during
May 22–25, 2019, Beijing, China. The theme of CSNC2019 is “Navigation, 10
Years and Beyond”, including technical seminars, academic exchanges, forums,
exhibitions and lectures. The main topics are as follows:

Conference Topics
S01 Satellite Navigation Applications
S02 Navigation and Location-based Service
S03 Satellite Navigation Signal and Signal Processing
S04 Satellite Orbit and System Error Processing
S05 Spatial Frames and Precise Positioning
S06 Time Primary Standard and Precision Time Service
S07 Satellite Navigation Augmentation Technology
S08 Test and Assessment Technology
S09 User Terminal Technology
S10 PNT System and Multi-source Fusion Navigation
S11 Anti-interference and Anti-spoofing Technology
S12 Policies, Regulations, Standards and Intellectual Properties

v



The proceedings (Lecture Notes in Electrical Engineering) has 114 papers in 12
topics of the conference, which were selected through a strict peer review process
from 371 papers presented at CSNC2019. In addition, another 156 papers were
selected as the electronic proceedings of CSNC2018, which are also indexed by
“China Proceedings of Conferences Full-text Database (CPCD)” of CNKI and
Wan Fang Data.

We thank the contribution of each author and extend our gratitude to 251
referees and 53 session chairmen who are listed as members of editorial board. The
assistance of CNSC2019’s organizing committees and the Springer editorial office
is highly appreciated.
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Abstract. When the navigation satellite GEO performs a station keeping, high-
precision orbit elements are required. The analytical solution can hardly meet
the high-precision requirement while the spectrum analysis method based on
Fourier analysis theory has limitations. The Hilbert-Huang transform theory
decomposes the signal adaptively into a finite number of intrinsic modes and
residual signals that characterize the trend of the signal through empirical mode
decomposition. It is strong adaptable and frequency sensitive, so that it can give
spectral analysis to the oscular orbit ephemeris sequence effectively. By ana-
lyzing the data of Beidou 3G01 satellite positioned on November 9th, 2018, a
clear time-varying frequency and a set of mean orbit elements that characterize
the mean motion are obtained.

Keywords: GEO � HHT � EMD � Orbit element

1 Introduction

The Beidou-3 project is a global satellite navigation system independently built by
China, including three geosynchronous orbit GEO satellites. Due to the influence of the
orbit motion, the geosynchronous satellites have long-term, long-period, medium-long
and short terms. In order to maintain the fixed position, the satellite needs to overcome
long-term and long-period perturbation. This raises a high demand for the identification
and separation of periodic motion. When the geosynchronous orbit satellites perform
position maintenance (especially for colocation control), in order to eliminate the
coupling effect of the positioning target, the short term perturbation needs to be sepa-
rated from the satellite ephemeris [1]. In order to improve the accuracy of navigation
calculations and reduce the computational load of on-board computers, it is also nec-
essary to accurately compress the satellite oscular ephemeris. The mean orbit elements
and quasi-mean elements using analytical methods are important method for separating
the short terms of the periodic perturbation motion of geosynchronous satellites. In
1959, Kozai used the idea of averaging in nonlinear analytical mechanics to propose the
mean orbit element for the perturbation motion of satellites in the Earth’s non-spherical
gravitational field [2]. The mean elements method can be used to construct the small
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deviation perturbation form solution of the satellite perturbation equation, which plays
an important role in the satellite orbit determination and quantitative analysis of satellite
motion [3]. The analysis method has several problems. The form of the power series will
be very complicated when the solution order is high. The coherence of the solution also
makes it difficult to identify and separate the periodicity of the perturbation motion. It is
also difficult to accurately separate the satellite short term perturbation caused by Three-
body gravity and solar radiation pressure. Only the lunar gravity causes the eccentricity
to be half-month short-term term of about 0.00005. With the development of dynamic
model and computer technology, the orbit accuracy of geosynchronous satellites has
reached centimetres [4]. At the same time, the theory and method of time-frequency
signal analysis such as wavelet analysis have also made great progress. From the per-
spective of engineering application, this paper uses the numerical calculation method to
identify and separate the periodic perturbation information of the satellite precise
ephemeris, and obtain the high-precision mean orbit elements.

2 Mean Orbit Elements Calculation

2.1 Analytical Method

The mean orbit elements method was firstly applied by Kozai [1] to the analytical
solution of the earth satellite under the influence of the perturbation of the earth’s non-
spherical gravitational force (mainly with harmonics j2, j3 and j4). The mean elements
can represent the sum of the zero-order term, the first-order long-term change term, the
second-order long-term change term, and even the higher-order long-term change term.
The mean elements including only the second-order long-term change term is con-
structed as follows:

�r tð Þ ¼ �r 0ð Þ tð Þþ r1 t � t0ð Þþr2 t � t0ð Þþ � � �
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Liu et al. proposed the concept of quasi-mean elements [5]. The quasi-mean ele-
ments only separated the short term of the perturbation solution. The difference is that
the quasi-mean elements also includes a first-order long-period term, a second-order
long-period term, and even a higher-order long-period term, that is,

4 N. Ye et al.



�r tð Þ ¼ �r 0ð Þ tð Þþ r1 t � t0ð Þþ r2 t � t0ð Þþ � � �ð Þ
þ rð1ÞL t � t0ð Þþ rð2ÞL t � t0ð Þþ � � �
� � : ð2:2Þ

Since the formula of the mean elements containing only the second-order long-term
term is already quite complicated, the analytical expression is not given here. It should
be pointed out that the long-period term of the eccentricity e and the orbital inclination i

is not 0, although. The first-order long-period term of a að1ÞL t � t0ð Þ ¼ 0, but its second-

order long-period term að2ÞL t � t0ð Þ is not 0. Therefore, the six mean orbit elements
contain periodic variation terms, and these periodic variation terms cannot be elimi-
nated by polynomial fitting.

The advantage of the analytic method is that the physical meaning is clear, and it
can be converted between the oscular elements and mean elements. However, the high-
order term structure is complex, the rounding error is large, and the analytical solution
for the dissipative perturbation is low, the conversion accuracy too low to meet the
needs of high-precision numerical calculation.

2.2 Harmonic Decomposition

Determining the coefficients in the expansion is a classic time domain fitting problem
when the long-term term order and the periodic term frequency are known. For the
orbit elements of any epoch time, there is:
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akUk tð Þ ¼ UT tð ÞP; t 2 t0; tf
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The orbit elements at time series ti 2 t0; tf
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The above equations are generally over determined equations, and the least squares
solution is:

P̂ ¼ UTU
� ��1

UT f ; ð2:5Þ

where f ¼
f t1ð Þ
..
.

f tnð Þ

0
B@

1
CA, U ¼

UT t1ð Þ
..
.

UT tnð Þ

0
B@

1
CA.
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When the long-period term is decomposed by the ephemeris signal with a short
time, the conditional number of the regular matrix will be very large, close to the ill-
conditioned matrix, and the more stable coefficient matrix singular value decomposi-
tion algorithm is often used in practical.

The limitation of the harmonic decomposition method is that the basis function
frequency is fixed and cannot adapt to the processing of time-varying signals. How-
ever, there is a frequency coupling phenomenon in the fine perturbation modelling, and
the actual perturbation period is not fixed. This method is also subject to the incom-
pleteness of rounding error and perturbation modelling, and the adaptability is not
strong.

2.3 Hilbert-Huang Transformation

In 1996, American Chinese Norden. Huang et al. created a time-frequency analysis
method for Hilbert-Huang Transformation (HHT) for the concept of instantaneous
frequency [6, 7]. The method proposes the concept of Intrinsic Mode Functions
(IMF) and the method of decomposing arbitrary signals into intrinsic mode functions—
Empirical Mode Decomposition (EMD), which establishes the instantaneous frequency
as a basic variable that characterizes the alternating signal, and a time-frequency
analysis method in which IMF signal is the basic time domain signal.

Since the orbital perturbation cannot be fully modelled and the perturbation fre-
quency is coupled, the unmodelled periodic components cannot be completely sepa-
rated using a finite fixed basis function. Regardless of the physical constraints, the
Fourier decomposition will bring false periodic signals and false frequency phenomena.
Limited by the uncertainty of Heisenberg, the time-frequency analysis method based on
Fourier analysis theory cannot describe the transformation of frequency with time. The
perturbation orbit is a typical nonlinear non-stationary time series. The HHT theory
adaptively decomposes the orbital signal into a finite number of IMFs and residual
signals that characterize the trend of the signal through EMD. It has strong adaptive
performance and sensitive frequency detection. By performing a HHT on the sequence
of oscular orbit element, the mean orbit elements that characterize the motion can be
obtained.

The characteristic of HHT is that it does not directly perform Hilbert transform on
the signal, but first studies the reasonable definition of the IMF signal, and uses EMD
method to decompose the signal into IMFs, and calculates each component separately
by the definition of instantaneous frequency. HHT not only utilizes the reasonable
definition of instantaneous frequency, but also consistent with the multi-component
result recognition of the signal, which can more accurately reflect the physical char-
acteristics of the system.

6 N. Ye et al.



3 Analysis of Algorithms

3.1 Dynamic Perturbation

Due to the J22 term of the ellipsoid of the Earth’s equatorial plane, that is, the triaxiality
of the Earth, the stationary orbiting satellite at the nominal longitude k receives an
additional tangential gravitational acceleration. The tangential acceleration will cause
the semi-major axis of the geostationary orbit to change, which will cause the orbital
flat motion to be inconsistent with the angular velocity of the Earth’s rotation, causing
the satellite to deviate from the nominal fixed-point longitude. The perturbation
equation for the semi-major axis of the stationary orbit caused by the non-spherical
perturbation of the Earth is:

da
dt

¼ � 2
3
ac
nc

� Ck

Ck ¼ �3n2c

�6J22 Re
ac

� �2
sin 2 k� k22ð Þ

þ 3
2 J31

Re
ac

� �3
sin k� k31ð Þ

�45J33 Re
ac

� �3
sin 3 k� k33ð Þ

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

ð3:1Þ

Where ac is the semi-major axis of the geostationary orbit. nc is the angular velocity
of the earth’s rotation. Jnm and knm are the Earth’s gravitational field association
Legendre polynomial coefficient and geographic longitude, respectively. E is the
satellite longitude of the satellite.

Sun and moon perturbation does not produce long-period perturbations on the
semi-major axis of the stationary orbit. The half-long axis change rate of the orbit in
one circle is zero, but a short period is generated for the semi-major axis of the orbit,
and the period is half a solar day. The amplitude of the short term change rate is related
to the elevation angle of the sun and the moon to the celestial equator and the phase of
the sun and the moon. The short term oscillation of the semi-major axis of the sun and
moon perturbation orbit is expressed as:

da
dt

¼ �3as
n2k
ne

cos2 dk sin 2kk ð3:2Þ

Where as ¼ 42164:2 km is the semi-major axis of the stationary orbit under the
two-body problem. nk is the angular velocity of the third body (day, month) around the
center of the earth, ne is the angular velocity of the earth’s rotation, dk is the vertical
angle of the third body, and kk is the difference between the right ascension of the
satellite and the third body.

The short term perturbation of the semi-major axis of the stationary orbit caused by
the sun’s light pressure, is a period of one day. The amplitude of the semi-major axis
caused by light pressure is greatest when the sun is at the vernal equinox or the
equinox. The specific expression is:

Calculating the Mean Orbit Elements of Navigation Satellites Using HHT 7



da
dt

¼ 2
n
CR

S
m

	 

P0 cos ds sin l� asð Þ ð3:3Þ

Where n is the orbital angular velocity, CR is the optical pressure coefficient, S
m is

the area to mass ratio, P0 is the solar radiation pressure per unit area, ðas; dsÞ is the solar
right ascension declination, and l is the satellite mean right ascension.

Similarly, it modeled by the perturbation potential, to establish and eccentricity
perturbed inclination motion equation is as follows:

de
dt

¼ 1� e2
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�
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ð3:4Þ

The effects of the perturbation on the long-term, long-period, medium and short
period and short-term caused by the number of orbits are organized as follows
(Table 1):

Where ns ¼ 0:0172, nm ¼ 0:23, ne ¼ 6:283 (radian/day), the eccentricity vector is
defined as e* ¼ e cosðXþxÞþ je sinðXþxÞ, and the inclination vector is defined as
i ¼ i cosðXÞþ j i sinðXÞ.

Table 1. The perturbation effects on orbit elements

Cycle/frequency Perturbation
source

Semi-
major
axis

Eccentricity
vector

Inclination
vector

Long
term

Constant term Two-body
perturbation

p p p

first degree term Sun and moon
gravity

p

Long
period

Year/ns Solar gravity
p p

Half year/2ns
p

Quarter/3ns
p

Medium
and short
period

Mouth/nm Lunar gravity
p p

Half mouth/2nm
p

Ten days/3nm
p

Short
period

Day/ne Earth’s non-
spherical
perturbation/sun
and moon
gravity/solar
pressure
perturbation

p p p
Half day/2ne

p p p
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3.2 Empirical Mode Decomposition

The intrinsic mode function IMF defined in the HHT transform is a type of signal that
satisfies the physical interpretation of a single component signal [8]. At each moment,
there is only a single frequency component, which is the instantaneous frequency in the
physical sense. The IMF component must satisfy the following two conditions: one is
that the number of extreme points and the number of zero crossings are the same or at
most one, and the other is that the upper and lower envelopes are locally symmetric
about the time axis.

The empirical mode decomposition EMD method assumes that any signal is
composed of different IMFs [9]. The method steps are: first finding the maximum value
and the minimum value of the signal xðtÞ, and obtaining the upper envelope UxðtÞ and
the lower envelope LxðtÞ of the signal by cubic spline fitting, and calculating the mean
value of the upper and lower envelopes:

m1ðtÞ ¼ UxðtÞþ LxðtÞ
2

ð3:5Þ

Subtracting this mean m1ðtÞ from the original signal x(t) signal yields the first
component h1ðtÞ, i.e.: h1ðtÞ ¼ h1ðtÞ � m1ðtÞ Check whether h1ðtÞ is the two conditions
that satisfy the IMF component. If it is not satisfied, perform the re-screening, that is,
calculate the mean line m1ðtÞ through the upper and lower envelopes of h1ðtÞ, and
obtain a new component. Repeat the above process k times:

h1kðtÞ ¼ h1ðk�1ÞðtÞ � m1kðtÞ ð3:6Þ

Until h1kðtÞ satisfies the condition of the IMF component, the h1kðtÞ obtained at this
time is taken as the first IMF component C1 ¼ h1kðtÞ, which contains the local high
frequency portion of the original signal xðtÞ.

Subtracting C1 from the original signal xðtÞ yields the residual signal r1ðtÞ:

r1ðtÞ ¼ xðtÞ � C1 ð3:7Þ

The residual signal is subjected to screening as described above to obtain more IMF
until the final IMF is separated. The final residual signal rnðtÞ is a constant or constant
trend change, which is the long-term trend of the number of mean orbital element in
this scenario.

At this point, the signal xðtÞ is decomposed into the sum of n IMFs and residual

signal rnðtÞ: xðtÞ ¼
Pn
1
CiðtÞþ rnðtÞ.

3.3 HHT Perform

The mathematical basis of the Hilbert Transform (HT), proposed by the German
mathematician Hilbert, is an important tool in signal analysis [10, 11]. Perform a
Hilbert transform on each IMF with the expression:

Calculating the Mean Orbit Elements of Navigation Satellites Using HHT 9



CiðtÞ ¼ CiðtÞ � 1
pt

¼ 1
p
P
Z þ1

�1

CiðsÞ
t � s

ds; ð3:8Þ

where P is the Cauchy principal value. The HT can be understood as the IMF passing a
linear time-invariant system with a unit impulse response of 1

pt.
Constructing an analytical signal:

ziðtÞ ¼ CiðtÞþ jCiðtÞ ¼ aiðtÞej/iðtÞ ð3:9Þ

where aiðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
i ðtÞþC

2
i ðtÞ

q
is the amplitude and /iðtÞ ¼ arctanðCiðtÞ=CiðtÞÞ is the

phase. The instantaneous frequency of each IMF is defined as xiðtÞ ¼ d/iðtÞ
dt , then the

signal can be expressed as:

xðtÞ ¼ Re
Xn
i¼1

aiðtÞej
R

xiðtÞdt þ rnðtÞ ð3:10Þ

The signal amplitude can be expressed as a function of time t and instantaneous
frequency xiðtÞ, so called the Hilbert spectrum. Due to the introduction of instanta-
neous frequency, the limitation of Fourier variation is broken, so that HHT transform
can be applied to the processing of nonlinear systems and non-stationary signals.

4 Calculation Results

The Beidou-3 satellite project is a global satellite navigation system independently built
by China, including five GEO satellites pointing at 60°, 80°, 110°, 140° and 160° east
longitude. Beidou 3G01 is the first geostationary orbit satellite of the Beidou-3 project.
It was launched at the Xichang Satellite Launch Center on November 1, 2018, Beijing
time and was successfully positioned on November 9th, Beijing time. It can provide
large-capacity short message service, and satellite-based enhancement services for civil
aviation users. In this paper, 3 months numerical predicted oscular orbit of Bei-
dou3G01 is analyzed.

4.1 EMD Decomposition

HHT is a repetitive cycle decomposition process. In theory, the decomposition ends
when the signal margin cannot be decomposed into more IMFs. However, the last few
IMF amplitudes are often too small to lose physical meaning, but if the conditions are
too loose, the useful signal components may be lost. Since the evolution of the orbit
affected by perturbation is a deterministic nonlinear process, the frequency components
of main perturbation can be estimated. Therefore, the number of iterations of the
decomposition termination is consistent with the main perturbation period of Sect. 3.1,
which has a clear physical meaning. The EMD decomposition of the semi-major axis
and the eccentricity vector is shown in figure, where the eccentricity vector is processed
as a complex signal (Figs. 1, 2 and 3):

10 N. Ye et al.
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It can be seen from the figure that the semi-major axis EMD decomposes 2 IMFs,
corresponding to the daily and half-day periods of the semi-major axis perturbation
evolution. The eccentricity vector decomposes 4 IMFs, corresponding to the year,
month, day, and half-day periods of the eccentricity vector perturbation evolution.

4.2 Frequency Analysis

Decomposition semi-major axis as an example, perform HT to 2 IMF signals, the
instantaneous frequency of the information changes over time, as shown (Fig. 4):

si
gn

al

EMD, φ/2π=0.50

im
f1

im
f2

im
f3

im
f4

2000 4000 6000 8000 10000 12000

re
s.

Time sequence

Fig. 3. EMD decomposition for imaginary part of eccentricity vector
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As it can be seen from the figure, since the coupling perturbation period and other
factors, the two frequencies obtained from IMF component are not constant but varies
with time. HHF visually shows this change. The blue component IMF1 frequency is
approximately twice the red component IMF2, corresponding to the semi-major axis
perturbation day period term and half-day period term, respectively, and the physical
meaning is clear.

4.3 Mean Orbit Elements Evolution

Apply the analytical method and the HHT methods respectively to the semi-major axis
(topical), eccentricity and inclination vector time series. The comparison results of the
mean orbit elements shown below (Figs. 5, 6 and 7).
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It can be seen from the figure that the mean semi-major axis and the mean
eccentricity vector solved by the HHT method have significantly reduced jitter, and the
stability and accuracy are better than the analytical method. Due to the inclination of
the trend vector is much greater than perturbation fluctuations, it shows rarely differ-
ence between the two methods.

5 Conclusions

For the deficiencies of the analytical method and the Fourier spectrum analysis method,
the Hilbert-Huang transform is introduced. Under the premise that no preset basis
function needed, the HHT transform adaptively decomposes the oscular orbit elements
ephemeris data into multiple IMF components and residual trend information. The
instantaneous frequency information with time is obtained after perform HT to sepa-
rated IMF component, which is consistent with the perturbation analysis result. The
mean semi-major axis and the mean eccentricity vector solved by the HHT method
have significantly reduced jitter, and the stability and accuracy are better than the
analytical method. However, the inclination vector is less obvious because its pertur-
bation fluctuation is far weak than trend.

The instantaneous frequency fluctuations of the separated IMF signals reflect the
error portion of the perturbation period coupling and modelling and real perturbation,
including the influence of the lunar high-order gravitational field and the lunar orbital
eccentricity. The HHT decomposition termination condition problem, the influence of
the fitting method used in searching the IMF, and the endpoint problem causing the
inaccurate frequency estimation [12], etc., can be further explored.
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Abstract. To serve real-time users, orbit prediction is in most cases used to
provide real-time GNSS (Global Navigation Satellite System) orbit products.
With precise Solar Radiation Pressure (SRP) model and sufficient ground
tracking stations in orbit determination, the IGS (International GNSS Service)
states that the officially published GPS Ultra-rapid (IGU) orbit products are
prepared with 1D mean RMS of 5 cm. However, for the new emerging satellites
the prevailing Empirical CODE Orbit Models (ECOM, ECOM2) are not always
good enough, especially if the spacecraft is a stretched body satellite. In our
former study, we showed that the use of an a priori box-wing (BW) model by
taking our adjusted optical parameters enhanced the ECOM model and resulted
in the best results for Galileo, BeiDou-2 GEO, BeiDou-3e and QZS-1 satellite
orbits. In this contribution, we test the performances of ECOM, ECOM+BW,
ECOM2 and ECOM2+BW models in orbit prediction. Daily precise orbits by
using individual SRP models are taken as observed orbits. Consistencies
between 3-h predicted orbits and precise orbits for individual SRP models are
evaluated. Results show that the pure ECOM2 model performs in general better
than the pure ECOM model for the stretch body satellites. The ECOM+BW
model results in the best predictions for Galileo, BeiDou-2 GEO and QZS-1
satellites, for which the improvement of 3D RMS is about 10%, 50% and 60%
respectively over the pure ECOM model. BeiDou-2 IGSO, MEO and BeiDou-
3e predictions do not benefit much from the a priori box-wing model.

Keywords: GNSS � Solar Radiation Pressure � Orbit prediction � Box-wing

1 Introduction

The IGS began providing GPS Ultra-rapid (IGU) orbit products in November 2000,
originally with updates every 12 h. Then, in April 2004 the update cycle was reduced
to every 6 h (at 00:00, 06:00, 12:00, 18:00 UTC) (Choi et al. 2013). Each IGU is
composed of 24-h observed orbits together with 24-h propagated orbits, and the start-
stop epochs continuously shift by 6 h with each update. 1D mean RMS of the first 6-h
prediction is about 5 cm for GPS and 8 cm for GLONASS, which can satisfy high
accuracy real-time applications fairly well (Hadas and Bosy 2015).

Apart from the fully developed GPS and GLONASS systems, the European Galileo
satellite navigation system, the Chinese BeiDou satellite navigation system (BDS) and
the Japanese Quasi Zenith Satellite System (QZSS) are all advancing towards their
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global or regional services. As stated by the European Global Navigation Satellite
Systems Agency (www.gsc-europa.eu) there are totally 24 Galileo satellites in space by
the end of October 2018. The latest 4 Galileo satellites are still under commissioning
whose signals are not yet available. BDS consists of three types of constellations:
Geostationary Orbit (GEO), Inclined Geosynchronous Orbit (IGSO) and Medium Earth
Orbit (MEO) satellites. By evaluating the performance of BeiDou-3 experimental
(BeiDou-3e) satellites, the next generation BeiDou-3 is proposed to aggregate 3 GEO
satellites, 3 IGSO satellites and 24 MEO satellites (Zhao et al. 2018). QZSS is a
regional satellite navigation system developed by the Japan Aerospace Exploration
Agency (JAXA). With the launches of QZS-4 in October 2017, there are now 4 QZSS
satellites (QZS-1, QZS-2, QZS-3, QZS-4) in orbit.

To enhance the Multi-GNSS service, the IGS initiated the Multi-GNSS Experiment
(MGEX) in August 2011. Montenbruck et al. (2017) summarized the achievements of
Multi-GNSS orbits by a cross-comparison between individual analysis centres over
half a year in 2016. Results show that the RMS values of Galileo, BeiDou-2 and QZSS
orbits are not as good as for GPS and GLONASS orbits. The German Research Centre
for Geosciences (GFZ) started to provide Ultra-rapid Multi-GNSS products since
November 2015 with update every 3 h (Deng et al. 2016). Similar as post-processing
orbits, BeiDou-2 GEO and QZS-1 predictions show worse accuracy than other satel-
lites. In addition to the insufficient number and distribution of tracking stations the
imperfect SRP model also limits the quality of the orbit products.

Technical University of Munich (TUM), one of the Multi-GNSS Experiment
(MGEX) analysis centers has estimated the optical parameters of Galileo, BDS, and
QZSS satellites based on the physical processes from SRP to accelerations (Duan et al.
2018a). We proved that combined with an a priori box-wing model based on our
adjusted parameters the ECOM model results in the best orbits for all the new emerging
satellites except for BeiDou-2 IGSO and BeiDou-2 MEO satellites. Based on this
background, we test also the performance of the ECOM and ECOM2 model as well as
their combination with the a priori box-wing model in orbit prediction.

2 Performance of Our Daily Adjusted Orbits

We have tested the performance of ECOM models and their combination with an a
priori box-wing model that based on our estimated optical parameters at TUM.

– 5-parameter ECOM model
– 5-parameter ECOM+BW model
– 9-parameter ECOM2 model
– 9-parameter ECOM2+BW model.

We use a network of 80 tracking stations, in which all stations track Galileo and
BeiDou-2 observations while 40 stations track QZS-1 observations. Data period starts
from day 180 to day 365 in year 2017. Bernese software 5.3 (Dach et al. 2007) is
modified to support the estimation. Setting and model options are listed in Table 1.
Phase center offset (PCO) and variation (PCV) corrections follow the IGS14 ANTEX.
Earth albedo is considered for all the satellites, but antenna thrust is not yet taken into
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account. Station related parameters are all fixed on the daily GPS Precise Point Posi-
tioning solutions using the CODE products while estimating system bias for each
station. Optical and other box-wing parameters of all the GNSS satellites are taken
from Duan et al. (2018a).

BeiDou-2 IGSO, BeiDou-2 MEO and QZS-1 satellites take two different attitude
modes depending on the elevation of the Sun above the orbital plane bð Þ. When the
absolute value of b is greater equal than 4° BeiDou-2 IGSO and MEO satellites take
yaw-steering (YS) mode while switching to orbit normal (ON) mode in case of the
absolute value of b smaller than 4° (Dai et al. 2015). Ishijima et al. (2009) introduced
that QZS-1 used a YS mode for most of its mission and switched to ON mode when the
absolute value of b is smaller than 20°. In the latest IGS workshop 2018 that was held
in Wuhan, China, we presented the standard derivation (STD) of Satellite Laser
Ranging (SLR) residuals for all the estimated satellite orbits, as shown in Table 2
(Duan et al. 2018b).

Table 1. Settings and model options in orbit determination

Items Value

Observations Undifferenced ionosphere-free
Data arc 1 day
Sampling 5 min
Elevation cutoff 5°
PCO/PCV IGS14 ANTEX
SRP model ECOM w/o BW, ECOM2 w/o BW
Earth albedo Considered (Rodriguez-Solano et al. 2012)
Antenna thrust Not considered
Station coordinate/Troposphere Fixed on GPS PPP solutions (CODE)
Receiver clock Fixed on GPS PPP solutions (CODE)
Satellite clock Estimated
Receiver system bias Estimated

Table 2. STD of SLR residuals for all the satellites (cm)

ECOM ECOM+BW ECOM2 ECOM2+BW

Galileo 8.2 4.2 5.4 5.2
BeiDou-2 GEO 21.2 17.7 18.3 17.2
BeiDou-2 IGSO (YS) 10.0 10.8 14.1 16.4
BeiDou-2 IGSO (ON) 12.3 12.3 15.9 16.5
BeiDou-2 MEO (YS) 12.2 13.1 15.3 16.5
BeiDou-2 MEO (ON) 16.4 17.4 20.0 21.4
BeiDou-3e 14.7 12.5 18.2 12.7
QZS-1 (YS) 19.9 4.8 8.2 7.4
QZS-1 (ON) 33.7 10.5 28.2 19.3
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The pure ECOM2 model performs better than the pure ECOM model for Galileo,
BeiDou-2 GEO and QZS-1 orbits. Combined with the a priori box-wing model the
ECOM model results in the best orbits for all the satellites except for BeiDou-2 IGSO
and Beidou-2 MEO. The reason might be that SRP acceleration varies periodically if a
satellite has asymmetric body dimensions. The higher Fourier series in the ECOM2
model compensate such periodical accelerations better than the ECOM model. How-
ever, deficiencies of the ECOM2 model occur when the QZS-1 satellite takes ON
mode. We also find that the ECOM2+BW results are not as good as for ECOM+BW,
which might indicate that once the periodical accelerations have been correctly mod-
eled it is not necessary to estimate additional higher Fourier series in the Sun-satellite
direction.

3 Evaluation of GNSS Orbit Predictions

Choi et al. (2013) showed how the accuracy of predicted orbits varied with the
observed arc length for GPS satellites. Apart from that, the quality of the observed orbit
itself also plays an essential role in precise orbit prediction (Lutz et al. 2016). However,
since we use different SRP models in orbit determination the observed orbits are not
identical in accuracy. Hence, in this contribution we do not evaluate the absolute
accuracy of the predicted orbits. Only comparisons between the predicted orbits and the
corresponding precise orbits are taken to investigate the consistencies of the predictions
by using different SRP models. The observed arc length is 24 h, and the predicted arc
length is 3 h. Data period starts from day 330 in year 2017 to day 060 in year 2018 for
BeiDou-3e satellites while starts from day 200 to day 300 in year 2017 for all the other
satellites.

RMS values of Galileo, BDS and QZS-1 predictions are discussed one after the
other. Maneuver days of all the satellites are excluded from our analysis. All the
Galileo satellites are constantly in YS mode, the averaged RMS of all the Galileo
satellites over 100 days are shown in Table 3. The 3-h predicted Galileo orbits agree
with the estimated orbits fairly well in all the four cases. The ECOM+BW model
results in the best RMS values in all the three components. The improvements of 3D
RMS are about 10% and 5% over the pure ECOM and ECOM2 models.

For BeiDou-2 GEO satellites the C-band telecommunication antenna contributes to
the z-area, which makes them more like stretch body satellites. The RMS values are

Table 3. Mean RMS of Galileo 3-h predicted orbits (unit: cm)

Solution Radial Along-track Cross-track 3D

ECOM 2.5 5.8 3.4 7.2
ECOM+BW 2.2 5.3 2.4 6.2
ECOM2 2.7 5.5 2.6 6.7
ECOM2+BW 2.7 5.4 2.5 6.6
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shown in Table 4. Obviously, BeiDou-2 GEO orbit predictions benefit much from the a
priori box-wing model. The ECOM+BW model results in the best predictions, which
marks notable improvements of about 50% and 30% over the pure ECOM and ECOM2
models. However, the use of the a priori box-wing model do not help the ECOM2
model for BeiDou-2 GEO satellite in orbit prediction.

BeiDou-2 IGSO and MEO satellites take two attitudes according to the b angle.
Figure 1 shows the daily 3D RMS of 3-h predicted orbits of BeiDou-2 IGSO satellite
C09. Predictions in the ON mode exhibit larger RMSs than those in the YS mode, and
the ECOM2 model shows worse performance than the ECOM model in the ON mode.
The averaged RMSs of all the BeiDou-2 IGSO and MEO satellites are shown in
Table 5. The ECOM+BW model shows the best orbit predictions despite the
improvement over the pure ECOM model is small. RMSs of the ECOM2 model in the
ON mode are two times larger than those of the ECOM model. Thus, it is not rec-
ommended to use ECOM2 model for the IGSO and MEO satellite orbit prediction,
especially in the ON mode.

BeiDou-3e satellites do not use ON mode but experience midnight and noon
maneuvers when bj j\3�. In our experiment, only around 20 stations track BeiDou-3e
observations. The averaged RMSs of all the 5 BeiDou-3e 3-h predicted orbits are
shown in Table 6. The ECOM models are in general slightly better than the ECOM2
models. The use of the a priori box-wing model does not enhance the ECOM model
while the ECOM2 model benefits from the a priori box-wing model. If in the future
more stations track BeiDou-3e observations we can get more precise results.

Table 4. Mean RMS of BeiDou-2 GEO 3-h predicted orbits (unit: cm)

Solution Radial Along-track Cross-track 3D

ECOM 43.3 80.9 3.9 91.8
ECOM+BW 28.4 38.4 5.9 48.1
ECOM2 38.0 52.8 4.2 65.2
ECOM2+BW 37.3 54.8 6.0 66.6

Table 5. Mean RMS of BeiDou-2 IGSO and MEO 3-h predicted orbits (unit: cm)

Solution Radial Along-track Cross-track 3D
YS ON YS ON YS ON YS ON

ECOM 5.9 16.3 8.6 28.4 5.8 4.1 11.9 33.0
ECOM+BW 5.8 15.9 7.4 28.0 5.3 3.8 10.8 32.4
ECOM2 6.4 37.1 7.4 41.9 6.4 4.1 11.7 56.1
ECOM2+BW 6.7 34.3 7.6 38.1 6.0 3.7 11.7 51.4
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QZS-1 satellite takes both YS and ON modes. Figure 2 illustrates the daily 3D
RMSs of QZS-1 3-h predicted orbits for the four types of SRP models covering both
the YS and ON mode periods. The pure ECOM model show clear larger scatter RMS
values than the other SRP models. Use of the a priori box-wing model reduces such
deficiency fairly well and results in the best predictions both in YS and ON modes. The
averaged RMSs of QZS-1 3-h predicted orbits are shown in Table 7. The pure ECOM2
model reduces the 3D RMS of overall 30% over the pure ECOM model. Combined
with the a priori box-wing model the ECOM models results in the best QZS-1 orbit
predictions. The improvements are about 40% and 60% over the pure ECOM2 model
and ECOM model.

Table 6. Mean RMS of BeiDou-3 3-h predicted orbits (unit: cm)

Solution Radial Along-track Cross-track 3D

ECOM 8.7 23.0 9.7 26.5
ECOM+BW 8.7 23.0 9.4 26.3
ECOM2 11.8 24.2 11.0 29.1
ECOM2+BW 8.7 23.6 10.4 27.2
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Fig. 1. Daily 3D RMS of 3-h predicted orbits of satellite C09. The b angle is indicated by a
solid green line and the ON mode period is indicated in grey.
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4 Summary and Conclusion

Solar radiation pressure is the dominant non-gravitational perturbation for GNSS
satellites. Without a precise surface model, the ECOM and ECOM2 models are in most
cases used in orbit determination and orbit prediction. However, for the new emerging
satellites, for instance Galileo, BDS and QZSS satellites the prevailing ECOM models
are not good enough, especially if the spacecraft is a stretch body satellite or is
maintaining ON mode.

By taking the adjusted box-wing parameters from our former study as well as the
performances of individual SRP models in orbit determination, we aims at developing
an optimal SRP model for GNSS orbit prediction. ECOM, ECOM+BW, ECOM2 and
ECOM2+BW models are tested in orbit prediction by taking the daily orbits as
observed orbits. The corresponding daily precise orbits are employed to evaluate the
consistency of predicted orbits by using individual SRP models.
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Fig. 2. Daily 3D RMS of 3-h predicted orbits of QZS-1 satellite. The b angle is indicated by a
solid green line and the ON mode period is indicated in grey.

Table 7. Mean RMS of QZS-1 3-h predicted orbits (unit: cm)

Solution Radial Along-track Cross-track 3D
YS ON YS ON YS ON YS ON

ECOM 23.0 27.4 19.1 38.7 12.1 4.1 32.2 47.6
ECOM+BW 6.5 11.7 8.1 13.8 4.0 2.1 11.1 18.2
ECOM2 17.9 20.1 14.6 14.3 6.3 6.7 24.0 25.5
ECOM2+BW 9.1 17.9 11.5 14.1 4.8 5.0 15.5 23.3
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Results show that combined with the a priori box-wing model the ECOM model
results in the best orbit predictions for Galileo, BeiDou-2 GEO and QZS-1 orbits. The
improvement is about 10%, 50% and 60% over the pure ECOM model respectively.
BeiDou-2 IGSO, BeiDou-2 MEO and BeiDou-3e orbit predictions do not benefit much
from the a priori box-wing model. Furthermore, the pure ECOM2 model shows better
performance than the pure ECOM model if the spacecraft is a stretch body satellite, and
the use of the a priori box-wing model enhance both ECOM and ECOM2 models if a
satellite is in ON mode. Thus, we would like to recommend using ECOM+BW model
for GNSS orbit prediction.
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Abstract. Earth Rotation Parameter (ERP) is one of the most important
parameters in the area of positioning and navigation, autonomous orbit deter-
mination and Earth reference framework. However, due to the restriction of
timeliness of data processing, the predicted ERPs are taken into the relevant
applications to meet the requirements of real-time or near real-time users.
Therefore, given the disadvantages of short-term prediction models for ERPs,
such as model mismatch, over parametrization and divergence with time, this
study proposed a method for improving the short-term prediction model for ERP
based on long-term observations. Firstly, the optimal length of observations was
analyzed for the Least Square (LS) prediction model based on the Akaike
Information Criterion (AIC). It is found that one year of ERP observations is the
optimal data sets to establish the prediction model. Then, two constraints models
based on LS, called (Constraint LS) CLS and (Enhanced CLS) ECLS, were
discussed to decrease the errors in prediction models, which takes the correlation
factors and residuals of prediction model into consideration. The results indi-
cated that the prediction errors of ERP can be significantly decreased for short-
term prediction, which improved the accuracy of ERP prediction with 50% for
polar motions (PM), and 20% for UT1-UTC. Moreover, considering the
divergence of predicted ERP along with the increasing of time and separate
prediction of each parameters in ERP of Auto Regressive model (AR), a Mul-
tivariable Regression model (MAR) was introduced to correct the residuals of
predicted ERP, which combined the PM, and UT1-UTC with LOD into pre-
diction models. And the accuracy of predicted ERP can be improved at least
20% compared with AR model. Finally, according to data experiments, the
improved short-term prediction model was analyzed based on different obser-
vations. It is suggested that our method can improve the short-term prediction in
cases that long-term ERP observations are available.
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1 Introduction

Earth Rotation Parameter (ERP) is one of important inputs of Earth reference frame-
work, precise orbit determination and positioning and navigation, which contains polar
motions (PM) and UT1-UTC [1]. It was determined based on the observations from
very long baseline interferometry (VLBI), lunar laser ranging (LLR), satellite laser
range (SLR), GPS and Doppler orbitography by radio positioning integrated on satellite
(DORIS). Due to the characteristics of different technologies, IERS produces EOP
(including precession and nutation) with different accuracies, lengths and periods.
However, the timeliness of the estimated ERP with different technologies cannot meet
the requirement of real-time or near-real time applications [2], which is updated with
observed and predicted parts. According to IERS C04, the accuracy of ERP in direction
of PM and UT1-UTC are better than 100 uas and 10 us respectively. Moreover, the
accuracy of predicted ERP by IERS reaches up to 0.150 mas and 0.053 ms in PM and
UT1-UTC, respectively [1], which imposes a significant impact on the predicted orbit
of GNSS Analysis Centre (AC). In addition, the accuracies of ultra-short-term for <10
days, short-term for <30 days, and medium-term for <500 days are 3.0 mas, 8.2 mas,
50 mas and 1.2 mas, 3.8 mas, 30 mas for PMX and PMY, respectively [2]. However,
the short-term predicted ERP cannot meet the requirements of autonomous orbit
determination, Earth reference framework maintained [3] and the applications of real-
time or near real-time users [1]. Therefore, to improve the accuracy of predicted ERP, it
is necessary to refine and improve the prediction model of ERP [4, 5].

The prediction models of ERP are adopted by IERS mainly include spectral analysis
and least squares extrapolation [6–8], wavelets and fuzzy inference systems, Kalman
filter (AAM forecast: NCEP) [9, 10], neural networks and auto regressive prediction
(AR). For the predicted ERPs, ACs mainly predict ERPs on the basis of a continuous
piecewise linear function [1]. In general, the prediction models of ERP can be divided
into two parts, called linear and nonlinear prediction model. For the linear prediction
models, it includes AR, Auto Covariance (AC), and Least Squares (LS). And the non-
linear prediction models contain Artificial Neural Networks (ANN), and Wavelet
Decomposition (WD) etc. Meanwhile, scholars tried to refine the prediction models.
Schuh et al. studied the prediction system of ERP based on Back Propagation Neural
Network (BPNN) [11]; Xu et al. took the Kalman filter to correct the AR model, which
was combined with LS model to build the LS+AR+Kalman prediction model [12].
Zhang combined the General Regression Neural Network (GRNN) with LS to predict
LOD [13]. However, the prediction algorithms of IERS should be continuously
improved because the prediction accuracy for even a few days in the future is worse than
observation accuracy [2, 14]. The prediction errors of ERP are consisted of observations
errors and model errors, in which prediction models are influenced by different types and
lengths of observations. Therefore, it is suggested a reliable prediction model for dif-
ferent observations should be adopted to acquire accurate predicted ERP.

In the theory of model selection, the Akaike Information Criterion (AIC) is a simple
and widely used model selection method, which gives an optimal index to evaluate the
model based on the accuracy and complexity [15–17]. Based on the AIC, Felus et al.
compared the accuracy of coordinate transformation models (translation, similarity,
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affine transformation, and mapping) in special area [18]; Lehmann et al. used the AIC to
select the error models and detect the gross [19]. Since the 1960s and the later period of
continuous improvement of geodesic technology, ERP has accumulated more than 50
years of long-term observations, which provides a steady and reliable data to study the
predicted ERP. It should be noticed that LS and LS+AR are commonly used into short-
term ERP prediction. So, this study tries to improve the LS and LS+AR models for ERP
prediction based on the analyses of AIC.

This study is about the high-accuracy short-term prediction of ERP based on long-
term ERP observations. Section 2 introduces the theory of AIC, and tests the optimal
lengths of observations for LS prediction model; Sect. 3 proposes two improved pre-
diction models based the constrain conditions; Sect. 4 improves the AR model with
Multivariable regression model (MAR); Sect. 5 analyzes the ERP prediction models
based on lots of experiments.

2 The Principle of AIC

AIC is closely related to the important concept in statistics-Fisher likelihood theory.
Meanwhile, AIC is also closely related to theory-KL information [20] and was first
proposed to estimate KL information [16], which is used to express the loss of one
probability distribution, or the relative values of information loss when using a model
to describe data [21]. AIC actually gives a kind of asymptotic, relative and mean
estimation of KL information. Assume that the distribution of the observations is
normal, the value of AIC is defined by

AIC ¼ n logðr̂2Þþ 2k ð1Þ

Where n is the number of observations, k is the number of parameters, r̂ is the mean
square error. In the right side of Eq. (1), the first and second terms denote the goodness
and complexity of models, respectively [22]. Thus, the preferred model is the one with
the minimum AIC value. However, when we have deficient number of observations,
i.e., the ratio between n and k is small, the reliability of AIC is low. Thus, a refined AIC
called AICc is employed. The value of AICc can be given as

AICc ¼ n logðr̂2Þþ 2kðn=ðn� k � 1ÞÞ ð2Þ

Likewise, the smaller the value is, the more rational model is. In the prediction
models of ERP, predicted ERP is fitted and extrapolated based on the known values of
ERP by LS model. The model of LS can be divided into linear and trend parts, in which
the function of PM can be presented as

PðtÞ ¼ aþ btþC1 cosð2ptPSA
ÞþC2 sinð2ptPSA

ÞþD1 cosð2ptPA
Þ

þD2 sinð2ptPA
ÞþE1 cosð2ptPS

ÞþE2 sinð2ptPS
Þ

ð3Þ
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Where P(t) represents the values at t-th epoch; a and b are the coefficients of the
constant term and trend terms, respectively; C1 and C2 are the semi-annual coefficients;
D1 and D2 are the coefficients of annual period terms; E1 and E2 are the Chandler
wobble parameters; PSA, PA and PS are the constants for semi-annual, annual and 1.183
years in Eq. (3). Moreover, the model for UT1-UTC is

f ðtÞ ¼ a0 þ a1tþB1 cosð2ptP1
ÞþB2 sinð2ptP1

ÞþC1 cosð2ptP2
ÞþC2 sinð2ptP2

ÞþD1 cosð2ptP3
Þ

þD2 sinð2ptP3
ÞþE1 cosð2ptP4

ÞþE2 sinð2ptP4
ÞþF1 cosð2ptP5

ÞþF2 sinð2ptP5
Þ

ð4Þ

In Eq. (4), t is the time of UTC; P1, P2, P3, P4 and P5 are 18.6, 9.3, 1, 0.5 and 1/3
years of LS model. The parameters in Eqs. (3) and (4) can be estimated by LS. Take the
estimation of PM as an example

X̂ ¼ ðBTBÞ�1BTL ð5Þ

In Eq. (5), X ¼ ½ a b C1 C2 D1 D2 E1 E2 �, L ¼ ½ X̂ðt1Þ X̂ðt2Þ � � �
X̂ðtnÞ�.

B ¼

1 t1 cosð2pt1PSA
Þ sinð2pt1PSA

Þ cosð2pt1PA
Þ sinð2pt1PA

Þ cosð2pt1PS
Þ sinð2pt1PS

Þ
1 t2 cosð2pt2PSA

Þ sinð2pt2PSA
Þ cosð2pt2PA

Þ sinð2pt2PA
Þ cosð2pt2PS

Þ sinð2pt2PS
Þ

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
.

1 tn cosð2ptnPSA
Þ sinð2ptnPSA

Þ cosð2ptnPA
Þ sinð2ptnPA

Þ cosð2ptnPS
Þ sinð2ptnPS

Þ

2
66664

3
77775 ð6Þ

It should be noted that the results of predicted ERP are influenced by the prediction
model, which has a high correlation with the length of observations. Therefore, to
investigate the impacts of observations on LS prediction model, AIC values are taken to
select the optimal length of observations. In experiments, prediction models of PM
choose 0.5, 1, 3, 6 and 9 years of observations to estimate the parameters of LS model.
Similarly, 0.5, 1, 3, 9, 12 and 17 years of observations are adopted to solve the
coefficients of UT1-UTC prediction models. Moreover, the 30-day predictions of ERP
are outputted from the January, 1, 2010. To reduce the errors in observations, IERS08
C04 is downloaded as the observations. Mean Absolute Error (MAE) is calculated as
the accuracy index of predicted ERP.

MAEi ¼ 1
M

XM
j¼1

ei;j
�� �� ð7Þ

Where i is the total days of predictions; M is the times of predictions; ei,j is the
residuals. In Table 1, the AIC values of ERP prediction models (LS) based on different
lengths of ERP observations are calculated out, in which the observations with one year
is the minimum in AIC values. It can be concluded that one year observation of LS
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prediction model is optimal. Meanwhile, the MAE values of different lengths of
observations are showed in Fig. 1. The accuracy of short-term predicted ERP with one
year observations is better than others.

In Table 1, the AIC values of PM are the averages of PMX and PMY. For different
lengths of ERP observations, it is found that the accuracy of predicted ERP becomes
worse with the increasing of time. To refine the prediction models, the following
sections will discuss the improved method for LS model.

3 Improved LS Models for ERP Prediction

Based on the Fig. 1, it can be found the accuracy of short-term ERP prediction did not
reach to the optimal with the optimal lengths of observations. To access the results of
predicted ERP, the fitting precision is analyzed by AICc values based on one year
observations. In Table 2, the AICc values are listed out with the intervals of two
months for the direction of PMX.

Table 1. The AIC values for different lengths of ERP observations

Length (years) 0.5 1 3 6 9 12 17

AIC (PM) 234.381 163.957 324.483 431.318 417.904 – –

AIC (UT1-UTC) 234.631 163.054 322.011 425.604 406.058 389.689 412.562

Fig. 1. The MAE values for different lengths of observations of prediction models
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From the results of Table 2, the AICc values are presented as the maximum
between October to December, which indicts the LS model can not fit the corre-
sponding segment, called the end effect of LS. Therefore, to reduce the residuals of
fitting in the end of segment, this study proposes an improved LS model called CLS (LS
with constraints). The CLS takes the end of ERP observation (the beginning point of
prediction) into consideration, which fixes the observations of the end on the LS model
to make the beginning point of prediction as the real values. To describe the CLS
clearly, Fig. 2 gives the residuals of extrapolation before and after imposing constraints
on the LS for the direction of PMX. It can be seen that the errors of extrapolation of LS
are reduced after the constraints. Moreover, the errors of CLS increase from zero as the
constraints.

Meanwhile, to verify the CLS model, the LS and CLS are taken into the ERP
prediction. Similarly, 30-day of predicted ERP is outputted from the January, 1, 2010.
The details of results can be found in Table 3 and Fig. 3. It can be concluded as
follows: (1) for PMX and PMY, CLS can improve the accuracy with more than 50% for
ultra-short-term prediction; (2) for 30-day of prediction, the improvement of CLS
reaches to 30% than for LS; (3) for UT1-UTC, the accuracy of prediction for short-term
ERP can improve by 20%.

The ERP prediction based on CLS can improve the accuracy of short-term ERP
prediction based on LS. However, the predicted ERP of 30 days are beyond 14 mas and
6 us in PM and UT1-UTC, respectively, which are behind the requirements of users
and should be corrected with refined model. Given the symmetry between the end point
and the beginning point of the ERP observations, the ERP errors of prediction are
increased from the left of the observations, which is equally to the prediction from the
right point of observations based the constraints on the beginning point of observations.
Therefore, the correlation factors between the prediction from the right and left points
are investigated. Based on the correlation of prediction with two points, the short-term
predicted ERP can be corrected by the corresponding prediction with right side.

Table 2. AICc values of different data segments during one year observations for PMX with LS

Segments (months) 0–2 2–4 4–6 6–8 8–10 10–12
AICc (PMX) 158.3 182.2 234.1 102.8 114.7 273.1

Fig. 2. The residuals of predicted ERP before and after constraints
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To verify the correlation of predicted ERP between the direction of right and left,
the following experiments based on PM are conducted: One year of observations are
selected to predict 5-year of ERP from the January, 1, 2010. The correlation factors
between the extrapolation from right and left sides are calculated as discussed in [1].
The results of correlation factors are showed in the Fig. 4, in which most of the
numbers are beyond 0.5, such as the direction of PMX and PMY with 67% and 74%,
respectively. Therefore, it demonstrates that the significant correlation of the residuals
for the prediction ERP based on two sides.

Fig. 3. Comparison of ERP prediction of LS and CLS

Table 3. Statistics of predicted ERP by CLS and LS

Day MAE

PMX/mas PMY/mas UT1-UTC/ms

Models Models Models

CLS LS Improvements
(%)

CLS LS Improvements
(%)

CLS LS Improvements
(%)

1 0.51 4.97 89.753 0.29 2.84 89.50 0.32 1.55 78.93
5 2.26 6.83 66.878 1.38 3.87 64.24 1.57 2.35 33.15

10 4.33 9.33 53.591 2.54 5.27 51.80 2.59 3.39 23.36
15 6.64 12.16 45.384 3.89 6.78 42.68 3.52 4.43 20.52
20 9.11 15.14 39.830 5.26 8.40 37.40 4.55 5.47 16.78
25 11.66 18.27 36.187 6.75 10.15 33.50 5.24 6.66 21.37
30 14.55 21.44 32.140 8.41 11.94 29.55 6.54 8.19 20.11
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To further describe the residuals differences between extrapolation with two sides,
one year of predicted PMX based on CLS with constraints in two sides are tested.
Meanwhile, the slope of residuals for two directions prediction of PMX are extracted
out in Fig. 5, in which no significant differences between the residuals of two sides are
found.

As mentioned above, the significant correlation between the extrapolation in two
directions can be established for LS prediction model. Therefore, an improved CLS
model called ECLS is proposed to compensate prediction errors of ERP. The details of
ECLS are listed in Fig. 6.

Fig. 4. The correlation factors of predicted PM on both sides

Fig. 5. The slope of residuals different prediction

Fig. 6. The flowchart of ECLS prediction model
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From the Fig. 6, the main idea of ECLS prediction model can be summarized as:
firstly, the CLS is used to predict ERP; then, the coefficients of prediction ERP cor-
rection based on the left side are estimated with the observations of ERP; finally, the
correction parameters are taken into the extrapolated ERP of the right side. The cor-
rection model of ECLS and it corresponding parameters estimation can be acquired as

Ŷk ¼ Y
0
k þDuk

Duk ¼ Ak þBkD/k

�
ð8Þ

Where k is the k-th predicted day; Ŷk is the predicted values by ECLS; Y
0
k is

extracted based on CLS; Duk is the correction values; D/k is the residuals of predicted
ERP by left side; Ak and Bk are the coefficients of fitting function.

Furthermore, to verify the ECLS model in short-term ERP prediction, 30-day of
predicted ERP based on ECLS and CLS is outputted in Fig. 7 and Table 4.

In Fig. 7, the results of UT1-UTC are not showed, which were listed in the Table 4.
It is found that 1-day prediction of ERP with the highest improvement. Moreover,
comparing with CLS model, it is suggested that ECLS can improve the accuracy of
predicted ERP. The improvements of PMX are better than PMY based on ECLS.

Fig. 7. The predicted ERP (PM) based on CLS and ECLS models

Table 4. The results of predicted ERP based on CLS and ECLS

Day MAE

PMX/mas PMY/mas UT1-UTC/ms

Models Models Models

ECLS CLS Improvements
(%)

ECLS CLS Improvement
(%)

ECLS CLS Improvement
(%)

1 0.24 0.51 107.21 0.19 0.29 53.80 0.14 0.32 131.79

5 1.72 2.26 31.50 1.16 1.38 19.33 1.30 1.57 20.88
10 3.46 4.33 25.19 2.24 2.54 13.36 2.03 2.59 27.42

15 5.11 6.64 29.92 3.43 3.89 13.41 3.15 3.52 11.73
20 6.44 9.11 41.43 4.45 5.26 18.06 3.93 4.55 15.62
25 7.82 11.66 48.98 5.50 6.75 22.65 4.05 5.24 29.39

30 8.90 14.55 63.51 6.53 8.41 28.80 4.62 6.54 41.41
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4 ECLS+MAR Prediction Model

According to the ECLS and CLS, the accuracy of short-term predicted ERP can be
improved in term of LSmodel. However, it can be noted that the errors of predicted ERP
are increased with the increasing of time. To reduce the accumulation errors of prediction
ERP, AR model was used to correct the residuals of prediction. Due to the fact that the
predicted ERP was divided into single direction to process in traditional AR model, the
accuracy of predicted ERP correction is limited by the ignoring of correlation between
each parameters. According to related researches [2, 23], it is found that the correlation
between PMY and PMX, and UT1-UTC and LOD is obviously, which should be taken
into consideration in ERP prediction to improve the accuracy. Therefore, this study
proposes a MAR model to improve the AR based on ECLS discussed in the last section.
The main idea of MAR model is to find the correlated parameters between the random
component of residuals for multivariable, which takes the correlation factor into con-
sideration to improve the precision of parameter solutions. TheMAR can be expressed as

x1t ¼ a111x
1
t�1þ � � � þ a11px

1
t�p þ a211x

2
t�1 þ � � � þ a21px

2
t�p þ � � � þ an11x

n
t�1 þ � � � þ an1px

n
t�pþ e1t

..

.

xit ¼ a1i1x
1
i�1 þ � � � þ a1ipx

1
i�p þ a2i1x

2
t�1 þ � � � þ a2ipx

2
t�pþ � � � þ ani1x

n
t�1þ � � � þ anipx

n
t�p þ eit

..

.

xnt ¼ a1n1x
1
n�1þ � � � þ a1npx

1
n�p þ a2n1x

2
t�1 þ � � � þ a2npx

2
t�p þ � � � þ ann1x

n
t�1 þ � � � þ annpx

n
t�p þ ent

8>>>>>>><
>>>>>>>:

ð9Þ

In Eq. (9), xit represents the i-th parameter in time t; annp is the coefficient of the p-th
step of n-th parameter; ent is the white noise. The Eq. (10) can be simplified as

Xt ¼ Að1ÞXt�1 þAð2ÞXt�2 þ � � � þAðpÞXt�p þ et ð10Þ

Where, AðpÞ ¼
a11p a21p � � � an1p
..
. ..

. . .
. ..

.

a1np a2np � � � annp

2
64

3
75,Xt ¼ x1t x2t � � � xnt

� �T , et ¼ e1t e2t � � � ent
� �T .

The coefficients of Eq. (10) can be estimated by LS. To verify the MAR model, the
residuals of ERP fitting function are analyzed based on the correlation. Furthermore,
the optimal order of MAR model is selected by AIC. Steps of ECLS+MAR in prediction
of PM and UT1-UTC are summarized in the Figs. 8 and 9, respectively.

PMX observations

ECLS fitting model Residuals of fitting
 (PMX and PMY)

ECLS extrapolation

PMX prediction

Corrections of prediction

MAR model

PMY observations

ECLS fitting model

ECLS extrapolation

PMY prediction

Fig. 8. The flowchart of ECLS+MAR for prediction of PM
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The main steps of experiments are as follows: firstly, The residuals of fitting for
PMX, PMY, UT1-UTC and LOD with six years observations by ECLS are calculated
out; secondly, the correlation factors between PMX and PMY, and UT1-UTC and LOD
are analyzed as the Sect. 3. The Fig. 10 lists the correlation factors for PM and UT1-
UTC, in which the numbers beyond 0.5 reach up to 81.92% for PM, and 58.95% for
UT1-UTC and LOD. Meanwhile, Table 5 gives the AIC values for different order of
MAR model.

The accuracy of short-term predicted ERP is tested based on ECLS+MAR. The 30-
day of predicted ERP is outputted by both ECLS+AR and ECLS+MAR. The corre-
sponding results are showed in Fig. 11 and Table 6. It is suggested that the accuracy of
predicted ERP for ultra-short-term or short-term is better by ECLS+AR. Moreover, the
PMY is improved with more significant than for PMX. In addition, UT1-UTC can be
improved with at least 20% in experiments.

UT1-UTC
observations

UT1-TAI
observations

UT1R-TAI
observations

LOD
observations

LODR
observations

ECLS model

UT1R-TAI
extrapolation UT1R-TAI correction

UT1-UTC
prediction

Residuals of fitting

Leap
seconds

MAR model

Fig. 9. The flowchart of ECLS+MAR for prediction of UT1-UTC

Table 5. The AIC values for different order of MAR model

Order 1 2 3 4 5 6 7 8

AIC (PM) 273.1 382.0 234.2 103.1 115.5 158.2 164.3 201.1
AIC (UT1-UTC) 18.1 17.2 13.1 9.0 10.1 18.4 16.2 18.9

Fig. 10. Correlation factors of residuals for PM and UT1-UTC
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5 Experiments and Analyses

This study mainly improves the short-term ERP prediction based on LS and AR models.
The improved models called CLS, ECLS and ECLS+MAR are proposed in short-term
ERP prediction. Based on the experiments, it is found that the improved models can
significantly enhance the accuracy of predicted ERP.

To further explain the accuracy improvements of improved short-term ERP pre-
diction models, the results of EOP_PCC [24] predictions are taken into the experiments
to compare the ERP accuracy. The EOP_PCC includes more than 20 groups of ERP
predictions from eight countries. In Figs. 12 and 13, the prediction models are dis-
tinguished by different colors, in which the corresponding CLS, ECLS and ECLS+MAR
are also listed.

Fig. 11. The results of predicted ERP (PM) by ECLS+AR and ECLS+MAR

Table 6. The accuracy of predicted ERP based on ECLS+MAR and ECLS+AR

Day MAE

PMX/mas PMY/mas UT1-UTC/ms

Models Models Models

ECLS
+MAR

ECLS
+AR

Improvement
(%)

ECLS
+MAR

ECLS
+AR

Improvement
(%)

ECLS
+MAR

ECLS
+AR

Improvement
(%)

1 0.24 0.27 8.36 0.16 0.19 13.28 0.027 0.03 28.07

5 1.49 1.69 11.87 1.05 1.19 12.11 0.301 0.41 27.88
10 3.08 3.65 15.54 1.84 2.18 15.34 0.860 1.15 25.546
15 4.54 5.56 18.39 2.54 3.48 27.11 1.493 2.05 27.49

20 5.78 7.66 24.48 3.23 4.95 34.64 2.175 2.99 27.34
25 6.98 9.83 28.93 4.02 6.52 38.34 2.917 3.98 26.86

30 8.06 12.16 33.69 4.58 8.32 44.92 3.624 4.74 23.55
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From the results of ultra short-term prediction, we can conclude: for PMX,
ECLS+MAR with higher accuracy than EOP_PCC, which is similar to ECLS. More-
over, the CLS model is better than six groups in EOP_PCC; for PMY, ECLS+MAR has
similar results of the highest accuracy model in EOP_PCC; for UT1-UTC, EOP_PCC
is better than improved models proposed in this study; for the results of short-term
prediction, for PMX and PMY, there are no differences for ultra-short-term results.
However, for the UT1-UTC, ECLS+MAR is better than EOP_PCC. According to the
comparison with the EOP_PCC, it is suggested that ECLS+MAR can acquire the same
accuracy of ultra-short-term and short-term prediction as the EOP_PCC.

Fig. 12. The ultra-short-term prediction based on EOP_PCC and improved methods

Fig. 13. The short-term prediction based on EOP_PCC and improved methods
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6 Conclusions and Prospects

Due to the facts that the important parameters of short-term prediction ERP in real-time
or near real-time applications, high-accuracy prediction of ERP is discussed. In this
study, given the drawbacks of LS and LS+AR models for short-term ERP prediction, the
improved models called CLS, ECLS and ECLS+MAR are proposed to predict short-term
ERP. The AIC values are selected to assess the prediction models and chose the optimal
lengths of observations for prediction models. According to the corresponding experi-
ments, it is showed that the proposed improved models are better than LS and LS+AR
model, which can significantly improve the accuracy of short-term predicted ERP.

However, to extract the advantages of each prediction models, a combined model
should be adopted in ERP prediction to achieve the adaptive algorithm. The follow-up
researches will discuss the combined models to further improve the ERP prediction.
Moreover, the improved models are based on the mathematics methods, which cannot
represent the real values with high accuracy. A model from physical method also
should be paid more attentions.
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Abstract. Inter-frequency clock bias (IFCB) should be considered when per-
forming triple-frequency GNSS precise point positioning (PPP). Traditional
approach of IFCB estimation is by averaging IFCB of all stations. However, this
method doesn’t consider the variation of receiver IFCB, so the averaged receiver
IFCB is lumped into satellite IFCB. If the receiver IFCB can’t eliminate by
averaging when station number is limited, this method is not theoretical com-
pactness. In this paper, we propose a more compactness IFCB estimation
method based on network solution. In this method, the satellite and receiver
IFCB are estimated together under a constraint of satellite IFCB. To validate this
method, we select a 60-days global MGEX data and estimate the BDS IFCB
between B1B2 and B1B3. Results show that BDS IFCB is within 10 cm and the
RMS for all satellites are within 3 cm, while for receiver IFCB, it has a similar
periodic performance as satellite. After correcting IFCB in kinematic PPP using
B1B3 combination, statistical results among 13 MGEX stations show about
0.5 cm improvement in horizontal and vertical comparing with uncorrected
IFCB PPP solution.

Keywords: Inter-frequency clock bias � Epoch difference � Network solution �
Precise point positioning

1 Introduction

With the development and modernization of GNSS systems, triple frequency signal is
now available. The existing GPS Block IIF and the ongoing Block III satellites provide
L5 signal besides of L1 and L2 frequency1. Galileo, BDS and QZSS all provide triple
or even four frequency signals at the beginning of system design. With the redundant

1 https://www.gps.gov/systems/gps/space/.
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information of triple frequency, precise point positioning (PPP) users could benefit in
positioning accuracy and convergence performance (Geng and Bock 2013; Mohamed
2015; Cao et al. 2018).

Conventional IGS precise clock solution is based on L1/L2 ionosphere-free com-
bination. When performing SPP (single point positioning) or PPP in other frequency or
other frequency combinations, one should consider the signal delay difference on code,
namely timing group delay (TGD) or differential code bias (DCB) (Ge et al. 2017;
Montenbruck et al. 2018).

However, Montenbruck found that there also exists inter-frequency clock bias
(IFCB) between L1/L2 and L1/L5 for GPS (Montenbruck et al. 2012; Li et al. 2013a).
For BDS, researches also prove the existence of IFCB between B1/B2 and B1/B3 (Li
et al. 2013b; Pan et al. 2016). For both GPS and BDS, IFCB exhibits periodic char-
acteristic with a notable period of 24 h, which makes it possible to predict IFCB change
according to pre-day estimation of IFCB (Li et al. 2016; Pan et al. 2018).

However, traditional method to estimate IFCB is based on single station IFCB
solution of all visible satellites and then combined by weighted averaging of all tracked
stations for each satellite. In this approach, receiver IFCB is assumed as a constant value
and could be eliminated after epoch difference. Li proves that the contribution of
receiver IFCB can be ignored (Li et al. 2012). However, this may attribute to the stability
averaged receiver IFCB of all tracked stations, while it can’t proves the assumption of
constancy in receiver IFCB. When few stations are tracked for one satellite, averaged
receiver IFCB may be not stable and satellite IFCB would absorb the residual of
averaged receiver IFCB. For the estimation of BDS IFCB, MEO satellite would show
noisier comparing with GEO and IGSO satellites (Pan et al. 2018), which may attribute
to the unstable of averaged receiver IFCB when not enough stations are tracked.

Although IFCB estimation is fully discussed by many researchers, there are not
many works on demonstration and effects of IFCB correction in PPP, especially for
BDS. Pan investigates the BDS triple frequency PPP performance after correcting
IFCB (Pan et al. 2018). However, only one station of one day is used so that the
conclusion is not convincing.

In this paper, we propose an improved method to estimate both satellite and
receiver IFCB change based on network solution. 55 MGEX station are selected to
assess the long term variation of IFCB for BDS, together with IFCB for stations. The
estimated BDS IFCB is then corrected in PPP of B1B3 combination to evaluate their
effects in PPP.

2 IFCB Estimation

2.1 Traditional Approach of IFCB Estimation

Tradition approach to estimate IFCB is proposed by Montenbruck (Montenbruck et al.
2012). For carrier phase observation of triple frequency in the case of BDS, one can
form two ionosphere-free (IF) combinations. The geometry range, troposphere delay
and some station depended displacement errors can be removed by subtracting these
two ionosphere-free combinations:
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DIF B1;B1;B3ð Þ ¼ IF B1;B2ð Þ � IF B1;B3ð Þ ¼ IFCBs � IFCBr þ dN ð1Þ

where dN is the differenced ambiguity between B1B2 and B1B3 IF combination,
IFCBs and IFCBr stand for IFCB between B1B2 and B1B3 ionosphere combination on
satellite and receiver, respectively.

If no cycle slip occurs between two adjacent epochs, dN could eliminated by epoch
differencing. The epoch differenced observation in Eq. (1) could express as:

DDIF B1;B1;B3ð Þ ¼ DIFCBs � DIFCBr ð2Þ

where D is the symbol of epoch differencing.
In traditional method, receiver IFCB is assumed as a constant value and thus

DIFCBr in Eq. (2) becomes zero. So IFCB on satellite is easy to estimate at each
station.

For one specific satellite, if it is tracked by n stations, the integrated epoch dif-
ferenced IFCB could be calculated by weighted averaging of all tracked stations:

DIFCBs ¼
Xn

r¼1
ðDIFCBs

r � wrÞ=
Xn

r¼1
wr

� �
ð3Þ

where wr is the weight contribution at station r.
After we get epoch differenced IFCB, the accumulated IFCB could be calculated by

simple sum up of DIFCBs:

IFCBs tð Þ ¼
Xt

i¼1
DIFCBs ið Þ ð4Þ

where IFCBs tð Þ is the IFCB at epoch t.
What should be pointed out is that the IFCB at first epoch is assumed as zero,

which is obvious not true. Therefore the estimated IFCB in this approach contains a
constant bias on each satellite. However, for PPP float ambiguity solution, the constant
bias of IFCB would be absorbed by ambiguity. Therefore it would not affect PPP result.

2.2 Improved IFCB Estimation Based on Network Solution

As mentioned in previous sub-section, the IFCB on receiver is assumed as a stable
value and is eliminated after epoch difference. However, there is no evidence proving
the stability of this value. If IFCB on receiver is not a constant value, then the tradi-
tional approach is not theoretical compactness, even receiver IFCB may be very small
after station averaging. In other words, the averaged receiver IFCB may not be ignored
when there are not many stations tracking one satellite. Results prove that in traditional
approach, when satellite average weight is low for one satellite, the estimated IFCB
may exhibit higher noise (Pan et al. 2018)

To full consider the variation of receiver IFCB, we propose an improved method
based on network solution.

In the improved approach, receiver IFCB is not regarded as a constant value in
Eq. (2). Therefore DIFCBr is not zero and should also estimate together with DIFCBs,
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which is impossible to estimate within a single station. Fortunately, DIFCBr is same for
all satellite at the same station, so we can solve the epoch differenced satellite and
receiver IFCB base on a network solution.

For all stations and all satellites, we can form the network observation as:

1 0 � � � �1 0 � � �
1 0 � � � 0 �1 � � �
..
. ..

. . .
. ..

. ..
. ..

.

0 1 � � � �1 0 � � �
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.

2
66666664
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¼

DDIF11
DDIF21

..

.

DDIF12
DDIF22

..

.

2
666666664

3
777777775

ð5Þ

For the solution of Eq. (5), the normal equation is rank defected as there is no
defined datum. To overcome this problem, we define the averaged epoch differenced
IFCB for all satellite is zero. Then by using Least Square or Kalman Filter, one can
estimate the epoch differenced IFCB for all satellite and receiver.

After epoch differenced IFCB is estimated, we can use Eq. (4) to get IFCB at each
epoch.

3 Experiment Setup

To validate the proposed approach, 55 MEGX stations that can track triple frequency
signal of BDS are selected, which are shown in Fig. 1. To assess the long term
performance IFCB for BDS, we choose 60-days of data from day of year (DOY)
180*239 in 2017.

For estimation of BDS IFCB, we assume the averaged epoch differenced
BDS IFCB is zero in the improved approach.

   0°   60° E  120° E  180° E  120° W   60° W 

 60° S 

 30° S 

  0°

 30° N 

 60° N 

Fig. 1. 55 Selected MGEX stations for the estimation of BDS IFCB
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4 IFCB Results and Analysis

4.1 BDS IFCB and Station IFCB

By using the proposed IFCB estimation approach, we can get the IFCB variation of
BDS satellites. Figures 2, 3 and 4 shows the long term variation of IFCB C03, C04,
C08, C09, C11, C12, which represents GEO, IGSO and MEO satellites, respectively.

From the figures we can obviously see that the daily BDS IFCB change is always
within 10 cm and it shows a quite good periodic characteristic of 24 h. Comparing our
result with previous result using traditional method (Pan et al. 2018), we can know that
the magnitude is similar but the IFCB noise for MEO satellite is similar with GEO and
IGSO satellites, which shows much smaller noise than precious research (Pan et al.
2018). This may attribute to that in the improved approach, the IFCB of one satellite
doesn’t affect by tracked station number as it is connected with receiver and other
satellite IFCB.

Table 1 also summarize the RMS of BDS IFCB, it can be seem that the RMS is
within 3 cm for all BDS satellites, which is comparable with other results (Pan et al.
2018).

In the improved approach, station IFCB can also derived. Figure 5 shows the
estimated station IFCB at station CUT0 and DARW. We can see that IFCB is actually
not stable and it also has a periodic characteristic of 24 h, which proves that the
assumption of stability for receiver IFCB is not true.
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Fig. 2. Long term variation of IFCB for BDS GEO satellites (C03/C04, DOY180*DOY239)
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4.2 Effect of IFCB on PPP

To evaluate the estimated IFCB, we perform kinematic PPP solution using B1B3
ionosphere-free combination by correcting and not correcting IFCB. To have a better
understanding and comparison of B1B3 based PPP, traditional B1B2 ionosphere-free
based kinematic PPP solution is also calculated. 13 MGEX stations on DOY 201, 2017
are selected and statistical RMS of kinematic PPP are presented in Table 2. The
convergence period of kinematic PPP is set as 30 min therefore the first 30 min PPP
error is not included in the statistical RMS.
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Fig. 3. Long term variation of IFCB for BDS IGSO satellites (C08/C09, DOY180*DOY239)
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Fig. 4. Long term variation of IFCB for BDS MEO satellites (C11/C12, DOY180*DOY239)
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We can see that the mean accuracy of B1B3 PPP after IFCB correction is 0.081 m
in horizontal and 0.121 m in vertical, while it is 0.087 in horizontal and 0.126 in
vertical, which indicates a slight improvement of about 0.5 cm in horizontal and
vertical, respectively. However, both solutions in B1B3 are worse than traditional
B1B2 based PPP solution. The improvement after IFCB correction is not so obvious,
which may due to the reason that the estimated RMS of IFCB is only within 3 cm, and
when cycle slip occurs on a satellite, the ambiguity solution would re-initialize so that
the mean value of IFCB would absorbed into ambiguity.

To take a detailed view of PPP performance after IFCB correction, we select result
at station of XMIS as example, the B1B3 based kinematic PPP with and without IFCB
correction is shown in Fig. 6. We can clearly see the improvement of PPP performance
after IFCB correction. Figure 7 shows the histogram of positioning residuals for carrier
phase. With more positioning residuals gather in the center of zero, it proves slightly
better performance after IFCB correction.

Table 1. RMS of BDS IFCB (DOY180*DOY239)

PRN RMS(m) PRN RMS(m)

C01 0.016 C08 0.015
C02 0.018 C09 0.020
C03 0.021 C10 0.019
C04 0.019 C11 0.022
C05 0.026 C12 0.024
C06 0.024 C13 0.019
C07 0.015 C14 0.023
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Fig. 5. Long term variation of IFCB at station CUT0 and DARW (DOY180*DOY239)
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Table 2. Kinematic PPP performance of B1B2 and B1B3 combination (H
means horizontal and V means vertical)

Station B1B3
IFCB uncorrected

B1B3
IFCB corrected

B1B2

H (m) V (m) H (m) V (m) H (m) V (m)

CEDU 0.045 0.099 0.057 0.084 0.045 0.090
CUT0 0.050 0.082 0.030 0.079 0.029 0.062
DARW 0.051 0.074 0.036 0.082 0.041 0.064
KARR 0.034 0.058 0.030 0.070 0.028 0.054
KAT1 0.053 0.092 0.062 0.081 0.053 0.062
KITG 0.353 0.287 0.336 0.266 0.236 0.155
MCHL 0.089 0.125 0.096 0.125 0.098 0.110
MRO1 0.033 0.060 0.035 0.056 0.028 0.045
PNGM 0.055 0.122 0.055 0.141 0.051 0.122
SIN1 0.052 0.109 0.048 0.102 0.039 0.104
STR1 0.102 0.189 0.095 0.190 0.126 0.168
STR2 0.141 0.191 0.133 0.190 0.109 0.166
XMIS 0.076 0.143 0.066 0.132 0.051 0.110
Mean 0.087 0.126 0.081 0.121 0.072 0.101
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Fig. 6. Kinematic PPP performance with and without IFCB correction at station of XMIS (A
means IFCB uncorrected and B means IFCB corrected)
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5 Conclusions

In this paper, we propose an improved IFCB estimation approach based on network
solution. In this method, the satellite and station IFCB are estimated together under the
zero mean constraint epoch differenced satellite IFCB. To validate this method, 60-days
of global MGEX data are used to estimate BDS IFCB between B1B2 and B1B3.
Results show that:

(1) BDS IFCB is within 10 cm and the RMS for all satellites are within 3 cm with a
periodic characteristic, and the estimated IFCB based on network solution have a
smaller noise compared with traditional method.

(2) For station IFCB, it has a similar periodic performance as satellite.
(3) After correcting IFCB in kinematic PPP in B1B3 combination, statistical results

among 13 MGEX stations show about 0.5 cm improvement in horizontal and
vertical comparing with uncorrected IFCB PPP solution.

This method could apply in the estimation of other GNSS system and the new
BDS-3 satellite.
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Abstract. Processing the differential inter-system biases (DISBs) correctly is
critical for multi-GNSS fusion positioning. A pivot satellite can be selected for
RTK positioning if we can process DISBs correctly, which is the so-called
tightly combination between systems. Due to the different frequencies of GPS
and BDS, DISB cannot be calibrated in advance. In this paper, a tightly com-
bined BDS/GPS method for RTK positioning model is proposed. A zero
baseline is selected to verify the near time-constant characteristic of DISB. In
addition, aiming at the limitation of traditional MW combination that the fixed
success rate of WL ambiguity is greatly affected by pseudorange noise and has
long convergence time, we could use the triple-frequency data to fix a long-
wavelength EWL ambiguity. Then assists in solving WL ambiguity. The results
show that the fractional part of phase DISB with WL combination is rather
stable. Under the medium baseline, the fixed success rate of WL ambiguity
floating point solution fraction within 0.2 cycles is 100%, and WL ambiguity
can be fixed correctly in the first epoch. Compared with the classical differ-
encing model, the inter-system differencing model can effectively improve the
positioning accuracy and reliability, especially for severely obstructed envi-
ronment. In the normal observation environment, the positioning accuracy can
reach 2–3 cm in horizontal and 5 cm in vertical under the medium baseline.
When the number of available satellites is seven, the positioning accuracy can be
increased by more than 20%.

Keywords: BDS � GPS � Differential inter-system bias (DISB) �
Medium baseline � RTK � EWL/WL ambiguity resolution

1 Introduction

With the development of the information age, the demand for accurate location
information is increasing, so multi-GNSS combined positioning become an inevitable
trend. Multi-GNSS differential positioning has two models. The classical differencing
model [1] requires different pivot satellite for each system. The performance of
GPS/BDS/GLONASS combined RTK positioning for middle-long baseline was
investigated by Gao et al. [2]. In addition, if DISBs are processed correctly and only
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one satellite is selected as the pivot satellite, which is the so-called tight tightly com-
bination between systems [3]. For the overlapping frequencies between two systems
(e.g., GPS L1 and Galileo E1), the time-varying characteristics of DISB are analyzed
by Odijk et al. [4], and can be calibrated in advance. What’s more, GPS/Galileo inter-
system bias and drift are evaluated by Gioia et al. using different types of receivers: two
mass market and two professional receivers, and three different approaches are con-
sidered for the inter-system bias determination. From their experiments, it emerges that
the inter-system bias is very stable. In addition, Liu et al. proposed that the Inter-
System Bias (ISB) could help to maximize the redundancy of the positioning model,
and can improve the performance of multi-GNSS positioning [5]. Moreover, Inter-
system differencing model based on single frequency was proposed by Gao et al. [6],
which can improve the positioning accuracy and reliability under the short baseline.
Tian et al. [7] presented a new method by means of particle filter to estimate ISBs in
real time without any a priori information based on the fact that the accuracy of a given
ISB value can be qualified by the related fixing RATIO. This method can be carried out
epoch by epoch to provide precise ISB in real time. In obstructed environments, if a
system has only one satellite available, using the classical differencing model, the
satellite cannot be used, but it still can be used with the inter-system differencing
model.

At present, we usually solve L1 or L2 ambiguity for RTK positioning. For medium
or long baselines, influenced by factors such as base station distance and atmospheric
error, the success rate of ambiguity resolution is low in a short time, and the initial-
ization time is very long [8], which lead to the reliability of the positioning results
cannot be guaranteed. In order to improve the success rate of ambiguity resolution, and
shorten the initialization time, MW combination can be used to fix the ambiguity of
double difference wide lane observations. Then, L1 observation equation is adopted to
fix the ambiguity of L1 double difference observations. In addition, Three-frequency
data is used to form a series of WL or EWL combinations with long wavelengths,
which can effectively reduce the atmospheric error and observation noise and can
improve the success rate of fixed ambiguity [9–12].

Although many studies have been focused on the DISB with single frequency
under zero/short-baseline experiments, the effect of DISB with WL combination under
medium baseline conditions remains to be further studied. The rest of this paper is
organized as follows: In Sect. 2, the EWL/WL Ambiguity resolution model and the
inter-system model of BDS and GPS with WL combination are introduced. In Sect. 3,
the results of EWL/WL ambiguity resolution are analyzed under the medium baseline.
In Sect. 4, the stability of DISB with WL combination between BDS and GPS is
analyzed with zero baseline. In Sect. 5, we mainly test the improvement of the inter-
system differencing model in BDS+GPS WL combination RTK with normal and
simulated obstructed environments under the medium baseline. Some conclusions will
be given in Sect. 6.
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2 Methods

2.1 EWL/WL Ambiguity Resolution Model

Considering the influence of troposphere and ionosphere, the DD observation equations
for GPS or BDS can be expressed as

Dr/s
ði;j;kÞ ¼ Drqs þDrT � gði;j;kÞDrIþ kði;j;kÞDrNði;j;kÞ þDes/ði;j;kÞ

DrPs
½a;b;c� ¼ ðaþ bþ cÞðDrqs þDrTÞþ g½a;b;c�DrIþDesP½a;b;c�

ð1Þ

where

Dr/ði;j;kÞ ¼
i � f1 � Dr/1 þ j � f2 � Dr/2 þ k � f3 � Dr/3

i � f1 þ j � f2 þ k � f3 ; DrP½a;b;c�

¼ a � DrP1 þ b � DrP2 þ c � DrP3 ð2Þ

where / is the carrier observation and P is the pseudorange observation; Dr represents
the double-differential operator; the superscript s is the index of satellites; i; j; k are the
arbitrary integer; a; b; c and g are the arbitrary real number; f1; f2; f3 are the frequency of
different frequency points; q is the distance between satellite and receiver; T and I
denote tropospheric delay and ionospheric delay respectively; k is the wavelength; N is
the integer phase ambiguity; e and e are the measurement noise for carrier phase and
pseudorange observations, respectively. In Eq. (1), combining the triple-frequency
carrier observations, a series of WL and EWL combinations with longer wavelengths
can be constructed. In this paper, the selected EWL combination is (0, −1, 1), and the
WL combination is (1, −1, 0). In addition, compared with WL, EWL has longer
wavelength, so the EWL ambiguity is more easily fixed.

Based on the geometry-free and ionosphere-free model (GIF) using carrier and
pseudorange combination [13], the EWL ambiguity resolution equation can be
obtained as

DrNð0;�1;1Þ ¼
Dr/ð0;�1;1Þ � DrP½0;1;1�

kð0;�1;1Þ
� Dre/ð0;�1;1Þ � DreP½0;1;1�

kð0;�1;1Þ
ð3Þ

In the above equation, the accuracy of the ambiguity resolution is significantly
affected by the pseudorange noise, and the pseudorange noise is difficult to obtain
accurately [9]. So in practical applications, the EWL ambiguity resolution [15] can be
obtained as

DrNð0;�1;1Þ ¼
Dr/ð0;�1;1Þ � DrP½0;1;1�

kð0;�1;1Þ
ð4Þ

In Eq. (4), the ionospheric delay and geometric correlation error can also be
eliminated. The experimental part of this paper verifies that the above model can
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reliably fix the EWL ambiguity in single epoch. Taking advantage of this advantage,
TCAR method [14] with step-by-step fixed thinking can be adopted. Namely, we can
take the observation with fixed EWL ambiguity as a high-precision observation.
The EWL observation and WL observation are composed of geometry-free model to
assist in solving the WL ambiguity. The solution equation can be obtained as

DrNð1;�1;0Þ ¼ 1
kð1;�1;0Þ

½Dr/ð1;�1;0Þ � Dr/ð0;�1;1Þ � ðgð0;�1;1Þ

� gð1;�1;0ÞÞDrIþ kð0;�1;1ÞDrNð0;�1;1Þ� ð5Þ

In Eq. (5), the TCAR method eliminates troposphere error and orbit error and so
on, and avoid the effects of pseudorange noise. However, it is affected by ionospheric
delay. The ionospheric delay (unit: meter) influence coefficient can be obtained as

ðgð0;�1;1Þ � gð1;�1;0ÞÞ
kð1;�1;0Þ

¼ �0:352 ð6Þ

In Eq. (6), we can see that the influence coefficient of ambiguity solution by
ionospheric delay is −0.352, and the sensitivity is small. So the ionospheric delay can
be ignored for medium baselines. Therefore, when the carrier observation accuracy is
well, the WL ambiguity could be accurately fixed.

2.2 Inter-system Model of BDS and GPS with WL Combination

For a short or medium baseline, assuming differential atmospheric delays to be absent.
Then the between-receiver SD carrier observation equation with WL combination for
GPS can be expressed as

D/q
WL;G ¼ DqqG þDdT þ kGWLDd

G
WL þ kGWLDN

q
WL;G þDeqWL;G ð7Þ

Similarly, the between-receiver SD carrier observation equation with WL combi-
nation for BDS can be expressed as

D/s
WL;C ¼ DqsC þDdT þ kCWLDd

C
WL þ kCWLDN

s
WL;C þDesWL;C ð8Þ

where, D represents the station-difference operator; G and C represent GPS and BDS
system respectively; the superscript q and s are the index of GPS and BDS satellites
respectively; d denote the phase hardware delay; The meaning of other characters is as
described above.

Afterward, we need to select a system as pivot system. Because BDS system has
more satellites to broadcast triple-frequency data than GPS system, so in this paper, we
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can select BDS system as pivot system. According to Eq. (7), the DD carrier obser-
vation equation with WL combination for BDS can be expressed as

Dr/1Cs
WL;C ¼ D/s

WL;C � D/1C
WL;C ¼ Drq1Cs þ kCWLDrN1Cs

WL;C þDre1CsWL;C ð9Þ

where, 1C denotes pivot satellite for BDS.
According to Eqs. (7) and (8), The inter-system DD carrier observation equation

with WL combination between GPS and BDS can be obtained as

Dr/1Cq
WL;CG ¼ D/q

WL;G � D/1C
WL;C ¼ Drq1Cq þ kGWLDN

q
WL;G � kCWLDN

1C
WL;C þ kGWLDd

CG
WL þDre1CqWL;CG ð10Þ

where

dCGWL ¼ dGWL �
kCWL

kGWL

dCWL ð11Þ

In Eq. (11), Due to kGWL 6¼ kCWL, SD ambiguities cannot be combined into intra-
system DD ambiguities. Also, the Eq. (10) is rank-defective. So the Eq. (10) need be
processed. Firstly, we need to select a pivot satellite for GPS. Afterward, the above
equation can be reparameterized as

kGWLDN
q
WL;G � kCWLDN

1C
WL;C ¼kGWLDN

q
WL;G � kGWLDN

1G
WL;G þ kGWLDN

1G
WL;G � kCWLDN

1C
WL;C

¼kGWLDrN1Gq
WL;G þ kGWLDN

1G
WL;G � kCWLDN

1C
WL;C

ð12Þ

where, 1G denotes pivot satellite for GPS. Lastly, we need to merge some parameters,
the final equation can be obtained as

Dr/1Cq
WL;CG ¼ Drq1Gq þ kGWLðDrN1Gq

WL;G þD�dCGWLÞ ð13Þ

where

D�dCGWL ¼ DrN1C1G
WL;CG þð1� kCWL

kGWL

ÞDN1C
WL;C þDdCGWL ð14Þ

From the Eq. (14), we can see that the new phase DISB parameter includes the DD
ambiguity between pivot satellite of GPS and pivot satellite of BDS, the SD ambiguity
of pivot satellite of BDS and the original new phase DISB parameter. So the integral
part of phase DISB parameter and integer ambiguity cannot be separated. When we
analyze the time-varying characteristics of DISB parameter, due to the integer ambi-
guity remains unchanged, we can analyze the fractional part of DISB. If pivot satellite
of BDS changes, the fractional part of DISB is affected. So when the pivot satellite of
BDS changes from 1C to 2C, the corresponding strategy can be expressed as
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D~dCGWL ¼ D�dCGWL � ð1� kCWL

kGWL

ÞDrNref ¼ DdCGWL þDrN2C1G
WL;CG þð1� kCWL

kGWL

ÞDN1C
WL;C ð15Þ

where

D�dCGWL ¼ DdCGWL þDrN2C1G
WL;CG þð1� kCWL

kGWL
ÞDN2C

WL;C

DrNref ¼ DrN1C2C
WL;CG

ð16Þ

where, D�dCGWL and D~dCGWL denote DISB parameters before and after conversion respec-
tively. DrNref represents the DD ambiguity between pivot satellites before and after
conversion.

In real-time estimation with multi-epochs, whether the pivot satellite of GPS or
BDS changes from epoch to epoch, the phase DISB parameter in the filter also needs to
be transformed correspondingly. When the pivot satellite of BDS changes from 1C to
2C, the phase DISB parameter can be transformed as follows

D�dCGWLðt2Þ ¼ D�dCGWLðt1Þ �
kCWL

kGWL

N1C2C
WL;C ¼ dCGWL þN2C1G

WL þð1� kCWL

kGWL

ÞN2C
WL;C ð17Þ

where

D�dCGWLðt1Þ ¼ DdCGWL þDrN1C1G
WL þð1� kCWL

kGWL

ÞDN1C
WL;C ð18Þ

where, t1 and t2 represent the two consecutive epochs.
Similarly, when the pivot satellite of GPS changes from 1G to 2G, the phase DISB

parameter can be transformed as follows

D�dCGWLðt2Þ ¼ D�dCGWLðt1ÞþDrN1G2G
WL;G ¼ DdCGWL þDN1C2G

WL þð1� kCWL

kGWL

ÞDN1C
WL ð19Þ

Through the above conversion, continuous RTK positioning can be ensured. In the
single-epoch model, the inter-system differencing model have the same performance
with the classical differencing model. However, in the multi-epoch model, the inter-
system differencing model has more redundant observations than classical differencing
model. Therefore we can believe that the inter-system differencing model will have
better positioning performance, especially in the severely obstructed environment.
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3 Results of EWL/WL Ambiguity Resolution

In order to test the success rate of WL ambiguity resolution for medium baseline, in this
paper, the baseline with length of 22.4 km is selected for experiment. The baseline
information is shown in Table 1. The data were collected on DOY 150, 2018 with the
sampling interval of 30 s.

Using the model shown in Eq. (4), the fraction of EWL ambiguity floating solution
can be obtained as follows

From Fig. 1, we can see that the fraction of EWL ambiguity floating solution is
basically distributed in the range of −0.2 to 0.2 cycles. The percentage of the fraction of
EWL ambiguity floating solution in different fractional intervals is shown in Table 2. In
addition, According to statistics, the accuracy rate of the EWL ambiguity resolution in
single epoch is 100%, which verifies the reliability of model of the WL ambiguity
resolution in single epoch shown in Eq. (4).

Afterward, according to Eq. (5), the WL ambiguity can be solved. The fraction of
WL ambiguity floating solution can be obtained as follows (Fig. 2)

Table 1. Baseline used in the experiment of EWL/WL ambiguity resolution

Baseline Baseline
length

Data length Sampling
interval

Receiver
type

Collection
location

CUT0-PERT 22.4 km One day (DOY
150, 2018)

30 s Trimble
NETR9

Perth
Australia

Fig. 1. The fraction of EWL ambiguity floating solution
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The percentage of the fraction of WL ambiguity floating solution in different
fractional intervals is shown in Table 2. In order to further improve the fixed success
rate of WL ambiguity, multi-epoch averaging filtering can be adopted. The fraction of
WL ambiguity floating solution after filtering can be obtained as follows

From Fig. 3, we can see that the fraction of WL ambiguity floating solution after
filtering is basically distributed in the range of −0.2 to 0.2 cycles. The standard
deviation is 0.057cyc. The percentage of the fraction of WL ambiguity floating solution
after filtering in different fractional intervals is shown in Table 2. What’s more, in order

Fig. 2. The fraction of WL ambiguity floating solution

std: 0.057cyc

Fig. 3. The fraction of WL ambiguity floating solution after filtering
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to ensure the accuracy of coordinate calculation, the WL ambiguity bias threshold is set
to 0.2 cycles. According to statistics, the fixed success rate of WL ambiguity floating
point solution fraction within 0.2 cycles is 100%.

4 Stability Analysis of BDS-GPS DISB with WL
Combination

In order to eliminate the influence of atmospheric error and multipath error, in this
paper, the zero baseline CUT2-CUT0 is selected to verify the near time-constant
characteristic of DISB parameter. The estimated phase DISB with WL combination
result is shown in Fig. 4.

Table 2. The percentage of the fraction of ambiguity floating solution in different fractional
intervals

Fractional
interval (cycle)

The percentage of the fraction of ambiguity floating solution (%)
EWL ambiguity of
single epoch

WL ambiguity of
single epoch

WL ambiguity after
filtering

−0.1–0.1 74.83 62.76 87.03
−0.2–0.2 96.92 89.80 99.36
−0.3–0.3 99.65 97.30 99.76
−0.4–0.4 99.97 99.26 99.89
−0.5–0.5 100 100 100

Fig. 4. Number of satellites and the estimated phase DISB with WL combination result
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From Fig. 4, we can see that the DISB with WL combination is basically
unchanged in one day. Because there are few GPS satellites capable of transmitting
three-frequency signals, only one GPS satellite with triple-frequency data can be
received in many epochs. At around 12 o’clock, the DISB fluctuated because there was
only one GPS satellite with triple-frequency data during this time. The mean of the
solution result is −0.003cyc and the standard deviation is 0.010cyc. Therefore, we can
adopt the DISB real-time estimation in the medium baseline experiment.

5 Experiments of Medium-Baseline RTK Positioning

In the medium baseline experiment, we still select the baseline CUT0-PERT. Detailed
information for the baseline is as described above. Under normal observation, the cut-
off elevation angle threshold is set to 15° in the experiment. The positioning results of
the inter-system differencing model and the classical differencing model are shown in
Fig. 5.

From Fig. 5, we can see that comparing with the classical differencing model, the
inter-system differencing model has less improvement in positioning accuracy. In the
N, E, and U directions, the positioning errors are 1.95 cm, 1.48 cm, and 4.35 cm,
respectively. In order to further test the positioning performance of the inter-system
differencing model in the medium baseline, we need to simulate obstructed environ-
ment. In this paper, the obstructed mode is to select 7–11 satellites in descending order
of elevation angles. For the different visible satellites, the positioning results of the
inter-system differencing and classical differencing model are shown in Table 3.

Fig. 5. The positioning results of the inter-system differencing model (red dots) and the classical
differencing model (blue dots) in N/E/U directions
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From Table 3, we can see that the inter-system differencing model has better
performance than the classical differencing model. As the number of visible satellites
decreases, the improvement of positioning accuracy becomes more and more signifi-
cant. When the number of visible satellites is seven, the positioning results of the inter-
system differencing model and the classical differencing model are shown in Fig. 6.

When the number of satellites is seven, the positioning accuracy of classical dif-
ferencing model is significantly improved compared to classical differencing model,
and the parts with obvious improvement in accuracy have been marked in the Fig. 6.

It is worth noting that in the case of severe occlusion, when there is only one GPS
satellite, if we use the classical differencing model, the GPS satellite is unavailable.

Table 3. The positioning results of the inter-system differencing and classical differencing
model

Visible satellites RMS of positioning errors (cm) Improvement
(%)Classical

differencing
Inter-system
differencing

N E U N E U N E U

7 3.04 2.54 11.8 2.35 2.09 9.65 22.9 17.8 18.2
8 2.38 1.93 7.89 2.13 1.75 6.78 10.5 9.4 14.1
9 2.27 1.77 6.88 2.08 1.68 6.29 8.4 5.1 8.5
10 2.16 1.64 5.84 2.02 1.61 5.53 6.1 2.0 5.3
11 2.08 1.57 5.21 1.97 1.54 4.97 5.2 1.9 4.6
All 2.03 1.50 4.51 1.95 1.48 4.35 3.8 1.6 3.6

Fig. 6. The positioning results of the inter-system differencing model (red dots) and the classical
differencing model (blue dots) with seven available satellites in N/E/U directions
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However, the GPS satellite is available when using the inter-system differencing model,
which is the advantage of the inter-system differencing model to use more satellites and
improve the geometry of the satellites.

6 Conclusions

In this paper, we propose a tightly combined BDS and GPS method for RTK posi-
tioning with triple-frequency WL combinations. Firstly, the triple-frequency data is
used to fix EWL ambiguity and the fixed success rate in single epoch is 100%. Then we
can use fixed EWL ambiguity to assists in solving WL ambiguity, which avoids the
effects of pseudorange noise. Experiments show that the WL ambiguity resolution
results can ensure accuracy and reliability under the medium baseline, and the ambi-
guity can be correctly fixed in the first epoch. In addition, the DISB results based on
zero baseline shows that the phase DISB with WL combination is rather stable over
time, which means that it can be estimated in real time to get lots of redundant
observations. A medium baseline of 22.4 km was tested with DISB estimation to verify
the proposed model. The results show that in the normal observation environment,
compared with the classical differencing model, the inter-system differencing model
has less improvement in positioning accuracy. Under the medium baseline, the posi-
tioning accuracy can reach 2–3 cm in horizontal and 5 cm in vertical. In the obstructed
environment, the positioning accuracy of the inter-system differencing model is sig-
nificantly improved compared to the classical differencing model. When the number of
available satellites is seven, the positioning accuracy can be increased by more than
20%. In this paper, the influence of ionospheric delay is neglected in the WL ambiguity
resolution under the medium baseline, but we need to use atmospheric error model for
the long baseline circumstances. It should be noted that the above conclusions are
obtained from same receiver types. The characteristics of DISBs for different receiver
types need to be further studied. This is also the focus of our next research.
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Abstract. Given the communication features of STDMA among inter-satellite
links, this the-sis proposed a hierarchical planning method for the inter-satellite
links network of navigation constellation. First, we hierarchized the satellite
networks in accordance with their visible relationships, and interlinked them
hierarchically on the basis of STDMA. Second, we comprehensively analyzed
the costs of hop, time-delay and load on the stability of inter-satellite links, and
therefore designed an improved A* algorithm suitable for multi-level satellite
networks. At last, we simulated our method under constellation models. The
results of simulations revealed that the time-delay among links was less than 5 s
on average, mean hops were less than 2 counts, and on-board load converged,
which met the requirements of QoS communication.

Keywords: Inter-satellite links � Network layer � A* algorithm �
QoS communication index

1 Foreword

Navigation satellite links are used for specific data exchange and bidirectional ranging
between navigation satellites. The communication is realized through inter-satellite
link, which solves the problem of ground global station distribution limit, realizes the
indirect retransmission of the information between the satellite and the earth, improves
the communication performance of navigation system, and effectively reduces the
operational costs and operational risks of the satellite navigation system. The relative
measurement between the satellites is realized through inter-satellite link, the obser-
vation data and relative observation clock difference between the satellites are obtained.
The accuracy of satellites orbit determination and the performance of service of nav-
igation system are improved.

The 2nd reference proposes a routing backup strategy based on fault-tolerant
mechanism of satellite network, though satisfying the Qos of network, only analysed
the delay. The 3rd reference proposed a scheme for two-tier satellite networks with
inter-satellite links, and accomplished a dynamic routing strategy suitable for this
scheme, in which sub-networks delay minimization strategy based on Floyd algorithm
is adopted, but the simulation implementation method is not mentioned. The 4th
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reference improved the virtual topology strategy in the design of satellite network
routing algorithm and introduced heuristic methods to meet user’s QoS requirements,
including end-to-end delay, time delay fluctuation, link utilization and bandwidth.

At present, the research on routing strategy in satellite communication scenarios is
premature worldwide. In this paper, a heuristic routing algorithm for hierarchical
satellite networks is designed by analyzing the effects of hop cost, delay cost and load
cost on service satisfaction, expect to enrich and improve domestic inter-satellite link
system of satellite navigation system.

2 Time Slot Planning Techniques

2.1 Multilayer Link Network Partition Based on Visual Analysis

According to the visible relationship between the satellites or between the satellite and
the earth, the link network is divided into layers.

Step 1: Set Ka station on the ground and S station collection of GKa and GS,
satellite collection SAT;
Step 2: According to the visible relationship between the satellites and the earth,
acquire the domestic satellite collection Satin. In particular, the domestic satellite of
the S station may also be the domestic satellite of Ka station simultaneously;
Step 3: According to the visible relationship between the satellites, further stratifies
Ka and S’s offshore satellite Satout. Get SatoutL1, SatoutL2, …SatoutLn, denotes one-
hop visible offshore satellites collection, two-hop visible offshore satellites collec-
tion and n-hop visible offshore satellites collection respectively. In particular, the
outer offshore satellites of the Ka station may also be an offshore satellite or a
domestic satellite in the inner layer of an overseas S station.

By multi-layering link network, on the one hand, the S station can be introduced to
do unified planning. On the other hand, through further stratification of foreign satel-
lites, it can help judge the merits and demerits of the visible relations between offshore
satellites. For the less visible offshore satellites (outer offshore satellites), priority needs
to be given to ensuring the construction of their satellites and paths on the ground. Such
hierarchical processing is particularly critical when there are fewer satellite-earth
resources.

2.2 Time Slot Planning

In the process of time slot planning, the impact of digital constraint on chain con-
struction planning is mainly considered. It can be divided into two categories according
to its digital transmission direction, the upstream tasks and downstream tasks. For the
ascending task, the “earth station to domestic satellite to overseas satellite” channel
should be established as far as possible, while for the descending task, the “foreign
satellite to domestic satellite to earth station” channel should be established as far as
possible. The specific construction of the chain is shown in Fig. 1.
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2.3 Time Slot Planning Based on Load Balancing

The nature of load balancing is using the possible existence of different transmission
path in the network and transferring the data through sufficient residual capacity of
nodes. Load balancing algorithm is used to alleviate the existing and potential risks of
local congestion, to adapt to the dynamic change of network load, to reduce loss as
much as possible and to increase the network throughput to provide better QoS
guarantee for the task.

Therefore, the “chain construction times” attribute is added for each node to
measure the data flow load of the node indirectly. When there are multiple candidate
stars for chain construction, the satellite with the least number of chain construction
times is selected for chain construction. The time-gap planning processes based on load
balancing are as follows:

Step 1: Construct Ka links between the satellite and the earth. In accordance with
the above principle, access satellites and ground stations are subgrouped according
to the load of stations and the load of access to satellites. Given priority to the chain
construction between the satellite and the earth with few loads, so that “even
construction chain” can be ensured. in order to balance the difference of data
transmission rate between the satellite accessed which is taken as the interstellar
junction between the satellite and the earth, the maximum chain construction per
minute is set. In particular, because S station and satellite communication do not use
STDMA system, S channel is only marked.
Step 2: The chain construction of satellites in different layers. Starting from the
layer of domestic satellites, standby time slots are followed by the adjacent outer
satellites in order, and the order of chain construction of satellites in different layers
is “Satin to SatoutL1 to SatoutL2 to SatoutLn”. In the process of wheel constructing
chain, the satellite priority chain with fewer chains is constructed.

Fig. 1. Time slot planning process
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Step 3: Supplement the chain with free time slots. From the perspective of the
homogeneity of the chain construction, the supplementary chain is preferred to
select the satellite with fewer times of construction in the current planning cycle for
the chain construction. If the current planning cycle is the last planning cycle, the
planning is completed; if not, the time gap planning of the next planning cycle is
returned to Step 1.

3 Routing Design Scheme

The core idea of A* [5] routing planning in a highly dynamic network is to perform
static processing on a highly dynamic network constructed by time slots. A* searching
algorithm with heuristic method is adopted to generate path evaluation from multiple
dimensions such as path delay, hop number, node load, etc., to complete the point-to-
point multipath search.

3.1 Evaluation Model

A* searching algorithm is a kind of heuristic search algorithm, whose cost function is
generally expressed as:

f nð Þ ¼ g nð Þþ h nð Þ ð4:1Þ

Where, f(n) is the valuation function of the path passing through node n in the state
space, g(n) is the actual cost from the initial node to node n in the state space, h(n) is the
budget cost from node n to target node, and h(n) plays a key role in the evaluation
function, which determines the efficiency of A* algorithm.

(a) Selection of Actual Cost g(n)

The actual cost needs to take the path consumption such as path hop, transmission
delay and node load into account. The cost function from the starting point to node n is
defined as follows:

g nð Þ ¼ x1� turnCost nð Þþx2� delayCost nð Þþx3� loadCost nð Þ ð4:2Þ

Where, turnCost(n) represents the actual jump cost from the starting point to node
n, delayCost(n) represents the average delayCost from the starting point to node n, and
loadCost(n) represents the average loadCost from the starting point to node n. Based on
the numerical tolerance of each cost and normalization, the theoretical values of cor-
responding coefficients are obtained, x1 = 0.5, x2 = 0.17, x3 = 0.33.

As shown in Fig. 2 on the left, take data sent from SatoutL2(5) to GKA as an
example. In the case of no load, only the number of hops and time delay are used as
evaluation indexes. It can be seen that data is forwarded through SatoutL1(4) in all five
links, and there is a forwarding bottleneck, which makes SatoutL1(4) memory occupied
too high and leads to data congestion.
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As shown in Fig. 2 on the right, after adding the evaluation function of load
balancing, the load attribute is added for each node, which is indirectly measured by the
number of path selections passing through the node. As the number of choices
increases, the path through the node will be selected at a greater cost in the next
calculation. Therefore, although the number of hops of the dashed path is 1 more than
that of the solid path via SatoutL1(4), it can still be selected after taking into account the
number of hops, delay and node load.

(b) Selection of Budget Cost h(n)

Budget cost h(n) is the budget cost from node n to target node. In order to guarantee the
optimization and completeness of the algorithm, h(n) is expressed as follows:

h nð Þ ¼ disLayer nð Þ � a ð4:3Þ

In the formula, disLayer(n) is represented as the layer difference from node n to the
target node, which means that the smaller the layer difference from the target node n is,
the smaller the budget cost of node n corresponding to the smaller node n difference
from the target node. a is the adjustment coefficient, eliminating the dimension effect of
h(n) and g(n), and balancing the contribution value of both. In the budget cost function,
the layer difference effect (approximately equal to the cost of hops) is only considered,
other factors are ignored, so a < 0.5 is set.

3.2 Routing Planning Technology Based on A* Searching

A* algorithm path planning mainly USES two lists, OPEN table and CLOSE table, to
realize the expansion and selection of the optimal node. OPEN table is used to save the
subsequent nodes encountered in the search process, and CLOSE table is used to save
the points with the minimum value of f in the OPEN table. The initialization OPEN
table contains the start node s, and the CLOSE table is empty. The routing planning
process based on A* search is as follows (Fig. 3):

Fig. 2. Chart of node cache overload leading to bottleneck
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Step 1: select the node n with the minimum f value in the OPEN table and set it as
the current node.
Step 2: move the current node n out of the OPEN table and into the CLOSE table;
Step 3: determine whether n is the target point. If n is the target point, the optimal
path will be generated according to its forward pointer, and the target node will
begin to trace back step by step until it reaches the start node. If n is not the target
point, then extend node n and process each subsequent point of n:

Step 3.1: if the subsequent point m exists in the OPEN table, the g(m) value is
determined. If the path g(m) value is smaller than the previous path, the forward
pointer of m point is changed and the g(m) and h(m) values of m point are
updated simultaneously. On the contrary, the original forward pointer and g
(m) and h(m) values are maintained.
Step 3.2: if the successor point m is empty, or exists in CLOSE table, it is not
processed.
Step 3.3: if the successor point m is not in the CLOSE table or the OPEN table,
it is added to the OPEN table. Its forward pointer points to the current node n,
and its g(m) and h(m) values are calculated.

Return to Step 1 after the subsequent nodes have been processed.

4 Simulation Verification

The simulation scenarios in this paper include 1 � Ka band ground station, 1 � S
band ground station and 8 MEO satellites.

Start
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Fig. 3. A* routing planning flow chart
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4.1 Visual Analysis

In the visible analysis, it is necessary to analyze the visibility of inter satellite and
satellite-earth. There are three types of visible relationships between nodes, persistent
visible, persistent invisible and non-persistent visible. The visual relation is analyzed to
lay a foundation for the next-step inter-satellite topology.

As shown in Fig. 4, in the one-week simulation results, if the Ka station is asso-
ciated with the S station, at least two satellites can be seen. In order to meet the need of
communication, the more visible satellites, the higher the degree of mission comple-
tion. In the visual period of two stars, there are three kinds of topological relationships:
one MEO visible to Ka station, one MEO visible to S station (probability is 2.5%), two
MEO visible to Ka station (probability is 4.1%), two MEO visible to S stations
(probability is 3.6%). The system planning should as far as possible to ensure the
performance of the three cases.

4.2 Performance Testing

The test includes link hops and the retransmission delay of a task, and the load of each
satellite load during the simulation process. The simulation results are as follows:

(1) Link Hops and Transmission Delay

Link hops and retransmission delay are evaluated from the uplink and downlink paths
(Fig. 5).

Fig. 4. Ka station and S station are visible to MEO satellite for one week

Fig. 5. Simulation results of link hops and delay (Uplink) using the shortest path algorithm and
the algorithm in this paper (1–4: MEO25–MEO28, 5–8: MEO33–MEO36)
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(a) Path Performance of Ka Station on the Ground to Satellites (uplink)

For link hops, there is no difference between the proposed heuristic routing algorithm
based on hierarchical satellite networks and the shortest path routing algorithm in
uplink hop alignment. Because Sat.6, Sat.7 and Sat.8 can be visible directly with the
station on the ground in a certain period of time, so the average number of hops is less.
The average number of hops in the uplink paths of other satellites is 2 hops.

For the transmission delay, it can be seen from the diagram that the routing
algorithm adopted in this scheme can effectively avoid the bottleneck problem, shorten
the transmission delay obviously, and control the transmission delay of Ka station on
the ground to all satellites less than five time slots.

(b) Path Performance of Satellite to Ka Station on the Ground (Downlink)

The simulation result of downlink task is similar to that of uplink task. It is not to be
restated here (Fig. 6).

(2) Load Condition

Combined with the results of slot and routing planning, the performance of telemetry
information recovery service is tested. Under the same rate, the shortest path algorithm
and the load balancing routing algorithm proposed in this paper are compared. During
the simulation period, the cache results are shown in Fig. 7 and Fig. 8.

Fig. 6. Simulation results of link hops and delay (Downlink) using the shortest path algorithm
and the algorithm in this paper (1–4: MEO25–MEO28, 5–8: MEO33–MEO36)

Fig. 7. Cached results of shortest path algorithm (1–4: MEO25–MEO28, 5–8: MEO33–
MEO36)
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As shown in Fig. 7, except for the continuous convergence of the Sat.1, Sat.7 and
Sat.8 buffers, the other satellites caches diverge over a period of time, regardless of the
load. On the one hand, the divergent cache will cause greater data transmission delay,
on the other hand, it will also cause the on-board buffer pressure so the performance of
the algorithm is not satisfactory.

As shown in Fig. 8, the telemetry cache of all satellites converges under the
combined action of digital priority slot planning and an A * search routing algorithm
that takes into account load balancing. The results show that the telemetry data can be
transmitted back to the ground Ka station in a short time, and the data congestion can
be effectively alleviated. The necessity of load-balanced routing algorithm is further
verified.

5 Conclusion

To meet the demand of data transmission service the nodes in the system are stratified
according to the visual relations of inter-satellite and earth-satellite, an improved A*
algorithm for multilayer satellite network is proposed, which takes the load into
account. The simulation results showed that the proposed algorithm can effectively
balance the load of satellite nodes to alleviate the link congestion, reduce the number of
link hops and delay, and provide better QoS guarantee for services.

References

1. Yang Y (2010) Progress, contributions and challenges of Beidou satellite navigation system.
J Geodesy Geoinf Sci 39(1):1–6(6)

2. Hu JH, Yeung KL (2000) Routing and re-routing in a LEO/MEO two-tier mobile satellite
communications system with inter-satellite links. In: ICC 2000, vol 1, pp 134–138

3. Stepanek J, Coe E, Sims R, Raghavendra CS (2004) Fault-tolerant routing for satellite
command and control. In: IEEE aerospace conference proceeding, pp 1671–1676

4. Long R, Xiong NX, Athanasios VV et al (2010) A sustainable heuristic QoS routing
algorithm for pervasive multi-layer satellite wireless networks. Wirel Netw 16(6):1657–1673

5. Wei W Research on strategies of heuristic search in AI planning

Fig. 8. Planned cache results of considering load balancing routing (1–4: MEO25–MEO28, 5–8:
MEO33–MEO36)

70 Y. Yu et al.



Primary Exploration on Approaches
to Establish BeiDou Terrestrial

Reference Frame

Liqian Zhao1,2(&), Xiaogong Hu1, Shanshi Zhou1, Chengpan Tang1,
and Yufei Yang3

1 Shanghai Astronomical Observatory, Chinese Academy of Sciences,
Shanghai, China

zhaoliqian@shao.ac.cn
2 University of Chinese Academy of Sciences, Beijing, China

3 Information Engineering University, Zhengzhou, China

Abstract. Beidou-2 satellite navigation system adopts China Geodetic Coor-
dinate System 2000 (CGCS2000), which can’t meet the requirements of Beidou-
3 global service and timely update. This paper discusses two approaches to build
BeiDou Terrestrial Reference Frame (BTRF), one is precise point position
(PPP) and the other is net-solution with MGEXs. We only relied on BDS
observations to determine precise coordinates of each BDS monitoring station
under ITRF and verify the two approaches. Especially, we analyzed the
improvement for the accuracy of Beidou satellites orbit determination (OD) with
regional tracking network after refining and updating the coordinates of tracking
stations by means of net-solution. Initial results show that repeatability of PPP
for the horizontal and vertical components of a BDS monitoring receiver is
better than 2.3 cm and 3.4 cm, respectively, which may be reduced to 0.8 cm
and 2.2 cm for net-solution. After the refinement, the OD accuracy of IGSOs 3D
overlap increase by 15.4%, while MEOs increase by 25.9%. We also evaluate
BDS satellite orbit with SLR measurements, results reveal that SLR residuals of
BD-2 satellites reduce from 0.39 m to 0.24 m, the accuracy increases by 38%,
the residuals of BD-3 satellites reduce from 0.25 m to 0.18 m, the accuracy
increases by 28%.

Keywords: BeiDou Terrestrial Reference Frame � Precise point position �
Net-solution � Repeatability

1 Introduction

The definition of the GNSS coordinate system includes the origin, scale, orientation
and evolution [1]. As a realization of GNSS coordinate system, the GNSS coordinate
reference framework provides the spatial reference for satellite ephemeris of GNSS, it
is the basis to realize navigation and location service. International Terrestrial Refer-
ence Frame (ITRF) is currently the most widely used global reference framework with
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highest accuracy and best stability, which is realized by the coordinates and velocity of
a set of points on the surface of the earth [2]. ITRF can provide a reliable reference for
the establishment and maintenance of the GNSS coordinate reference framework, it
also serves as a medium for the coordinate framework of different navigation systems
[3]. The Terrestrial Reference Frame for GNSS can build a connection with each other
by aligning with ITRF, laying the foundation for multi-GNSS compatibility and
interoperability [4, 5].

China’s Beidou satellite navigation system adopts the 2000 China Geodetic
Coordinate System (CGCS2000) whose foundation is based on GPS static observa-
tions, and therefore is a national security risk [6]. Due to its long-term invariance,
CGCS2000 cannot meet the requirements of the GNSS reference frame for timely
update [7, 8]. With the launch of the Beidou-3 satellites, Beidou navigation system is
moving from Asia-Pacific regional service to global service, it is of great significance to
build a global terrestrial reference framework of Beidou which can maintain high
precision on a global scale and be interoperable with other navigation systems [9].

This paper focuses on how to build BeiDou Terrestrial Reference Frame (BTRF).
We propose two approaches to obtain accurate coordinates of the domestic Beidou
monitoring stations and depend on BDS observations only to verify the feasibility of
the approaches. The results can provide theoretical basis and method support for the
establishment of the BTRF. In addition, we refine the coordinates of the ground
tracking stations and analyze the improvement of BDS orbit determination accuracy
with regional tracking network by the root-mean-squares (RMS) of the post-fit resid-
uals, the overlap comparison and the SLR validation after the coordinate update.

2 Experiments on Establishment of BTRF

Considering the interoperability with other satellite navigation systems, the Beidou
Terrestrial Reference Frame should be aligned with ITRF, the basis of its realization are
frame points whose coordinates are accurately known. Therefore, the primary task of
establishing the BTRF is to obtain high-precision coordinates information of these
frame points. Precise Point Positioning and net-solution are attempted to get the precise
coordinates under ITRF.

2.1 Precise Point Positioning

Since it was first proposed as a major positioning technique, Precise Point Positioning
(PPP) has seen numerous important applications [10, 11]. The Multi-GNSS Experiment
(MGEX) of the International GNSS Service provides the precise orbits and clock of the
BDS satellites using L-band code and carrier phase measurements regularly from a
globally distributed network [12, 13]. The radial accuracy of the MGEX precise orbits
for the IGSO and MEO satellites is within 10.0 cm in terms of overlap comparisons and
satellite laser ranging (SLR) validation [14, 15]. The precise satellite orbit and clock
difference which the MGEX provides should be fixed so that it can serve as a medium of
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ITRF delivery. PPP experiments are carried out using observations of only Beidou-2
satellites because MGEX has no precise orbit and clock difference products of Beidou-3
satellites. By means of PPP, the coordinates of the monitoring station in ITRF can be
directly obtained. Then the repeatability of the coordinate sequence should be analyzed.

2.1.1 Experiment Data and Processing Strategy
Four Beidou monitoring stations in China are selected, located in Qingdao, Xiangyang,
Ruili and Jinghong. The observations from 2018/05/16 to 2018/05/29 are processed
with PPP. The PPP program adopts one-day solution. We use 5 min-orbit and 30 s-
clock-error precise products provided by GFZ MGEX. The pseudorange and phase
observation data of the two frequencies of B1I and B2I are selected for the dual-
frequency ionosphere-free combination. The observation sampling interval is 30 s, and
the threshold of cutoff elevation is 10°. The coordinates of receivers, receivers clock
error and atmospheric and ambiguity parameters are estimated while atmospheric
parameters are estimated every 2 h. We adopt EOP parameters which are estimated by
ESA. In order to be self-consistent with satellite orbit products, the satellite antenna
phase center deviation (PCO) is corrected according to the value given by GFZ.
Table 1 shows B1I-B2I dual-frequency satellite antenna phase center compensation
value provided by GFZ.

2.1.2 Results and Analysis
Daily coordinate time series are obtained for each receiver. Repeatability is defined as:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v� �vð Þ � v� �vð ÞT

n� 1

s

in which v is the difference vector between PPP results and the initial coordinates in
CGCS2000 for east, north or height components. �v is the mean value of the time series,
n is the dimension of v. Figure 1 below is the summary of the repeatability for the 4
receivers.

Table 1. GFZMGEXB1I-B2I Dual Frequency Combination Phase Center Correction (unit: mm)

Satellite X Y Z Satellite X Y Z

C01 600.0 0.0 1100.0 C08 549.0 0.0 3842.6
C02 600.0 0.0 1100.0 C09 549.0 0.0 3973.6
C03 600.0 0.0 1100.0 C10 549.0 0.0 3882.1
C04 600.0 0.0 1100.0 C11 549.0 0.0 2069.5
C05 600.0 0.0 1100.0 C12 549.0 0.0 2313.5
C06 549.0 0.0 3049.0 C13 549.0 0.0 3882.1
C07 549.0 0.0 3236.7 C14 549.0 0.0 2311.7
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To illustrate the PPP results, Fig. 1 displays positioning time series for 4 receivers.
It can be seen from the statistical results in the figure that the coordinate repeatability of
each receiver in the horizontal direction is significantly better than the height direction.
The solution repeatability of each receiver for north component is within 1 cm, with an
average of 0.93 cm. The repeatability for east component is between 1.5 and 2.7 cm,
with an average of 2.1 cm, and the average in the horizontal direction is 2.3 cm.
Jinghong station has the best repeatability for up component which is 2.8 cm, while
Ruili station has the worst, which is 4 cm. The average of each receiver for up com-
ponent is 3.4 cm.

2.2 BDS Net-Solution

We select MGEX stations for the transmission of ITRF reference. Only BDS obser-
vations are used.

2.2.1 Experiment Data and Processing Strategy
The same observations period and domestic Beidou monitoring stations as the PPP
method are selected. We choose 45 MGEX stations distributed all over the world which
could receive BDS B1I and B2I data. Among the 45 stations, 25 stations whose
coordinates are fixed. The precise coordinates of other MGEX stations and 4 domestic
Beidou monitoring stations are calculated. The pseudorange and phase observations of
the two frequencies of B1I and B2I are selected for the dual-frequency ionosphere-free
combination. The observation data sampling interval is 30 s, and the threshold of cutoff
elevation is 10°. In addition to the receiver coordinates, it was also necessary to solve
the BDS satellite orbit and clock error, receiver clock error, atmospheric and ambiguity

Fig. 1. PPP results repeatability for north, east and height components of 4 receivers in
Qingdao, Xiangyang, Jinghong and Ruili
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parameters. The atmospheric parameters are estimated every 2 h, and the satellite
antenna phase center offset is the same as that published by GFZ (Table 1).

2.2.2 Results and Analysis
To illustrate the net-solution results, Fig. 2 below displays coordinates time series for 4
receivers. From the statistical results in the figure, it is found that the coordinate
repeatability of each station in the horizontal direction is better than the height direc-
tion, which is consistent with the conclusion obtained by the PPP method. The average
repeatability of each station was 0.8 cm for horizontal component and 2.2 cm for
height component. It can be seen that the coordinate repeatability of the net-solution is
much better than the PPP method.

3 Improvement of BDS Orbit Determination Accuracy
with Regional Tracking Network After Coordinates
Refinement

The experiment results in the previous section have preliminarily proved that both PPP
and net-solution can obtain the monitoring station coordinate with accuracy of
centimeter-level. Since the coordinates results repeatability obtained by the net-solution
is better than that of PPP, we refine and update the coordinates of 10 Beidou regional
tracking stations in China. The coordinates obtained by means of net-solution are used
to update the initial coordinates in CGCS2000, and the tracking stations before and
after the coordinates update are respectively used to determine the BDS satellites orbits,
then orbit determination accuracy will be compared.

Fig. 2. Net-solution results repeatability for north, east and height components of 4 receivers in
Qingdao, Xiangyang, Jinghong and Ruili
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3.1 Orbit Determination Strategy with Regional Tracking Network

Data sets from 2018/08/04 to 2018/08/26 are selected for the experiments. There are 21 3-
day orbit determination (OD) arcs involving 10 stations and 19 BDS satellites. B1I and
B3I are used to form a dual-frequency ionosphere-free combination, observations sam-
pling interval is 60 s, and the threshold of cutoff elevation is 10°. The dry tropospheric
delay can be precisely corrected bymodels such as Saastamonien model, the one used for
experiment, but the wet part is difficult to model [16], so they are treated as measurement
parameters and are estimated every 8 h. The 10 ground tracking stations before and after
the coordinates update respectively participate in orbit determination experiment.

3.2 Orbit Determination Residual

Figure 3 below shows the root-mean-squares (RMS) of the post-fit code and phase
residuals of 21 OD arcs. In the figure, blue part represents the residual with initial
coordinates before update, the yellow part represents the residual with coordinates after
update. It illustrates that after the update and refinement of coordinate of tracking station,
the code and phase residual of each orbital arc reduce significantly. Themean value of the
code residual reduces from 87.2 cm to 84.6 cm, and the phase residual reduces from
1.34 cm to 1.05 cm. We can think that the precision of internal alignment of orbit
determination with regional tracking network improved after the update of coordinates.

3.3 Orbit Overlap Comparison

The direct comparison of the consecutive orbit solutions is commonly used for the
internal validation of the orbit accuracy. The 48-h overlap orbits are obtained by the
orbit comparisons of any two groups from the 3-day arc orbit solutions, with a time-lag
of one day, to conduct the internal validation. The orbit comparison results are counted
and listed in Table 2 and Fig. 4.

Fig. 3. Code (left) and phase (right) residuals of each arc before and after coordinate refinement
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Table 2. The satellite orbit overlap comparisons in radial, along-track, cross-track and 3D
directions (unit: m)

Satellite R T N 3D
Before
update

After
update

Before
update

After
update

Before
update

After
update

Before
update

After
update

C01 0.217 0.192 1.288 1.442 0.955 0.859 1.618 1.689
C03 0.205 0.171 0.958 0.993 0.807 0.708 1.269 1.231
C06 0.215 0.139 0.839 0.658 0.652 0.597 1.084 0.899
C07 0.180 0.157 1.012 0.780 0.665 0.527 1.224 0.954
C08 0.247 0.193 1.011 0.768 0.812 0.588 1.320 0.986
C09 0.264 0.226 1.040 0.928 0.695 0.618 1.278 1.138
C10 0.216 0.232 0.979 0.945 0.744 0.754 1.248 1.231
C27 0.367 0.263 1.887 1.195 0.584 0.542 2.009 1.338
C28 0.386 0.283 1.735 1.493 0.691 0.538 1.907 1.612
C29 0.326 0.216 1.778 1.273 0.584 0.385 1.900 1.347
C30 0.340 0.266 1.458 1.214 0.555 0.492 1.597 1.337
C31 0.212 0.202 0.977 0.963 0.632 0.647 1.183 1.178
C32 0.199 0.186 1.148 0.845 0.646 0.582 1.332 1.043
C33 0.367 0.194 1.795 0.978 0.847 0.643 2.018 1.186
C34 0.317 0.205 1.513 0.940 0.495 0.392 1.623 1.039
C36 0.349 0.230 1.192 0.803 0.641 0.451 1.398 0.949
C37 0.228 0.184 0.832 0.726 0.535 0.450 1.015 0.874
C38 0.344 0.212 1.221 0.710 0.579 0.415 1.394 0.849
C39 0.257 0.204 1.067 0.872 0.501 0.466 1.206 1.010

Fig. 4. Satellite overlap comparisons in the 3D direction. The blue part represents the overlap
difference before coordinates update, while the yellow part represents the overlap difference after
update
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According to the statistical results, except for the GEO satellite C01, the accuracy
of the overlap comparisons in the 3D direction of all satellites has been improved after
tracking station coordinates update. The mean overlap difference of IGSO satellites
(C06, C07, C08, C09, C10) decreases from 1.23 m to 1.04 m, and the accuracy
increases by 15.5%. The mean overlap difference of MEO satellites (C27–C34, C36–
C39) decrease from 1.55 m to 1.15 m, and the accuracy increases by 25.8%.

3.4 SLR Evaluation

SLR provides independent data that can be used to evaluate orbit error in the along-the-
sight direction. The range residual of SLR is the difference between observed range and
computed range based on the estimated orbits [17]. There were 7 BDS satellites (C01,
C08, C10, C29, C30, C37, C38) tracked by the International Laser Ranging Service
during the experiments. Figure 5 below shows the distribution of the SLR stations
participating in our experiments, including 5 in the Asia-Pacific region, 5 in Europe,
and 1 in the United States. The laser data cutoff height angle was 20°, and the SLR
residuals greater than 1 m do not participate in statistics. The availability of SLR data
for each satellite and the RMS of SLR residuals of estimated orbits is shown in Table 3.

It can be seen from Table 3 that after tracking stations coordinates refinement and
update, the accuracy of SLR evaluation improves significantly. For BD-2 satellites
(C01, C08, C10), the mean residuals decrease from 0.39 m to 0.24 m, and the accuracy
improves by 38%. For BD-3 satellites (C29, C30, C37, C38), the mean residuals
decrease from 0.25 m to 0.18 m, and the accuracy improves by 28%. The mean
residuals of all satellites decrease from 0.31 m to 0.21 m.

Fig. 5. Distribution map of SLR stations in our experiments
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4 Summary and Conclusions

In this study, we make a preliminary discussion on the establishment of BTRF. Under
the premise of using only Beidou observations, PPP and net-solution are attempted to
obtain high-precision coordinates of frame points in China. Initial results show that PPP
repeatability for the horizontal and vertical components is better than 2.3 cm and
3.4 cm respectively, net-solution repeatability for the horizontal and vertical compo-
nents is better than 0.8 cm and 2.2 cm respectively. Both PPP and net-solution can
realize the centimeter-level accuracy. As a further verification, we refine and update the
coordinates of ground tracking stations by means of net-solution and carry out
experiments of orbit determination with regional tracking network. Experiments results
reveal that after coordinates update, the mean value of the code residuals reduce from
87.2 cm to 84.6 cm, and the phase residuals reduce from 1.34 cm to 1.05 cm, the mean
overlap difference of IGSO satellites decreases from 1.23 m to 1.04 m, the mean
overlap difference of MEO satellites decreases from 1.55 m to 1.15 m, the SLR
residuals of BD-2 satellites reduce from 0.39 m to 0.24 m and the residuals of BD-3
satellites reduce from 0.25 m to 0.18 m.

In this paper, only 14 satellites of Beidou-2 were used in the PPP and net-solution
experiments. With the launch of Beidou-3 satellites, the number of available satellites
will greatly increase, and the accuracy of PPP and net-solution will also improve. It is
feasible to build a global Beidou Terrestrial Reference Frame with high-precision.
Meanwhile, since what we do at the current stage is a preliminary study and the
accumulation of observation data is not enough, it is not possible to solve the velocity
field information. As a global high-precision reference frame, the BTRF must have
velocity field information, so obtaining high-precision velocity field information will be
the key and focus of subsequent research.

Table 3. The SLR data availability and the RMS of SLR residuals (unit: m)

Satellite Total data
volume

Valid data
volume

Elimination
rate

Residuals
before update

Residuals
after update

C01 57 52 8.77% 0.37 0.24
C08 82 75 8.54% 0.39 0.23
C10 161 158 1.86% 0.42 0.25
C29 67 66 1.49% 0.29 0.13
C30 80 75 6.25% 0.18 0.13
C37 125 123 1.60% 0.29 0.26
C38 59 55 6.78% 0.25 0.21
Total 631 604 4.28% Mean 0.31 Mean 0.21
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Abstract. Broadcast ephemeris accuracy is an important index of GNSS nav-
igation system performance evaluation. As a component of broadcast ephemeris,
the accuracy of predicted clock offset will directly affect the accuracy of navi-
gation, positioning and timing. In order to access the accuracy of Galileo
broadcast clocks, the content and characteristics of Galileo broadcast ephemeris
are introduced in this paper first. Then, the principle and method of accuracy
evaluation of broadcast ephemeris are explained. On this basis, the broadcast
ephemeris data in the last two years since Galileo provided the initial service
were used to analyze the accuracy of broadcast clock offset. As a comparison,
the GBM precision clock offset products provided German Research Centre for
Geosciences (GFZ) analysis center was taken as the truth value. The results
show that: (1) The STD of broadcast clock offset of 15 Galileo satellites pro-
viding normal services is about 1 ns. The RMS of the broadcast clock offset is
about 1 ns, except that of E24 which is 5.7 ns. (2) After the Galileo satellites
provided service, the STD and the RMS of broadcast clock offset changes are
within 1 ns and 1–1.4 ns, respectively, which partly reflects the stability of
Galileo space-borne clock. The results would provide some reference for timing
applications of Galileo satellite navigation system.

Keywords: Galileo � Broadcast ephemeris � Predicted clock offset �
Precision evaluation

1 Introduction

Galileo navigation satellite system is the Europe independent global satellite navigation
system, which can provide high-precision and highly reliable positioning, navigation,
timing (PNT) services [1]. Since Galileo system was built, it has launched three series
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of 24 navigation satellites [2]. So far, a total of 17 full-operational-capability
(FOC) satellites can provide normal service [3]. Galileo satellite carries high-precision
hydrogen clock, which attracts more and more scholars’ attention [4]. Considering its
characteristics of real-time performance and easy acquisition, broadcast ephemeris has
been continuously expanded in the application field. And the reliability and stability of
its predicted clock offset will directly affect the accuracy of PNT [5]. Hydrogen clock
has better short-term stability. As the first navigation satellite carrying hydrogen clock,
it is of great significance to evaluate Galileo broadcast clocks.

Many scholars at home and abroad have analyzed and evaluated the broadcast
ephemeris accuracy of GPS, GLONASS and BDS [6–9], but there are very few studies
on Galileo system broadcast ephemeris, especially on Galileo FOC series satellites. In
2013, Lucas first evaluated the accuracy of Galileo broadcast ephemeris [10]. Subse-
quently, Montenegro et al. also analyzed Galileo broadcast ephemeris in 2014, whereas
the accuracy of Galileo broadcast ephemeris cannot be reflected due to the small
amount of data and the length of data [11]. Similarly, due to the limited data, Fan et al.
only evaluated the accuracy of Galileo E11, E12 and E19 satellites’ one week broadcast
clocks accuracy, which could not reflect the long-term change [6]. Yin et al. used the
Galileo broadcast ephemeris for two years to evaluate the accuracy, and drew the
conclusion that the accuracy of Galileo broadcast clock offset is better than 5 ns. But
Yin only studied the IOV series satellites and did not analyze the FOC satellites [12,
13]. In 2018, Oliver studied the signal-in-space range errors (SISRE) which contains
the influence of clock of Galileo for January to December 2017. He came to a con-
clusion, the RMS SISRE values of Galileo are at the 0.2 m level [14]. Therefore, this
paper selected the broadcast ephemeris data of Galileo from December 15, 2016 to
October 31, 2018, and took the GBM precision clock products provided by GFZ as the
truth value to analyze and compare the accuracy of Galileo broadcast clocks.

2 Brief Introduction to Galileo Broadcast Ephemeris

Depending on the carrying signals, Galileo broadcast ephemeris broadcast three types
of message, namely I/Nav, F/Nav and C/Nav. The message allocation and general data
content are shown in Table 1.

Similarly, the above navigation message with different frequency signals contains
different satellite clock correction data. The C/Nav message is not the subject because
it’s just for the commercial service. Table 2 shows the clock correction data of I/Nav
and F/Nav.

Table 1. Message allocation and general data content [15]

Message type Services Component

F/Nav Open E5a-I
I/Nav Commercial/open E5b-I/E1-B
C/Nav Commercial E6-B
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where af0 is the satellite clock bias correction coefficient, af1 is the satellite clock drift
correction coefficient, af2 is the satellite clock drift rate correction coefficient, t0C is the
clock correction data reference time.

3 The Accuracy Evaluation Method of Broadcast Clock
Offset

3.1 Clock Offset Fitting Model

The fitting model of Galileo broadcast ephemeris predicted clock offset is shown in
formula 3.1, and the unit is seconds [16–18].

DtSVðX) ¼ af0ðXÞþ af1ðXÞ½t � t0CðXÞ� þ af2ðXÞ½t � t0CðXÞ�2 þDtr ð3:1Þ

where DtSV ðX) is the satellite clock offset, af0ðXÞ, af1ðXÞ and af2ðXÞ are defined in 2.2, t
is the observation time and t0CðXÞ is the reference time for the clock correction, Dtr is
the relativistic delay term.

The relativistic correction term can be expressed as formula 3.2.

Dtr = FeA1=2 sinðEÞ
F ¼ �2l1=2=c2

ð3:2Þ

where l is Geocentric gravitational constant, c is the Speed of light, e is the Eccen-
tricity, A1=2 is Square root of the semi-major axis, E is the eccentric anomaly.

From the formula 3.2, we can see that the relativistic delay term is mainly related to
the eccentricity of satellite orbit. The value of Galileo satellite clock offset can reach
1 ns and that of GPS satellite clock offset can up to dozens of nanoseconds by
experiments. So the influence of this item cannot be ignored in clock offset fitting.

Table 2. Galileo clock correction data [15]

Message type Frequency point Clock correction parameters Services

F/Nav (E1, E5a) af0 (E1, E5a)
af1 (E1, E5a)
af2 (E1, E5a)
t0C (E1, E5a)

Dual-frequency (E1, E5a)
Single-frequency E5a

I/Nav (E1, E5b) af0 (E1, E5b)
af1 (E1, E5b)
af2 (E1, E5b)
t0C (E1, E5b)

Dual-frequency (E1, E5b)
Single-frequency E5b
Single-frequency E1
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3.2 Accuracy Evaluation Method

The time reference of broadcast ephemeris and precise ephemeris are not consistent, so
the difference between broadcast clock offset and precise clock offset cannot be simply
compared. Therefore, in order to eliminate the influence caused by the inconsistency of
time reference, this paper adopted the quadratic difference method. In other words, the
satellite clock offset calculated separately makes a primary difference to the same
reference satellite (E1 satellite was selected for this paper), and then makes a secondary
difference between the broadcast clock offset and the precision clock offset, and takes
the secondary difference as the sequence of clock offset for accuracy evaluation [12].
The formula is shown in 3.3.

dTi ¼ Ti � T0

dti ¼ ti � t0

Dti ¼ dTi�dti
ð3:3Þ

where the superscript i represents the satellite, Ti and ti are broadcast clock offset and
precise clock offset respectively, T0 and t0 are the broadcast clock offset and precise
clock offset of the reference satellite respectively, Dti is the secondary difference of
clock offset.

4 Experimental Analysis

4.1 Data Description and Strategy Analysis

In this experiment, the broadcast ephemeris data of GNSS provided by multi-GNSS
experiment (MGEX) were selected to evaluate the accuracy of Galileo predicted clock
offset. The GBM precision clock products of the same period provided by GFZ analysis
center were used as the truth value. Since the calculation of precision clock products
adopts E1/E5a dual-frequency ionosphere-free combination, this paper selects F/Nav
message containing E1/E5a information for the accuracy evaluation. The processing
time starts from December 15, 2016, on which Galileo started to provide initial service,
to October 31, 2018. And the solution strategy is shown in Table 3.

Table 3. Summary of the solution strategy

Broadcast clock
offset

Source The broadcast ephemeris data of GNSS provided by
MGEX

Update rate 10 min

Navigation
message

F/Nav

Fitting model Quadratic polynomial + Relativity correction term

Precision clock
offset

Source The GBM precision clock products provided by GFZ
Sampling 30 s

Reference satellite E01
Accuracy evaluation method The quadratic difference method
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As Galileo satellite system is still in the initial run stage, only 17 of the 24 satellites
in orbit currently provide normal services, and the time for each satellite to provide
normal services varies. Figure 1 shows the service period of the 15 satellites in the
selected period of this experiment, where E22 satellite ceased service on December 12,
2017. In addition, E21, E25 and E27 satellites began to provide normal services in
October 2018, August 2018 and August 2018 respectively. Considering the service
time was relatively short, the broadcast ephemeris of these three satellites were not
analyzed in this paper.

4.2 Analysis of Results

The GBM precision clock product provided by GFZ was taken as the truth value, and
the accuracy of the broadcast clock offset was evaluated by using the broadcast
ephemeris data for the last two years. Figures 2 and 3 respectively calculated STD and
RMS of the secondary differences between Galileo satellites broadcast clock offset and
GBM precision clock offset, with the unit of nanoseconds and the statistical duration of
686 days. For the statistical time is too long, the points are too dense and unclear.
Therefore, the graph shows the secondary difference clock offset sequence of a sam-
pling point in 10 days. Since E01 is the reference satellite, it is not discussed here. The
results shows that: (1) Except for some days, the STD of all the satellite broadcast clock
offset and GBM precision clock difference is within 2 ns in the sequence of secondary
clock offset. The RMS of the secondary difference sequence of all satellites is about
2 ns, except E24 is about 6 ns. (2) It can also be seen from the Figs. 2 and 3 that in the
service stage of E22 satellite, the STD and RMS of the sequence of secondary clock

Dec.Jan-17Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oct. Nov. Dec.Jan-18Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oct.
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N

Fig. 1. The service time of Galileo satellites which can provide normal service
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offset show an increasing trend, indicating that the accuracy is getting worse. Mean-
while, the accuracy of other satellites changes randomly with little fluctuation and small
accuracy change.
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Fig. 2. The STD of the sequence of secondary difference clock offset
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In order to show the variation of Galileo satellite broadcast clock offset in the
statistical period, this experiment selected E02, E08, E09, E11, E12, E19, E26 and E30
satellites with complete data, and calculated the average STD and RMS of the sec-
ondary difference sequence by month. The results are shown in Figs. 4 and 5. Figure 6
shows the mean STD and RMS peak-to-peak value difference of the secondary dif-
ference sequence between the broadcast clock offset and the GBM precision clock
products by month. The results show that: (1) During the statistical period from
December 2016 to October 2018, the mean STD change value of the secondary dif-
ference sequence is about 0.8 ns in monthly statistics, while the average RMS change
value was about 1–1.5 ns in monthly statistics, and the maximum change value of E12
satellite was up to 1.8 ns. (2) The average STD and RMS values of the secondary
difference sequence by month of each satellite change in a small range. And the
accuracy of broadcast clock offset does not increase or decrease obviously with the
increase of time, which suggest that Galileo satellite broadcast clock offset accuracy is
relatively stable after providing services, and there is no obvious change trend.

Finally, the STD and RMS of the secondary difference sequence in 686 days were
averaged, and the calculated results are shown in Table 4. The average STD of
satellites E2, E3, E22 and E30 ranged from 1 to 1.1 ns, while the average STD of other
satellites ranged from 0.58 to 1 ns. The average RMS of satellite E24 is 5.97 ns, the
average RMS of satellites E4 and E26 is within 1 ns, and the average RMS of other
satellites is between 1 and 1.4 ns. At the same time, the average STD and average RMS
are shown in Fig. 7. We can clearly see that the accuracy distribution of Galileo
satellite broadcast clock offset. The average STD is about 1 ns, while the average RMS
is basically greater than 1 ns, especially the satellite E24 reaches 6 ns.
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Fig. 4. The average STD of the sequence of secondary difference clock offset by month from
December 2016 to October 2018

The Accuracy Evaluation of Galileo Broadcast Clocks 87



E02 E08 E09 E11 E12 E19 E26 E30
0

0.5

1

1.5

2

2.5
R

M
S

(n
s)

 

 
16-Dec.
17-Jan.
Feb.
Mar.
Apr.
May.
Jun.
Jul.
Aug.
Sep.
Oct.
Nov.
Dec.
18-Jan.
Feb.
Mar.
Apr.
May.
Jun.
Jul.
Aug.
Sep.
Oct.
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5 Conclusion

Based on the precision clock products provided by GFZ, this paper evaluated the
accuracy of the broadcast clock offset of Galileo satellites by using the GNSS broadcast
ephemeris data up to two years. The STD and RMS of the secondary difference
sequence value in 686 days, the mean STD and mean RMS, and the change of sec-
ondary difference sequence value of monthly statistics were calculated respectively
since Galileo provided initial service. The results show that:

Table 4. Summary of Galileo satellite broadcast clock offset accuracy index

PRN Mean_STD (ns) Mean_RMS (ns)

E02 1.02 1.32
E03 1.05 1.21
E04 0.58 0.84
E05 0.87 1.04
E07 0.81 1.25
E08 0.94 1.31
E09 0.89 1.03
E11 0.91 1.24
E12 0.80 1.13
E19 0.69 1.07
E22 1.10 1.28
E24 0.87 5.97
E26 0.57 0.89
E30 1.01 1.15
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Fig. 7. Summary of Galileo satellite broadcast clock offset accuracy index
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(1) The mean STD of differences between GBM precision clock product and Galileo
broadcast clock offset is approximately 1 ns. In addition to the mean RMS of
Galileo E24 satellite broadcast clock offset is 5.7 ns, the RMS of the other 14
satellites broadcast clock offset is less than 1.4 ns. Therefore, if only considering
the effect of satellite clock offset, the broadcast clock offset cannot satisfy the
requirement of sub-nanosecond precision timing service;

(2) During the period of providing services, the STD and RMS of Galileo satellite
broadcast clock offset based on monthly statistics are changing, with the STD
changing value around 0.8 ns and the RMS changing value around 1–1.5 ns. And
the two are changing randomly with no obvious trend of getting better or worse
over time. It suggests that Galileo satellite broadcast clocks accuracy is relatively
stable after providing services, which reflects the stability of Galileo satellite clock
to a certain extent.

The above evaluation results would be of certain reference significance to the per-
formance evaluation of Galileo space-borne clock and the timing application of Galileo
satellite navigation system.
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Abstract. In order to meet accuracy requirements of long-term almanac
parameters for assisting inter-satellite link signal acquisition in autonomous
navigation mode, in this paper, without changing the almanac model, we pro-
pose the scheme of different fitting arc length for different types of satellites.
Considering position fitting maximum error, fitting stability and satellite storage
resources on-board, the optimal fitting arc length for long-term almanac suitable
for autonomous navigation is designed for Beidou geostationary earth orbit
(GEO), inclined geosynchronous orbit (IGSO) and medium earth MEO navi-
gation satellites. Based on the actual orbit data of 13 Beidou satellites in-orbit in
2013, a variety of fitting arc lengths were used to fit the almanac. The com-
parative analysis shows that MEO satellites still adopt 7-day fitting arc length
while IGSO and GEO satellites utilize 3-day fitting arc length. The verification
results show that the optimal fitting arc length scheme proposed in this paper
satisfies accuracy requirements of inter-satellite link construction. Furthermore,
it has good stability and engineering feasibility.

Keywords: BDS � Almanac fitting � Signal acquisition � Inter-satellite link �
Fitting arc length

1 Introduction

High-quality almanac parameters can provide high-precision satellite motion state
information, reducing receivers’ search range for initial code phase prediction and
carrier doppler shift [1]. Almanac parameters are typically used for auxiliary signal
capture [2, 3]. There are eight almanac parameters to describe Beidou satellite orbit,
including the reference time toa, six Kepler elements of reference time ð ffiffiffi

a
p

; e; di;X0;

x;MÞ, and a long-term correction _X [4, 5]. For normal users, the equipment is kept in
status of continuous tracking after tracking and capturing satellite signals. Therefore,
the accuracy of almanac only affects the first positioning time, and the error of the
user’s distance error direction is the main factor interfering signal acquisition.
Autonomous navigation based on inter-satellite observation and communication is the
development trend of a new generation of global satellite navigation systems. In order
to ensure inter-satellite measurement and data transmission performance, inter-satellite
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links usually adopt the time-division mode, which is required to finish acquisition,
tracking and demodulation in each short time slot. The limited resources on satellites
cause a great challenge to signal acquisition and reliability [6]. For the inter-satellite
link of time division mode, each time slot may need to switch to track different
satellites. The error affecting the inter-satellite link signal acquisition is the projection
in the line of sight direction, and the maximum error can be the sum of two satellite
position errors. Therefore, high-precision almanac model is essential for rapid capture
of inter-satellite link signals. Literature [7] indicates that if the almanac model is not
changed, only one set of almanac parameters cannot meet the auxiliary tracking
requirements of inter-satellite link. At present, the effective arc length of the almanac
parameters is 7 days. In order to meet the continuous operation requirements of
autonomous navigation, multiple sets of almanac parameters are uploaded for once by
the ground control system. The RMS or average of fitting residuals over the entire
fitting arc is normally used to assess fitting accuracy in conventional ephemeris or
almanac fitting process [8–10]. Some relevant calculation analyses show that in con-
dition of 7-day arc length, the fitting statistics RMS of the almanac model are on the
order of km. For the inter-satellite link signal acquisition, because more accurate
satellite position calculated by the almanac parameters is needed, more attention should
be paid to the maximum error of almanac fitting.

Beidou satellite navigation system adopts a mixed constellation including the
geostationary earth orbit (GEO), the inclined geosynchronous orbit (IGSO), and the
medium earth orbit (MEO) satellites [11]. The orbit heights of GEO and IGSO satellites
are higher than MEO’s, resulting in different dynamic characteristics, and the almanac
fitting accuracy is also different. On the other hand, GEO and IGSO satellites have
different periods from MEO satellites, hence, in the same fitting arc, different satellite
running tracks result in difference in fitting accuracy and stability. Based on the orbit of
Beidou mixed constellation, this paper analyzes the maximum error of the almanac
fitting on the annual time scale. By the comparison of maximum fitting error of dif-
ferent fitting arc length, the optimal fit arc length which meets the accuracy require-
ments and largely saves the storage resources on satellites is finally designed.

2 BDS Satellite Almanac Parameter Fitting

2.1 Almanac User Algorithm

The method of calculating satellite position using the almanac is roughly the same as
the one using the broadcast ephemeris. The main difference is that six short-period
perturbation parameters are reduced. Related algorithms are as follows:

1. Calculate the mean anomaly
a ¼ aref þDa

n ¼ ffiffiffiffil
a3

p
tk ¼ t � toa

Mk ¼ M0 þ ntk

8>><
>>: ð1Þ

Where l is the gravitational constant of the earth.
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2. Iteratively calculate the eccentric anomaly Ek

Ek ¼ Mk þ e sinEk ð2Þ

3. Calculate satellite radius rk

rk ¼ að1� e cosEkÞ ð3Þ

4. Calculate the true anomaly fk and the argument of latitude uk

fk ¼ 2arctg

ffiffiffiffiffiffiffiffiffiffiffi
1þ e
1� e

r
� tg Ek

2

 !

uk ¼ fk þx

8>><
>>: ð4Þ

5. Calculate the coordinates in orbital plane coordinate system

The coordinates in orbital plane coordinate system (X-axis points to the ascending
node) are:

xk ¼ rk cos uk
yk ¼ rk sin uk

(
ð5Þ

6. Calculate longitude of ascending node at the observation time

Xk ¼ X0 þð _X� xeÞtk � xetoa ð6Þ

Where X0 is longitude of ascending node of orbit plane at weekly epoch.

7. Calculate the coordinates in cgcs2000

x

y

z

2
64
3
75 ¼

xk cosXk � yk cos ik sinXk

xk sinXk þ yk cos ik cosXk

yk sin ik

2
64

3
75 ð7Þ
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2.2 Almanac Fitting Algorithm

The BDS GEO satellites are qualified with small inclination and small eccentricity
characteristics. The right ascension of the ascending node and the argument of perigee
cannot be strictly distinguished. Thus, the mean anomaly and the argument of perigee
cannot be strictly distinguished [8]. In ephemeris fitting, the arc length is short;
therefore the equation of ephemeris fitting can be ill-posed. Literature [12] solves the
problem of stability and accuracy of ephemeris fitting by combining no singularity
orbital elements with coordinate rotation. For almanac fitting model, as the number of
parameters decreases, the fitting arc length increases, and the correlation between the
almanac parameters is further weakened. During the process of implementation, the
parameters are fitted utilizing Kepler orbital parameters, and as for GEO satellites, the
coordinate system is no longer rotated.

For Eq. (7), after computing the first-order partial derivative of seven almanac
parameters, the linearized observation equation can be obtained.

R ¼ R0 þ @R
@Da

dDaþ @R
@e

deþ @R
@i0

di0 þ � � � þ @R

@ _X
d _X ð8Þ

Where R is satellite position vector in the terrestrial fixed coordinate system for
observing epoch; R0 is satellite approximation position vector calculated using Eq. (7);
dDa, de, …, are the correction values of the corresponding almanac parameters
respectively. For discrete orbits of k epochs, the following error equation can be
obtained:

V ¼ H � XþL ð9Þ

Where V is 3k dimensional residual vector, H is 3k � 8 dimensional coefficient
matrix, L is 3k dimensional observation vector. Once 3k� 8 is satisfied, the corrections
values of the almanac parameters can be calculated by the least squares estimation
principle.

The parameter convergence condition is set as:

riþ 1 � rij j
ri

\1e� 3 ð10Þ

Where ri is the error in unit weight of the ith iteration.
To fit almanac parameters correctly, the key is to find the partial derivatives of

almanac parameters for the terrestrial fixed coordinate system position vector expressed
by Eq. (7). To solve these partial derivatives, we divide the fitting parameters into two
groups: the parameters of the orbital surface ðDa; e;M0Þ, and the parameters about the
orbital plane orientation ðx0; i0;X0; _XÞ. According to the almanac user algorithm in
Sect. 2.1, the first set of parameters and the second one are independent of each other.
When the partial derivatives of the first set of parameters are deduced, all the second set
of parameters is regarded as constant. Considering paper length limitations, only the
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second set of parameters is demonstrated here in detail. The partial derivative calcu-
lation method of the first set of parameters is described in literature [13].

Bringing Eq. (5) into Eq. (7), we can get:

x
y
z

2
4
3
5 ¼ rk

cos uk cosXk � sin uk cos i0 sinXk

cos uk sinXk þ sin uk cos i0 cosXk

sin uk sin i0

2
4

3
5 ð11Þ

rk is only related to the orbital plane parameters and not related to the orbital
orientation parameters, therefore, rk is considered to be a constant. The partial
derivatives of satellite position vector to the orbital orientation parameters can be
deduced from Eqs. (11), (6), and (4).

@R
@i0

¼ rk sin uk
sin i0 sinXk

� sin i0 cosXk

cos i0

0
@

1
A ð12Þ

@R
@X0

¼ rk
� cos uk sinXk � sin uk cos i0 cosXk

cos uk cosXk � sin uk cos i0 sinXk

0

0
@

1
A ð13Þ

@R
@x0

¼ rk
� sin uk cosXk � cos uk cos i0 sinXk

� sin uk sinXk þ cos uk cos i0 cosXk

cos u sin i

0
@

1
A ð14Þ

@R

@ _X
¼ � @R

@X0
tk ð15Þ

3 Analysis and Discussion of Almanac Fitting Results

In autonomous operating conditions without the ground control support, the almanac
parameters are fitted by long-term predicting orbit, so the position error expressed by
almanac includes the long-term predicting orbit error and the almanac fitting expression
error. The long-term orbit predicting process is as follows: First of all, post accurate
orbits are connected with a 10-day numerical orbit. Then, a dynamic method is used to
smooth the discrete orbits, and high-precision dynamic parameters can be obtained.
Finally, by orbital integration, a continuous orbit of a 90-day can be obtained. By
evaluating the predicting accuracy of Beidou 3 types of orbits for 90 days, it is found
that URE caused by the orbital predicting is less than 600 m and the error caused by
almanac fitting in the 90-day predicting arc is the main factor. It needs to be noted that
no matter broadcast ephemeris or almanac parameters, the parameters are only valid in
the fitting arc. If the fitting arc is exceeded, the satellite orbit position accuracy will
decrease [6]. Therefore, this paper mainly analyzes the error caused by almanac fitting,
and does not pay attention to the orbit prediction error or the almanac predicting error.
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Using data from the domestic regional monitoring network of the whole year of
2013, a sliding window method was adopted to carry out multi-satellite and multi-
station combined precision orbit determination to get a numerical track covering the
full year of 2013. Almanac parameter fitting was performed on 13 satellites in orbit
with a 7-day arc length throughout 2013. Table 1 lists the fitting position errors for all
satellites in orbit, where SAT01-05 are GEO satellites, SAT06-10 are IGSO satellites,
and SAT11-14 are MEO satellites. Table 1 indicates that IGSO satellites have the
largest fitting errors, GEO fitting errors are the second largest, and MEO fitting errors
are the smallest. Also, we can find that the fitting error RMS average value of five GEO
satellites is 3.25 km, and that the maximum fitting position error is 10.52 km. The
fitting error RMS average of five IGSO satellites is 4.04 km, and the maximum fitting
position error is 17.97 km. The fitting error RMS average of three MEO satellites is
1.62 km, and the maximum fitting position error is 5.92 km. When the fitting arc is 7
days, the maximum fitting position errors of IGSO and GEO satellites have exceeded
10 km. Figure 1 depicts details of fitting position errors of all types of satellites in
2013.

High-precision almanac is required due to the existing hardware and software
resources of the satellites. We can set the almanac expression error limit to 5 km. The
longer the fitting arc length is, the less the number of almanac groups required for the
autonomous operation. In order to save the on-board storage resources, the arc length
should be as long as possible in accuracy condition. The percentage of almanac express
error over 5 km is designed to 2% considering inter-satellite link observation success
rate requirements. Table 1 lists the percentage of the almanac position error over 5 km.
In the 7-day arc fitting condition, the GEO maximum percentage of position error over
5 km is 15.13%, the IGSO maximum percentage is 30.79%, and MEO maximum is
0.62%. GEO and IGSO satellites have large position errors and the probability of errors
over 5 km is also large, which leads to a greater probability that the inter-satellite link
cannot be normally captured. However, the probability that MEO satellites cannot be
captured normally is small. Therefore, the MEO satellites can still maintain 7-day
fitting arc and the interface between the ground control system and satellites is
unchanged. As for GEO and MEO satellites, their fitting arc needs to be changed due to
large position fitting errors.

Table 1. Position error statistic of almanac fitting with 7-day arc (m)

PRN RMS MAX %a PRN RMS MAX % PRN RMS MAX %

01 3.18 9.37 8.39 06 4.89 16.35 30.79 11 1.59 5.58 0.62
02 3.14 9.18 11.27 07 3.30 8.98 10.08 12 1.58 5.52 0.33
03 3.71 10.52 15.13 08 4.40 17.97 21.53 14 1.68 5.92 0.13
04 2.99 9.86 8.17 09 4.57 16.99 25.79 –

05 3.25 10.09 10.82 10 3.03 10.52 7.44 –

Average 3.25 9.80 10.76 Average 4.04 14.16 19.13 Average 1.62 5.67 0.36
aThe percentage in the table refers to the percentage exceeding the 5 km limit of the algebra’s
fitted position error.
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We adjusted the fitting arc length to 3 days, and the almanac parameters of the 13
satellites in orbit were fitted again. Figure 2 depicts details of fitting position errors of
all types of satellites in 2013 for 3-day fitting arc. Comparing Figs. 1 and 2, shortened
arc length reduces position errors and improves the accuracy of almanac fitting. In
order to satisfy the fitting accuracy and avoid too short arc length, the comparison of
arc lengths of 3 days and 1 day for GEO and IGSO satellites was performed. The
almanac fitting position errors are listed in Table 2.

Fig. 1. The almanac fitting position error of three types of satellites (7-day-arc)

Fig. 2. The almanac fitting position error of three types of satellites (3-dayarc)

Table 2. Position error statistic comparison of almanac fitting with 3-day arc and 1-day arc (m)

PRN RMS MAX 百分比 PRN RMS MAX 百分比

3 day 1 day 3 day 1 day 3 day 1 day 3 day 1 day 3 day 1 day 3 day 1 day

01 1.52 0.97 3.80 2.93 0.00 0.00 06 1.98 0.96 6.23 2.45 1.85 0.00

02 1.63 0.98 5.42 2.51 0.17 0.00 07 1.54 0.97 5.47 2.94 0.05 0.00

03 1.58 1.00 4.47 2.67 0.00 0.00 08 1.85 0.93 7.44 2.46 0.98 0.00

04 1.59 0.97 4.44 2.71 0.00 0.00 09 1.96 0.94 6.27 2.40 1.52 0.00

05 1.57 0.96 4.82 3.01 0.00 0.00 10 1.54 0.98 5.58 2.35 0.04 0.00

Average 1.58 0.98 4.59 2.77 0.03 0.00 Average 1.77 0.96 6.20 2.52 0.89 0.00
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When compared with 3-day arc fitting, the accuracy of 1-day is improved. Fig-
ures 3 and 4 respectively describe almanac iteration times of PRN5 satellite in three-
day arc and one-day arc. By comparing and analyzing the iteration times, the number of
iterations of 1-day fitting arc is more than that of the 3-day arc, and its stability is
reduced, especially in the spring and autumnal season (The time of occurrence of the
earth shadow is about from February 27 to April 12 and August 31 to October 16,
totally about 92 days in the whole year [13]), the number of iterations of 1-day fitting
arc is increased to 10 times. On the other hand, every satellite needs to store the long-
term almanac parameters of all satellites. The shorter the arc length is, the more the
almanac group is and the larger on-board resources are occupied. Taking all the factors
described above, the fitting arc is set to 3 days finally. In this way, fitting accuracy and
stability can be ensured.

Fig. 3. The iteration numbers of almanac fitting (3 day-arc)

Fig. 4. The iteration numbers of almanac fitting (1 day-arc)
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4 Conclusions

It is known that the long-term almanac parameters are used to assist autonomous
navigation of inter-satellite link signal acquisition, which is more accurate than the
demands of conventional navigation. At present, the effective duration of almanac
parameters is 7 days. In order to meet the requirements of continuous operation of
autonomous navigation, the ground control system is required to upload multiple sets
of almanac parameters for once. Even when utilizing the 7-day arc length, some
satellites still have large fitting errors, which affect signal acquisition between satellites.
In order to solve the problem, this paper proposes a scheme using different arc for
different types of satellites. The longer the arc is, the less the number of almanac groups
is required for autonomous operation cycle. For saving the on-board storage resources,
the arc length should be as long as possible when the accuracy requirement is met. The
percentage of almanac expression error over 5 km is taken as 2%. Not changing the
almanac model, we performed the almanac fitting using a variety of fitting arcs based
on the actual orbit data of 13 Beidou satellites in-orbit in 2013. The optimal fitting arc
was obtained by comparative analysis of position fitting maximum errors, fitting sta-
bility and satellite occupancy resources. MEO satellites still use a 7-day fitting arc and
IGSO and MEO satellites use 3-day fitting arc.
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Abstract. Beidou-3 Global System Satellite carries the Ka inter-satellite link
load. Facing the reality of the on-board environment, the distributed autonomous
orbit determination strategy of all constellations is studied. The distributed
autonomous orbit determination algorithm under the constraints of long-term
forecast ephemeris is deduced, and the relationship between anchorage station
setting strategy and orbit determination accuracy is analyzed. The simulation
results of full constellation show that under the constraints of long-term forecast
ephemeris, the average URE of 60-day orbits is limited to less than 4 m, but
URE is still accumulating. 3 Anchorage stations are the optimal scheme in
quantity, which can make the average URE converge to 0.5 m in 0.54 days. In
the selection of anchorage station location, high latitude anchorage station has
no contribution to improve the accuracy of autonomous orbit determination, and
low latitude single anchorage station can control URE at about 1 m.

Keywords: Beidou satellite navigation system � Intersatellite link �
Distributed autonomous orbit determination � Anchorage station

1 Introduction

Ranging and communication based on Inter-Satellite Link (ISL) can realize autono-
mous orbit determination and time synchronization of satellite navigation system, and
improve the survivability of satellite navigation system when ground operation control
is blocked or weakened [1–6]. In addition, ground operation and control can be assisted
by joint observation between satellites and earth, which can make up for the short-
comings of the small station arrangement layout of the Beidou system in China [7]. The
preliminary results of centralized autonomous orbit determination based on measured
data show that the accuracy of Ka ISL two-way observation is better than 10 cm [8],
and the accuracy of R-direction supported by a ground station is less than 0.5 m [9].

The problem of constellation rotation exists in autonomous orbit determination
under fully autonomous navigation mode, which is caused by the rank deficit problem
in the observational equation of inter-satellite link and the invisibility of right ascension
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of ascending node (RAAN) changes. With the prolongation of autonomous orbit
determination time, the problem is mainly reflected in the accumulation of ascending
node meridian errors [10]. External datum must be introduced to solve this problem. In
general, adding ground anchorage station is the main means to solve this problem. The
autonomy of satellite orbit determination is weakened to some extent by increasing
earth observation. However, anchorage station only participates in the inter-satellite
link as a virtual satellite. The method of setting anchorage station is simple and flexible,
which alleviates this contradiction to a certain extent. This paper mainly studies the
contribution of anchorage station in distributed autonomous orbit determination. The
observability of the satellite-ground link to the whole rotation is analyzed, and the
relationship between the anchorage station setting and the control ability of the whole
rotation of the constellation is deduced. The distributed autonomous orbit determina-
tion software of the whole constellation is built, and the simulation data are used to test
the effect of the different number and location of the anchorage station on the whole
rotation of the constellation.

2 The Function and Application Strategy of Anchorage
Station in Autonomous Orbit Determination

2.1 Observability of Astro-Earth Observation on Rising Node Meridian

In this paper, the rank deficiency problem of the normal square matrix of the obser-
vation equation under the condition of simple inter-satellite ranging and the invisibility
of the RNNA are not discussed. On the other hand, we analyze the observability of the
RAAN by satellite-earth observations. The relationship between the geostationary
rectangular coordinates and spherical coordinates of satellites and anchorage stations is
as follows:

x ¼ r*
�� �� cosu cos k

y ¼ r*
�� �� cosu sin k

z ¼ r*
�� �� sinu

8><
>:

ð1:1Þ

Where r* ¼ x y z½ �T is rectangular coordinate of satellite or anchorage station, k
is longitude, u is latitude, r*

�� �� is geocentric distance of satellite or anchorage station. For
epoch t, the kA and the RAAN XA of satellite A can be transformed into each other:

kA ¼ XA þ fA tð Þ ð1:2Þ

The equation of satellite-earth observation is expressed as follows:

PAS;CF ¼ h XA; tð Þþ vAS

¼ r*S � r*A tð Þ�� ��þ eAS
ð1:3Þ
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Where eAS is residual error and S is anchorage station. Thus r*S tð Þ is known. Thus
r*S tð Þ is derivative. The derivation of w:

@PAS;CF

@XA
¼ @hAS

@xA

@xA
@kA

@kA
@XA

þ @hAS
@yA

@yA
@kA

@kA
@XA

¼ 1

r*AS

�� �� xS � xAð Þ � r*A

�� �� � cosuA sin kA

� 1

r*AS

�� �� yS � yAð Þ � r*A

�� �� � cosuA cos kA

¼ r*A

�� ��
r*AS

�� �� � cosuA cosuS sin XA þ f tð Þ � kS½ �

ð1:4Þ

It can be seen that under the condition of cosuS 6¼ 0 (for anchorage station, that is,

latitude is not equal to 90°), the partial derivative @PAS;CF

@XA

���
��� is time-varying and is not

constant equal to 0.
The above proves that the satellite-earth observations are observable for the RAAN.

In fact, compared with the simple inter-satellite observation, the location of anchor
stations in the satellite-to-ground link is known, which increases the observation
dimension but does not increase the parameters to be estimated, thus enabling the
normal matrix in the observational matrix to be full rank. In a word, anchorage station
provides spatial reference for constellation orbit determination.

2.2 Effect of Location and Number of Anchorage Station on Orbit
Determination Accuracy

Formula (1.4) shows that the observability to RAAN XA of satellite-to-ground links of
satellite A can be expressed as the partial derivative of satellite-to-Earth observations to
XA:

@PAS;CF

@XA
¼ r*A

�� ��
r*AS

�� �� � cosuA cosuS sin XA þ f tð Þ � kS½ � ð1:5Þ

It can be found that the factor of observability function related to the stability of
ground station position is cosuS. According to the definition of latitude, � p

2 �uS � p
2,

the corresponding cosine value reaches the minimum at two extremes and the maxi-
mum at the equator. From this point of view, the control effect of anchorage station in
low latitude area is the best, and the closer to the poles, the smaller the effect of
anchorage station on track convergence.

In principle, the greater the number of anchorage stations, the stronger the con-
straints on the track, and the higher the orbit determination accuracy. However, too
many anchorage stations violate the principle of autonomy in orbit determination
relying on inter-satellite links, and the cost will increase rapidly. It is necessary to study
the best strategy of anchorage station setting. In principle, the greater the number of
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anchorage stations, the stronger the constraints on the track, and the higher the orbit
determination accuracy. However, too many anchorage stations violate the principle of
autonomy in orbit determination relying on inter-satellite links, and the cost will
increase rapidly. It is necessary to study the best strategy of anchorage station setting.

3 Simulation and Verification

In order to verify the analysis of distributed autonomous orbit determination strategy,
the simulation experiment of autonomous orbit determination for all constellations was
carried out. Because the Beidou global system has not been built completely, there is
no available inter-satellite measured data of the whole constellation, and the existing
inter-satellite link data is not enough to carry out the experiment of distributed solution
of the whole constellation, so the example in this section is a simulation analysis. In
order to be more general, the inter-satellite links of Walker constellation consisting of
24 MEO satellites are studied.

3.1 Setting of Simulation Conditions

(1) Constellation parameters

The MEO satellite orbit of Walker constellation for 60 days is simulated by STK
software. The configuration of MEO satellite is 24/3/1 and the satellite SCID is 7–30.
The orbital perturbations considered include the third-body gravity, the 30-order non-
spherical gravity of the earth, the Bernese ECOM5 parameter solar pressure model, the
solid tide model and the ocean tide model (Fig. 1).

(2) Ground station installation

Six anchorage stations were selected in Beijing, Sanya, Kashgar, Djibouti,
Zhongshan Station in Antarctica and Kamchatka Peninsula. The specific information is
shown in Table 1.

Fig. 1. Schematic diagram of Walker constellation
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(3) Inter-satellite and geodetic ranging information

In every 300 s cycle, according to the pre-set time slot table, each satellite com-
pletes up to 16 chain-building times in 60 s, and the latter 240 s is used as calculation
and redundancy time. The true values of inter-satellite and geodetic ranging are:

qAB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xB tþ dtð Þ � xA tð Þð Þ2 þ yB tþ dtð Þ � yA tð Þð Þ2 þ zB tþ dtð Þ � zA tð Þð Þ2

q

þ ssendA þ srcvB þ rand 0:1ð Þ
ð1:6Þ

Where dt is the signal line, ssendA is the transmitting delay of inter-satellite equip-
ment, srcvB is the receiving delay of inter-satellite equipment, and rand 0:1ð Þ is the
ranging random error of r ¼ 0:1 m. When simulating the inter-satellite observation
data, the scanning range of Ka device on the satellite is set to be ±60°, and the cut-off
angle of the observation height is 15°.

(4) Long-term forecast ephemeris and software parameters

In practical engineering, long-term forecast ephemeris must be injected as an
external benchmark before satellite constellation enters the autonomous orbit deter-
mination mode, which provides a reference state for on-board filtering calculation. In
fitting the orbital dynamics model of long-term forecast ephemeris, the accuracy of
optical pressure parameters is reduced. Finally, all long-term forecast orbital UREs are
shown in Fig. 2. It can be seen that within 60 days, the average URE of the long-term
forecast ephemeris exceeds 300 m, which means that if the satellite is not updated by
filtering observation and only extrapolated by orbit, the orbit determination error of the
constellation will reach the kilometer level:

Table 1. Anchor station setting information

SCID & Position 01
Beijing

02
Sanya

03
Kashgar

04
Djibouti

05
Zhongshan
Station

06
Kamchatka

Geodetic
longitude kS (°)

−116.28 109.31 75.98 43.14 76.37 158.65

Geodetic latitude
uS (°)

39.54 18.14 35.47 11.58 −69.37 53.02

Geodetic height
hS (m)

50 10 1300 5 10 33
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In satellite software programming, all correlation functions and parameters of
distributed orbit determination of a single satellite are encapsulated into a class, and
navigation messages, ranging values and covariance parameters transmitted between
satellites are regarded as public member variables. Create 24 objects, all satellites set
the same starting parameters:

x0 ¼ 5:0 5:0 5:0 0:002 0:002 0:002½ �
U0 ¼ E6�6

D0 ¼ diag 0:1 0:1 0:1 1e� 18 1e� 18 1e� 18½ �
Qo ¼ diag 1e� 7 1e� 7 1e� 7 1e� 13 1e� 13 1e� 13½ �
R0 ¼ diag 0:1E6�6ð Þ

8>>>><
>>>>:

ð1:7Þ

All parameters are derived from the basic equation of Extended Kalman Filter
(EKF) based on UD decomposition (not to be discussed here). Among them, x0 is the
initial state (i.e. the correction of the initial position and velocity); U0 and D0 satisfy
P0 ¼ U0D0UT

0 (P0 is the initial one-step filtering variance matrix); Qo is the initial error
covariance matrix of the equation of motion, representing the error of one-step pre-
diction; R0 is the initial observation error covariance matrix. For all ground anchorage
stations, fixed parameters of mutual transmission are set: the covariance matrix is set to
zero. When each satellite performs data pre-processing, the epoch is reduced to 0 time
of each ranging period.

3.2 Experimental Content

In order to verify the role of anchorage station and to explore the influence of different
anchorage station working strategies on the accuracy of orbit determination, the fol-
lowing experiments are conducted under the condition of long-term forecast ephemeris
injection on the ground.

Fig. 2. Average URE of long-term forecast ephemeris
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(1) Orbit determination without anchorage station

Without anchoring station, UD decomposition Kalman filter is used to determine
orbit by relying only on long-term forecast ephemeris, inter-satellite ranging data and
covariance parameters. The validity of the filtering algorithm and the rotation char-
acteristics of the constellation are investigated and used as the control group of the
subsequent experiments.

(2) Setting up anchorage station for orbit determination

On the basis of the previous experiment, six anchorage stations were added to the
whole process to participate in orbit determination, and the effect of the anchorage
station on controlling the overall rotation in distributed long-term orbit determination
was verified.

(3) Orbit determination with different numbers of anchorage stations

Among the six anchorage stations, 1 to 5 anchorage stations are selected to carry
out multi-group orbit determination tests. In each group of experiments, anchorage
stations were introduced uniformly on the 46th day to investigate the control ability of
different anchorage stations on orbit determination deviation. The optimum number of
additional anchorage stations is analyzed.

(4) Single station location analysis

The six anchorage stations set up by simulation have different latitudes. The rep-
resentative anchorage stations of different latitudes are selected to carry out the orbit
determination test of single anchorage station to verify the analysis of the control
ability of the latitude of anchorage station to the overall rotation.

3.3 The Influence of the Existing of Anchorage Station

According to the experimental scheme, the orbit determination experiment is carried
out. The results of the orbit determination without anchorage station are shown in
Figs. 3 and 4. It can be seen that under the constraints of long-term ephemeris, the
average orbit determination URE of all constellations relying solely on inter-satellite
ranging within 60 days can be limited to less than 4 m. This result is obviously
different from that of centralized orbit determination without satellite observation,
because the long-term predicted ephemeris is used as a prior constraint in this example.

However, with the increase of the orbit determination time, the URE of the orbit
increases gradually, which is mainly reflected in the T direction according to Fig. 3.
With the increase of orbit determination arc length, the filtering results of T-direction
error accumulate gradually, reaching about 14 m at last; R-direction error always
approaches zero; N-direction error keeps near zero, and the dispersion increases
gradually. The results validate that the orbital drift occurs at the ascending point of the
red longitude in the distributed orbit determination, and verify that the accumulation of
the total rotation in the autonomous orbit determination can not be completely elimi-
nated by the long-term forecast ephemeris constraint in advance.
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After adding 6 anchorage stations, the 60-day orbit determination test is carried out
again. The results are shown in Fig. 4. It can be seen that the accuracy of autonomous
orbit determination is greatly improved by adding anchorage stations, and the average
URE is stable below 0.1 m. The cumulative error in T direction is weakened obviously,
and the drift converges within 0.3 m.

With the prolongation of orbit determination arc, the dispersion of orbit URE
increases. The analysis shows that this is because the one-step extrapolation accuracy
of orbit decreases with the decline of long-term ephemeris accuracy.

This part of the experimental results verify the effectiveness of the distributed orbit
determination algorithm, and verify the role of anchorage station in controlling the
overall rotation.

3.4 The Influence of the Number of Anchorage Station

The excessive number of anchorage stations conflicts with the autonomy requirement
of satellite operation. The contradiction between the requirement of orbit determination
accuracy and the economic requirement of anchorage stations should be solved. In

Fig. 3. Average URE (left) and Error (right) of all constellations in orbit determination without
anchorage station

Fig. 4. Average URE (left) and Error (right) of 6 anchorage stations participating in orbit
determination
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order to explore the best anchorage station strategy, six 60-day orbit determination test
conditions are set as follows:

(1) Introduce all six anchorage stations on the 46th day;
(2) The Zhongshan Station in Antarctica was reduced from the introduced anchorage

stations, with a total of 5 anchorage stations.
(3) Four anchorage stations have been reduced.
(4) The Djibouti station will be reduced to three anchorage stations.
(5) The Kashgar Station has been reduced to 2 anchorage stations.
(6) Reduce Sanya Station, only Beijing Station

The average RMS of the three directions error of the convergent satellite orbit is
recorded as sum. Due to space limitation, only the first and sixth groups of experi-
mental orbital determination results are taken as examples to show the orbital deter-
mination accuracy before and after the introduction of anchorage stations (Figs. 5 and
6). All the results are listed in the table (Table 2).

Fig. 5. Average URE (left) and Error (right) when 6 anchor station participating in orbit
determination

Fig. 6. Average URE (left) and Error (right) when 1 anchor station participating in orbit
determination
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In the first group of experiments, after introducing six anchorage stations on the
46th day, the average URE decreased to less than 0.1 m in 0.5 d and the average error
of T direction decreased to less than 0.2 m. As the number of anchorage stations
decreases, the convergence rate decreases with the introduction of anchorage stations.
When the time of convergence is less than 0.5 m, the number of anchorage stations can
be reduced to 3, and the convergence can still be guaranteed within 1 day. But when the
number of anchorage stations is 2, the convergence time increases to 2.11 days, which
is more obvious than the former. This shows that the control of the whole rotation of
anchorage station 2 is obviously reduced. When the number of anchorage stations is
reduced to 1 (single anchorage station is Beijing station), the introduction of anchorage
stations can no longer converge the results of orbit determination, but Beijing station
still controls the drift trend of the results of orbit determination and keeps the accuracy
of orbit determination stable. This shows that single anchorage station can maintain the
stability of the overall rotation of the constellation.

It can be seen that the accuracy of orbit determination is positively correlated with
the number of anchorage stations, but the three anchorage stations can achieve high
accuracy, and the number of anchorage stations more than three improves the accuracy
of orbit determination very slightly. When the number of anchorage stations decreases
to 2, the convergence time increases obviously, the average RMS of T and N direction
errors increases obviously after convergence, and the control of overall rotation of
anchorage stations is unstable. When only one anchorage station is installed, the
contribution to the accuracy of autonomous orbit determination is very low, but it still
limits the growth of overall rotation. The above analysis shows that single anchorage
station has the ability to control the overall rotation, but in general, three anchorage
stations are the most advantageous.

3.5 The Influence of the Location of Single Anchorage Station

According to the previous analysis, the latitude of anchorage station will affect the
control ability of the overall rotation of the constellation. The examples in this group of
experiments are taken from Djibouti station (11.58° N), Kamchatka station (53.02° N)
and Zhongshan station in Antarctica (69.37° S), which are representative of latitude,
respectively, to carry out orbit determination experiments of single anchorage station,
and to analyze the results of Beijing single station in the previous group of experiments.
The experimental results are as follows (Figs. 7, 8 and 9):

Table 2. A orbit determination results of anchorage stations with different numbers

Anchorage
station number

Convergence time
to 0.5 m (d)

Convergent
average URE (m)

RMSR mð Þ RMST mð Þ RMSN mð Þ

6 0.26 0.0612 0.0953 0.3989 0.1992
5 0.28 0.0861 0.1399 0.4680 0.2525
4 0.34 0.1445 0.2002 0.4555 0.2760
3 0.54 0.2225 0.2434 0.4913 0.2930
2 2.11 0.4235 0.3587 0.7451 0.9141
1 N/A 1.7665 1.3405 2.2145 2.5658
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Fig. 7. Average URE (left) and Error (right) when Djibouti station participating in orbit
determination

Fig. 8. Average URE (left) and Error (right) when Kamchatka station participating in orbit
determination

Fig. 9. Average URE (left) and Error (right) when Zhongshan station participating in orbit
determination
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It can be seen that with the increase of the dimension of single anchorage station,
the ability of overall rotation control is gradually weakened. The Djibouti station at the
lowest latitude can control the orbit determination URE slowly to about 1 m within 7
days, while the Zhongshan station in Antarctica can not control the orbit drift at all.
After the introduction of anchorage station, not only the orbit determination error
continues to accumulate, but also the dispersion of the orbit determination results is
increased. This verifies that the visibility of anchorage stations at different latitudes to
the ascending intersection is different.

4 Summary and Discussion

In this paper, the role of anchorage station in autonomous orbit determination of all
constellations is studied. The influence of anchorage station location on the ability of
the ascending node to correct the right ascending meridian is analyzed. The 60-day
orbit simulation, long-term forecast ephemeris simulation and observation data simu-
lation of 24/3/1 Walker constellation are carried out. A simulation platform for dis-
tributed orbit determination of the whole constellation is built, and a number of
independent orbit determination experiments with different strategies are carried out.
The experimental results show that:

(1) Distributed autonomous orbit determination filtering based on inter-satellite link
observations can limit URE to less than 4 m within 60 days of orbit under the
constraints of long-term forecast ephemeris. However, with the passage of time,
the overall drift of the orbit will accumulate gradually.

(2) Increasing the anchorage station can significantly improve the accuracy of
autonomous orbit determination, and has a significant effect on the overall rotation
control of the constellation. In terms of the number of anchorage stations, the best
strategy is to introduce three anchorage stations, which can converge the track
URE to less than 0.5 m within 0.54 days. Increasing the number of anchorage
stations can not significantly improve the accuracy of orbit determination.

(3) Single anchorage station can control track divergence, but it can not improve the
accuracy of orbit determination. The control ability of single anchorage station is
related to latitude. The control ability of single anchorage station is better in low
latitude area (Djibouti station controls URE around 1 m), while the anchorage
station in high latitude area can not control track drift.

The results of this chapter provide a reference for the establishment and use of
anchorage stations during the autonomous operation of Beidou constellation.
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Abstract. This paper combines ten tropospheric combined empirical models
based on the atmospheric element prediction model of GPT/GPT2, the Saasta-
moinen and the Modified Hopfield model and the mapping function of
VMF1/GMF/NMF, and combines two tropospheric combined numerical
weather prediction models based on the pressure-level data of ECMWF. This
paper focuses on the impact of different tropospheric models on the positioning
and zenith tropospheric delay (ZTD) accuracy of multi-GNSS precise point
positioning (PPP) based on International GNSS Monitoring and Assessment
System (iGMAS) products. The results show that the accuracy of GPT2
+Saastamoinen is 12.69% higher than UNB3M and the accuracy of Numerical
Weather Model (NWM) is 63.80% higher than UNB3M based on the data of
IGS ZTD. In terms of PPP positioning accuracy, the accuracy of GPT2+VMF1
+Modified Hopfield is 5.30% higher than UNB3M and the accuracy of NWM
(GMF) is 8.77% higher than UNB3M. This paper gives a reference for the best
empirical models of GPT2+VMF1+Modified Hopfield and the best numerical
weather prediction model of NWM (GMF) and provides a more accurate tro-
pospheric model for standard point positioning (SPP), PPP, and medium and
long baseline positioning.

Keywords: iGMAS � GPT2 � ECMWF � NWM � Precise point positioning �
Positioning accuracy � ZTD

1 Introduction

Tropospheric delay is one of the main error sources in GNSS positioning, which
restricts the convergence time and positioning accuracy of GNSS precise point posi-
tioning (PPP) and medium or long baseline differential positioning [1]. Since the
tropospheric delay is a non-dispersive delay and has nothing to do with the signal
frequency, it cannot be eliminated by the linear combination of signals of different
frequencies. Tropospheric delay can be divided into dry and wet components. The dry
delay accounts for 90% of the total delay and the main physical properties of dry delay
are related to the pressure, which can be accurately solved by the models. The wet
delay accounts for only 10% of the total delay and it is difficult to model using surface
meteorological data, because the distribution of water vapor in the atmosphere is
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uneven and complex over time [2]. At this stage, the value of zenith troposphere delay
(ZTD) calculated by empirical models is used as the initial value and the prior variance
is set, and the bias is solved as an unknown parameter in PPP and long baseline
differential positioning. However, the inaccurate prior variance will directly lead to
divergence of the tropospheric and ambiguity parameters of the user station during the
filtering process [3–5]. Hence, choosing an accurate tropospheric model as a priori
information can improve the positioning accuracy of PPP and improve the convergence
rate of PPP and the accuracy of ZTD. In the research of the tropospheric combined
models, Xu et al. compared GPT2+GMF+Saastamoinen model with the meteorological
data. It is concluded that the combined model can meet the requirements of high-
precision positioning when meteorological data cannot be obtained [4]. Wang and
Chen combined the GPT+NMF, GPT+GMF, GPT2+VMF1 models and test these
combined models based on PPP. The result shows that the GPT+GMF and GPT2
+VMF1 is 22.0% higher than GPT+NMF [6]. Liu et al. combined GPT2/GPT2w
+Saastamoinen model and compared it with IGS ZTD to conclude that the accuracy of
GPT2w+Saastamoinen model is better than GPT2+Saastamoinen [7]. At this stage, the
analysis of tropospheric combined models focused on the analysis of the precision of
the troposphere model in the ZTD, and less consideration is given to the influence of
different troposphere models on the accuracy of PPP positioning. Among the existing
model combinations, most of them are based on the Saastamoinen model for calcu-
lation, and there are fewer combinations of other solution models. Among the existing
model combinations, there are more combinations based on the GPT2 model, and less
exploration of other metrological data, especially the Numerical Weather Model
(NWM). In the research of real-time processing and post-processing of standard point
positioning (SPP) and PPP, there are few papers that give a clear model of the optimal
tropospheric combined model. Based on the model of GPT/GPT2/NWM combined the
Saastamoinen model, the Modified Hopfield model and the mapping function of
VMF1/GMF/NMF, this paper combines 12 tropospheric models. Based on iGMAS
products, this paper explores the influence of tropospheric combined model on PPP
positioning accuracy, and ZTD final estimation accuracy, in order to obtain the optimal
combined model to provide a more accurate tropospheric model for users to perform
SPP, PPP or medium and long baseline positioning.

2 Tropospheric Combined Models and Multi-GNSS PPP
Model

2.1 Tropospheric Combined Models

2.1.1 Meteorological Data Models
In this paper, the meteorological data required for tropospheric solution is provided by
GPT, GPT2 and NWMs. The GPT model is an empirical model based on the 3 years
(September 1999 to August 2002) of 15� � 15� global grids of monthly mean profiles
for pressure and temperature from the European Centre for Medium-Range Weather
Forecasts (ECMWF) 40 years reanalysis data (ERA40) [8].
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P ¼ Pr 1� 0:0000226 h� hrð Þð Þ5:225 ð1Þ
dT=dh ¼ �0:0065� C=m ð2Þ

Then, the pressure values P on the Earth surface at height h are reduced to pressure
values Pr at mean sea level (MSL) hr and dT/dh is a linear decrease of temperature
T with height [8]. The pressure and temperature at MSL are available from Eq. 3:

a ¼ a0 þA cos
doy� 28
365:25

� 2p
� �

ð3Þ

a0 ¼
X9
n¼0

Xn
m¼0

Pnm sinuð Þ Anm cos mkð ÞþBnm sin mkð Þ½ � ð4Þ

where Pnm denotes the Legendre polynomials, u and k are latitude and longitude, Anm

and Bnm are spherical harmonic coefficients.
The GPT2 model is an empirical model based on the 10 years (2001–2010) of

global monthly mean profiles for pressure P, temperature T, specific humidity Q, and
geopotential from ERA-Interim, discretized at 37 pressure levels and 1� of latitude and
longitude. The GPT2 model can provide the meteorological parameters P, T, Q, the
temperature lapse rate and the coefficients ah and aw of the hydrostatic and wet
mapping functions of VMF1. At each grid point, each meteorological parameter r(t)
contains an annual term and a semi-annual term [9].

r tð Þ ¼ A0 þA1 cos
doy

365:25
� 2p

� �
þB1 sin

doy
365:25

� 2p
� �

þA2 cos
doy

365:25
� 4p

� �
þB2 sin

doy
365:25

� 4p
� � ð5Þ

A0, A1, A2, B1, B2 have been calculated in advance and stored in a text file in grid form.
In the vertical direction, Lagler et al. assumed that the temperature near the earth
follows a linear change with height, while the vertical change in pressure is expressed
by an exponential function, and the following formula is used to correct the height of
the meteorological parameters [9]:

T ¼ T0 þ dT=dh;P ¼ P0 � e
�c�dh
100 ; c ¼ gm � dMtr

Rg�Tv
;

gm ¼ 9:784� ð1:0� 2:66� 10�3 cos 2� latð Þ � 2:8� 10�7hsÞ;
Tv ¼ T0 � 1þ 0:6077Qð Þ; e ¼ Q� P

0:622þ 0:378Q

8><
>: ð6Þ

where T0 and P0 are temperature (K) and pressure (hPa) on grid, T and P are the
temperature and pressure when the grid points increase the height of dh. dT is the
temperature lapse rate, Q is specific humidity, e is water vapor pressure (hPa), gm is
gravitational acceleration, and its value is 9.80665 m/s2, and dMtr and Rg are
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atmospheric molar masses and gas constants, respectively, with values of
0.028965 kg/mol and 8.3143 J/K/mol.

2.1.2 Tropospheric Models
The Saastamoinen model is a ZTD solution model based on the meteorological data of
the station, which can be expressed as:

ZTDSaastamoinen ¼ 0:002277�
Psta þ 0:05þ 1255

Tsta

� �
e

f u;Hð Þ ð7Þ

where Psta is the surface pressure, Tsta is the surface temperature, e is the vaper pressure
and f u;Hð Þ is the mapping function. Saas is used to represent the Saastamoinen model
unless otherwise specified below.

The Modified Hopfield model is a ZTD solution model based on the meteorological
data of the station, which can be expressed as:

ZTDModified Hopfield ¼ ZTDdry þ ZTDwet ð8Þ

ZTDi ¼ 10�6Ni

X9
k¼1

fk;i
k
rki ; i ¼ dry;wet ð9Þ

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RE þ hið Þ2�R2

E sin
2 z

q
� RE cos z

f1;i ¼ 1; f2;i ¼ 4ai; f3;i ¼ 6a2i þ 4bi; f4;i ¼ 4ai a2i þ 3bi
� �

f5;i ¼ a4i þ 12a2i bi þ 6b2i ; f6;i ¼ 4aibi a2i þ 3bi
� �

f7;i ¼ b2i 6a2i þ 4bi
� �

; f8;i ¼ 4aib3i ; f9;i ¼ b4i
ai ¼ � cos z

hi
; bi ¼ � sin2 z

2hiRE

hd ¼ 40136þ 148:72 Tsta � 273:16ð Þ; hw ¼ 11000
Nd ¼ 77:64 Psta

Tsta
;Nw ¼ �12:96 e

Tsta
þ 371800 e

T2
sta

ð10Þ

where z is the zenith angle of satellite and RE is the Earth radius. Hope is used to
represent the Modified Hopfield model unless otherwise specified below.

The integration method is mainly used for the pressure-level data, which can be
expressed as:

ZTDgrid ¼ 10�6
Z Htop

HStation

NdH ¼ 10�6
X
i

NiDHi ð11Þ

where ZTDgrid is the ZTD value of the grid dot at the height of the IGS station, HStation

is the elevation of the IGS station, Htop is the top-level height of the ECMWF mete-
orological data and N is the total refraction. The model of the total refraction can be
expressed as:
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N ¼ k1
P� e
T

þ k2
e
T
þ k3

e
T2 ¼ Ndry þNwet ð12Þ

e ¼ Sh
P

0:622þ 0:378Sh
ð13Þ

where k1 = 77.690 K/mbar, k2 = 71.2952.79 K/mbar and k3 = 375463.0 K2/mbar
[10], P is the atmospheric pressure, T is the temperature and Sh is the relative humidity.
Integration is used to represent the integration model unless otherwise specified below.
Based on the model of GPT/GPT2/NWM combined the Saastamoinen model, the
Modified Hopfield model and the mapping function of VMF1/GMF/NMF, this paper
combines 12 tropospheric models. The combined models will be shown in Fig. 1.

2.2 Multi-GNSS PPP Model

The PPP model used in this paper is ionosphere-free (IF) model. IF model uses dual-
frequency pseudorange and carrier-phase observations of IF positioning model, which
is expressed as follows [11]:

PIF ¼ f 21 � P1 � f 22 � P2

f 21 � f 22
¼ qsr þ c � dtr � c � dts þ Ts

r þ eP ð14Þ

UIF ¼ f 21 � u1 � f 22 � u2

f 21 � f 22
¼ qsr þ c � dtr � c � dts þ Ts

r þ kr;IFN
s
r;IF þ eU ð15Þ

where PIF is IF code observation, UIF is the IF carrier-phase observation, qsr denotes the
computed geometrical range, Ts

r is the tropospheric delay, N
s
r is the float ambiguity; eP

and eU are the pseudorange and carrier phase observation noises including multipath,
respectively. Based on the traditional single GNSS positioning model and taking into
account the influence of inter-time bias and inter-frequency bias, the multi-GNSS PPP
equation can be obtained by introducing an inter-system bias (ISB) for each additional
system.
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Fig. 1. Flow chart of calculation of tropospheric combined model

The Research on Optimal Tropospheric Combined Model 121



PG
r ¼ qsr þ c � dtr � c � dts þ Ts

r þ ePG
r

UG
r ¼ qsr þ c � dtr � c � dts þ Ts

r þ kr;IFNs
r;IF þ eUG

r

PC
r ¼ qsr þ c � dtr � c � dts þ c � ISBC

r þ Ts
r þ ePC

r

UC
r ¼ qsr þ c � dtr � c � dts þ c � ISBC

r þ Ts
r þ kr;IFNs

r;IF þ eUC
r

PRk
r ¼ qsr þ c � dtr � c � dts þ c � ISBRk

r þ Ts
r þ ePRk

r

URk
r ¼ qsr þ c � dtr � c � dts þ c � ISBRk

r þ Ts
r þ kr;IFNs

r;IF þ e
U

Rk
r

PE
r ¼ qsr þ c � dtr � c � dts þ c � ISBE

r þ Ts
r þ ePE

r

UE
r ¼ qsr þ c � dtr � c � dts þ c � ISBE

r þ Ts
r þ kr;IFNs

r;IF þ eUE
r

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð16Þ

where the indices G, C, R and E refer to GPS, BDS, GLONASS and Galileo,
respectively, ISBC

r is the ISB between the BDS and GPS, ISBE
r are the ISB between the

Galileo and GPS, ISBRk
r is the ISB between the GLONASS and GPS. Since the

GLONASS uses signal deconstruction of frequency division multiple access (FDMA),
the ISB of GLONASS is related to station R and satellite S.

3 Data Sets and Processing Strategy

The datasets utilized in this study are collected at 16 stations on 30 days, from January
1, 2018 to January 30, 2018. The experiment tests 30 days of observation data. All
selected stations can receive the observations from GPS, BDS, GLONASS, and Galileo
constellations. The observation data has a sampling interval of 30 s. Figure 2 shows the
distribution of the selected station in multi-GNSS Experiment (MGEX). The orbit and
clock offset of iGMAS integrated products have a sampling of 15 min and 5 min,
respectively, and the time system of products is Beidou Time (BDT). In this paper, the
pressure-level data of the ERA-Interim (Jan 1979-present) product from ECMWF are
used. The horizontal resolution of the data is 0.125° � 0.125°, the vertical resolution is
37 pressure levels, and the time resolution is 6 h (0, 6, 12, 18 UTC).
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Fig. 2. Geographical distribution of the selective MGEX stations
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The PPP model used in this paper is IF model. In IF model, the estimated
parameters include the receiver position, the zenith wet tropospheric delay (ZWD), the
receiver clock offset, the ISB, and the ambiguity. The 3-D position parameters (x, y, z)
of the receiver are processed in static mode. The receiver clock error is treated as white
noise. The Kalman filtering algorithm is applied in the multi-GNSS PPP processing.
Phase Center Offset (PCO) and Phase Center Variations (PCV) of satellite and receiver
antennas are corrected using the ANTEX file provided by IGS. Table 1 summarizes the
detailed processing strategy for multi-GNSS PPP. In order to study the influence of
different tropospheric models on the accuracy of PPP positioning, two methods of
estimating ZWD and not estimating ZWD are used in this paper. Table 2 shows that
the comparison of multi-GNSS PPP models with ZWD parameters. Table 3 shows that
the comparison of multi-GNSS PPP models without ZWD parameters. Where m, n, p,
q are the number of satellites for GPS, BDS, GLONASS, and Galileo, respectively. The
model with ZWD parameters is one parameter less than the model without ZWD
parameters and one more redundant observation.

Table 1. Multi-GNSS PPP processing strategy

Items Model

Observations Pseudorange and carrier-phase observations
Signal selection G:L1/L2; C:B1/B2; R:G1/G2; E:E1/E5a
Sampling rate 30 s
Elevation cutoff 10

�

Observation
weighting

A priori precision 0.6 m and 0.004 m for code and phase observations,
respectively [11]

Tropospheric
delay

Tropospheric combined models

Ionospheric delay Ionosphere-free linear combination
Satellite antenna IGS ANTEX PCO+PCV
Receiver antenna IGS ANTEX PCO+PCV
Phase windup
effect

IERS2010 [14]

Earth rotation IERS2010 [14]
Relativistic effect IERS2010 [14]
Station
displacement

Solid earth, pole and ocean tide (IERS2010) [14]

Receiver
coordinate

Estimation

Receiver clock
offset

Estimation

Troposphere Estimation/no operation
ISB Estimation
Ambiguity Estimation
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4 Data Tests and Results Analysis

4.1 The Analysis of the Accuracy of Tropospheric Models

This subsection studies the accuracy of the tropospheric combined models based on
GPT, GPT2, and ECMWF meteorological data with Saastamoinen, Modified Hopfield,
and integral models. The tropospheric combined models are compared with the
UNB3M model commonly used in PPP to study the improvement rate of the tropo-
spheric combination model compared to UNB3M model. Figure 3(a) shows the root
mean square error (RMS) of the ZTD of the tropospheric combination model and the
UNB3M model. It can be seen from Fig. 3 that the accuracy of the UNB3M model is
lower than the tropospheric combination model and the NWM. The accuracy of the
NWM is optimal and the accuracy of the NWM is 34.20 mm better than the UNB3M
model. The accuracy of the tropospheric prior combination model is 3–7 mm better
than the UNB3M model. Figure 3(b) shows the increasing rate of the accuracy of the
tropospheric combined models compared to UNB3M model, and the specific rates are
detailed in Table 4. From Fig. 3 and Table 4, it can be seen that the accuracy of the
NWM model is higher than that of the UNB3M model, and its improvement rate is
63.81%. GPT+Modified Hopfield has a low rate of improvement, only 5.78%. From
the perspective on the accuracy of the meteorological data, the pressure-level meteo-
rological data provided by ECMWF is the best, the second is the GPT2 model, and the
GPT and UNB3M models have less accurate meteorological data [12]. From the
perspective on the accuracy of the ZTD calculated by the troposphere model, the
accuracy of the Saastamoinen model is better than Modified Hopfield model.

Table 2. The comparison of multi-GNSS PPP models with ZWD parameters

G G/C G/R G/E G/C/R G/R/E G/C/R/E

Observed
quantity

2m 2m + 2n 2m + 2p 2m + 2q 2m + 2n + 2p 2m + 2n + 2q 2m + 2n + 2p + 2q

Number of the
parameter

m + 5 m + n + 6 m + p + 6 m + q + 6 m + n + p + 7 m + n + q + 7 m + n + p + q + 8

Redundancy m − 5 m + n − 6 m + p − 6 m + q − 6 m + n + p − 7 m + p + q − 7 m + n + p + q − 8

Table 3. The comparison of multi-GNSS PPP models without ZWD parameters

G G/C G/R G/E G/C/R G/R/E G/C/R/E

Observed
quantity

2m 2m + 2n 2m + 2p 2m + 2q 2m + 2n + 2p 2m + 2n + 2q 2m + 2n + 2p + 2q

Number of the
parameter

m + 4 m + n + 5 m + p + 5 m + q + 5 m + n + p + 6 m + n + q + 6 m + n + p + q + 7

Redundancy m − 4 m + n − 5 m + p − 5 m + q − 5 m + n + p − 6 m + p + q − 6 m + n + p + q − 7
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4.2 The Analysis of PPP Result Based on Tropospheric Models

In order to study the performance of the different tropospheric models in the
positioning process, 12 tropospheric combined models for multi-GNSS PPP in this
subsection were tested according to the processing strategies described in Sect. 3.
Because the correlation relationship between the positioning accuracy in the Up
direction and ZTD is strong and the correlation relationship between the positioning
accuracy in the East and North direction and ZTD is weak [13], this section only gives
the positioning accuracy in the Up direction to discuss the accuracy of the troposphere
model.

Figure 4(a, b, c) shows the positioning accuracy in the Up direction based on the
NMF, VMF1, and GMF mapping functions. Figure 4(d) shows the increasing rate of
the positioning accuracy of the tropospheric combined models compared to UNB3M
model in the Up direction. From the perspective on the accuracy of the mapping
function, it can be seen that the mapping function of VMF1 has superior precision, the
accuracy of the mapping function of GMF is weak, and the mapping function of NMF
has poor accuracy. From the perspective on the accuracy of the calculation of multi-
GNSS PPP, both the positioning accuracy in the Up direction and ZTD has improved.
Because of the increase in the number of satellites, the optimization of the geometry of
the satellites, the optimization of the observation conditions, and the increase in the
number of redundant observations, the accuracy of PPP in the Up direction and the
accuracy of ZTD have been have been improved. From the perspective on the accuracy
of the meteorological data, Fig. 4(a, b) shows the positioning accuracy in the Up
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Fig. 3. The comparison of ZTD accuracy of tropospheric combined models

Table 4. The increase rate of ZTD accuracy of tropospheric combined models based on
UNB3M

GPT2+Saas GPT2+Hope GPT+Saas GPT+Hope NWM

Increase rate 12.69% 9.70% 7.65% 5.78% 63.81%
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direction using the NWM model is optimal and Fig. 5(a, c) shows the accuracy of ZTD
estimated by Multi-GNSS PPP using the NWM model is optimal. From the PPP
positioning accuracy and ZTD accuracy of the NMW model, it can be seen that the
NWM meteorological data are more accurate, the second is the GPT2 model, the GPT
and UNB3M models have less accurate meteorological data. From the perspective on
the accuracy of the tropospheric model, Fig. 4(d) and Table 5 show the improvement
rate of the positioning accuracy of the combination of NWM+GMF+integral is 8.77%
compared to UNB3M model; The improvement rate of the positioning accuracy of the
combination of GPT2+VMF1+Modified Hopfield is 5.30% compared to the UNB3M
model in several prior tropospheric combined models. Under the condition of similar
meteorological data model and similar mapping function, comparing the precision of
the Modified Hopfield model and the Saastamoinen model, we can see that Table 5
shows the Modified Hopfield model is better than the Saastamoinen model in PPP
solution process, and Table 4 shows the Saastamoinen model is better than the Mod-
ified Hopfield model in the process of solving the ZTD. To find out the reasons, ZWD
is a more accurate value estimated by setting parameters, it is the zenith hydrostatic
delay (ZHD) that really plays a role in the tropospheric model in PPP calculation. From
this we can conclude that the Saastamoinen model is superior to the Modified Hopfield
model in solving the ZTD, but the Modified Hopfield model is superior to the Saas-
tamoinen model in solving the ZHD. The experiment shows that in the PPP post-
processing process, the combination of NWM+GMF+Integral is optimal, and it’s the
positioning accuracy in the Up direction can be increased by 8.77%, and the accuracy
of ZTD can be increased by 4.44%; In the real-time PPP processing process, the
combination of GPT2+VMF1+Modified Hopfield is optimal, and the positioning
accuracy in the Up direction can be increased by 5.30%, and the accuracy of ZTD can
be increased by 0.25%.
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Fig. 4. The comparison of PPP up directional positioning accuracy of different tropospheric
models with ZWD parameters
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Fig. 5. The comparison of PPP ZTD accuracy with ZWD parameters

Table 5. The increasing rate of PPP up directional positioning accuracy of different
tropospheric models based on UNB3M with ZWD parameters

Mete Mapping Model G GC GR GE GCR GRE GCRE Mean

GPT2 NMF Saas −1.67% −4.24% −5.66% −4.42% −6.60% −4.76% −5.71% −4.72%

Hope −0.83% −3.39% −3.77% −3.54% −5.66% −2.86% −4.76% −3.55%

VMF1 Saas 5.83% 3.39% 3.77% 2.65% 2.83% 4.76% 4.76% 4.00%

Hope 6.67% 4.24% 5.66% 4.42% 4.72% 5.71% 5.71% 5.30%

GMF Saas 2.50% 0.85% 0.94% 0% 0% 1.90% 1.90% 1.16%

Hope 3.33% 1.69% 1.89% 0.88% 1.89% 2.86% 2.86% 2.20%

GPT NMF Saas −2.50% −5.08% −6.60% −5.31% −8.49% −5.71% −7.62% −5.90%

Hope −1.67% −4.24% −5.66% −3.54% −6.60% −4.76% −5.71% −4.60%

GMF Saas 1.67% −0.85% 0% −0.88% −0.94% 0% −0.95% −0.28%

Hope 2.50% 0.85% 0.94% 0% 0.94% 0.95% 0.95% 1.02%

NWM NMF Integral 10.00% 7.63% 7.55% 5.31% 6.60% 8.57% 8.57% 7.75%

GMF Integral 11.67% 8.47% 8.49% 6.19% 7.55% 9.52% 9.52% 8.77%

Table 6. The increasing rate of PPP ZTD accuracy of different tropospheric models based on
UNB3M with ZWD parameters

Mete Mapping Model G GC GR GE GCR GRE GCRE Mean

GPT2 NMF Saas −0.86% −0.86% −0.93% 0.86% −0.93% −0.94% −0.94% −0.66%

Hope −0.86% −0.86% −0.93% 0.86% −0.93% −0.94% −0.94% −0.66%

VMF1 Saas 0% 0.86% 0% 0.86% 0% 0% 0% 0.25%

Hope 0% 0.86% 0% 0.86% 0% 0% 0% 0.25%

GMF Saas 0% 0% 0% 1.72% 0% 0% 0% 0.25%

Hope −0.86% 0% 0% 1.72% 0% 0% 0% 0.12%

GPT NMF Saas −1.72% −1.72% −1.87% 0% −1.87% −1.89% −1.89% −1.57%

Hope −1.72% −1.72% −1.87% 0.86% −1.87% −1.89% −1.89% −1.44%

GMF Saas −0.86% −0.86% −0.93% 0.86% 0% −0.94% −0.94% −0.53%

Hope −0.86% −0.86% −0.93% 0.86% 0% −0.94% −0.94% −0.53%

NWM NMF Integral 2.59% 0.86% 3.74% 4.31% 4.67% 3.77% 3.77% 3.39%

GMF Integral 2.59% 1.72% 4.67% 5.17% 5.61% 5.66% 5.66% 4.44%
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In the case of setting parameters to estimate ZWD, ZWD is a more accurate value
estimated by setting parameters. In the PPP process, it is the ZHD that really plays a
role in the troposphere models. In order to more intuitively explain the accuracy of the
tropospheric model (ZWD + ZHD) in the actual solution, this section uses PPP solu-
tions without ZWD parameters. Figure 6 shows the positioning accuracy in the Up
direction without ZWD parameters. From the perspective on the accuracy of the
mapping function, since the ZWD parameter is not set, the mapping function does not
work in the process of PPP calculation. From Fig. 6, it can be seen that the different
mapping functions exhibit the same computational accuracy based on the same
meteorological parameter model and the same computational model. From the per-
spective on the accuracy of the calculation in Multi-GNSS PPP, the solutions of
different systems are relatively stable. From the perspective on the accuracy of the
troposphere model, it can be seen that the NWM accuracy is optimal and the posi-
tioning accuracy in the Up direction is about 72.8% higher than that of the UNB3M
model by comparing Fig. 6(a), (b) and (c). The GPT2+Saastamoinen model is the best
in the prior tropospheric combination model, which is 22.66% higher than UNB3M.
Combined with the analysis of the troposphere model accuracy in the Sect. 4.1, we can
conclude that the NWM model has the highest accuracy; The GPT2+Saastamoinen
model has the highest accuracy in the prior tropospheric combination model (Table 7).
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Fig. 6. The comparison of PPP up directional positioning accuracy of different tropospheric
models without ZWD parameters
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5 Conclusion

Based on the observation data of the MGEX station, this paper analyzes and compares
the tropospheric model and mapping function in the aspects of both post process and
real time. This paper compares the accuracy difference of different troposphere models
from three aspects: the accuracy of the tropospheric combination models, the posi-
tioning accuracy on PPP Up direction and the accuracy of ZTD solution. We can come
to the following conclusions.

1. From the perspective on the accuracy of the meteorological data, the accuracy of the
pressure-level meteorological data provided by the ECMWF is the best, the second
is the GPT2 model in the empirical model and the GPT and UNB3M models have
less accurate meteorological data.

2. From the perspective on the accuracy of the calculation of multi-GNSS PPP, in the
PPP post-processing process, the combination of NWM+GMF+Integral is optimal,
and it’s the positioning accuracy in the Up direction can be increased by 8.77%, and
the accuracy of ZTD can be increased by 4.44%. In the real-time PPP processing
process, the combination of GPT2+VMF1+Modified Hopfield is optimal, and it’s
the positioning accuracy in the Up direction can be increased by 5.30%, and the
accuracy of ZTD can be increased by 0.25%.

3. From the perspective on the accuracy of the tropospheric model, the accuracy of the
NWM model is the most obvious than that of the UNB3M model in the tropo-
spheric combination model, and its improving rate is 63.81%; the accuracy of GPT2
+Saastamoinen is the most obvious than that of the UNB3M model in tropospheric
empirical model, and its improvement rate is 63.81%; The Saastamoinen model is
superior to the Modified Hopfield model in solving the ZTD, but the Modified
Hopfield model is superior to the Saastamoinen model in solving the ZHD.

In summary, in the case of the PPP post-processing process, the tropospheric combi-
nation model of NWM+GMF+Integral can be used to improve the positioning and

Table 7. The increasing rate of PPP up directional positioning accuracy of different
tropospheric models based on UNB3M without ZWD parameters

Mete Mapping Model G GC GR GE GCR GRE GCRE Mean

GPT2 NMF Saas 23.72% 23.70% 22.66% 23.64% 22.59% 21.78% 22.66% 22.97%

Hope 18.36% 18.34% 18.52% 18.28% 18.45% 17.66% 17.51% 18.16%

VMF1 Saas 23.72% 23.70% 22.61% 23.64% 22.53% 21.72% 22.60% 22.93%

Hope 18.36% 18.34% 18.52% 18.28% 18.45% 17.66% 18.50% 18.30%

GMF Saas 23.72% 23.70% 22.61% 23.64% 22.53% 21.72% 22.60% 22.93%

Hope 18.36% 18.34% 18.52% 18.28% 18.45% 17.66% 18.50% 18.30%

GPT NMF Saas 22.28% 22.20% 21.55% 22.26% 21.48% 20.48% 21.43% 21.67%

Hope 16.64% 16.55% 15.71% 16.61% 15.65% 14.60% 15.69% 15.92%

GMF Saas 22.05% 21.97% 21.32% 22.03% 21.25% 20.25% 21.19% 21.44%

Hope 16.64% 16.55% 15.71% 16.67% 15.65% 14.13% 15.69% 15.86%

NWM NMF Integral 72.94% 72.90% 72.25% 73.07% 71.28% 72.63% 72.89% 72.57%

GMF Integral 71.50% 72.78% 72.14% 72.95% 71.10% 72.51% 72.72% 72.24%
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ZTD accuracy. In the case of real-time PPP process, the GPT2+VMF1+Saastamoinen
model can be used to improve the positioning and ZTD accuracy. The GPT2+VMF1
+Saastamoinen model can be used to improve the positioning accuracy without ZWD
parameters such as SPP et al.
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Abstract. The BDS-3 basic system has already been established, starting to
provide global service. As a new generation navigation system, the BDS-3
adopts a global ionospheric model, called BDGIM. Single-frequency users can
use the BDGIM along with nine ionospheric parameters broadcasted in the
navigation message to perform ionospheric correction. This paper analyzes the
deficiency of the current BDS and GPS Klobuchar models, and then by using
the high precision CODE’s global ionospheric map (GIM) as a reference, the
precision of BDGIM model is evaluated. Finally, the performance of applying
this model to the positioning is verified by experimental data. The results show
that the global accuracy of the BDGIM model is about 3.6 TECU, which is
better than that of the Klobuchar model and more uniform on a global scale. In
terms of the BDS standard point positioning, ionospheric correction with the
BDGIM model obtains higher accuracy compared to that with the Klobuchar
model, especially in the vertical direction.

Keywords: BDS-3 � Ionospheric model � BDGIM � Precision evaluation �
Standard point positioning

1 Introduction

Ionospheric delay is one of the main error sources in global navigation satellite system
(GNSS) positioning. Dual-frequency users can use the ionosphere-free combination to
correct the ionospheric delay. While for single-frequency users, the appropriate iono-
spheric model must be selected for ionospheric error correction [1]. At present, GPS,
BDS and Galileo all broadcast ionospheric parameters in the navigation message [2–4].
The BDS-2 regional navigation system adopts an improved Klobuchar model. With the
implementation of the BDS-3, the basic system was established at the end of 2018, and
the existing broadcast ionospheric delay correction model and method are difficult to
meet the global demand, so the new generation of navigation systems will use the new
ionospheric model BDGIM (BeiDou Global Ionospheric delay correction Model). The
accuracy of the BDGIM global ionospheric model and its application to positioning are
undoubtedly the focus of the user’s concern. This paper introduces the basic principles
of the BDGIM model in detail, the deficiency of the GPS and BDS Klobuchar model is
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analyzed as well. Then by using the global ionospheric map (GIM) provided by Center
for Orbit Determination in Europe (CODE) as reference ionospheric values, the pre-
cision of BDGIM is evaluated. Finally, the applicability of BDGIM in single-frequency
positioning is verified.

2 BDS-3 Global Ionospheric Model

The BDGIM is based on the periodicity of the ionosphere and adopts modified
spherical harmonics method. Single frequency user can use it to correct the effect of
ionospheric delay [5, 6]. The BDGIM model coefficients are divided into low-order and
high-order spherical harmonic function coefficients, respectively. The low-order terms
have 9 parameters (a1–a9), which have a great influence on the ionospheric total
electron content (TEC) and are broadcasted in the B-CNAV1 subframe 3 and
B-CNAV2 type 30 of navigation messages. The higher order coefficients describe the
small-scale variation of the ionospheric TEC. Because higher spherical harmonic order
generate much more coefficients, they only exist in a non-broadcast way in the interface
control document and can be calculated by users according to the given method.

The specific method for the user to compute the ionospheric delay correction with
BDGIM is as follows:

dion ¼ MF � 40:28 � 10
16

f 2
� VTEC ð1Þ

VTEC ¼ A0 þ
X9
i¼1

aiAi ð2Þ

where dion is the line-of-sight ionospheric delay from the satellite to receiver; MF is the
ionospheric mapping function; f is the carrier frequency of the current signal; VTEC is
the total electron content in the vertical direction at the ionospheric pierce point (IPP);
ai is the BDGIM parameter broadcasted in the navigation message; A0 is high-order
term of spherical harmonic function, representing the predictive part in VTEC; Ai

denotes the low-order term of spherical harmonic function, the expanded form is as
follows:

Ai ¼ Nni;mi � Pni;miðsinu0Þ � cosðmi � k0Þ mi [ 0
Nni;mi � Pni;miðsinu0Þ � sinð�mi � k0Þ mi\0

�
ð3Þ

where Nni;mi is the normalization function; Pni;mi
is the classic, un-normalized Legendre

function; ni and mi take the absolute values when calculating; u0 and k0 are the geo-
magnetic latitude and longitude of IPP.
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The ionospheric prediction value is calculated as:

A0 ¼
P17
j¼1

bjBj

Bj ¼
Nnj;mj � Pnj;mj

ðsinu0Þ � cosðmj � k0Þ mj [ 0
Nnj;mj � Pnj;mj

ðsinu0Þ � sinð�mj � k0Þ mj\0

(
8>>><
>>>:

ð4Þ

with

bj ¼
P12
k¼0

ak;j � cosðxktpÞþ bk;j � sinðxktpÞ
� �

xk ¼ 2p
Tk

8><
>: ð5Þ

where ak;j and bk;j are the non-broadcast coefficients of the BDGIM model; Tk is the
period for prediction; tp is an odd hour of the corresponding day in modified Julian
date, while the user should choose the nearest tp from the current calculation time. After
calculating A0 and Ai, the VTEC can be calculated according to Eq. (2). By using the
mapping function and combined with Eq. (1), the ionospheric delay along the signal
propagation path can be obtained. The mapping function MF is as follows:

MF ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Re

ReþHion
cosðEÞ

� �2
r ð6Þ

where Re represents the mean radius of the Earth; E is the satellite elevation angle;
Hion ¼ 400 km represents the altitude of the ionosphere single layer shell, which is
different from the value of 375 km in the BDS-2 Klobuchar model.

3 Insufficient of Klobuchar Model

The Klobuchar model sets the nighttime ionospheric delay to a constant of 5 ns, and
the diurnal ionospheric delay as a cosine function. The amplitude and period can be
calculated from the 8-parameter broadcasted in the navigation message. The user
calculates the ionospheric vertical delay as:

IzðtÞ ¼ 5 � 10�9 þA2 cos½2pðt�50400Þ
A4

�; jt � 50400j\A4=4
5 � 10�9 ; jt � 50400j �A4=4

(
ð7Þ
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For GPS Klobuchar model, when calculating the ionospheric delay, the amplitude
A2 and period A4 are calculated by using the geomagnetic latitude:

A2 ¼
P3
n¼0

an/
n
m; A2 � 0

0; A2\0

8<
:

A4 ¼
P3
n¼0

bn/
n
m; A4 � 72000

72000; A4\72000

8<
:

ð8Þ

In Eq. (8), an and bn are the ionospheric parameters; /m is the geomagnetic
latitude.

/m ¼ /i þ 0:064 cosðki � 1:617Þ ð9Þ

/i ¼
/u þw cosA; j/ij � 0:416
þ 0:416; /i [ 0:416
�0:416; /i\� 0:416

8<
: ð10Þ

where, /i and ki are the geographic latitude and longitude of IPP; /u is the geographic
latitude of the user; w is the Earth’s central angle between the user position and IPP; A
is the satellite elevation angle. It is noted that if the geographic latitude of IPP is higher
than ±74.88° (0:416p), then the geographic latitude is limited to ±74.88°. Therefore,
when IPP is at high latitude, the ionospheric delay amplitude and period obtained by
different latitudes of the same geographic longitude are the same, this characteristic is
different from that of actual ionosphere.

For BDS Klobuchar model, when calculating the ionospheric delay, the amplitude
A2 and period A4 are calculated by using the geographic latitude, and the calculated
values of the southern hemisphere model are symmetric with the northern hemisphere
with respect to the equator (/M adopts the absolute value). The equation is as follows:

A2 ¼
P3
n¼0

anj/Mjn; A2 � 0

0; A2\0

8<
:

A4 ¼
172800; A4 � 172800P3

n¼0
bnj/M jn; 172800[A4 � 72000

72000; A4\72000

8>><
>>:

ð11Þ

where /M is the geographic latitude of IPP, which is calculated according to

/M ¼ arcsinðsin/u � coswþ cos/u � sinw � cosAÞ ð12Þ

Different from GPS Klobuchar model, the BDS Klobuchar model is a regional-type
ionospheric model. When calculating the geographic latitude of IPP according to
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Eq. (12), the range is not limited, that is, there is no limitation like that in Eq. (10),
furthermore the 8 parameters are calculated from the observation data of the China
regional monitoring station, so if the BDS Klobuchar model is applied to high latitudes,
the amplitude will increase sharply, and the calculated ionospheric delay will be very
large. As shown in Fig. 1, for GPS, the amplitude of the north and south hemispheres is
asymmetrical, and at 120° E longitude, the amplitude is constant when IPP has geo-
graphic latitude higher than 75° N and 65° S. These characteristics are different from
the characteristics of the real ionosphere.

The GIM of CODE, one of the international GNSS service (IGS) analysis centers,
has high precision, generally 2–8 TECU [7, 8], and its calculated VTEC can be used as
a reference value. As shown in Fig. 1, The VTEC calculated by BDS Klobuchar model
is north-south symmetric and it differs greatly from CODE’s GIM model in low latitude
and high latitude areas which are basically not applicable. The difference between GIM
and BDS Klobuchar is smaller in the mid-latitudes of northern hemisphere than that of
the southern hemisphere. In addition, the VTEC of GPS Klobuchar model is constant in
high latitudes which is different from that of CODE’s GIM.

4 BDGIM Model Precision

The VTEC calculated by CODE’s GIM can be taken as reference to evaluate the
precision of BDGIM. By calculating the ionospheric VTEC values of CODE’s GIM
and BDGIM at the grids from latitude −87.5° to 87.5° and longitude −180° to 180°
with a resolution of 2:5� � 5� in latitude and longitude, the RMS can be calculated
according to [9, 10]. The equation is as follow:

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP71
i¼1

P73
j¼1

ðVTECMODij � VTECGIMijÞ2

71� 73

vuuut
ð13Þ

where VTECMODij and VTECGIMij represent the VTEC at the grids provided by the
model and CODE’s GIM, respectively.

Fig. 1. The amplitude (left) and VTEC (right) of Klobuchar model varies with latitude (GPST
06:00 October 11, 2018, 120° E)
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This paper selects the BDS-3/GPS ionospheric parameters received by high-
precision GNSS receiver which is independently developed by Unistrong from October
5 to November 4, 2018, and then the precision of BDGIM and GPS Klobuchar is
evaluated and compared.

Figure 2 shows the difference between the BDGIM and the CODE’s GIM (left), as
well as the difference between the GPS Klobuchar model and the CODE’s GIM (right)
on October 11, 2018 (DOY 284). As can be seen from the figure, the difference

Fig. 2. Difference between the BDGIM and CODE’s GIM (left), as well as the GPS Klobuchar
and CODE’s GIM (right)
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between the BDGIM or GPS Klobuchar and the CODE’s GIM is different at different
time. As a whole, the difference between BDGIM and CODE’s GIM is basically within
10 TECU, and the overall statistical accuracy is 3.6 TECU. The performance of the
BDGIM model is more consistent with the CODE’s GIM than that of the GPS Klo-
buchar, even in high latitude regions the accuracy is still good.

In most areas of the world, the difference between GPS Klobuchar and CODE’s
GIM is within 15 TECU, and reaches the maximum at local time of 14:00–16:00
because of the most active ionosphere and the largest model error at this moments. In
addition, the error is also high in the high latitude area. The overall statistical accuracy
is 6.5 TECU, which is slightly worse than that of the BDGIM model.

Table 1 summarizes the accuracy of the BDGIM and GPS Klobuchar models at
different latitudes around the world. It can be seen that the accuracy of the BDGIM
model in the southern hemispheres is slightly worse than that in the northern hemi-
sphere, reaching 5.23 TECU at 50° S. In addition, the BDGIM model accuracy is better
than the GPS Klobuchar model at different latitudes.

5 Positioning Performance of BDGIM

In order to verify the effect of BDGIM model applied in positioning, the BDS
observation data of 12 IGS stations in different latitude regions for one month (October
5–November 4, 2018) are selected for BDS standard point positioning (SPP). The
distribution map of the stations is shown in Fig. 3, in which 4 IGS stations (urum, jfng,
lhaz and hkws) are located in China, and 8 IGS stations (sod3, metg, mizu, sin1, ftna,
cut0, dund and maw1) are located outside China. The SPP strategies are as follows: the
B1I data is used for single-frequency SPP and the satellite elevation mask angle is set to
10°. The ionospheric model adopts BDGIM, BDS Klobuchar, GPS Klobuchar and
CODE GIM respectively for full comparison and analysis. The Saastamoinen model is
applied to correct the tropospheric error. The stochastic model uses a sinusoidal ele-
vation model [11], which is shown as follows

r2i ¼ a2 þ b2

sin2 hi
ð14Þ

where r2i is the observation variance of the i satellite; a and b are the empirical
coefficients and both set to 0.3 in this paper; hi is the elevation angel of the i satellite.

The external accuracy as shown in Table 2 is obtained by substracting the posi-
tioning results with the reference values. It can be seen that in the four ionospheric

Table 1. Statistical accuracy of the BDGIM and GPS Klobuchar

Longitude range Ionospheric
model

VTEC RMS (TECU) Mean/TECU

70° 50° 30° 10° −10° −30° −50° −70°

(−180° W–180° E) BDGIM 3.02 3.42 2.66 3.31 3.32 2.96 5.23 5.20 3.64
GPSK 6.67 6.11 4.80 8.99 7.29 4.85 6.49 6.80 6.50

Preliminary Evaluation on the Precision of the BDS-3 Global Ionospheric Model 137



models, the CODE’s GIM has the highest positioning accuracy, followed by the
BDGIM model. In the three broadcast ionospheric models of BDGIM, BDS Klobuchar
and GPS Klobuchar, the horizontal accuracy is not much different except for the sod3,
metg and maw1 stations located in high latitudes where the accuracy of BDS Klo-
buchar is poor, but the difference in the elevation direction is relatively obvious. The
vertical accuracy of positioning with the BDGIM for ionospheric correction is 0.3–
2.3 m better than that with the BDS Klobuchar, and 0.4–1.3 m better compared with
the GPS Klobuchar. Whichever ionospheric models are used, stations sod3, metg, dund
and maw1 show larger positioning errors than the others. This is due to fewer BDS
satellites tracked by the stations with bad geometry and the ionospheric models
themselves have worse accuracy at high latitudes and in the south hemisphere.

Overall, the BDGIM model applied to positioning has a better applicability on a
global scale, which is closer to CODE’s GIM.

Fig. 3. Location of selected IGS stations

Table 2. RMS values of BDS standard point positioning at B1I frequency

Marker
name

Outline coordinates Horizontal RMS (m) Vertical RMS (m) 3D RMS (m)

(Lat., Lon.) BDGIM BDSK GPSK CODE BDGIM BDSK GPSK CODE BDGIM BDSK GPSK CODE

sod3 (67.421, 26.289) 6.46 7.35 6.55 6.35 5.29 6.52 5.79 5.10 8.35 9.82 8.74 8.14

metg (60.242, 24.384) 5.86 6.53 5.82 5.46 5.25 5.88 5.67 5.16 7.86 8.79 8.12 7.51

urum (43.808, 87.601) 1.65 1.66 1.71 1.60 2.40 2.82 3.56 2.11 2.91 3.27 3.95 2.64

mizu (39.135, 141.133) 1.92 2.04 1.89 1.86 3.68 3.99 4.28 3.55 4.15 4.48 4.68 4.01

jfng (30.516, 114.491) 1.24 1.34 1.22 1.23 2.64 3.82 3.27 2.11 2.91 4.04 3.49 2.44

lhaz (29.657, 91.104) 1.39 1.54 1.38 1.40 2.74 3.88 3.40 2.53 3.07 4.17 3.67 2.89

hkws (22.434, 114.335) 1.30 1.19 1.50 1.12 2.21 2.62 2.88 2.08 2.56 2.87 3.24 2.36

sin1 (1.343, 103.679) 1.20 1.40 1.15 1.05 1.75 3.02 2.46 1.59 2.12 3.33 2.72 1.91

ftna (−13.692, −178.12) 5.29 5.40 5.69 5.06 6.17 8.26 6.82 6.03 8.13 9.87 8.88 7.87

cut0 (−31.996, 115.895) 1.55 1.78 1.66 1.54 2.60 4.96 3.56 2.29 3.02 5.27 3.80 2.75

dund (−45.884, 170.597) 3.91 4.10 4.10 3.88 5.65 6.55 6.91 5.31 6.87 7.72 8.03 6.57

maw1 (−66.395, 62.870) 4.02 6.04 4.06 4.00 4.24 5.98 5.52 4.06 5.84 8.50 6.85 5.70

Mean – 2.98 3.36 3.06 2.88 3.72 4.86 4.51 3.49 4.82 6.01 5.51 4.57
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6 Conclusions

This paper introduces the BDS-3 global ionospheric model BDGIM in detail and
analyzes the deficiency of the current BDS and GPS Klobuchar model, then by using
the high precision CODE’s GIM as a reference, the precision of BDGIM model is
evaluated. Finally, the effect of the model on positioning is verified by experimental
data. The results show that:

(1) The accuracy of the BDGIM model is approximately 3.6 TECU worldwide, which
is superior to the Klobuchar model.

(2) The BDGIM global ionospheric model compensates for the deficiency of the GPS
and BDS Klobuchar models, and still performs well in high latitudes, with more
uniform accuracy on a global scale.

(3) In the aspect of SPP, ionospheric correction with the BDGIM model obtains
higher accuracy compared to that with the Klobuchar model, especially in the
vertical direction.

With the constructions of the BDS global monitoring stations, more observation
data will be obtained for the refinement of the BDS-3 global ionospheric model, and
the accuracy of the model will be further improved.
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Abstract. With the rapid development of Global Navigation Satellite System
(GNSS) Precise Point Positioning (PPP) ambiguity resolution, high-quality
Multi-GNSS fractional cycle biases products are urgently needed. In this con-
tribution, the ambiguity resolution in Multi-GNSS is deduced in detail based on
the observation and precise products provided by multi-GNSS Experiment
(MGEX). Meanwhile, a Multi-GNSS wide-lane FCB product estimation method
is proposed. Then the wide-lane FCB products of GPS, Galileo and BDS are
generated by observations in 2017, DOY24 to 2017, DOY30. It is found that,
the wide-lane FCB products of GPS, Galileo and BDS have a good stability after
on-board multipath correction. Finally, the validity of FCB products is verified
by the wide-lane residual distribution of GPS, Galileo and BDS, in which the
correctness of the proposed method is also proved.

Keywords: Multi-GNSS � Wide-lane � MGEX � Fractional cycle biases

1 Introduction

With the rapid development of Global Navigation Satellite System (GNSS), the
Positioning, Navigation, Timing (PNT) services also have rapid development in depth
and width, among them Precise Point Positioning (PPP) [1, 2] has been widely used in
scientific research and engineering applications, such as GNSS seismology, GNSS
meteorology, precision agricultural services, etc. [3, 4]. However, the traditional PPP is
also constrained by long convergence time and may be easily disturbed. With the
construction of more GNSS constellations and the progress of PPP ambiguity resolu-
tion method, these constraints are gradually solved. For the fixed solution of multi-
GNSS, the integer carrier phase ambiguity is destroyed by the Fractional Cycle Biases
(FCB) of receiver and satellites [5], the high quality FCB product is crucial for multi-
GNSS fixed solution.

With the increasing demand of high-precision service in real-time, many scholars
have conducted extensive research on solving FCB products. In Ref. [6], the influence
of ambiguity’s fractional part is deduced in detail, and the FCB products of GPS with
the ambiguity of wide-lane and narrow-lane are calculated by using the single-
difference averaging method between satellites, and the validity of these products is
verified by PPP integer solution. On the basis of Ref. [6], the Ref. [7] proposed an
improved FCB product estimation method, which improved the calculation by com-
bining the observation information of all stations in a matrix and the FCB products are
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obtained by least squares, the calculation accuracy and speed are improved. In Ref. [8],
the FCB product was generated by the “integer” phase clock method, and the wide-lane
FCB and clock product containing narrow-lane FCB were regularly published on the
website of the Groupe de Recherche de Géodésie Spatiale of the Centre National
d’Etudes Spatiales (CNES-GRG). On the basis of Ref. [7], based on Interna-
tional GNSS Service (IGS) stations, Ref. [9] calculates GPS wide-lane and narrow-lane
FCB products corresponding to different analysis center’s clock products and regularly
publish on the website of School of Geodesy and Geomatics at Wuhan University
(WHU-SGG). In Ref. [10], GPS wide-lane and narrow-lane FCB products are gener-
ated by Kalman filter method, and compared with those products by CNES-GRG and
WHU-SGG to verify the validity of this method. In Ref. [11], the methods of solving
multi-GNSS FCB product and fixed solution are deduced in detail, and the effective-
ness of multi-GNSS fixed solution for shortening the convergence time is verified. The
above methods have studied the solution of FCB products in detail, but most of them
are based on IGS stations. With the completion of BDS and Galileo global networking
and the modern transformation of GPS and GLONASS, multi-GNSS fusion processing
has gradually became the mainstream. Therefore, it is very necessary to study multi-
GNSS FCB product estimation method.

In order to adapt to the development trend of multi-GNSS, IGS launched multi-
GNSS Experiment (MGEX). MGEX stations provide multi-GNSS observations, while
the analysis centers provide multi-GNSS orbits and clocks products and other high-
precision products. This contribution will study multi-GNSS wide-lane FCB product
estimation method based on the observation and high-precision products provided by
MGEX, and verify its validity by analysing.

2 FCB Product Estimation Method for Multi-GNSS

In this section, we will mainly investigate the estimation method of multi-GNSS FCB
product. Firstly, the basic observation equations of GNSS are introduced, then the
observation equations of multi-GNSS are analyzed. Finally, the FCB product estima-
tion method of multi-GNSS is proposed.

2.1 Basic Observation Equation

GNSS observations generally include pseudo-range, carrier phase and Doppler
observations. In PPP, pseudo-range and carrier phase observations are commonly used.
These two observations can be expressed as [12]:

Ps
r;f ¼ qsr þ c dtr � dtsð Þþ Ts

r þ Isr;f þ dr;f � dsf þ esr;P;f ð1Þ

Lsr;f ¼ qsr þ c dtr � dtsð Þþ Ts
r � Isr;f þ kf Ns

r;f þ br;f � bsf
� �

þ esr;L;f ð2Þ

In the above equations, Ps
r;f , L

s
r;f are pseudo-range and carrier phase measurements

expressed by distance, where s means satellites, subscript r represents the receiver, f
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represents the corresponding frequency. qsr represents the real geometric distance
between satellite s and receiver r. c represents the speed of light, dtr and dts are clock
error of satellites and receive. The tropospheric delay represented by Ts

r is a non-
dispersive term, which does not distinguish between frequency and observation type.
The ionospheric delay represented by Isr;f on frequency f is different from that of carrier
and pseudo-range due to the inconsistent influence of ionosphere on group velocity and
phase velocity. dr;f and dsf represent the receiver and satellite hardware delay of pseudo-
range on frequency f . kf is the wavelength of frequency f , Ns

r;f is the integer ambiguity,
br;f and bsf are the uncorrected carrier phase delays (UPD) of the receiver and the
satellite that contain integer cycles and FCB, in which FCB destroys the integer
characteristics of ambiguity. esr;P;f and esr;L;f are measurement errors of pseudo-range
and carrier phase on frequency f . In the above observation equations, the Phase Center
Offsets (PCO) and Phase Center Variations (PCV) of the antenna on receiver and
satellite have been corrected already, while the relativistic effect and phase wrapping
have been corrected through error models [2, 13].

In order to eliminate the first-order ionosphere delay in pseudo-range and carrier
phase measurements, the ionosphere-free (IF) combination is usually used in parameter
estimation of PPP. The IF combination of pseudo-range and carrier phase can be
expressed as:

Ps
r;IF ¼ f 2i

f 2i � f 2j
Ps
r;i �

f 2j
f 2i � f 2j

Ps
r;j ð3Þ

Lsr;IF ¼ f 2i
f 2i � f 2j

Lsr;i �
f 2j

f 2i � f 2j
Lsr;j ð4Þ

In the above equation, P and L represent pseudo-range and carrier phase on dif-
ferent frequency. fi and fj represent different frequencies respectively. The above
combination is a widely used combination of observations, and the algorithm is also
mature.

2.2 Observation Equation of Multi-GNSS

At present, most MGEX observation stations can observe four systems. In this con-
tribution, we mainly analyse the satellite system using Code Division Multiple Access
(CDMA) modulation mode, and the estimation of GPS, Galileo and BDS FCB prod-
ucts. Although the rapid construction of BDS-3, there are few MGEX stations that can
provide BDS-3 observation data at present, so the FCB products of BDS-2 are mainly
generated when the MGEX stations observation are used. The following table shows
the current status of CDMA systems:
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As can be seen from Table 1, BDS, Galileo and part of GPS satellites broadcast
three-frequency signals, so there are many frequency signals can be selected when
using the IF combinations in the previous section. But in general, IF combinations
should be same with multi-GNSS products of the Analysis Center. Usually the IF
combination is of GPS L1 and L2 frequencies, while for Galileo are E1 and E5a. For
BDS-2, the combination of B1I and B2I is adopted. At present, BDS-3, which is still in
the construction, generally uses B1C and B2a, thus forming interoperability with GPS
and Galileo. The equations of pseudo-range and carrier phase of GPS, Galileo and
BDS IF combinations are as follows:

PG
r;IF ¼ qGr þ c dtr � dtG

� �þ TG
r þ dGr;IF � ds;GIF þ eGr;P;IF

PE
r;IF ¼ qEr þ c dtr � dtE

� �þ TE
r þ dEr;IF � ds;EIF þ eEr;P;IF

PC
r;IF ¼ qCr þ c dtr � dtC

� �þ TC
r þ dCr;IF � ds;CIF þ eCr;P;IF

ð5Þ

LGr;IF ¼ qGr þ c dtr � dtG
� �þ TG

r þ kIF;G NG
r;IF þ bGr;IF � bs;GIF

� �
þ eGr;L;IF

LEr;IF ¼ qEr þ c dtr � dtE
� �þ TE

r þ kIF;E NE
r;IF þ bEr;IF � bs;EIF

� �
þ eEr;L;IF

LCr;IF ¼ qCr þ c dtr � dtC
� �þ TC

r þ kIF;C NC
r;IF þ bCr;IF � bs;CIF

� �
þ eCr;L;IF

ð6Þ

In the above equations, G, E and C represent GPS, Galileo and BDS respectively,
dr;IF and dsIF are the hardware delay of pseudo-range of the IF combination at receiver
and satellite, Ns

r;IF is the integer ambiguity of carrier phase measurement in IF com-
bination, br;IF and bsIF are the uncalibrated phase delay (UPD) of IF combination at
receiver and satellites, kIF is the wavelength of the IF combination, esr;P;IF and esr;L;IF are
measurement errors of pseudo-range and carrier phase.

Generally, PPP need to use precise products provided by various analysis centers.
At present, the orbit and clock products of MGEX’s main analysis centers are as
follows [14]:

Table 1. Current status of CDMA modulation systems

System Blocks Signal Number

GPS IIR
IIR-M
II-F

L1 C/A, L1/L2 P(Y)
L1 C/A, L1/L2 P(Y), L2C, L1/L2 M
L1 C/A, L1/L2 P(Y), L2C, L1/L2 M, L5

12
7
12

Galileo IOC
FOC

E1, E6, E5(ab)
E1, E6, E5(ab)

BDS-2 GEO
IGSO
MEO

B1I, B2I, B3
B1I, B2I, B3
B1I, B2I, B3

6
6
3

BDS-3 GEO
IGSO
MEO

/
B1I, B1C, B2a, B3
B1I, B1C, B2a, B3

1
2
21
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The J in the table stands for QZSS of Japan, which is a regional augmentation
system and will not be discussed in this contribution (Table 2). Here we use the precise
orbit and clock products provided by GFZ, because the sample interval of clock pro-
duct is shorter, which can reduce the error caused by interpolation. Meanwhile, the
products of GFZ include the constellation transmitting CDMA signal.

When calculating precise clock products, MGEX analysis center adopts the IF
combination, and the hardware delay of pseudo-range at satellite will be absorbed into
clock products. For receivers capable of processing multi-system signals, the delay
dGr;IF , d

E
r;IF and dCr;IF of pseudo-range are different due to the different frequency and

modulation mode of each system. The UPD bGr;IF , b
E
r;IF and bCr;IF of carrier phase are

also different. Such deviation is defined as Inter-System Biases (ISB). In multi-GNSS
PPP, because all systems use one clock error of a receiver, GPS is usually selected as
the reference, and then the deviation between systems is introduced to each system. The
observation equation after using precision products is as follows:

PG
r;IF ¼ qGr þ cdtr þ dGr;IF þ eGr;P;IF

PE
r;IF ¼ qEr þ cdtr þ dEr;IF þ eEr;P;IF

PC
r;IF ¼ qCr þ cdtr þ dCr;IF þ eCr;P;IF

ð7Þ

LGr;IF ¼ qGr þ cdtr þ dGr;IF þ kIF;G �N
G
r;IF þ eGr;L;IF

LEr;IF ¼ qEr þ cdtr þ dEr;IF þ kIF;E �N
E
r;IF þ eEr;L;IF

LCr;IF ¼ qCr þ cdtr þ dCr;IF þ kIF;C �NC
r;IF þ eCr;L;IF

ð8Þ

In the above equation, non-dispersive tropospheric delays are added. Because of the
precise products with satellite hardware delays, pseudo-range observations provide
absolute reference for receiver clock errors. The ambiguity of carrier phase observa-
tions is as follows:

�NG
r;IF ¼ NG

r;IF þ bGr;IF � dGr;IF
.
kGIF � bs;GIF þ ds;GIF

�
kIF

�NE
r;IF ¼ NE

r;IF þ bEr;IF � dEr;IF
.
kEIF � bs;EIF þ ds;EIF

�
kIF

�NC
r;IF ¼ NC

r;IF þ bCr;IF � dCr;IF
.
kCIF � bs;CIF þ ds;CIF

�
kIF

ð9Þ

Table 2. Product provided by MGEX analysis center

Organization Abbreviation Satellites Orbit (min) Clock error (min)

CNES/CLS GRM GRE 15 0.5
CODE COM GRECJ 15 5
GFZ GBM GRECJ 15/5 5/0.5
TUM TUM EJ 5 5
WU WUM GRECJ 15 5
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2.3 Multi-GNSS Wide-Lane FCB Estimation Method

Generally, after the ambiguity of the IF combination deduced in the previous section is
obtained, it is decomposed into wide-lane and narrow-lane ambiguity fixed respectively
because of the short wavelength. In this contribution, we mainly study the estimation
method of wide-lane FCB products. Usually, the ambiguity of wide-lane is solved by
HMW (Hatch-Melbourne-Wübbena) combination [15–17], and the combined obser-
vation of wide-lane can be obtained as follows:

kGr;WL
�NG
r;WL ¼ f1LGr;f1 � f2LGr;f2

f1 � f2
� f1PG

r;f1 þ f2PG
r;f2

f1 þ f2

¼ kGr;WL NG
r;WL þBG

r;WL � Bs;G
WL

� � ð10Þ

kEr;WL
�NE
r;WL ¼ f1LEr;f1 � f2LEr;f2

f1 � f2
� f1PE

r;f1 þ f2PE
r;f2

f1 þ f2

¼ kEr;WL NE
r;WL þBE

r;WL � Bs;E
WL

� � ð11Þ

kCr;WL
�NC
r;WL ¼ f1LCr;f1 � f2LCr;f2

f1 � f2
� f1PC

r;f1 þ f2PC
r;f2

f1 þ f2

¼ kCr;WL NC
r;WL þBC

r;WL � Bs;C
WL

� � ð12Þ

The FCBs destroy the ambiguity integer characteristic in the equations above are:

BG
r;WL ¼ bGr;f1 � bGr;f2 �

f1dGr;f1 þ f2dGr;f2
kGr;WLðf1 þ f2Þ

BE
r;WL ¼ bEr;f1 � bEr;f2 �

f1dEr;f1 þ f2dEr;f2
kEr;WLðf1 þ f2Þ

BC
r;WL ¼ bCr;f1 � bCr;f2 �

f1dCr;f1 þ f2dCr;f2
kCr;WLðf1 þ f2Þ

ð13Þ

Bs;G
WL ¼ bs;Gf1 � bs;Gf2 � f1d

s;G
f1 þ f2d

s;G
f2

kGr;WLðf1 þ f2Þ

Bs;E
WL ¼ bs;Ef1 � bs;Ef2 � f1d

s;E
f1

þ f2d
s;E
f2

kEr;WLðf1 þ f2Þ

Bs;C
WL ¼ bs;Cf1 � bs;Cf2 � f1d

s;C
f1 þ f2d

s;C
f2

kCr;WLðf1 þ f2Þ

ð14Þ

In order to eliminate the influence of FCB at the receiver, single-difference between
satellites is adopted. For multi-system, because of the existence of ISB, each system
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should select a reference satellite instead of only one reference satellite. The ambiguity
and standard deviation after single-difference between satellites are obtained as follows:

�NG;m;n
WL ¼ �NG;m

r;WL � �NG;n
r;WL ¼ NG;i;j

WL � BG;i;j
WL

�NE;p;q
WL ¼ �NE;p

r;WL � �NE;q
r;WL ¼ NE;p;q

WL � BE;p;q
WL

�NC;x;y
WL ¼ �NC;x;y

r;WL � �NC;x;y
r;WL ¼ NC;x;y

WL � BC;x;y
WL

ð15Þ

r�NG;m;n
WL

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2�NG;m

r;WL

þ r2�NG;n
r;WL

r

r�NE;p;q
WL

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2�NE;p

r;WL

þ r2�NE;q
r;WL

r

r�NC;x;y
WL

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2�NC;x

r;WL

þ r2�NC;y
r;WL

r
ð16Þ

After the above equations are simultaneous solved, the matrix of multi-system
wide-lane ambiguity combination can be obtained. It is assumed that the first satellite of
each system is the reference satellite of each system.

�11 I1 0 0 0 0
..
. ..

. ..
. ..

. ..
. ..

.

�1n In 0 0 0 0
0 0 �1q Iq 0 0

..

. ..
. ..

. ..
. ..

. ..
.

0 0 �1q Iq 0 0
0 0 0 0 �1y Iy
..
. ..

. ..
. ..

. ..
. ..

.

0 0 0 0 �1y Iy

2
6666666666666664

3
7777777777777775

f 1G
..
.

f mG
f 1E
..
.

f pE
f 1C
..
.

f xC

2
6666666666666664

3
7777777777777775

¼

Bm;1
1;G

..

.

Bm;1
n;G

Bp;1
1;E

..

.

Bp;1
q;E

Bx;1
1;G

..

.

Bx;1
y;G

2
666666666666666664

3
777777777777777775

ð17Þ

The number of GPS, Galileo and BDS stations is n, q and y respectively.
Because FCB usually has one cycle incontinuity, that −0.4 and +0.6 are equivalent. In
order to eliminate this incontinuity, we can use iteration method to add or subtract one
cycle in Eq. (17) to make wide-lane FCB continuous. In the process of solving,
attention should be paid to eliminating large errors to reduce the impact on FCB
estimation.

3 Experimental Results

Multi-GNSS wide-lane FCB products are generated by using MGEX’s station data.
The station distribution is shown in Fig. 1. When generating observations, some sta-
tions with none or very few observation data are excluded.
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Use the method in the previous section to generate GPS, Galileo, BDS wide-lane
products, the selected data is 2107, DOY (Day of Year) 24*2017, DOY30 one week
data, BDS only generates IGSO and MEO’s wide-lane FCB products Data, using the
method of reference [18] to eliminate the on-board multipath. Figure 2 is a schematic
diagram of the GPS wide-lane FCB product. The reference satellite is G01. The
average standard deviation of the GPS wide-lane FCB product is 0.026 cycle. The
maximum standard deviation is 0.041 cycle for G13 satellite and the minimum is 0.012
cycle for G08 satellite. As can be seen from the figure, the stability of the wide-lane
FCB of GPS is very high. It can be controlled within −0.5–0.5 cycle by adding or
subtracting one cycle.

Figure 3 is a schematic diagram of Galileo’s wide-lane FCB product. E01 is the
reference satellite, and Galileo’s stability during the week is also very high. The
average standard deviation was 0.015 cycle, the largest standard deviation was 0.026
cycle for E02 satellite, and the smallest was 0.008 cycle for E8 satellite.

Figure 4 is a schematic diagram of the BDS wide-lane FCB product. C06 is the
reference satellite. The above two subgraphs do not use the model to eliminate the on-
board multipath. It can be seen that the stability of the wide-lane product is very poor,
and the values of the adjacent days changed more than 0.1 cycle. The following two

Fig. 1. MGEX stations distribution

Fig. 2. GPS wide-lane FCB products
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subgraphs are a map of the wide-lane FCB products after correcting the on-board
multipath, and the stability of the wide-lane products is significantly improved. Table 3
shows the average standard deviation of BDS IGSO and MEO wide-lane FCB before
and after on-board multipath correction.

In order to verify the validity of the product, the residual after using the wide-lane
product is calculated, and the effective property of the product can be analyzed by using
the distribution of the residual. Figure 5(a), (b), and (c) are the residual distribution
maps of GPS, Galileo, and BDS respectively. The proportions of GPS, Galileo, and
BDS’s residuals within ±0.25 cycle are 95.0%, 93.2%, 91.8% respectively. Thus,
proved the effectiveness of the multi-GNSS wide-lane product and the estimation
method.

Fig. 3. Galileo wide-lane FCB products

Fig. 4. BeiDou wide-lane FCB products

Table 3. The average standard deviation of wide-lane FCB before and after multipath correction

IGSO (cycle) MEO (cycle)

Before correction 0.151 0.245
After correction 0.028 0.033
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4 Conclusion

Based on the observations and precise products provided by MGEX, the ambiguity
resolution of multi-GNSS carrier phase is deduced in detail, and a multi-GNSS wide-
lane FCB products estimation method is proposed. By using the observation data in
2017, DOY24*2017, DOY30, the wide-lane FCB products of GPS, Galileo and BDS
were generated. The GPS and Galileo products have good stability during this period,
and after on-board multipath correction the FCB products of BDS wide-lane are
equivalent to the stability of GPS and Galileo. At the same time, the validity of FCB
products is verified by analyzing the wide-lane residuals of GPS, Galileo and BDS, and
the correctness and feasibility of the proposed method are proved.

Fig. 5. (a) GPS residual distribution (b) Galileo residual distribution (c) Corrected BDS residual
distribution
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Abstract. In this paper, based on the condition that the coordinates of the base
station are precisely known, when the coordinate error of the rover is centimeter,
a method of fixing the ambiguity single epoch under the short baseline based on
GPS dual-frequency observation is proposed. Firstly, the GPS dual-frequency
linear combination is searched to select a combination of (−3, 4) and (1, −1)
wide lanes with longer wavelength and less noise, then, the two sets of wide lane
ambiguity are directly solved by using the higher precision station distance and
double difference combined observations, and the ambiguity is directly fixed by
rounding method; The two fixed wide lane ambiguities are linearly combined to
obtain the basic ambiguity of the GPS system, and the ambiguity is returned to
the observation equation to realize the single epoch solution baseline vector. The
experimental results show that the proposed method can achieve single-epoch
fixation of ambiguity when the error of each direction of the rover coordinates is
centimeter, and for satellites with large observation noise can be eliminated by
gross error detection, thus ensuring the reliability of the single epoch positioning
solution.

Keywords: Coordinate constraint � Integer ambiguity � Short baseline �
Single epoch � GPS

1 Introduction

With the development of the past forty years, GPS technology has made great progress.
In static positioning, thousands of kilometers of baseline can be solved through long-
term observation. If GAMIT is used, the positioning accuracy can reach centimeter
level [1]. For short baselines of static measurements, typically within 10 km, it takes
only a few minutes to fix the ambiguity and achieves millimeter accuracy. For medium
and long baselines, the base ambiguity between reference stations can be quickly
determined in a short time by additional ionospheric constraints, and the baseline
solution can be achieved [2]. GPS positioning generally uses carrier and pseudorange
observations. Only when the full-circumference ambiguity is correctly fixed, the carrier
observations can be used to achieve high-precision positioning. Therefore, the fast and
accurate fixation of the integer ambiguity is crucial.

The fixation of ambiguity mainly includes two aspects, one is to solve the ambi-
guity floating point value, and the other is the ambiguity searching. The solution of the
ambiguity floating point value uses the least squares estimation, but due to the strong
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collinearity of the coordinate three-dimensional parameters and the ambiguity param-
eter, the accuracy of the calculated ambiguity floating point value is very poor [3]; In
addition, the search for ambiguity mainly includes least squares searching method,
LAMBDA algorithm, fast ambiguity approximation method (FARA) and ARCE
algorithm [4, 5].

The search algorithm mentioned above generally require the use of multiple
observation epoch data, and the ambiguity cannot be correctly fixed in a single epoch.
In the practical application of GPS, there are many constraints on the coordinates and
ambiguity parameters. For example, in the slope deformation measurement, the coor-
dinates of the base station are accurately known. The coordinates of the monitoring
station are within a certain error range [6], and the prior coordinates can be used as
constraints. Based on the dual-frequency observation of GPS system, this paper sear-
ches for its linear combination, constructs a linear combination with long wavelength,
small noise and weak ionosphere, and uses the constraints of prior coordinates to
realize the fixation of the ambiguity single epoch under the short baseline.

2 Dual Frequency Observations and Their Linear
Combinations

Considering the influence of the ionosphere and troposphere on the refraction of
satellite signals, the difference between the receivers k; l and the satellites s and r, the
carrier double-difference observation equation can be obtained as:

Dr/sr
ði;jÞkl ¼ Drqsrkl þDrTsr

kl � gði;jÞ � DrIsrkl þ kði;jÞ � DrNsr
ði;jÞkl þDre/sr

ði;jÞkl ð1Þ

In the formula, Dr is a double-difference operator. Dr/sr
ði;jÞkl is the combined

carrier observation in meters, Drqsrkl , DrTsr
kl are the double-difference station star

distance and double-difference tropospheric delay values, DrIsrkl is the double-
difference ionospheric delay at the L1 frequency of the GPS system, DrNsr

ði;jÞkl is the
integer ambiguity of the combined observations, gði;jÞ is the ionospheric delay factor for
combined observations, Dre/sr

ði;jÞkl is the residual error of the carrier, i; j are the two

frequencies of the GPS system.
The dual-frequency linear combination observations as follows:

Dr/ði;jÞ ¼
ði � f1 � Dr/1 þ j � f2 � Dr/2Þ

f ði; jÞ ð2Þ

i; j are the coefficient of the linear combination of observations, f ði; jÞ is the fre-
quency of combined observations, f1; f2 represent the frequency of the L1 and L2 bands
of the GPS system, Dr/1, Dr/2 indicate the carrier observations of the L1 and L2
bands of the GPS system.
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The ambiguity of dual-frequency linear combined observations as follows:

DrNði;jÞ ¼ i � DrN1 þ j � DrN2 ð3Þ
The frequency and wavelength of the dual-frequency linear combination observa-

tions are expressed as:

fði;jÞ ¼ i � f1 þ j � f2
kði;jÞ ¼ c

fði;jÞ

�
ð4Þ

The accuracy of the observation values in each frequency band of the GPS system
is generally considered identical, and assume it rDr/, the accuracy of the observation
value is calculated as:

rDrði;jÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ði � f1Þ2 þðj � f2Þ2

q
fði;jÞ

rDr/

¼ lði;jÞrDr/

ð5Þ

In the formula, lði;jÞ is the noise amplification factor of the combined observation.

g i;jð Þ ¼
f 21 ði=f1 þ j=f2Þ

fði;jÞ
ð6Þ

In the formula, g i;jð Þ is the ionospheric delay factor for combined observation.
The observation values on the two frequency bands of the GPS system L1 and L2

are linearly combined. In order to maintain the combined ambiguity DrNði;jÞ as an
integer characteristic, the combination coefficient ði; jÞ should take an integer. lði;jÞ is
the noise amplification factor of the combined observations, the larger the noise, the
more difficult it is to fix the ambiguity. Therefore, the combination coefficient is limited
here, the value is in the interval [−10, 10], and is not zero at the same time, the
frequency fði;jÞ of the combined observation should be greater than zero. By linearly
combining the dual-frequency observations of the GPS system, the following common
combinations can be obtained. The combined results are shown in Table 1.

Table 1. GPS dual-frequency linear combination

Combination
number

Combination
factor i; jð Þ

Wavelength
k i;jð Þ=m

Ionospheric
factors g i;jð Þ

Noise
factor l i;jð Þ

1 (−7, 9) 14.6526 350.3500 762.9685
2 (4, −5) 1.8316 −23.2604 53.7448
3 (−3, 4) 1.6281 18.2519 37.0120
4 (1, −1) 0.8619 −1.2833 5.7422
5 (−6, 8) 0.8140 18.2519 37.0120
6 (5, −6) 0.5861 −8.3160 21.0836
7 (−2, 3) 0.5636 5.4788 9.1111
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3 Wide Lane Ambiguity Fixed

In the case of a short baseline, after the double-difference between the base station and
the rover, the satellite clock difference and the receiver clock difference can be elim-
inated, and the satellite orbit error and the ionospheric residual error are negligible. The
tropospheric delay error is related to the meteorological conditions of the station, and
the model correction can be used. The multipath effect has no correlation and is related
to the observation environment around the station. The ambiguity DrNði;jÞ can be
directly solved according to the formula (1). The formula is:

DrNði;jÞ ¼
ðDr/ði;jÞ � Drq� DrT þ gði;jÞ � DrIÞ

kði;jÞ
ð7Þ

The error in ambiguity DrNði;jÞ can be expressed as:

rNði;jÞ ¼
1

kði;jÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2Dr/ði;jÞ

þ r2Drq þ r2DrT þ g2ði;jÞ � DrI2
q

ð8Þ

rDr/ði;jÞ
is the intermediate error of the combined phase observations, rDrq is the

medium error of the double-difference geometric distance, rDrT is the error in the
residual error of the double-difference troposphere, rDrI is the error in the double-
difference ionospheric error. Assume that the medium errors in the three directions of
the rover coordinates are equal, rx ¼ ry ¼ rz, Then there are:

rDrq ¼
ffiffiffi
2

p
rx ð9Þ

Make some transformations to Eq. (8):

rNði;jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

k2ði;jÞ
ð2r2x þ r2DrT þ g2ði;jÞ � DrI2Þþ r2u

s
ð10Þ

In the case of a short baseline, the medium error of the tropospheric error is
assumed to be rDrT ¼ 0:01m, Error in ionospheric error is rDrI ¼ 0:01m, The
double-difference carrier observation noise ru is approximately 0.02 weeks. It can be
seen from Table 1 that although the combined observation value Dr/ð�7;9Þ has a
maximum wavelength of 14.6662 m, the combined observation noise amplification
factor and the ionospheric factor are both large, so the combined observation is dis-
carded. Selecting (4, −5), (−3, 4), (1, −1), (1, 0), (0, 1), a total of five sets of linear
combination observations, the relationship between the error 3rNði;jÞ and rx in the three
times of ambiguity is plotted. The results are shown in Figs. 1 and 2, respectively.
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As seen from Fig. 1, when the initial coordinate error of the monitoring station is
10 cm, The error of three times of the combined observations Dr/ð4;�5Þ, Dr/ð�3;4Þ,
Dr/ð1;�1Þ is less than 0.5 weeks, and the ambiguity floating point value that is cal-
culated according to the formula (7) can be directly fixed, when the initial coordinate
error of the monitoring station is greater than 10 cm and less than 14 cm, the error
between the three times of the combined observations Dr/ð4;�5Þ and Dr/ð�3;4Þ is still
less than 0.5 weeks. At this time, the error in the triple of the wide lane combination
Dr/ð1;�1Þ is greater than 0.5 weeks, and the ambiguity floating point value cannot be

directly rounded to obtain a fixed solution, ambiguity search space DrN i;jð Þ � 3rNði;jÞ ;
h

DrN i;jð Þ þ 3rNði;jÞ � should be established, searching for ambiguity to get a fixed
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solution. In Fig. 2, when the initial coordinate error of the monitoring point exceeds
2 cm, the error of three times the basic ambiguity is greater than 0.5 weeks, and the
fixed ambiguity cannot be rounded off for the ambiguity floating point value.

In the small deformation monitoring, such as slopes and dams, the initial coordi-
nates of the monitoring points are known, and the point coordinates change little or
periodically with time. In this case, whether it is post-processing data processing or
real-time deformation monitoring, the observations can be linearly combined, the
ambiguity floating point solution is calculated using formula (7), and then the fixed
combination ambiguity is rounded. It can be seen from Fig. 1 that when the coordinate
error is less than 10 cm, that is, when the point deformation is less than 17 cm, the
ambiguity floating point value of the combined observation value can be directly
rounded to obtain a fixed ambiguity solution. Since the medium error and the noise
amplification factor ratio of the combined observations Dr/ð�3;4Þ and Dr/ð1;�1Þ are
smaller than Dr/ð4;�5Þ, the linear combination of (−3, 4) and (1, −1) is preferable in
the ambiguity fixation.

If the ambiguity of any two linear combinations of the GPS system can be obtained,
the fundamental ambiguity may be solved according to formula (11).

N1

N2

� �
¼ i j

m n

� ��1 Nði;jÞ
Nðm;nÞ

� �
ð11Þ

When the combined observations select Dr/ð�3;4Þ and Dr/ð1;�1Þ, the base
ambiguity can be solved according to Eq. (12), where round() means rounding the
ambiguity.

N1

N2

� �
¼ roundðDrNð�3;4ÞÞ þ 4 � roundðDrNð1;�1ÞÞ

roundðDrNð�3;4ÞÞ þ 3 � roundðDrNð1;�1ÞÞ
� �

ð12Þ

In the experiment, the already fixed GPS base ambiguity is used, and the equation is
constructed back to the equation. In the data processing process, the system internal
stochastic model adopts the elevation angle weighting model [7], as shown in formula
(14). At the same time, in order to improve the accuracy of the model solution, the
pseudorange and the carrier observation equation are connected. According to the
accuracy of the carrier phase and pseudorange measurement, the empirical weighting
method is adopted, and the ratio is 100:1. The equation is:

lir mi
r nir

lir mi
r nir

� �
�

dx
dy
dz

2
4

3
5 ¼ DrPi

DrLið1;0Þ � kð1;0Þ � DrNi
ð1;0Þ

� �
ð13Þ

In formula 13, DrL ¼ Dr/� Drq� DrT þ gði;j;kÞ � DrI, the superscript num-
ber i represents the satellite number. dx; dy; dz are the baseline vector for the base and
rover station.
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r2i ðEÞ ¼
r

sin2ðEÞ ;E\30�
r

sinðEÞ ;E� 30�

(
ð14Þ

In formula 14, ri is the error in the observation, E is the elevation angle of the
satellite.

When the original data is collected, the observation data is inevitably caused by the
external observation environment. If the monitoring data is directly used for the
positioning solution, unexpected results or errors will occur, and the real point coor-
dinates cannot be obtained. In the process of adjustment, due to the influence of least
squares, an observation with a coarse error will cause the residual of multiple obser-
vations to exceed the limit. Therefore, it is difficult to judge which observation value
has a gross error (including a fixed ambiguity error) by observing the residual value of
the observation value. Therefore, in the single epoch baseline data processing process,
after obtaining the satellite’s full-circumference ambiguity, the residuals of the satellite
observations should be normalized, and the satellites whose standardized residuals
exceed the threshold value should be eliminated, and the least squares estimation can
be performed again.

In the baseline solution of a short baseline single epoch, the least squares solution
of the baseline vector X̂ is:

X̂¼ BTPB
� ��1�ðBTPLÞ ð15Þ

The residual of the observation and its cofactor matrix can be expressed as:

v ¼ B � X̂ � L
Qv ¼ P�1 � BðBTPBÞ�1BT

�
ð16Þ

The diagonal element qv1 ; qv2 � � � qvn of Qv is the reciprocal of the weight of the
satellite observation residual. When the observations are independent of each other,
there are:

qv1 ¼
1
Pi

� BiðBTPBÞ�1BT
i ð17Þ

Standardizing the residuals yields:

~vi ¼ vi
r0

ffiffiffiffiffi
qvi

p ð18Þ

r0 is the error in unit weight, vi is the i�th satellite observation residual. When
there is no gross difference in the observed value, ~vi is a random variable that conforms
to the standard positive distribution. When j~vij is greater than 2, there is a 95% con-
fidence interval that the satellite has gross error or ambiguity fixed error, reject this
satellite, and then re-evaluate the parameter.
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4 Experiment Analysis

The experimental data used the two-hour static data of the JLH0 station measured on the
campus on November 20, 2018, and formed a short baseline of 3.8 km with the JNNF of
the Nanjing Metrology Institute CORS station. The data sampling rate was 5 s.

In the data processing process, the cut-off height angle is set to 15°, the stochastic
model adopts the elevation angle model as shown in formula (14), the tropospheric
delay is corrected using the UNB3M model [8], and the satellite coordinate calculation
uses the broadcast ephemeris. In order to see the fixed effect of the wide lane ambi-
guity, the deformation was simulated in the experiment, and a coordinate error of
10 cm was added to the initial coordinates of the rover station JLH0.

In the experiment, the GPS system G20 satellite has the highest altitude angle, and
will be set as the reference satellite. The non-reference satellite numbers are G10, G12,
G15, G21, G24, G32. The dual-frequency observations of the GPS system are linearly
combined, and the wide lane ambiguity floating-point value is solved by the formula
(7). Since the coordinates of the two stations are known, the wide lane ambiguity can
be solved according to the network RTK mode. By subtracting the fixed solution from
the ambiguity floating point value, the wide lane ambiguity deviation can be obtained.
The results are shown in Figs. 3 and 4, respectively.

In the case where the deviation of the initial coordinates in each direction is 10 cm,
the effect of fixing the ambiguity using the LAMBDA algorithm is examined, and the
ambiguity deviation on the L1 frequency band of each satellite is separately counted,
and the result is shown in Fig. 5.
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From Fig. 3, it can be seen that the GPS wide lane ambiguity DrNð1;�1Þ deviation
is within �0:4 week, and the deviation results are evenly distributed without a large
amplitude jump. Therefore, a single epoch is rounded to the ambiguity floating point
value, and DrNð1;�1Þ can be fixed. In Fig. 4, the ambiguity floating point value
deviation of the G10, G15, G21, G24, G32 satellites is within �0:4 week, the single
epoch has a fixed success rate of ambiguity floating point value rounding up to 100%.
In the beginning of the G12 satellite, the wide lane ambiguity deviation exceeds 0:5
week, as shown in the circle in Fig. 4, the number of wide-lane ambiguity deviations
over 0.5 weeks in the whole period is counted, divided by the total epoch number, and
the fixed success rate of the G12 satellite wide lane ambiguity is 97.9%. In Fig. 5, the
single epoch uses the least squares to solve the ambiguity floating point value, and then
uses the LAMBDA algorithm to search for the fixed base ambiguity based on the
ambiguity floating point value and its covariance matrix. During the observation
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period, the deviation of the fixed solution of most satellite ambiguities from the true
value is 5 weeks, indicating that the initial point error has a large fixed influence on the
fundamental ambiguity.

In the experiment, due to the low elevation angle of the G12 satellite, the obser-
vation value is relatively noisy, and the deviation of the wide lane ambiguity floating
point value solved by the Eq. (7) is too large. If the DrNð�3;4Þ ambiguity floating point
value is rounded, the result has a one-week deviation from the true value. According to
Eq. (12), this will result in a one-week deviation between the underlying ambiguity and
the correct fixed solution. At this time, gross error rejection should be performed.
Firstly, the residual value of the observation value of each satellite is solved and
normalized. When the standardized residual is greater than 2, the satellite is considered
unhealthy, it will be eliminated, the parameter estimation is repeated to solve the
baseline vector.

When the standardized residuals satisfy the threshold, the deviations of the
respective epochs N, E, and U are counted as shown in Fig. 6. In Fig. 6, the errors in
the plane N and E directions are 4.3 mm and 2.6 mm, respectively. The elevation
direction is slightly weaker than the plane, and the medium error is 8.2 mm. There is no
large deviation in the whole, which indicates that the positioning result is reliable when
the initial coordinates of the monitoring station are 10 cm in each direction.

5 Conclusion

In this paper, GPS dual-frequency is the focal point. Firstly, the dual-frequency linear
combination is searched, which is preferred to combine the long-wavelength, low-noise
(−3, 4) and (1, −1) wide lanes. Under the condition that the coordinates of base and
rover station are known as a priori, the ambiguity is directly fixed by rounding the
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ambiguity floating value, and then the two sets of wide lane ambiguities are linearly
combined to solve the basic ambiguity on the L1 and L2 bands of GPS; The base
ambiguity of the solution is solved, and the solution of the baseline vector is realized by
a single epoch using least squares estimation. At the same time, the residuals of the
observations are screened to eliminate the satellites with large observation noise or the
satellites whose ambiguity is fixed due to noise, thus ensuring the reliability of the
solution results. The proposed method in this paper solves the baseline solution more
than the traditional multi-epoch, which greatly reduces the number of epochs required
for correct fixed ambiguity, effectively improves the timeliness of GPS ambiguity
resolution, and can be applied to small-scale deformation. During monitoring, such as
dam and slope monitoring, the coordinates of the monitoring station are known as a
priori, and the deformation is in the centimeter level, the ambiguity can be fixed by
using the single epoch method proposed in the paper.
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Abstract. Aiming at the problem of cycle-slip detection and repair, the ultra-
wide lane combination is used to assist the pseudo-distance phase combination
in order to detect and repair cycle-slip because of its characteristics of weak
noise and weak ionosphere in this paper. In order to remove the influence of
insensitivity cycle-slip, the optimal combination coefficient is obtained accord-
ing the numerical analysis results and the ill-posed equation has been avoided by
using the minimum 2-norm as condition. The BeiDou triple-frequency measured
data has been processed by this algorithm. These results show that this algorithm
can effectively detect and repair all cycle-slip including different sizes and
insensitive ones.

Keywords: Pseudo-phase � Cycle-slip test � Insensitive cycle-slip �
Ultra-wide lane

1 Introduction

Accurate and effective algorithm for cycle-slip detection and repair is the necessary
condition for high-precision navigation and positioning [1]. According to the charac-
teristics of triple-frequency carrier phase observation, domestic and foreign scholars
have successively researched on the detection and repair triple-frequency cycle-slip
algorithm. The pseudo-range combination method is a commonly used processing
algorithm at present, which is simple and easy to implement and has high accuracy, but
it is easily affected by ionospheric delay and observation noise [2–4]. Ionospheric
residuals method is susceptible to ionospheric activity and there is multiple solutions
problem [5–7]. Geometric-free phase combination has high detection accuracy, but
there is insensitive cycle-slip problem and cycle-slip repair is complex, which is bad for
programming [8, 9]. Therefore, combining the two algorithms to detect cycle-slip is the
research hotspot in this field.
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In this paper, due to the features of pseudo-range combination which is high pre-
cision detection and easy realization of program and ones of ultra-wide lane combina-
tion which is long wavelength, weak ionospheric delay and weak noise, a new algorithm
is proposed by using ultra-wide lane combination to improve pseudo-range combina-
tion. Finally, the validity and reliability of cycle-slip detection are analyzed in detail by
calculating the BeiDou measured data, including insensitive cycle-slip. And the results
show that the detection and repair of this method is accurately and effectively.

2 Cycle-Slip Detection

2.1 Pseudo-phase Model

The observation equation of triple-frequency pseudo-phase combination [10] is

Pabc ¼ qþ jabcI1 þ dabc þmabc þ eabc ð1Þ

kabcUabc ¼ qþ jabcI1 þ dabc þmabc þ kabcNabc þ eabc ð2Þ

Where q is the geopotential space with tropospheric influence, Pabc and Uabc are
respectively the pseudo-range and carrier combined observations, kabc is combination
wavelength, a; b; c is carrier phase combination coefficient, a; b; c 2 Z, a; b; c is
pseudo-phase combination coefficient, and aþ bþ c ¼ 1, a ¼ b ¼ c ¼ 1=3; jabc and
jabc are respectively combination ionospheric delay amplification factor of pseudo
distance and carrier phase, I1 is ionospheric delay, mabc and mabc are respectively the
multi-path effects of pseudo-range and carrier combination observations, Nabc is integer
ambiguity, dabc and dabc are respectively the hardware delay of two combination
observations, eabc and eabc are respectively the observation noise of two combination
observations. Since the satellite and receiver are the same, the error related to satellite
and receiver is negligible.

Due to the multipath effect and hardware delay little change with time, it can be
neglected. Equation (1) subtract Eq. (2), then differentiated between the calendats.

DNabc ¼ DUabc � DPabc

kabc
þ jabc þ jabc

kabc
DI1 � Deabc � Deabc

kabc
ð3Þ

The last two terms on the right side of the equation are negligible because of the
ionospheric changes between epoch and their coefficients are small. So the cycle-slip
valuation and standard deviation of pseudo-phase combination are

DbNabc ¼ DUabc � DPabc

kabc
ð4Þ

rDNabc ¼
ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2ð Þr2p

.
k2abc þ a2 þ b2 þ c2

� �
r2U

r
ð5Þ
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Where rp and rU are respectively observation mean square error of pseudo distance
and carrier phase, rP ¼ 0:3 m and rU ¼ 0:01 [11].

2.2 The Selection of Optimal Combination Coefficient

The key to construct the optimal cycle-slip test is to choose the combination coefficient.
These coefficients should satisfy the following conditions [11]: (1) the bigger value of
kabc is better, because the influence of multipath error can be reduced effectively;
(2) the smaller coefficient of DI is better, then it can reduce the effect of ionospheric
delay change between epoch; (3) the smaller value of rDNabc is better, because it could
guarantee the detection and repair ability of cycle-slip test.

According above selection principles, the combination wavelength which is greater
than 3 m, aþ bþ rj j � 2 and rDNabc � 0:16week as search condition, a; b; c has been
searched within [−10, 10]. The search results are shown in Table 1.

According to Table 1, the three condition of optimal combination coefficient can’t
be met simultaneously. So rDNabc and f should be a priority in order to minimize the
impact of ionospheric delay and observed noise. The bold part in Table 1 is the
selected optimal pseudo-phase combination coefficient.

Table 1. The parameter statistics of part of the phase combination coefficient

aþ bþ c a; b; cð Þ kabc
�
m f

�
m�1 rDNabc

�
week 4rDNabc

�
week

1 (−4, 0, 5) 3.055 12.186 0.121 0.484
1 (−4, 1, 4) 8.146 12.225 0.087 0.347
1 (−3, 5, −1) 3.576 12.551 0.108 0.433
1 (−3, 6, −2) 13.330 12.590 0.101 0.403
0 (−1, −6, 7) 3.963 −0.404 0.145 0.580
0 (−1, −5, 6) 20.947 −0.365 0.112 0.448
0 (0, −1, 1) 4.888 −0.039 0.054 0.216
0 (1, 4 ,−5) 6.375 0.326 0.099 0.398
0 (2, 8, −10) 3.188 0.652 0.199 0.795
−1 (3, −7, 3) 7.717 −12.629 0.12 0.48
−1 (4, −3, −2) 3.491 −12.303 0.104 0.414
−1 (4, −2, −3) 12.219 −12.264 0.079 0.315
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If the value of i; j; kð Þ cycle-slip combination are multiplied by the combination
coefficients a; b; cð Þ is zero, i; j; kð Þ is the insensitivity cycle slip of combinaton coef-
ficients a; b; cð Þ. In order to test the detection ability of insensitivity cycle-slip of
pseudo-phase combination, the number of insensitivity cycle-slip of these optimal
combination coefficients within 10 weeks have been counted, and the results are shown
in Table 2.

According to the results of Table 2, Every pseudo-phase combination has insen-
sitivity cycle-slip. In order to reduce the number of insensitive cycle-slip, two different
pseudo-phase combination can commonly be used to detect cycle-slip. The number of
insensitivity cycle-slip of these two combination coefficients within 10 week and 100
week have been counted, and the results are shown in Table 3. From this table, the
number of insensitive cycle-slip of the first four combinations all are zeros, so these
combinations are selected as the optimal combination coefficient.

Table 2. The insensitive cycle-slip of pseudo-phase combination

a; b; cð Þ The number of insensitivity cycle-slip

(−4, 1, 4) 29
(−3, 6, −2) 23
(0, −1, 1) 120
(1, 4, −5) 24
(4, −2, −3) 29

Table 3. The of two pseudo-phase combination

a; b; cð Þ kð Þmin

�
m fð Þmax

�
m�1

rDNabc

� �
max

.
week The number of

insensitivity
cycle-slip
� 10 � 100

(−4, 1, 4) (−3, 6, −2) 8.146 12.590 0.101 0 0
(−4, 1, 4) (0, −1, 1) 4.888 12.225 0.087 0 0
(−4, 1, 4) (1, 4, −5) 6.375 12.225 0.099 0 0
(−4, 1, 4) (4,−2, −3) 8.146 12.264 0.087 0 0
(−3, 6, −2) (0, −1, 1) 4.888 13.330 0.101 2 25
(−3, 6, −2) (1, 4, −5) 6.375 13.330 0.101 0 4
(−3, 6, −2) (4, −2,
−3)

12.219 13.330 0.101 0 4

(0, −1, 1) (1, 4, −5) 4.888 6.375 0.099 10 100
(0, −1, 1) (4, −2, −3) 4.888 12.219 0.079 2 20
(1, 4, −5) (4, −2, −3) 6.375 12.219 0.099 0 4
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2.3 Ultra-wide Lane Combination

The expression of triple-frequency M-W combination is [7]:

Ni;j ¼ fi � fj
fi þ fj

Pi

ki
þ Pj

kj

� �
� ui � uj

� � ð6Þ

Where Ni;j is the combination cycle-slip, Pi;Pj is pseudo distance observation data.
If combination coefficient is 0;�1; 1ð Þ, the ultra-wide lane combination can be
acquired, which can make detection ability of cycle-slip to raise greatly and the effect
of ionospheric delay and observation noise are weakened.

3 Cycle-Slip Repair

Combined pseudo-phase and ultra-wide lane combination, the equations are as follows
[12, 13]:

a1 b1 c1
a2 b2 c2
0 �1 1

2
4

3
5 DN1

DN2

DN3

2
4

3
5 ¼

DbNa1b1c1

DbNa2b2c2
N2;3

2
4

3
5 ð7Þ

Where DN1;DN2;DN3ð Þ are respectively three cycle-slip value of carrier phase
observation data. In order to prevent the problem of ill-posed equations, the smaller
conditions number of coefficient matrix is better. So the 2-norm condition number of
the coefficient matrix is calculated, which are shown in Table 4.

Since the coefficient of ultra-wide lane combination coefficient is (0, −1, 1),
pseudo-phase combination can’t use the same coefficient. Based on the results in
Tables 3 and 4, two coefficients of (−3, 6, −2) and (−4, 1, 4) have been adopted in this
paper, which combinated ultra-wide lane combination to detect and repair cycle-slip.

Table 4. Condition number of 2-norm of different combination coefficient matrix

Combination style Condition number

(−4, 1, 4) (−3, 6, −2) 7.3818
(−4, 1, 4) (1, 4, −5) 7.7063
(−4, 1, 4) (4, −2, −3) 7.8234
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4 Numerical Calculation and Analysis

The cycle-slip detection and repair ability of this algorithm has been verify under
different condition including insensitive cycle-slip in this paper. The BeiDou no cycle-
slip and no gross error measured data is from the GNSS center of Wuhan university,
which is a sampling rate of 30 s and at Shanghai station on January 12, 2018. The data
is from BeiDou-2 system, and the three frequency is 1561.098 MHz, 1207.14 MHz
and 1268.52 MHz.

Fig. 1. The combination observation without cycle slip
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Table 1 show that the value of three combination test quantities without cycle-slip.
From this figure, the test quantities of two pseudo-phase combination and M-W
combination were all in the range of [−.015, .0, 15]. So it is considered that the cycle-
slip occurred when the test exceeds the above range (Fig. 1).

Fig. 2. The combination observation with different size of cycle slip
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4.1 Different Size of Cycle-Slip Detection

The three different size cycle-slip of 3 week, 21 week and 90 week are respectively
added on 168th epoch of B1, B2 and B3 frequency of original observation data without
cycle-slip, and the detection result is showed in Fig. 2. The theoretical values of the
three combination tests is [−63, 369, 69]. From this figure, the calculated value are
basically consistent with the theoretical ones. The cycle-slip value is [3, 21, 90] by the
calculated value substituted into Eq. (7).

Fig. 3. Insensitive cycle-slip detection (1, 0, 1)
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4.2 Insensitive Cycle-Slip Detection

In order to verify insensitive cycle-slip detection ability of this algorithm, (1, 0, 1),
(2,1,0) and (2, 1, 1) are respectively added on 141st, 151st, 161st epoch of non cycle-slip
original observation data, which are respectively insensitive cycle-slip of (−3, 6, −2),
(−4, 1, 4) and (0, −1, 1) combination. This experiment results are shown in Figs. 3, 4
and 5. Form these figures, when one combination can’t detecte its corresponding
insensitive cycle-slip, other two combinations can effectively detecte this one.

Fig. 4. Insensitive cycle-slip detection (2, 1, 0)
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Figure 6 show detection results of two cycle-slip test’s common insensitive cycle-
slip. (26, 20, 21) is added on 171st epoch of three frequency non cycle-slip original
observation data, which are common insensitivite cycle-slip of (−4, 1, 4)和 (−3, 6, −2)
combination. Form Fig. 6, these two pseudo-phase combinations can’t detect this
insensitive one, but ultra-wide lane combination can effectively detecte it. Combined
with Figs. 3, 4 and 5, this algorithm has effective and reliable detection capability for
all cycle-slip including insensitive cycle-slip.

Fig. 5. Insensitive cycle-slip detection (2, 1, 1)
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5 Conclusion

Aim at cycle-slip detection and repair problem, the advantages of pseudo-range
combination and ultra-wide lane combination are combined to improve the detection
accuracy. The relation between combination coefficient and insensitive cycle-slip has
been analyzed in order to choose the optimal combination in this paper. At the same
time, the ill-posed equation problem has been avoided by the principle of 2-norm
minimum. Finally, the accuracy and reliability and the detection ability for insensitive
cycle-slip of this algorithm and has been verified by processing the BeiDou triple-
frequency measured data. The calculation results show that the algorithm can effec-
tively detect and repair all cycle-slip including insensitive cycle-slip, and can adapt to
data processing in static and dynamic environments.
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Abstract. Precise point positioning (PPP) technique has been widely employed
for precise positioning as it does not explicitly need any reference stations. The
BeiDou satellite navigation system (BDS) helps the technique to achieve more
accurate and more robust positioning, particularly when combined with other
global satellite navigation systems. The quality of precise orbit and clock is
crucial for PPP users. Our earlier study has proved that orbit and clock errors of
global positioning system (GPS) can be detected through comparing geometry-
free (GF) and geometry-based (GB) wide-lane (WL) ambiguities in PPP model.
In this contribution, we will focus on the evaluation of BDS orbit and clock
quality. This paper compares and analyzes WL ambiguities derived from the GF
and GB model using raw BDS B1 and B2 observations. The methodology is
firstly described in order to explain why the differences of these two types of
ambiguities can be used as a quality index of orbit and clock. After that, three
types of BDS precise orbit and clock products, namely final determined products
and real-time predicted and filtering products, are collected and produced.
A number of stations in Asia-Pacific regions are selected to derive GF and
GB WL ambiguities of each individual BDS satellite for a comparison using
these types of orbit and clock products. The results are demonstrated and ana-
lyzed in detail. This contribution reveals that our methodology can be used to
evaluate the BDS orbit and clock quality at the line-of-sight direction externally
and independently in real-time. This is particularly important for real-time users.

Keywords: BDS � Orbit and clock quality � Wide-lane ambiguity �
Geometry-free � Geometry-based

1 Introduction

The Precise Point Positioning (PPP) technique utilizes one single receiver to determine
its position without using differential operator with any reference stations (Zumberge
1997, Kouba and Heroux 2001). In this case, orbit and clock errors cannot be eliminated.
Precise orbit and clock products are therefore crucial for obtaining high-precision
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positioning results. However, the PPP users, in many cases, just employ the orbit and
clock products without knowing their quality. The traditional quality assessment is
usually done separately for orbit and clock (Guo et al. 2016). For orbit part, the orbit
overlap is used to validate the consistency of consecutive orbits produced from the same
Analysis Centers (ACs). Direct comparison of orbit positions from different ACs is also
often employed to assess the orbit qualities of different ACs (Kazmierski et al. 2018). In
this case, the orbit cannot be evaluated independently. In order to do it independently,
the satellite laser ranging (SLR) residuals are used to validate the satellite orbits.
However, it is not realistic to assess orbits in real-time and not every satellites have SLR
reflectors. For clock part, since it is determined in relative sense, the double-difference
approach is often used to compare with a reference clock product, for instance, the IGS
final clock. In this case, the clock products cannot be evaluated independently and in
real-time. It is possible to evaluate the quality of orbit and clock as a whole through
analysis of PPP positions. The method is difficult to distinguish the contribution of each
constellation and each satellite to the final PPP solutions. In our earlier research, we
proposed a new approach to assess the qualities of orbit and clock products by analysing
the wide-lane (WL) ambiguity difference between geometry-free (GF) and geometry-
based (GB) models from user’s perspective (Chen et al. 2018). The principal of the
approach is that the GF WL ambiguities do not contain the orbit and clock error as they
are eliminated, while the GB WL ambiguities contain the orbit and clock error mapping
into Line-Of-Sight (LOS) direction. The advantage of this approach is that the orbit and
clock error can be assessed independently and separately for each satellite in real-time.
The approach has been successfully applied to evaluate GPS orbit and clock for both
determined and real-time products (Chen et al. 2018). It was confirmed that the dis-
crepancies of GF and GB WL GPS ambiguities are coincide with time-variant errors in
the used orbit and clock at the LOS direction. In this paper, we apply the method to
assess the orbit and clock product quality for the BeiDou Navigation Satellite System
(BDS-2).

The BDS-2 was constructed first in 2007, and came into operation in 2012. The
space segment of BDS-2 contains 14 satellites. At the experiment period of this study,
there are five satellites in geostationary earth orbit (GEO), six satellites in inclined
geosynchronous orbit (IGSO) and three satellites in medium earth orbit (MEO) re-
spectively. These five operational GEO satellites are C01, C02, C03, C04 and C05.
These six IGSO satellites are C06, C07, C08, C09, C10 and C13 (formally changed
from C15). Three operational MEO satellites are C11, C12 and C14. For the Asia-
Pacific region, it is sufficient to guarantee the regional navigation service only relying
on the combination of GEO and IGSO satellites without MEO satellites. These MEO
satellites mainly serve the global satellite navigation system. The BDS-2 signals are
based on code division multiple access (CDMA), which is consistent with GPS and
Galileo, and different from the frequency division multiple access (FDMA) of GLO-
NASS. The BDS-2 transmits signals in three different frequency bands: B1, B2 and B3,
and its service range cover from 55° to 55° in latitude and 70° to 150° in longitude
(Yang and Tang 2017).

This paper aims at assessment of the quality of various orbit and clock products of
BDS-2 satellites. The GF and GB models are respectively presented briefly at first, then
the methodology is described. After that, the WL ambiguity differences between GF
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and GB model are respectively produced with three orbit and clock products. Fur-
thermore, we compare numerical results and analyse the qualities of these three
products from user’s perspective. Finally, some conclusions are summarized.

2 WL Ambiguities Derived from the GF and GB Models

The measurements of code p and phase u tracked by a receiver at location r from
BeiDou satellites s s ¼ 1; 2; � � � ;mð Þ, at frequency i i ¼ 1; 2ð Þ at epoch k, can be
expressed in meters as follows:

E psi;r kð Þ
n o

¼ Rs
r kð Þþ lieI sr kð Þ

E us
i;r kð Þ

n o
¼ Rs

r kð Þ � lieI sr kð Þþ ki eNs
i;r

ð1Þ

where E �f g denotes the expectation operator; the geometry part Rs
r kð Þ combines all

non-dispersive terms, including the geometric range, satellite and receiver clock and
tropospheric delay. The so-called GF observation model dispenses with geometric a
priori information. li ¼ k2i

�
k21, ki the carrier wavelength of frequency i; eI sr kð Þ the

ionospheric delay; eNs
i;r the carrier phase ambiguity terms. All terms with kð Þ are

supposed to be significantly changed in time. The receiver and satellite hardware delays
are ignored here for brevity. We only make use of dual-frequency observations in this
paper.

The model is for a single satellite. The epoch-wise solution of the GF ambiguity
term is simply computed as follows:

xsk ¼ H zsk ð2Þ

where the phase and code measurements can be written in a vector form as zsk :¼
ps1;r kð Þ ps2;r kð Þ us

1;r kð Þ us
2;r kð Þ� �T

and the parameters that we are interested is

ambiguity term xsk :¼ eNs
wl; r

eNs
2;r

h iT
, where eNs

wl; r ¼ eNs
1;r � eNs

2;r is WL ambiguities.

H is the coefficient matrix derived from Eq. (1) only for ambiguity parameters:

H :¼ � 1
k1

l2 þ l1
l2�l1

þ 1
k2

2l2
l2�l1

1
k1

2l1
l2�l1

� 1
k2

l2 þl1
l2�l1

1
k1

� 1
k2

� 1
k2

2l2
l2�l1

1
k2

l2 þl1
l2�l1

0 1
k2

" #
ð3Þ

The WL ambiguities can be directly derived from above linear equation with
considering the stochastic model. Since the ambiguities are considered as a constant,
therefore, the filtering solution can be derived using the current and all the past epochs
in real-time, for detail, see Chen et al. (2018).
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According to Chen et al. (2018), the geometry-based PPP model can be expressed
as follows:

E dpsi;r kð Þ
n o

¼ ms
rTr þ tr kð Þþ lieI sr kð Þ

E d/s
i;r kð Þ

n o
¼ ms

rTr þ tr kð Þ � lieI sr kð Þþ ki eNs
i;r

ð4Þ

where dpsi;r kð Þ and dus
i;r kð Þ are Observed minus Computed values, which are derived

from raw observations and station coordinates as well as precise satellite orbit and
clock at epoch k; tr kð Þ is the receiver clock term; Tr the zenith tropospheric delay with
mapping function ms

r.
The functional model of deriving GB WL ambiguity for a single satellite can be

written as:

dps1;r kð Þ
dps2;r kð Þ
dus

1;r kð Þ
dus

2;r kð Þ

2
664

3
775 ¼

ms
r 1 l1 0 0

ms
r 1 l2 0 0

ms
r 1 �l1 k1 k1

ms
r 1 �l2 0 k2

2
664

3
775 �

tr kð Þ
TreI sr kð Þ
eNs
wl;r
eNs
2;r

2
666664

3
777775

ð5Þ

However, the equation of a single satellite is rank defect, all observed satellites should
therefore be involved in one functional model. In this case, there are redundancy for
parameter estimation. Regarding to the stochastic model and the process of filtering in
real-time can be seen in Chen et al. (2018). The main difference of the paper is that we
produce WL ambiguities directly instead of two steps in Chen et al. (2018) (i.e. first L1
and L2 ambiguities and then compute WL ones).

3 Experiment and Results Analysis

In order to evaluate orbit and clock impacts on WL ambiguities, we selected six sites
from the Multi-GNSS Experiment and Pilot Project (MGEX) of IGS database which
has 1 s interval GNSS measurements (Montenbruck et al. 2017), see Fig. 1. The date of
these data is September 27, 2017. These sites are equipped with receivers enabled the
tracking of BeiDou satellites. Three kinds of orbit and clock products are used in this
study, two types of which are determined orbit and clock products provided to the IGS
by Wuhan University (Guo et al. 2016) and German Research Centre for Geosciences
(Uhlemann et al. 2015) respectively. The product names are respectively WUM and
GBM. Another type is the real-time orbit and clock for this study, which is described in
Chen and Zhao (2014). The satellite orbit interval is 15 min and the sampling rate is
30 s in all these various products. The standard GB PPP solutions, in parallel with the
GF process, are computed using raw B1 and B2 observations with the parameters being
tropospheric zenith delay, ionosphere, receiver clock bias, and WL, B2 ambiguity
terms for the GB process, while the GF process just produces the WL and B2 ambi-
guity terms. All observations from four GNSS constellations are used with their
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corresponding precise orbit and clock. The elevation-dependent data weighting is used
for both GF and GB processes identically for all constellation satellites. The entire
process is implemented through a strictly forward computation. Although WL ambi-
guities of all satellites of four constellations are produced, we will only focus on the
analysis of BDS satellites in this study. The first half hour of ambiguities of any time
series are in the convergence and will not be included in the analysis.

Figure 2 displays GF and GB WL ambiguities of IGSO C09 and their standard
deviations computed from observations tracked by the receiver at GAMG. A same
offset is removed from the GF epoch-wise, GF filtering and GB WL ambiguities in
order to display them more intuitively. In the top panel, it is obvious that the values of
GF epoch-wise (GF 1) WL ambiguities fluctuate mostly in a range of 1.5 cycles while
the GF filtering (GF 2) counterparts remain stable in 0.25 cycles. The reason is that the
epoch-wise ambiguities are computed only using observations at current epoch, while
the filtering solutions are equivalent to the averaged ambiguities from the observations
of the current and all the past epochs, resulting in better accuracy. Compared with the
GF WL filtering solutions, the GB counterparts have a similar resemble trend. Ideally
the differences should close to zero because they are physically the same thing in terms
of parameterization. However, the GB ambiguities deviate slightly with GF WL one.
This is largely due to the fact that GB WL ambiguities are affected by residual errors in
orbit and clock. The difference values of GF filtering and GB WL ambiguities (GF 2 -
GB) stay steady between ±0.2 cycles in general. The orbit and clock of IGSO C09
satellite is relatively of high quality in this experiment. In the bottom panel, it is noticed
that the formal standard deviations of GF epoch-wise WL ambiguities are two orders of
magnitude larger than GF filtering ones, which means that the epoch-wise ambiguities
are not accurate. The standard deviations of GF filtering and GB WL ambiguities are all
convergent after several tens of minutes, and stabilize at better than 0.01 cycles. In

Fig. 1. Distribution of sites that are used for this study with 5 GEO satellites.
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addition, they are almost identical. This means that these WL ambiguities derived from
GF and GB models are statistically equivalent following the fact that the measurement
noises and the process noises of parameters are formally set the same (which is the case
of this study) (Teunissen and Khodabandeh 2015). However, if these estimates
themselves are not identical as their formal precisions are, there must be something else
which make the differences (ignoring the computation errors which are significantly
small). In our case, orbit and clock errors play this role.

Figure 3 compares the GF-GB WL ambiguities of GEO, IGSO and MEO satellites
using WUM orbit and clock product for site GAMG and SIN1, respectively. It can be
seen that the values of GEO WL differences undulate mostly between ±0.2 cycles
(stands for about 16 cm errors), which are larger than that of IGSO and MEO. This
indicates that the orbit and clock quality of GEO at LOS is worse than that of IGSO and
MEO. This coincide with earlier study using traditional evaluation strategies in Guo
et al. (2016). The reason for GEO having less orbit and clock quality is that the GEO
satellites are geostationary with altitude of up to 36,000 km. Their observable angles
from the Earth surface are not wide enough, resulting in poor geometry strengths,
compared with other two types of satellites. The IGSO satellites have longer visibility
than the MEO satellites. Their GF-GB WL ambiguities both behave relatively good and
comparable stableness.

Fig. 2. Various WL ambiguities (top) of IGSO C09 and their formal standard deviations
(bottom) computed with observations from the receiver GAMG using WUM final orbit and clock
products: (1) GF epoch-wise (red), GF filtering (blue), and GB WL ambiguities (green) as well as
differences of GF filtering and GB WL ambiguities (black) are indicated in top panel;
(2) standard deviations of GF epoch-wise (red), GF filtering (blue), and GB WL ambiguities
(green) are indicated in bottom panel.
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Figure 4 displays the same time series at sites GAMG and SIN1 as Fig. 3, while
they are produced using the GBM final orbit and clock product. These WL differences
have remarkably the similar behavior as that of WUM counterparts except for C13, for
which WUM products show larger bias. Again, stabilities of IGSO and MEO are better
than GEO satellites, though it is not very significant for MEOs as they have shorter
visibilities.

Fig. 3. WL ambiguity differences between GF and GB model of GEO (top), IGSO (middle) and
MEO (bottom) computed from observations of receiver GAMG (left) and SIN1 (right) using
WUM final orbit and clock product.

Fig. 4. WL ambiguities differences between GF and GB model of GEO (top), IGSO (middle)
and MEO (bottom) computed from observations of receiver GAMG (left) and SIN1 (right) using
GBM final orbit and clock product.
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Figure 5 displays the time series of WL ambiguities at sites GAMG and SIN1,
which are produced using the real time orbit and clock product. It is obvious that these
time series show the resemble behaviour to the determined products, but with higher
high-frequency noise. This indicates that the real-time orbit is not as smooth as
determined one. For GEO satellites, it looks that real-time products display less low-
frequency variation, particularly for C01. The scattering ambiguities derived from real
time product are generally larger than that produced from the determined orbit and
clock.

In order to further evaluate the qualities of orbit and clock for both determined (i.e.
WUM and GBM) and real time products, six independent sites are selected to derive
their root mean squares (RMS) of GF-GB WL ambiguities, see Fig. 6. The RMS values
of GEO satellites (C01-C05) are, in average, larger than that of IGSO satellites. We
could also see that some GEO observations are not available for MAL2, MAYG and
HARB sites as their locations exceed the service range of GEO, which reflects the
regional limitations of GEO satellites. The RMS values are closer between two final
products than the real-time, reflecting that the qualities of two final products are
comparable except for C12 and C13 (WUM produced larger biases). Most of these
RMS values of determined products are better than 0.1 cycles with WUM having only
20% and GBM having only 17% values larger than 0.1 cycles. Obviously the real-time
products produce larger RMS values, of which 53% are above 0.1 cycles. 8% of them
are even larger than 0.2 cycles. We realize that these larger RMS values originate from
inconsistence of used code observations with different tracking modes in clock filtering
and WL derivation, consequently resulting in biases in time series of WL ambiguities.
One has to be careful when dealing with such biases for integer ambiguity resolution. If
the discrepancies of GF and GB WL ambiguities is larger than a certain value, e.g. 0.1
cycle, the GF and GB phase biases are not interchangeable.

Fig. 5. WL ambiguities differences between GF and GB model of GEO (top), IGSO (middle)
and MEO (bottom) computed from observations of receiver GAMG (left) and SIN1 (right) using
real time orbit and clock product.
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4 Conclusions and Outlooks

This paper derives WL ambiguities directly from the GF and GB PPP model. Raw
BDS-2 observations of GEO, IGSO and MEO satellites are used to compute WL
ambiguity differences with three types of orbit and clock products provided by different
institutions. The main results and conclusions are summarized in the following.

The GF filtering solutions are more stable and accurate than that of epoch-wise
ones. Formal standard deviations of latter ones are two orders of magnitude larger than
filtering ambiguities (i.e. 0.01 cycle). The GF filtering and GB WL ambiguities are
equivalent in statistics sense. The differences in estimates are primarily come from orbit
and clock errors projected on LOS. Therefore, they can be used to evaluate the quality
of orbit and clock from the user’s perspective.

The time series of GEO, IGSO and MEO WL ambiguity are analyzed. The GEO
satellites have obviously larger variation than IGSOs. MEOs are also better than GEO
satellites, but it is not very significant as MEOs have shorter visibilities.

The qualities of three orbit and clock products are evaluated. WUM and GBM
products show remarkable similar quality. Most of their RMS values are better than 0.1
cycles. Only 20% of WUM and 17% of GBM RMS values are larger than 0.1 cycles.
The real-time products have 53% RMS values above 0.1 cycles, of which their larger
biases are required a further investigation.

It should be noticed that the approach in this study is used to evaluate the qualities
of orbit and clock product in LOS direction from the user’s perspective in order for
real-time application. The errors in the tangential and normal direction of orbit need a
network data processing, which is beyond the scope of this study, however, it could be
a further development of this research.

In this paper, the qualities of selected orbit and clock products are relatively good
and the estimation values of WL ambiguity differences are relatively stable. It is more
interesting to investigate the behavior of BDS satellites when they are in the eclipse and
yaw-fixed mode and evaluate different attitude strategies of orbit determination. In

Fig. 6. Root mean square values (unit: cycle) of 14 satellites derived from observations of six
different sites and three different orbit and clock products respectively.
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addition, the lack of publicly available BDS-2 high-frequency data do not allow
intensive analysis in this study. Hopefully, this situation will be changed in future.
Furthermore, the BDS-3 orbit and clocks are worthy of evaluation using the proposed
approach in near future as it is announced to provide global service.
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Abstract. Global navigation satellite system (GNSS) augmentation based on
low earth orbit (LEO) satellite constellation can significantly shorten the con-
vergence time of precision point positioning due to the large geometric diver-
sities added by rapid moving LEO satellites. In LEO satellite navigation
augmentation systems that enable rapidly convergent precise point positioning
(PPP), LEO satellite antenna phase center variation (PCV) corrections are
usually indispensable for precise ranging signal transmissions over the period of
LEO-augmented PPP convergence. However, the rapid geometric changes of
LEO satellites lead to fast changes in satellite antenna PCVs. Their satellite PCV
correction frequency needs to be increased compared to its counterpart in a
GNSS satellite, which makes the corresponding satellite antenna PCV correction
difficult to a receiver. In this paper, the overall satellite antenna PCV require-
ments for three-dimensional decimeter level positioning precisions in the LEO-
augmented fast PPP application are analyzed, when no LEO satellite antenna
PCV correction models are needed. With the proposed scheme, the LEO-
augmented fast PPP user can avoid storing tens or hundreds of high dimensional
satellite antenna PCV correction matrices in the LEO satellite navigation con-
stellation. The experimental results show that the LEO satellite antenna PCV
fluctuations should lie in the range [−12.6, 8.1] mm for the L1 band, and in the
range [−19.5, 19.2] mm for the L2 band, in the LEO-augmented decimeter-level
precision PPP application where the receiver does not need to correct the LEO
satellite antenna PCV.

Keywords: Low earth orbit � Navigation augmentation � Satellite antenna �
Phase center variation � Precise point positioning

1 Introduction

The LEO constellation represented by the new generation Iridium satellite system is
characterized by its low signal attenuation, short satellite ground signal delay, fast
satellite geometrical variation, etc. [1–4]. In global LEO constellation GNSS navigation
augmentation, satellite communication, and network, there are strong advantages in
network interconnection, aircraft and ship traffic control. The advantage of the LEO
satellite constellation in navigation augmentation is mainly that it can significantly
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reduce the convergence time of precise point positioning (PPP). When a single LEO
satellite is participated in the fast PPP solution of the GNSS system, the point positioning
convergence time could be reduced from 30 min to about 10 min [5, 6]. If the uncali-
brated phase delays of the satellites and the receiver in addition with other ionospheric
delay products and tropospheric delay products, the convergence time can be further
reduced. The value of LEO satellite constellation is acknowledged and used by GNSS
researchers in technologically advanced countries around the world. The discovery was
accompanied by corresponding research and development of GNSS navigation aug-
mentation system with a LEO satellite constellation in various countries [2–6].

The LEO satellite navigation augmentation signal is broadcasted by the satellite
antenna of a LEO satellite to the user. The user measures LEO observation values such
as satellite-to-user pseudoranges, Dopplers and carrier phases, and then combines
satellite positioning, satellite speed and satellite time in the satellite ephemeris to obtain
its position, velocity and timing information. However, the result of the orbit deter-
mination given by the navigation augmentation satellite ephemeris is located at the
satellite mass center [2, 7–9]. The user measured range observations are starting from
the positions of the LEO navigation augmentation satellite antenna phase centers to the
receiver antenna phase center. Satellite antenna phase center and satellite center of mass
often do not coincide, this deviation is an important error source in the LEO satellite
navigation augmentation systems. This deviation will introduce centimeter-to-
decimeter level errors for navigation positioning results. Therefore, in the LEO navi-
gation augmented precision positioning service, it is necessary to analyze, model, and
correct the error term.

The deviation between the phase center of the satellite antenna and the mass center
of the satellite is divided into fixed deviation part that does not depend on the user
observation angle, and is often referred to as the phase center offset (PCO) of the
satellite antenna; and the angle-dependent variation part that changed with the user
observation angle, it is also often referred to as phase center variation (PCV) [10–13].
The error introduced by the PCO of the satellite antenna does not change as the user
observation direction changes in the azimuth and elevation angle, and its correction is
relatively easy. The error introduced by the PCV of the satellite antenna changes as the
user observation angle changes in the azimuth and elevation, and the correction is
relatively complex.

This paper is devoted to solving the problem of precision loss caused by phase
deviation between LEO satellite antenna phase center and satellite mass center in LEO
satellite navigation augmentation system. Combined with the characteristics of LEO
satellite antenna PCV, the analysis points out the difficulty of satellite antenna PCV
correction in the satellite navigation augmentation application. The technical index of
satellite antenna PCV, which should be satisfied in the decimeter-level precision fast
PPP without LEO satellite antenna PCV corrections in the user segment, are provided
eventually.
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2 Satellite Antenna Phase Deviation Mathematical Model

The users that use a LEO satellite navigation augmentation service also have an
antenna phase center variation problem of the user antenna similar to that of the
satellite. The discussion in this paper is limited to the effect of satellite center antenna
phase center variation on measurements.

When the LEO navigation augmentation satellites adopt signals compatible with
GNSS, the satellite pseudoranges and carrier phase measurements obtained by the user
receiver observed measurements can be expressed as [12, 13]

Ps
r;i ¼ rsðtsÞþPCOs

i � rrðtrÞ
�� ��� PCVs

i ðh;uÞþ ISBþ
cðdtrðtrÞ � dTsðtsÞÞþ Isr;i þ Ts

r þ eP
ð1Þ

ki/
s
r;i ¼ rsðtsÞþPCOs

i � rrðtrÞ
�� ��� PCVs

i ðh;uÞþ ISBþ
cðdtrðtrÞ � dTsðtsÞÞ � Isr;i þ Ts

r þ kiB
s
r;i þ eU

ð2Þ

where Ps
r;i is the satellite pseudorange measurement of the ith frequency band, ki is the

wavelength of the ith frequency signal. ki/
s
r;i is the carrier phase measurement in

meters. rsðtsÞ is the 3D position of the satellite s in the ts time moment. PCOs
i is the

antenna phase center offset of the ith frequency band of the satellite s, PCVs
i ðh;uÞ is the

antenna phase center variation of the ith frequency band for the satellite s with respect
to azimuth angle h and zenith angle u. c is light speed, dtrðtrÞ is the receiver clock bias
at tr clock moment, dTsðtsÞ is the satellite clock bias of satellite s at the ts clock
moment, Isr;i is the ionospheric delay of the i th frequency band. Ts

r is the tropospheric
delay. Bs

r;i is the carrier phase bias of the i th frequency band, including carrier phase
hardware delay and integer cycle ambiguity. ISB is the inter-system bias of the LEO
system relative to the augmented reference GNSS. When the system of the augmented
reference GNSS system is a GPS system, the inter-system bias between the systems is
zero. eP and eU are random noises in the pseudorange and carrier phase measurements.

From Eqs. (1) and (2), the effect of the phase deviation of the LEO-augmented
satellite antenna on the pseudorange and carrier phase can be seen. It should be noted
that since the satellite’s position rsðtsÞ in the satellite’s precision ephemeris is the value
in the geocentric geodetic coordinate system, the measured value of the satellite
antenna’s PCO is relative to the satellite’s body coordinate system and needs to be
converted to a geocentric geodetic coordinate system. The satellite antenna PCV
appears as a scalar parameter related to the observation angle. The reason for this is that
the amplitude, phase, and group delay between the antenna elements vary in different
directions when the satellite antenna is beamformed. Taking the L-band downlink
antenna of GPS IIR satellite as an example [14], Fig. 1 shows the radiation charac-
teristics of the satellite downlink signal antenna ideally without PCV and the radiation
characteristics of the satellite antenna with PCV.

The radiation characteristics of the ideal satellite downlink antenna in Fig. 1(b) are
obtained under the premise that there is no amplitude phase error between each
omnidirectional antenna element and no mutual coupling between the elements. The
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Fig. 1. GPS IIR downlink antenna and its PCV characteristic illustration. (a) antenna element
locations; (b) ideal radiation characteristic; (c) actual radiation characteristic with PCV

wave fronts observed from different azimuths and different elevation angles are iden-
tical. Figure 1(c) is the antenna radiation characteristics obtained by adding the antenna
PCV caused by mutual coupling of the array elements to Fig. 1(b). It can be seen from
the figure that the wave front of the antenna exhibits a significant azimuth and elevation
angle dependent feature. The satellite antenna PCV correction generally needs to be
implemented by bilinear interpolation.

Even though the design of LEO satellite navigation augmented satellite antenna is
different, it still produces the phenomenon that the phase center of radiated signal varies
with the direction of signal propagation as shown in Fig. 1, similar to the PCV char-
acteristics of GPS IIR antennas. The difference is that LEO-navigation augmentation
satellites move faster than the medium earth orbit (MEO) GPS satellites. The PCV of
LEO satellite antenna changes more rapidly with azimuth and elevation angles and
requires a higher sampling rate to model than the GNSS system. The PCV correction
requires a PCV measurement data table with smaller azimuth and elevation angle
intervals to ensure that PCV bilinear interpolation achieves sufficient accuracy within
the observation interval. However, there are two disadvantages to this: First, the user
needs to store the PCV value of all LEO navigation enhanced constellation satellites,
which requires a large amount of storage resources; second, the PCV of the satellite
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antenna changes with time, and the PCV tables on the user side also need to be updated
regularly, which increases the application complexity and reduces the user experience.

3 The PCV Requirement Analysis of Fast PPP Service
for LEO Navigation Augmentation Satellite Antenna

Assuming that the satellite antenna PCO has been corrected, the PCO and PCV of the
receiving antenna have been corrected, using dual-frequency observations. The non-
difference ionospheric linear combination model including the observation model of the
satellite antenna PCV can be expressed as

Us
r;LC ¼ qsr þ cðdtrðtrÞ � dTsðtsÞÞþ Ts

r þBs
r;LC � PCVs

IFðh;uÞþ eU ð3Þ

Ps
r;LC ¼ qsr þ cðdtrðtrÞ � dTsðtsÞÞþ Ts

r � PCVs
IFðh;uÞþ eP ð4Þ

The PCV in the non-differential ionospheric linear combination model can be
expressed as

PCVs
IFðh;uÞ ¼ CiPCVs

i ðh;uÞþCjPCVs
j ðh;uÞ ð5Þ

Ci ¼ f 2i
f 2i � f 2j

ð6Þ

Cj ¼
�f 2j

f 2i � f 2j
ð7Þ

where fi and fj are carrier frequencies on the i, j frequency point.
PCVs

i ðh;uÞ and PCVs
j ðh;uÞ can be measured using a vector network analyzer in an

anechoic chamber. The PCV values off the sampling grid can be interpolated with
bilinear interpolation of the PCV values of four nearest points.

The four surround points around ðh;uÞ can be expressed as Q11 ¼ ðh1;u1Þ,
Q12 ¼ ðh1;u2Þ, Q21 ¼ ðh2;u1Þ, Q22 ¼ ðh2;u2Þ, whose measured PCV values are
denoted as PCVs

i ðQ11Þ, PCVs
i ðQ12Þ, PCVs

i ðQ21Þ and PCVs
i ðQ22Þ. PCVs

i ðh;uÞ can be
calculated with the following equation

PCVs
i ðh;uÞ ¼ l

h2 � h
h� h1

� �T PCVs
i ðQ11Þ PCVs

i ðQ12Þ
PCVs

i ðQ21Þ PCVs
i ðQ22Þ

� �
u2 � u
u� u1

� �

ðh2 � h1Þðu2 � u1Þ
ð8Þ

where l� 1 is a scalar multiplier used to quantitatively analyze the impact of PCV
variation on PPP positioning results. According to Eqs. (5) and (8), when using the
non-difference ionospheric linear combination model for precise single-point posi-
tioning, the effect of the PCV of the LEO satellite on the precise positioning is
determined by two factors: the PCV model precision on the two frequencies and the
interpolation accuracy.
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Because the LEO satellites move faster, the two-dimensional grid of the antenna
PCV needs to be denser than the GNSS system. When the sampling grid point of the
PCV antenna is dense, the above calculation process is complicated and requires a large
storage space. This contribution proposes a LEO satellite antenna PCV processing
mode, which forces the satellite antenna to satisfy certain requirements when the LEO
satellite antenna PCV correction is not required.

4 Simulation Results

The PCV values of the navigation downlink antennas of E1 and E5 bands given by the
E11 satellite in the Galileo system are used to simulate the PCV values of the LEO
navigation augmentation satellite antenna on the GPS L1 and L2 frequency bands, as
shown in Fig. 2 [15].

Fig. 2. Dual frequency satellite antenna PCV characteristics of a LEO navigation augmentation
satellite. (a) L1 frequency band; (b) L2 frequency band
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The unit of the antenna PCV in Fig. 2 is millimeter. It can be seen that the PCV
fluctuations of the antenna are different on different frequency bands, and the PCV
inconsistently varies against the azimuth and nadir angle.

Because the orbit of LEO satellite is lower than that of GNSS satellite orbit, its
range of nadir angles exceeds 0–14°, so it is scaled up to the range of 0–90°. Adopting
the data of the GPS time of September 21, 2013 of the Australian CUT2 station, the
IGS SP3 precision ephemeris and the 30-s precision clock bias data of the corre-
sponding date, plus a LEO satellite with an orbital altitude of 900 km, the LEO satellite
navigation scenario is composed.

The dual-frequency pseudorange and carrier phase observations are added PCV
biases of lCiPCVs

i ðh;uÞ and lCjPCVs
j ðh;uÞ respectively for the LEO satellites. Then,

the LEO augmented fast PPP simulation is performed. Figure 3 shows the convergence
of precision point positioning with a LEO satellite and the GPS satellites under three
different PCV multipliers. The truth value is selected as the position after GPS PPP
convergence.

In Fig. 3, l ¼ 0 corresponds to the PPP convergence curve without LEO satellite
antenna PCV, and the positioning error at the final time point is about 1.6 cm. As can
be seen from Fig. 3, under different LEO satellite antenna PCV, PPP convergence
results have a greater impact. When the LEO satellite antenna PCV is increased, the
PPP convergence curve will upturn and the convergence results will not converge to
the true value.

When the LEO satellite PCV has a great change ðl ¼ 14Þ, the PPP converged
result could deviate from the true value more than 20 cm. Let l changes from 0 to 20,
the effects of LEO satellite PCV changes under different amplitudes on the LEO-
augmented fast PPP results are analyzed, as shown in Fig. 4.

It can be seen from Fig. 4 that the positioning error less than 0.1 m corresponds to
l ¼ 3. The corresponding LEO satellite PCV requirement is that the LEO satellite

Fig. 3. PPP convergence curves under different PCV multiplier (GPS + 1 LEO satellite)
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antenna PCV fluctuations should lie in the range [−12.6, 8.1] mm for the L1 band, and
in the range [−19.5, 19.2] mm for the L2 band.

5 Conclusions

This paper studies the technical indicators that the PCV of the LEO satellite antenna
should satisfy in the decimeter-level precision LEO-augmented PPP application
without LEO satellite antenna PCV corrections. Combining the dual-frequency PCV
model of the Galileo satellite antenna, the design requirements of a LEO satellite
antenna are numerically verified for decimeter-level precise point positioning appli-
cation, in the LEO-augmented fast PPP application scenario where the receiver does
not need to correct the LEO satellite antenna PCV. The experimental results show that
the LEO satellite antenna PCV fluctuations should lie in the range [−12.6, 8.1] mm for
the L1 band, and in the range [−19.5, 19.2] mm for the L2 band. With the proposed
scheme, the LEO-augmented fast PPP user can avoid storing tens or hundreds of high
dimensional satellite antenna PCV correction matrices in the LEO satellite navigation
constellation. The analysis results can provide support and reference for satellite
antenna design of a LEO navigation augmentation system.
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Abstract. When the GNSS signal is overshadowed by the wide-range radio
noise incited by a solar burst event, a potential interference would happen.
Theoretical analysis shows the solar radio burst could impact GNSS signal in the
way of a directional interference. A new parameter, Solar Radio Burst Index
(SRBI), is put forward to indicate the severity of impact on signals. The SRBI is
defined on the variation of carrier-to-noise ratio (C/N0) of GNSS signal under
solar burst impacts with respect to the quiet period of solar activity. Based on
SRBI, a model on signal fading caused by the interference is developed further.
The model is tested with GNSS observation from significant solar burst events
from 2001 to 2017. The result shows an accuracy of 80% has been achieved.
The SRBI and signal fading model could be used to monitor the solar burst with
GNSS signal itself.

Keywords: Solar radio burst � Radio noise � RF interference � GNSS � SRBI

1 Introduction

Although GNSS could provide more accurate service for navigation applications, there
are mounting concerns on its vulnerability as the weak GNSS signal is susceptible to
interference. Solar Radio Burst (SRB) will radiate strong electromagnetic noise. If this
electromagnetic radiation covers the working band of GNSS signal, it can produce a
Radio-Frequency (RF) like interference to GNSS receivers. When the burst is strong
enough, disruption in GNSS signal tracking would happen [1, 2]. ICAO has listed SRB
as one of the interfering factors for GNSS vulnerability in aviation applications [3]. The
Interference Mitigation and Elimination (IDM) Working Group under the International
Committee on GNSS (ICG) also categorized SRB as one of the interfering sources to
GNSS [4].

Early in 1999, Klobuchar etc. had pointed out the potential SRB interference to
GPS signal [1]. In September 2005, Cerruti, of Cornell University observed the
anomalous GPS signal ‘scintillation’, a phenomenon generally occurs after sunset,
during the daytime in South America. Kintner, of Cornell University analyzed the event
and concluded that it was caused by the radio noise radiated during the solar radio burst
on September 7, 2005 which covered a broad range of radio frequency band including
that of GPS works in [5]. The finding gained attention immediately and in-depth
analysis was carried out consequently [6–8].
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Study has also been carried out in our previous work, including the analysis of the
sudden ionospheric disturbances (SID) triggered by the solar burst, and monitoring of
the GPS signal ‘scintillation’ phenomena caused by the solar radio burst event occurred
on Dec. 13 2006 [9].

In scientific research, the wide-band radiation noise is generally monitored with
special instruments, such as OVSA (Owens Valley Solar Array) or RSTN (Radio Solar
Telescope Network), to determine whether a solar radio burst would has an interference
effect on GNSS [10]. The electromagnetic radiation caused by the solar radio burst
propagates at the speed of light, reaching the earth after about 8.3 min, and the impact
can last for tens of minutes or even two hours. Therefore, it is difficult to provide timely
interference monitoring and identification information for GNSS applications with
these scientific observations.

The interference from solar radio bursts impacts GNSS receivers in the similar way
to the ionospheric scintillation [5]. Therefore, methods in ionospheric scintillation
study can be transferred to work in monitoring and modeling of solar radio bursts
effects. In this paper, we develop the method to monitor and identify a solar radio burst
event by using GNSS signal widely available.

To this end, this paper first analyzes the effect of solar radio burst on GNSS signal,
and then put forward the solar radio burst index (SRBI), an index defined to indicate
fluctuation of GNSS signal under SRB impact. Based on this, a model is established to
predict the signal fading caused by SRB. The accuracy of the model is test with
IGS GPS data collected in typical SRB events. Conclusion is given at last.

2 SRB Interference to GNSS Receiver

The effect of solar radio burst on GNSS receivers is essentially an electromagnetic
interference. The solar radio burst interference is directional to GNSS receiver,
injecting interfering energy at the solar zenith angle at the receiver position. Since the
receiver antenna pattern varies with zenith angle (or elevation angle), the GNSS
receivers at various locations are subject to different solar radio burst impacts
depending on its received interference intensities [2, 8].

For a GNSS receiver with antenna pattern g cð Þ, where c is the zenith angle, carrier-
to-noise ratio of the received signal during the period of calm solar activity is [8]:

C=N0ð Þ0 eð Þ ¼ S
PN

g 90� eð Þ
g 0ð Þ

� �
ð1:1Þ

where S is the signal strength received by the antenna and PN is the background noise
strength, e is the elevation angle.

When a solar radio burst happens, the carrier-to-noise ratio of the received signal
then is [8]:

C=N0ð Þ e; hð Þ ¼ S
g 90� eð Þ

g 0ð Þ
� �

PN þPSRB
g hð Þ
g 0ð Þ

� ��1

ð1:2Þ
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where, PSRB is the equivalent solar radio burst power, h is the solar zenith angle at the
site. It can be seen that the solar radio burst impacts GNSS receivers in the same way as
RF interference, and its intensity is depended on the energy of the SRB-generated
radiation noise locating in the GNSS working band. The interference effect is also
depended on the solar zenith angle and gain of the antenna used by receivers [8, 11].

3 Solar Radio Burst Index - SRBI

3.1 Definition of SRBI

The interference of solar radio burst to GNSS receiver decreases the carrier-to-noise
ratio of the received signal. This reduction can be treated as a fading variation of
received signal strength. Therefore, as the ionospheric amplitude scintillation index S4,
the Solar Radio Burst Index (SRBI) can be introduced to depict the SRB effects. The
definition of SRBI is as follows:

SRBI ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

C
N0

� �2

i
� PN

i¼1

C
N0

� �
i

� �2

PN
i¼1

C
N0

� �
i

� �2

vuuuuuut ð1:3Þ

where, C=N0 is the de-trended carrier-to-noise ratio of the GNSS signal, and N is the
number of data in a period of time.

In practice, the SRBI could be calculated with the differential carrier-to-noise ratio
DC=N0 with the data of the burst day and that of the previous quiet day. Since the
orbital period of GNSS is generally 12 h (for instance GPS is actually 11 h and
58 min), signal strength received by GNSS receivers at the same site is almost the same
at the same time in two successive days. In this way, one can easily identify and
eliminate the potential multipath effects that could confused with SRB interference.

Figure 1 shows the time series of carrier-to-noise ratio for GPS PRN 11 satellite
obtained from observation data of IGS PERT station during the SRB event on Dec.
13 2006. The length of DC=N0 time series is 2 h started at UT 02:00. The data
sampling rate is 1 s, so there are total 7200 epochs of data in the time series. In the
figure, the green curve is the carrier-to-noise ratio for the quiet day before the solar
radio burst, the red curve is for the solar radio burst day, and the blue curve is the
differential carrier-to-noise ratio after removed the trend.

With RSTN data, it has be shown that the SRB event started at UT 02:23, and
reached the peak value of 130,000 SFU (Solar Flux Unit, 1 SFU = 10−22 Wm−2 Hz−1)
at UT 03:36 [5, 8]. With the figure, it can be seen that at the 1400 epoch (approximately
corresponding to UT 02:23) deep fading emerges, leading to the decrease of carrier-to-
noise ratio of received signal. The time series interrupted at the 5700 epoch (corre-
sponding to UT 03:36), indicating the interference caused by SRB had the greatest
impact on GPS signal tracking. At that time, the flux density reached the maximum and
caused the receiver to lose of lock on signal of PRN 11 satellite.
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Figure 2 shows the Solar Radio Burst Index SRBI sequence calculated with the
DC=N0 time series. The calculation was made with a sliding window with the length of
3 min, and moving step of 1 min. It can be seen that the SRBI index reached a value of
0.6 in the case of deep fading caused by solar radio bursts. Since the GPS carrier-to-
noise ratio data output by the IGS receiver is in discrete values, the obtained DC=N0

time series shows a discrete variation, a characteristics especially apparent in the quiet
period (see Fig. 1). Consequently, the value of SRBI is about 0.1 instead of zeros
during the quiet period.

3.2 Identification of SRB Event Based on SRBI

To identify solar radio burst events with the SRBI index, the following factors should
be taken into account.

Since the DC=N0 time series obtained with GNSS receiver output varied discretely,
the SRBI value in period of calm solar activity is not 0 (about 0.1). Therefore, the value

Fig. 1. C/N0 series for GPS PRN11 signal under SRB. IGS PERT, Dec. 13 2006.

Fig. 2. SRBI series for GPS PRN11 signal under SRB. IGS PERT, Dec. 13 2006.
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of 0.1 is chosen as the detection threshold for the effects of solar radio burst events.
A solar radio burst event generally lasts for about ten minutes to dozens of minutes or
even longer. Consequently, a segment of SRBI sequence with values larger than 0.1 and
lasting for more than 10 min would be selected as the indicator for a potential solar
radio burst event.

Ionospheric scintillation can also cause GNSS signal fades, making the calculated
SRBI value greater than 0.1. It is necessary to discriminate the effect of SRB event from
that of ionospheric scintillation. Since ionospheric scintillation typically occurs after
sunset at local time, while the solar radio burst impacts the dayside regions on earth, it
will be convenient to distinguish SRB event from ionospheric scintillation by judging
the location of GNSS receiver [12].

In addition, the multipath effect on GNSS receiver can also cause larger values of
C=N0 measurement. Due to the periodicity of GNSS satellite orbit, the multipath effect
also appears periodically. With the comparison of SRBI sequence in the corresponding
time period for two consecutive days, one can effectively identify the SRB event and
separate it from the multipath effects. This is also why the SRBI is calculated using the
differential carrier-to-noise ratio from two successive days instead of the absolute
carrier-to-noise ratio values in the burst day.

It should be noted that the solar radio burst will impact all the GNSS receivers
located in daytime areas to varying extents. As a consequence, all the signals tracked
by receivers in a larger areas will be interfered simultaneously. On the contrary,
ionospheric scintillation or multipath effect only affects part of the satellites observed
by a receiver, and RF interference can only impact receivers in a limited area. This is
one of the significant characteristics to distinguish solar radio burst events from other
effects.

4 Modeling of Signal Fading Under SRB Effects

For ionospheric scintillation, the range of signal fading variation over time has the
exponential relationship with S4, the ionospheric amplitude scintillation index [12].
Similarly, a model can also be established to predict the fading depth of SRB impacted
GNSS signal based on the SRBI index.

The differential carrier-to-noise ratio DC=N0 is obtained from the difference of
carrier-to-noise ratios between the solar calm day and the next solar active day. When
expressed in dB, the differential carrier-to-noise ratio DC=N0 can be expressed as:

D C=N0ð Þ ¼ C=N0ð Þ0� C=N0ð Þ

¼ PN � PN þPSRB
g hð Þ
g 0ð Þ

� � ð1:4Þ

It can be seen that, in the ideal case, the differential carrier-to-noise ratio DC=N0 is
only depended on the equivalent solar radio burst power PSRB and the antenna pattern.
In practice, SRBI index is generally calculated once using a segment of data with the
length of a few minutes. The satellite elevation angle changes little during this short
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period of time. This makes the change of antenna gain from varying elevation angle
contributing little to the signal intensity variation. Therefore, the signal fading depth
and SRBI index is only depended on PSRB (as the effect from antenna gain changing has
been removed by de-trending DC=N0). As a result, a model of signal fading depth
could be constructed based on the SRBI index.

Figure 3 shows the signal fading depth with respect to the SRBI index with data
from IGS PERT station for the solar radio burst event on Dec. 13, 2006. The signal
fading depth is calculated as follows:

Pfade ¼ MaxðDC=N0Þ �MinðDC=N0Þ ð1:5Þ

where, DC=N0 is the carrier-to-noise ratio time series of each satellite signal in SRBI
index calculation. The length of data is taken as 3 min.

It can be seen that there is a power law relationship between the SRBI index (blue
asterisk) and the GNSS signal fading depth Pfade (red circle). Also can be seen that the
fading depth Pfade is saturated at a certain SRBI threshold. This is similar to the signal
fading depth caused by ionospheric scintillation [12]. Therefore, the following fading
model is proposed:

Pfade ¼ a � SRBIb SRBI\0:6
C SRBI� 0:6

	
ð1:6Þ

C ¼ a � 0:6b

Table 1 shows the model fitting results with GPS observation from IGS site of
PERT (115.8852°E, −31.8019°N), PIMO (121.0777°E, 14.63357°N) and GUAM
(144.8683°E, 13.5893°N) for the solar radio burst event on Dec. 13, 2006.

Fig. 3. Fading model for GNSS signal under SRB. IGS PERT, Dec. 13 2006.
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It can be seen that there is much in common between the constructed fading
models. Taking the result of PIMO station and GUAM station as examples, both
stations are located in the northern hemisphere with almost the same latitudes, and the
solar zenith angles are similar for both sites during the SBR event, so the estimated
coefficients of signal fading models are almost the same. For PERT station, the
established signal fading model is also similar to those of PIMO and GUAM, although
the site locates in the southern hemisphere. Therefore, it is reasonable to construct
models to predict the GNSS signal fading for all receivers interfered by the same SRB
event.

5 Accuracy of GNSS Signal Fading Model

The GNSS signal fading model has been established and tested with IGS data for solar
radio burst events since 2001.

5.1 Cross-Validation of the Models

The following process was adopted to cross-validate the signal fading models.

(1) Select the solar radio burst events

The electromagnetic radiation generated by the solar radio bursts should be strong
enough to impact GNSS observation. Spectral range of radiated noise should cover the
L-band of GPS working. And the most important, high sampling rate of GPS obser-
vation (1 s) during the SRB events should be available from IGS.

(2) Select sites for cross-validation

Determine the dayside areas for a solar radio burst event and the available IGS sites,
and select two IGS stations for modeling and testing purpose respectively.

(3) Estimate signal fading model

Calculate the SRBI index and signal fading depth using the observation of modeling
station, and estimate coefficients of the fading model.

(4) Predict signal fading depth

Calculate the SRBI index with the data of testing station, and then with the estimated
model from modeling station, the signal fading depth Pfade�model for testing station is
predicted.

Table 1. Coefficients of GNSS signal fading model for SRB

IGS site Coeff. a Coeff. b

PERT 24.2171 0.9003
PIMO 20.4177 0.8080
GUAM 20.2469 0.8078
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(5) Calculate true signal fading depth

Extract the fading depth of GPS signal Pfade�real at the corresponding time from the
observation at testing station.

(6) Estimate accuracy of fading model

The accuracy of the GNSS signal fading model from the modeling station is estimated
as the following:

Relative Err ¼ 1� Pfade�model � Pfade�real



 


Pfade�real

� 100% ð1:7Þ

(7) Analyze the fading model accuracy statistically

Model accuracy are test statistically with data from multiple IGS stations for each solar
radio burst event, and then for all selected solar radio burst events.

5.2 Results of GNSS Signal Fading Models

The solar radio burst events during years of 2001–2017 were selected with the prin-
ciples in the above method (step 1). The events that has GNSS interfering effects are
shown in Table 2. For each solar radio burst event, five IGS stations located in daytime
regions were picked up for model cross-validation.

Table 3 shows the test results for the solar radio burst event on Dec. 13, 2006. The
cross-validation of the GNSS signal fading model was made with data from IGS
stations of PERT, PIMO, and GUAM.

Table 2. SRB events for model verification

Time Y-M-D Start time
UT

Max. time
UT

Duration
min

Max. flux intensity
10−22 W/m2Hz

2003-10-28 1131.0 1201.0 221.0 25000.0
2005-09-07 1724.0 1738.0 98.0 12000.0
2006-12-06 1842.0 1917.0 318.0 150000.0
2006-12-13 0223.0 0225.0 63.0 150000.0
2011-09-24 – – 120.0 114144

Table 3. Testing result of fading model for GPS signal

PERT model PIMO model GUAM model

PERT data 26.15% 26.62% 26.29%
PIMO data 20.55% 18.36% 18.13%
GUAM data 19.44% 17.17% 16.9%
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Further analysis was made to all the five solar radio burst events given in Table 2.
The main results are:

(1) For the five solar radio bursts events, the accuracy of the model is 75.4% (Oct. 28,
2004), 85.3% (Sep. 7, 2005), 78.4% (Dec. 6, 2006), 79.4% (Dec. 13, 2006) and
84.2% (Sep. 24, 2011) respectively. The average accuracy of the model is about
80%.

(2) Certain stations show a poor performance in the model cross-validation test. The
accuracy degradation is mainly due to the large solar zenith angle (receiver was
less affected by solar radio burst), large multipath effect, and the poor receiver
measurement.

6 Further Discussion

From the analysis results for typical solar radio burst events, it can be seen that:

(1) For a special solar radio burst event, a common signal fading model can be
constructed to predict the variation of GNSS signal fading.

From the analysis, it can be seen that there is close similarity between the GNSS
signal fading models established with observations from various stations. Specially, for
stations located in the same hemisphere with similar latitudes, the estimated model
coefficients are almost the same. So for a special SRB event, the signal fading model
could be constructed with the high quality measurement from GNSS receivers located
in low latitude areas (with a higher solar zenith angle). The model can then be used for
signal fading prediction for other stations located in the radio burst affected areas.
Consistency check among stations can also be performed to make a rapid identification
of a possible solar radio burst event.

(2) The signal fading model shows saturation at large SRBI value, making the model
less accurate.

It has been found that when the SRBI index exceeds 0.6, the fading depth of the
GNSS signal reaches a saturation. The GNSS signal fading model works well in the
range of 0.1–0.6 for SRBI index. However, in the saturation region, the model per-
formance decreases. In saturation region, the fading depth of the GNSS signal varies
generally between 14–18 dB. The specific value is depended on factors such as the
solar zenith angle and the antenna gain etc.

(3) Quality of the GNSS signal measurement plays an important role on the model
accuracy.

When affected by multipath environment, the received signal strength fluctuates
and creates larger SRBI estimation. Also, limited by realization, receivers might output
carrier-to-noise ratio at discrete integer values, impacting the accuracy of constructed
models. This is especially true for early IGS observations before the year of 2003. The
analysis has shown that the limiting model performance occurred more frequently with
the data during this period. In addition, shallow fading in GNSS signal will also make
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the model less accuracy. This will be the case for a weak solar radio burst or a low solar
zenith angle interference.

(4) Only strong solar radio bursts pose severe interference to GNSS.

It also can be seen that the solar radio burst would has a significant impact on
GNSS receivers only when the radio burst is strong enough, and at the same time, the
electromagnetic radiation noise should cover the GNSS working band. Dozens of solar
radio bursts have happened from 2001 to 2017, however, only a few of these events
have had a significant impact on GNSS. Among them, the two solar radio burst events
in December 2006 had the most severe impacts on a global scale. The GPS receivers
experienced signal fading of more than 10 dB and even 20 dB under the most serious
condition. On the contrary, the solar radio burst event in October 2003 and September
2005 are the weak ones, reducing the receiver’s carrier-to-noise ratio only by 3–5 dB,
posing no serious affect to GPS receivers.

7 Conclusion

Strong electromagnetic radiation generated by solar radio burst could cause interruption
of GNSS signal tracking, making it one of the main interference source.

This paper proposes an index, solar radio burst index (SRBI), to describe the
interference effects of radio bursts. GNSS signal fading varies with SRBI following a
power law rule. According this, a model has been constructed to predict the signal
fading depth. IGS GPS data are used to test the established model for typical solar radio
burst events from the year 2001 to 2017. The results show the model has an average
accuracy of 80%.

The model can be used for fading depth prediction for GNSS signals affected by
solar radio bursts. The SRBI and the fading model can also be used to identify a
possible solar radio burst event rapidly.
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Abstract. With the increasing requirements for satellite navigation and posi-
tioning technology, the detection and identification of faulty satellites has
become the focus of attention. Therefore, this paper proposes a receiver
autonomous integrity monitoring algorithm based on the original navigation
signal to realize the detection and elimination of faulty satellites. This method
firstly expresses the signal to noise ratio of the channel by using the original
navigation signal; secondly, construct a new covariance matrix by using signal
to noise ratio and channel bandwidth; then use the covariance matrix to derive
the PVT covariance matrix; finally, the detection and identification of the faulty
satellite is carried out. Tests show that the method can detect the influence of
slight noise more sensitively; Therefore, the method not only applies the original
navigation signal to the integrity monitoring, but also improves the sensitivity of
the integrity monitoring, thereby greatly improving its performance.

Keywords: Satellite navigation signal � Integrity � Positioning � Sensitivity �
Fault detection

1 Introduction

With the rapid advancement of the BeiDou/GNSS networking process, more satellites
and navigation signals can be provided. The comprehensive use of rich satellite nav-
igation information has become the development trend of the new generation of avi-
ation navigation high integrity monitoring technology. The essence of integrity
monitoring technology is the application of redundant observation methods to improve
integrity and availability. The existing traditional integrity monitoring algorithms use
the pseudo-range redundancy information to realize the positioning function and at the
same time realize the function of integrity monitoring. For example, the parity vector
algorithm rejects multiple gross errors and is a receiver autonomous integrity moni-
toring (RAIM) algorithm that obtains multiple satellites simultaneously failing [1, 2].
An improved RAIM algorithm based on least squares residuals can handle multiple
satellite failures [3]. The BeiDou/GPS data is processed and fault detected by weighted
least squares method [4, 5].
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The receiver’s autonomous integrity monitoring is mainly for detecting and elim-
inating fault satellite signal. The idea of fault detection and elimination is to construct
statistics on navigation positioning errors and compare them with alarm thresholds
[14]. In the algorithm, the test statistic and the detection threshold are designed. When
the test statistic is less than the detection threshold, it indicates that there is no fault,
otherwise, there is a fault. However, there are certain requirements for the number of
visible satellites. At least 5 visible satellites are required for fault detection, and more
than 6 visible satellites are needed for fault identification. At present, these methods use
the satellite redundancy information to check the consistency of the navigation and
positioning solution [6]. However, these traditional methods only use the solution
results in the current epoch [13]. If the navigation signal has been affected during the
propagation process, it cannot be used for normal navigation and positioning. The
traditional algorithm obtains the navigation message and related observations after
demodulating the navigation signal, and then calculates the pseudo-range, and then
performs the integrity detection. However, the impact of the satellite navigation signal
itself on integrity monitoring is not considered. Therefore, it is possible to consider the
information obtained during the capture tracking process and detect that the navigation
signal has been affected.

Therefore, this paper designs a receiver integrity monitoring algorithm based on
navigation baseband signal, uses the navigation baseband signal to capture the infor-
mation that is not used for integrity monitoring during the tracking process, introduces
it into the new algorithm, constructs the test statistic, and realizes integrity monitoring
function. It enables it to detect the presence of faults earlier, thereby improving the
sensitivity of integrity monitoring.

2 Original Signal-Assisted Integrity Monitoring Algorithm

RAIM technology was originally developed for aerospace engineering, performing
consistency checks on satellite measurements, providing users with reliable position-
ing, and RAIM technology provides high performance. However, the existing RAIM
algorithm does not consider the error that may have existed before the pseudo-range is
calculated, but the original satellite navigation signal received by the receiver actually
contains a wealth of unprocessed a priori information, that is, the signal-to-noise ratio
obtained during the capture tracking and the parameters such as the timely correlation
peak. Therefore, this paper introduces these parameter information into the integrity
monitoring algorithm, so that the faults that may already exist are detected before the
pseudo-range is obtained. Compared with the traditional method, the earlier detection
of the fault signal is realized, thereby better avoiding the positioning error caused by
the error information.
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2.1 Fundamental

Considering that the visible satellite is K, the baseband signal model can be expressed
as:

x ¼
XK
i¼1

aiaiðhÞþ n ð1:1Þ

Where x represents the received signal, which is an N � 1 dimensional vector; ai
represents the complex amplitude of the signal; aiðhÞ represents the vector of the
transmitted unified signal; n is Gaussian white noise;

aiðhÞ ¼
ciðt1 � siðhÞÞe�i2pfiðhÞt1
. . .
ciðtN � siðhÞÞe�i2pfiðhÞtN

2
4

3
5:

Its vector mode can be expressed as:

x ¼ aAðhÞþ n ð1:2Þ

First, the original channel signal-to-noise ratio is represented by the original nav-
igation signal:

SNRi ¼ xHPiðĥÞx
xHQiðĥÞx

ð1:3Þ

among them:

QiðĥÞ ¼ I � PiðĥÞ ¼ Qi ð1:4Þ

PiðĥÞ ¼ aiðĥÞ aiðĥÞHaiðĥÞ
� ��1

aiðĥÞH ð1:5Þ

x represents the original digital baseband signal, aiðĥÞ representing the vector of the
transmitted unified signal.

Secondly, the estimated delay ŝi of the established signal on each channel is a
Gaussian distribution centered on the true delay si. The variance corresponds to CRB
and is:

ŝi �Nðsi;CRBiÞ ð1:6Þ

CRBi ¼ 1
4B2SNRi

ð1:7Þ
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B represents the filter bandwidth. Therefore, by introducing the signal-to-noise
ratio, the progressive covariance matrix of the delay can be represented by the original
navigation signal, and the expression is as follows:

Cr ¼ XHX
4B2

1
XHP1ðĥÞX . . . 0

..

. . .
. ..

.

0 . . . 1
XHPK ðĥÞX

2
664

3
775 ð1:8Þ

When a delayed asymptotic covariance matrix is obtained, the prior method PVT
covariance matrix can be derived:

CovðĥÞ ¼ ðHTC�1
p HÞ�1 ¼

r2x ryx rzx rbx
rxy r2y rzy rby
rxz ryz r2z rbz
rxb ryb rzb r2b

2
664

3
775 ð1:9Þ

among them, CP ¼ cCr, c represents the speed of light, which in turn gives three
independent parameters ðr2x ; r2y ; r2z Þ.

The PVT standard deviation obtained by this method is:

TDRAIM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2x þ r2y þ r2z

q
ð1:10Þ

And thus construct the test statistic. Finally, the distribution of the PVT standard
deviation is empirically evaluated from the expected false alarm probability, combined
with the new test statistic to determine the threshold. When the test statistic is greater
than the threshold, it indicates that there is a fault; when the test statistic is less than the
threshold, it indicates that there is no fault.

3 Detection Threshold Calculation

In the receiver autonomous integrity monitoring algorithm, different test statistics are
obtained according to different modeling methods. When the test statistic is con-
structed, the corresponding detection threshold is calculated, and the test statistic is
compared with the detection threshold to realize the detection of the fault signal. It can
be seen that the construction of the detection threshold is important. The currently
constructed test statistic is based on the different configurations of the tracking process
and is derived from the empirical distribution, which is different compared to the
traditional algorithm. In this chapter, the traditional method, the calculation method of
the detection threshold of the least squares method, is also listed.
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In the least squares receiver-based autonomous integrity monitoring algorithm, the
GNSS pseudo-range observation linearization equation is:

y ¼ HXþ e ð1:11Þ

Where y represents the observed pseudo-range amount minus the n � 1 dimen-
sional vector consisting of the distance calculated using the coordinates of the satellite
and the coordinates of the user receiver; H is an n � 4 dimensional observation matrix,
representing a linearization matrix composed of a direction vector of each satellite to
the user receiver and a fourth column of all 1; X is a 4 � 1 dimensional unknown
vector, including a three-dimensional position vector and receiver clock difference [7];
e is an observation noise vector of n � 1 dimension, obeying a Gaussian distribution
with mean zero and variance (when SA is used, r is 33.3 m; when there is no SA, the
r of C/A code is 12.5 m, the r value of the P code is 2 m) [12].

From the principle of least squares estimation, a state estimation value [8] that
minimizes the sum of the squares of the noise errors e is required to be solved as:

X̂ ¼ ðHTHÞ�1HTy ð1:12Þ

Therefore, the sum of the squares of the pseudo-range residuals can be expressed as:

SSE ¼ VTV ¼ ðy� HX̂ÞTðy� HX̂Þ ð1:13Þ

Where, SSE obeys a chi-square distribution with a degree of freedom of n − 4. The
test statistic at this time is:

T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSE=ðn� 4Þ

p
ð1:14Þ

It can be seen that the test statistic follows the chi-square distribution with a degree
of freedom of n − 4 [9].

Make a binary hypothesis for SSE. In the case where the false alarm rate Pfa and
the probability density function are known, tLS can be obtained by the following
formula:

PðSSE[ tLSÞ ¼
Z 1

tLS

f ðxÞdx ¼ PFA ð1:15Þ

The detection threshold is:

Tth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tLS=ðn� 4Þ

p
ð1:16Þ

In this paper, in the receiver integrity monitoring algorithm based on the original
navigation signal, the test statistic cannot be described by the existing distribution. The
empirical distribution function should be used to obtain the detection thresholds for
different configurations. When based on the configuration shown in the following table,
the threshold value is taken to be 100 m [10] (Table 1).
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4 Simulation Test

The probability of a failure is the risk of integrity. Often, the two concepts of faults and
errors are considered to be completely equivalent. All possible fault sources of GNSS
are summarized into three types according to time-varying characteristics: random
noise, strong stability constant deviation and slowly changing Mar Kov Process [11].
Among them, GNSS noise, such as Gaussian noise; GNSS deviation, such as satellite
clock difference. The original navigation signal is introduced into the receiver integrity
monitoring algorithm, in order to use the data obtained during the capture tracking for
integrity monitoring, and the data acquired during the capture tracking is introduced
into the algorithm to obtain a new test statistic, and the test statistic is compared with
the detection threshold. If the value of the test statistic is greater than the detection
threshold, it indicates that the satellite signal has become an unavailable signal, that is,
the existence of the fault is determined.

Therefore, this paper uses the navigation signal simulator to simulate and acquire
the IF sampling data, and at the same time obtain the visible satellite state information
during the analog signal. The relevant configuration is as follows (Table 2):

The performance of RAIM technology may be reduced by several factors: the small
number of satellites in the field of view, receiving unwanted or stray signals such as
multipath (MP) or interference (RFI). RAIM’s integrity monitoring is based on pseudo-
range redundancy, the correlator output, which is a posteriori method; RAIM does not
consider the received raw data before the relevant step. However, GNSS signals may be
affected by multipath or interference signals, resulting in inconsistencies. It must be
discovered early to avoid potential hazards in the navigation process. Based on the
correlator output, RAIM may not detect some special conditions, such as MP reception,
interference, and so on. The multipath signal is added to attenuate the original signal
energy, and the signal-to-noise ratio is reduced. The algorithm introduces the signal-to-
noise ratio into the integrity monitoring, so any event that may affect the integrity
performance can be detected. The following experiment is carried out to show the test

Table 1. Signal tracking related configurations

Number of visible satellites 5

Sampling frequency 30 MHz
Carrier tracking 10 Hz
Code tracking 1 Hz

Table 2. Signal acquisition related configuration

Acquisition time 2017.7.20.4:00

Time length of signal acquisition 10 s
Acquisition signal type BDS signal
Number of visible satellites 5

212 E. Wang and D. Yang



result graph, and the signal-to-noise ratio of the signal after the fault-free signal is
compared with the signal-to-noise ratio of the signal after the multipath signal is added.

Firstly, the analog IF sampling data is simulated and received, and then the IF
sampling data is captured and tracked. The tracking signal duration is 1.2 s, and the
tracking signal data is output every 1 ms. Therefore, the correlation peak value of 1200
points and the value of the timely signal to noise ratio can be obtained. That is, even if
the signal-to-noise ratio and the correlation peak are obtained through the tracking
process, and the observation matrix H is obtained by using the navigation message, and
the obtained correlation parameters are brought into the algorithm, the corresponding
test statistic per 1 ms can be obtained, and then determine the existence of the fault. As
shown in Fig. 1:

The current analog signal is normal at 4:00 on July 20, 2017, because it has been
disturbed, so the associated noise or environmental impact can also be verified. As can
be seen from Fig. 1, at this time, the test statistic of 718 points is larger than the
detection threshold.

For the collected 10 s IF sampling data, a multipath delay of 10 m is added to the
BDS signal during the period, and the multipath signal is added to the first star, and the
other configurations are unchanged. Using the timely correlation peak and the timely
signal-to-noise ratio obtained at this time, the signal-to-noise ratio is compared, and the
test statistic of the 1200 points is calculated, as shown in Figs. 2 and 3. The BDS signal
with a 10 m multipath delay is detected by the least squares method, as shown in
Fig. 4:
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Fig. 1. BDS signal failure detection result graph
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It can be seen from Fig. 3 that when a multipath delay of 10 m is added, the value
of the test statistic of 1200 points is increased. At this time, the failure detection rate is
97.25%. The least squares method cannot be detected.

For the collected 10 s data, the configuration still uses the initial parameters, but at
this time, the multipath delay of 5 m is added, the multipath signal is added to the first
star, and the IF sampling data obtained by adding the 5 m multipath delay is processed
and obtained in time. The correlation peak and the timely signal-to-noise ratio compare
the signal-to-noise ratio of the signal without fault with the signal-to-noise ratio of the
signal after adding 5 m multipath, and at the same time, the test statistic of 1200 points
at this time is obtained. As shown in Figs. 5 and 6; The BDS signal with 5 m multipath
delay is detected by least squares method, as shown in Fig. 7:

It can be seen from Fig. 6 that when a multipath delay of 5 m is added to the signal,
the value of the test statistic is increased compared with the multipath delay result of
adding 10 m. At this time, the failure detection rate is 96.75%. It shows that the
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Fig. 2. Signal-to-noise ratio of signal without fault and signal-to-noise ratio of signal after
adding 10 m multipath signal
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Fig. 3. BDS signal fault detection result with
10 m multipath delay
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Fig. 4. Least squares fault detection result
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algorithm can still detect when there is 5 m multipath delay. However, the least squares
method does not detect the existence of 5 m multipath.

When simulating and collecting the 10 s BDS signal, if a multipath delay of 2 m is
added to the relevant configuration, the multipath signal is added to the first star, and
the other configurations remain unchanged. The IF sampling data of the signal with
2 m multipath delay at this time is collected, and the tracking and tracking processing is
performed to obtain the timely correlation peak and the timely signal to noise ratio, and
the value of the observation matrix is obtained by using the navigation message at this
time. Comparing the signal-to-noise ratio of the signal without fault with the signal-to-
noise ratio of the signal after adding 5 m multipath, the test statistic of 1200 points with
2 m multipath delay added at this time can be obtained. As shown in Figs. 8 and 9.
The BDS signal with 2 m multipath delay is detected by least squares method, as
shown in Fig. 10 (Table 3):
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Fig. 5. Signal-to-noise ratio of signal without fault and signal-to-noise ratio of signal after
adding 5 m multipath signal

400 500 600 700 800 900 1000 1100
0

50

100

150

200

250

300

350

400

450

500

t/ms

D
et

ec
te

d 
va

lu
e

Fig. 6. BDS signal fault detection result with
5 m multipath delay
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Fig. 7. Least squares fault detection result
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Fig. 8. Signal-to-noise ratio of signal without fault and signal-to-noise ratio of signal after
adding 2 m multipath signal
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Fig. 9. BDS signal fault detection result with
2 m multipath delay
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Fig. 10. Least squares fault detection result

Table 3. Test statistic and detection threshold table

Test statistics Detection threshold

0.280514873493427 3.29052673149190
0.000976998425709399 3.29052673149190
1.64257700468638e-07 3.29052673149190
7.73685428617538e-08 3.29052673149190
5.95297125774980e-08 3.29052673149190
9.76039521790220e-08 3.29052673149190
6.52123281603924e-08 3.29052673149190

216 E. Wang and D. Yang



As can be seen from Fig. 9, compared with Fig. 1, even if a multipath delay of 2 m
is added, 759 points exceed the detection threshold, thereby detecting the presence of a
fault. At this time, the failure detection rate is 94.88%. However, the least squares
method does not detect the existence of 2 m multipath. Therefore, this algorithm can
detect that a smaller fault is identified, and its sensitivity is higher.

5 Conclusion

This paper proposes to introduce the original navigation signal into the integrity
monitoring algorithm, and capture the missing information in the process of capturing
and tracking the IF sampling data, and use it for integrity monitoring. And through
experiments, we can see that the multi-path delay of 10 m, 5 m, and 2 m is added to the
IF data of the acquisition time of 10 s, the value of the test statistic will increase to
different degrees, thereby detecting the existence of the fault. The simulation experi-
ment shows that the algorithm is related to signal energy, and has high sensitivity. It
can detect any event that may have a weak influence on PVT, so that the potential risk
of navigation can be predicted.
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Abstract. The data processing center of ground-based augmentation system
utilizes Precise Point Positioning (PPP) ambiguity resolution (AR) technology to
determine the carrier phase integer ambiguities of virtual reference station (VRS).
Afterwards, the carrier phase ranges without phase ambiguities at VRS-end are
broadcasted to user-end. Based on the aforementioned technique, rapid PPP
integer ambiguity resolution assisted with RTK technology based on VRS is
realized in this study. By using single-differenced RTK solutions between the
rover station and VRS, single-differenced ambiguities between them can be
obtained. Since the broadcasted carrier phase observations of VRS is not affected
by the phase ambiguities, the single-differenced ambiguities are then equivalent
to the undifferenced phase ambiguities at the rover station. The single-differenced
ambiguities can be fixed like RTK, which indirectly realizes the PPP AR at the
rover station. Compared with the positioning results derived from the traditional
PPP method, the PPP AR assisted with RTK based on VRS can effectively
reduce the positioning convergence time and improve the positioning accuracy.

Keywords: Precise Point Positioning (PPP) �
Virtual Reference Station (VRS) RTK � Integer ambiguity �
Ground-based augmentation system

1 Introduction

Precise Point Positioning (PPP) can achieve high-precision positioning with only one
receiver. It works flexibly and does not depend on the network, which can achieve cen-
timeter and millimeter-level positioning with a certain convergence time. But length of
convergence time is a hard problem needs to be solved. Virtual Reference Station
(VRS) RTK technology can achieve centimeter and millimeter-level positioning accuracy
in a short period of time, but relies on the network to transmit differential information.

With the gradual improvement of the ground-based augmentation system con-
struction, ground-based augmentation differential information can be received through
network communication in major urban areas, and users can also receive SSR (State
Space Representation) information through satellite broadcast or network. If continuous
high-precision positioning results are required, the user can only perform PPP through
satellite-supplied SSR correction information without network, but the real-time PPP
positioning initialization time is long. To achieve the positioning accuracy of centimeters
or even millimeters, it usually takes 30 min or even longer to initialize, which is unac-
ceptable to most users [1]. Combining the advantages and disadvantages of real-time
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PPP and network RTK, users hope to use both technologies simultaneously to achieve
high precision and seamless positioning in many current applications. In order to shorten
the convergence time of PPP solution, the position coordinates and ambiguity infor-
mation obtained by RTK fixed solution are used to assist PPP solution to accelerate the
convergence speed of PPP ambiguity and improve the accuracy of solution.

2 Algorithm Principle

The method proposed in the paper mainly includes the following steps: the VRS
observation is processed by the PPP-AR technology, and the user is broadcasted to the
user through the network. After receiving the observation information, the user per-
forms the RTK single-differenced solution to obtain the carrier undifferenced ambi-
guity. The user obtains the RTK fixed solution and the undifferenced ambiguity and
calculates the tropospheric parameters. After obtaining the above parameters, the PPP
solution is used to obtain high-precision positioning results (Fig. 1).

Fig. 1. Rapid PPP integer ambiguity resolution assisted with RTK technology based on VRS
flow chart
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2.1 VRS Undifferenced Ambiguity Fixed

Usually, the VRS carrier phase observation received by user has integer ambiguity
parameter, even if the single-differenced integer ambiguity obtained by the RTK
solution still includes the integer ambiguity of the VRS carrier phase and the user
carrier phase, the undifferenced integer ambiguity of the user carrier phase can not be
separated.

Ground-based augmentation data center solves VRS observations undifferenced
ambiguity through PPP-AR technology [2], After the carrier phase undifferenced
ambiguity is fixed, the fixed ambiguity is added to the carrier phase observation value,
and the integer ambiguity of the carrier phase observation value is 0, and the data center
broadcasts the processed observation value to the user through the network. The
general process is as follows (Fig. 2):

Fig. 2. VRS observation measurement integer ambiguity processing flow chart
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The VRS service is all-weather. After a period of PPP-AR solution to determine the
integer ambiguity, the carrier phase observation value with the ambiguity of 0 can be
continuously broadcast to the user.

2.2 Single-Differenced Ambiguity Determination

From Sect. 2.1, the data center broadcasts to the user a carrier phase observation with
zero ambiguity. Without considering multipath and noise, the VSR virtual reference
station A carrier phase observation equation is [3]:

up
A ¼ f

c
q
p
A � fVA þ fVp � Np

A � f
c
ionpA � f

c
troppA ð2:1Þ

up
A is the carrier phase observation of satellite p to VRS, qpA is the distance from

satellite p to VRS, VA is the receiver clock error of user, Vp is the clock error of satellite
p, Np

A is p satellite to VRS carrier phase integer ambiguity, ionpA is the satellite p to user
ionospheric error, troppA is the satellite p to the user tropospheric error, f is the carrier
frequency, c is the speed of light. Since Np

A ¼ 0, the formula can be simplified to:

up
A ¼ f

c
q
p
A � fVA þ fVp �

f
c
ionpA � f

c
troppA ð2:2Þ

The carrier phase observation equation of rover B is:

up
B ¼ f

c
q
p
B � fVB þ fVp � Np

B � f
c
ionpB � f

c
troppB ð2:3Þ

up
B is the carrier phase observation of the satellite p to the user, qpB is the satellite

distance from the satellite p to the user, VB is the receiver clock error of the user, Vp is
the clock error of the satellite p, and Np

B is carrier phase integer ambiguity of the
satellite p to the user, ionpB is the ionospheric error of the satellite p to the user, troppB is
the tropospheric error of the satellite p to the user.

up
AB ¼ f

c
q
p
AB � fVAB � Np

B � f
c
ionpAB � f

c
troppAB ð2:4Þ

up
AB is the single-differenced carrier phase observation of satellite p, qpAB is the

single-differenced distance of satellite p, VAB is the single-differenced receiver clock
error, ionpAB is single-differenced ionospheric error of the satellite p, troppAB is single-
differenced tropospheric error of the satellite p. Because the baseline formed by VRS
and users is a short baseline, the effects of the ionosphere and troposphere can be
ignored by model correction:

ionpAB ¼ 0, troppAB ¼ 0 ð2:5Þ
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Equation (2.4) can be simplified to:

up
AB ¼ f

c
q
p
AB � fVAB � Np

B ð2:6Þ

Since the single-differenced receiver clock error VAB has the same effect on the
carrier phase observation of each satellite, and the ambiguity of each satellite is dif-
ferent, so by observing more than four satellites at the same time, the single differenced
integer ambiguities and he single-differenced receiver clock error are fixed by the
LAMBDA method. When the observation environment is good, the undifferenced
ambiguities of the rover can be fixed by combining the single epoch of the pseudorange
observation equation [4]. After the RTK ambiguities are fixed, high-precision user
position can be obtained.

2.3 User PPP Solution

After the user obtains the high-precision coordinates and the undifferenced ambiguities
of the carrier phase through the RTK fixed solution, The dual-frequency ionosphere-
free model is used as the basic model of PPP solution. The observation model is as
follows:

LIF ¼ f 21
f 21 � f 22

L1 � f 22
f 21 � f 22

L2 ¼ qþ c dt� dTð Þ � kIFNIF � tropþ bR � bS þ
X

V

ð2:7Þ

LIF is the combined ionosphere-free observation, f 1 is the L1 carrier frequency, f 2
is the L2 carrier frequency, q is the satellite-ground distance, dt is the receiver clock
error, dT is the satellite clock error, kIF is the wavelength of combined observation
value, NIF is the combined observation ambiguity, and trop is the tropospheric delay.

trop ¼ ddryMFdry þ dwetMFwet ð2:8Þ

ddry=wet is the zenith tropospheric dry/wet component delay, and MFdry=wet is the

dry/wet component delay projection function. bS is the delay term of the signal inside
the satellite, bR is the delay term of the signal inside the receiver.

P
V includes solid

tide correction, ocean load tidal correction, earth rotation correction, antenna phase
center deviation correction, antenna phase entanglement, and satellite clock relativistic
effect correction. According to the SSR parameters broadcast by the satellite, bS can be
obtained. The error of

P
V and the dry component of the tropospheric delay can be

accurately repaired according to the error model [5]. N1 and N2 can be obtained
according to the ambiguity calculated by the RTK fixed solution in Sect. 2.2.

NIF ¼ f 21
f 21 � f 22

N1 � f 22
f 21 � f 22

N2 ð2:9Þ
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NIF can be solved by bringing N1 and N2 into the Eq. 2.9. The accurate user
position and the satellite position obtained by the precise ephemeris calculated by the
RTK can obtain an accurate satellite-ground distance q, and the precise satellite clock
error dT can also be obtained by the precision satellite clock product.

V ¼ Ax� L ð2:10Þ

V is the observed residual vector; A is the design matrix; L is the constant vector;
x is the unknown increment vector, including dt, bR, dwet. By observing multiple
satellites, dwet can be obtained more accurately by using the observation of one epoch
by least squares calculation by Eq. (2.10). Usually, the zenith wet delay dwet is constant
in one continuous arc. By returning these parameters to the observation Eq. (2.7),
higher-precision position coordinates can be obtained continuously.

3 Experimental Results and Analysis

The top of the building in Shanghai Qianxun Building is selected as the rover, the data
center generates the VRS virtual reference station as the reference station in the
vicinity. The VRS grid point is 1.5 km away from the user, after the data center
measures the VRS, the carrier phase ambiguity of the broadcast is 0 and is broadcast to
the user. The data collection date is 2018-07-01 and the time period is 14:00–16:00.
The precision ephemeris and satellite clock error and the satellite carrier phase time
delay are provided by Qianxun SI. The receiver sampling interval is 1 s, the elevation
angle cutoff angle is 15°, and the receiver type is Trimble Net R9. Under this exper-
imental condition, the traditional PPP method and the RTK-assisted PPP fast-fixing
method are compared. The user does not use the VRS information after the RTK-
assisted PPP convergence. The number of satellites available for GPS, GLONASS, and
Beidou systems is as follows (Fig. 3):

Fig. 3. Statistics: available satellites
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Two methods solve the same set of data, and the error analysis of the solution
coordinates and the true value points is as follows:

It is shown in Fig. 4 that the traditional PPP solution can converge to within 2 dm
in three directions after 40 min, and the accuracy of the solution can be maintained at a
decimeter level after a period of time.

It is shown in Fig. 5 that the RTK-assisted PPP solution can reach within 2 dm in
three directions within 100 s, and the accuracy after convergence can be stabilized
within 7 cm. The NEU RMS (Root Mean Square) statistics are as follows after half an
hour after power on:

Fig. 4. NEU bias for traditional PPP

Fig. 5. NEU bias for PPP assisted with RTK
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It can be concluded from Table 1 that the convergence accuracy of the RTK-
assisted PPP solution in the E and U directions after half an hour is higher than that of
the PPP solution RMS.

It can be seen from Table 2 that the RTK-assisted PPP solution has improved
convergence speed and accuracy compared with the traditional PPP solution method.
The RTK-assisted PPP solution can achieve centimeter accuracy within 1000 s, while
the traditional method has an accuracy of only 0.552 m in 1000 s, and the accuracy is
still not up to the centimeter level after 7000 s.

4 Conclusion

Experiments show that the VRS observations are eliminated and the integer ambiguity
is broadcast to the user. The RTK single-differenced ambiguity determination can
effectively decompose the integer ambiguity into the user’s undifferences ambiguity,
and the coordinates can be fixed quickly according to the RTK. The solution deter-
mines the tropospheric zenith wet delay parameters. The user can obtain convergence
in integer ambiguity and tropospheric zenith wet delay parameters combined with
satellite SSR information PPP.

Compared with the traditional PPP solution mode, the RTK-assisted PPP ambiguity
fixed method can converge in a short time. Experiments show that the RTK-assisted
PPP ambiguity fixed method can converge within 2 min under the same conditions,
while the traditional PPP method takes 40 min. Only within can convergence, RTK-
assisted PPP ambiguity fixed method can converge to centimeter accuracy. The RTK-
assisted PPP ambiguity fixing method not only speeds up the convergence of PPP, but

Table 1. Statistics: NEU RMS

N E U

PPP solution RMS (m) 0.02 0.13 0.06
RTK assisted PPP solution
RMS (m)

0.02 0.03 0.01

Table 2. NEU three-way comprehensive error

Epoch (s) PPP solution error (m) RTK assisted PPP solution error (m)
1000 0.552 0.074
2000 0.219 0.067
3000 0.114 0.039
4000 0.132 0.035
5000 0.125 0.038
6000 0.177 0.032
7000 0.143 0.023
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also improves the convergence accuracy. When the network coverage is not good, the
user can quickly switch the PPP mode by the RTK, and the PPP can quickly converge
in the case of RTK information assistance.
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Abstract. Satellite-Based Augmentation Systems (SBAS) argument the Global
Navigation Satellite System (GNSS) by providing correction and integrity
informations through GEO to meet the navigation requirement for all phases of
civil flight, such as WAAS, EGNOS and so on. Now, BDS has entered global
construction stage, so the availability assessment for BDSBAS is important for
its planed application in civil aviation. The paper provides the key algorithms for
service area prediction, establish the error transfer model from monitoring
receiver, data processing center to user’s receiver. The simulation software is
developed and verified by comparing with WAAS report. The service area of
single frequency and dual frequency SBAS for different service level is simu-
lated and analyzed, which can be a reference for BDSBAS in China.

Keywords: SBAS � BDSBAS � Service area prediction � Service availability

1 Introduction

The Satellite-based augmentation system (SBAS) was first proposed and built by the
USA FAA to improve the availability, accuracy and integrity of basic global navigation
satellite system to meet the navigation requirements of life safety services such as civil
aviation. At present, many countries has built SBAS system and started to provide
service for civil users, such as USA‘s Wide Area Augmentation System (WAAS),
Europe’s European Geostationary Navigation Overlay System (EGNOS), and Japan’s
MTSAT Satellite-based Augmentation System (MSAS). At present, the SBAS system
provides SBAS services based on L1 signals and cannot meet the requirements of
CAT-I operation. Therefore, the current SBAS systems are gradually upgrading to the
DFMC SBAS system.

As an important part of BeiDou Navigation Satellite System (BDS), the BeiDou
Satellite-Based Augmentation System (BDSBAS) is scheduled to be deployed in a
timely fashion and gradually incorporated into the international standard system. In the
2016 version of SBAS L5 DFMC Interface Control Document, BDS was recognized as
the fourth augmented constellation [1, 2]. In October 2017, BDSBAS obtained three
PRN code on the GPS L1 and L5 signal.

In this paper, we studied the SBAS integrity parameters. The error model is built
including reference station, processing center and the users end, and the error transfer
process is given. The service area prediction method based on error transfer model can
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effectively predict and analyze the service area of the SBAS system in order to optimize
the system design.

2 Overview

According to the ICAO SARPs Annex 10 [3], the SBAS system uses GEO satellites to
provide services for users, and shall perform one or more of the following functions:
(1) Ranging function: provide an additional pseudo-range signal to improve the
availability of the basic GNSS; (2) Corrections function: Improve the accuracy of the
basic GNSS by providing the fast and long-term corrections and the ionospheric cor-
rections; (3) Integrity function: Improve the integrity of the basic navigation system by
providing UDRE, GIVE and other integrity parameters.

The SBAS system consists of three parts: ground segment, space segment and user
segment. Firstly, reference stations to get the observations and augment information
and sends it to the data processing center; the data processing center completes the data
preprocessing and do the quality check, and finally generates the corrections and
integrity information. The uplink station receives the argument information from the
data processing center, do the modulation and up-conversion after comparison and
verification and then sent it to the GEO satellite; the GEO satellite retransmit the uplink
signal through L-band and broadcasts the augment information to SBAS users; and at
last SBAS users use the correction information for positioning solution, and use the
integrity information to calculate the Protection Level (PL) [4], and achieve the
integrity protection function by comparing with the Alert Limit (AL).

The SBAS service area prediction is to compute the user’s PL through the target
service area given the basic navigation constellation and the reference station geometry,
evaluate the availability by comparing it to AL, and statistic the percentage of ser-
viceable areas in the whole target service area. So we need to establish the error transfer
model.

3 Modeling of Service Area Prediction

This part we will establish the error transfer model from the reference station obser-
vation error, data processing center, and then to the users’ end, and in data processing
model there are two parts: UDRE model and GIVE model.

3.1 Reference Station Error Model

The reference station of SBAS system is used to get the observations and augment
information which will be sent to the data processing center to generate the corrections
and integrity parameters. The accuracy and reliability of reference stations’ observa-
tions are the basis for the system to provide high-precision and high-integrity services.
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The GNSS observation error is affected by the measurement performance of the
reference station receiver and the observation environment, including receiver noise
rnoise;i, multipath error rmultipath;i, tropospheric correction error rtrop;i [5], as follows:

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2noise;i þ r2multipath;i þ r2trop;i

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2CNMP;i þ r2trop;i

q
ð1Þ

In the process of data processing, the correction is generated using smoothed
pseudo-range observations by dual-frequency phase observations. The residual error
rCNMP;i after removing the multipath correction from the pseudo-range can be obtained
by the CNMP model [6]. Then Eq. (1) can be written as follows.

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2CNMP;i þ r2trop;i

q
ð2Þ

3.2 Data Processing Center Error Model

The SBAS system processing center calculates UDRE and GIVE parameters by using
the GNSS observations from each reference station. The UDRE parameter reflects the
accuracy of the fast and slow corrections. The smaller the UDRE and GIVE, the higher
the users’ position accuracy and the higher the availability of the system. However, the
system must be guaranteed with a certain degree of confidence to ensure the security of
each user in the service area, so the UDRE and GIVE must be bigger enough to bound
the satellite ranging error and ionospheric error. The two-parameter simulation is
modeled as follows.

3.2.1 UDRE Model
Similar to the principle of calculating the users’ position using multi-satellite obser-
vations, the data processing center can determine the orbit and clock error of the
satellite by using the observations of multi-stations whose coordinates are known
precisely. The geometry and data quality of the station determines the accuracy of the
GNSS’s position and clock error [7]. Defining user direction-cosine satellite geometry
matrix is Gi, the relationship between the residual of the pseudo-range observation and
the position and clock error of satellite broadcast ephemeris is as follows:

Dy ¼ GiDxsv þ e ð3Þ

Where Dxsv is the difference between the real position and clock of satellite and the
broadcast orbit and clock, Dy is residual of the pseudo-range observation, e is the
observation error.

The solution methods of Eq. (3) include least squares (LS) method, weighted least
squares (WLS) method, and minimum-variance (MV) estimation. The LS and WLS
method are sensitivity to the reference station geometry and observations noise.
The MV method can use the prior accuracy of satellite ephemeris error to reduce this
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sensitivity. So in this paper we use the MV method. The orbital and clock estimation
error P̂MV can be written as follows:

P̂MV ¼ ðP�1
0 þGTWGÞ�1 ð4Þ

Among them, P0 is the prior accuracy of the satellite ephemeris, and W is the
weight of the observation data of each reference station whose calculation method is
referred to Sect. 3.1. In order to reflect the error’s change with space, the SBAS system
broadcast UDRE parameter and the covariance parameter [7, 8] MT28 together. In this
paper the user protection level is calculated directly using P̂MV without considering the
encoding process.

3.2.2 GIVE Model
Due to ionospheric irregularity, the calculation of GIVE parameters is more compli-
cated than UDRE parameters. The GIVE generation algorithms include planar fit
method [9], Kriging method [10] and so on. At present, the WAAS/MSAS system uses
the planar fit algorithm to generate ionospheric correction information [9, 11], and
GIVE is calculated as follows.

r2GIVE ¼ R2
irregr

2
IGPk

þ r2rate�of�change þmaxðR2
irregr

2
decorr; r

2
un de rsampledÞ

GIVE ¼ 3:29rGIVE
ð5Þ

Where, R2
irregr

2
IGPk

is general error term, R2
irregr

2
decorr is spatial error term,

r2un de rsampled is the threat term by the undersampled ionospheric pierce points (IPPs),

r2rate�of�change is time-varying error term. The value 3.29 indicates that the GIVE bound
ionospheric estimation error with a probability of 99.9%. Rirreg

2 is called the inflating
coefficient and is calculated by false alarm rate PFA, and missed alarm rate PMD, as
follows [12]:

R2
irreg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v21�PFA

ðn� 3Þ=v2PMD
ðn� 3Þ

q
ð6Þ

Where n-3 is the freedom of the planar fit estimation. r2IGPv
is the maximum value

of four farth points’ estimation error around the calculation grid, which is calculated as
follows:

r2Îv;IGP ¼ ½ðGT
I WGIÞ�1�1;1

r2ÎvðDk;D/Þ ¼ 1 Dk D/½ �½ðGT
I WGIÞ�1� 1 Dk D/½ �T

r2IGPv
¼ max r2Îvð2:5; 2:5Þ; r

2
Îv
ð�2:5; 2:5Þ; r2Îvð2:5;�2:5Þ; r2Îvð�2:5;�2:5Þ

� � ð7Þ

Where: W represent for the weighted matrix which can be calculated referring to
[10]; GI represent for the design matrix which describe the geometry of the IPPs.
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3.2.3 User’s Error Model
According to the RTCA standard, the SBAS single-frequency user terminal uses the
corrections to perform the least-squares position [4] and uses the UDRE and GIVE to
calculate the protection level, as follows:

HPLSBAS ¼
KH;NPA � dmajor; form enroute to LNAV

KH;PA � dmajor; LNAV=VNAV ; LP; LPV
�

VPLSBAS ¼ KVdU

dmajor �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd2east þ d2northÞ=2þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd2east � d2northÞ=2
� �2 þ d2EN

qr

½d2east d2north d2EN d2U � ¼ ½
XN
i¼1

s2east;ir
2
i

XN
i¼1

s2north;ir
2
i

XN
i¼1

seast;isnorth;ir
2
i

XN
i¼1

s2U;ir
2
i �

ð8Þ

Where: seast;i; snorth;i; sU;i represent for the direction of north east and up. The
observation error r2i of each satellite includes the satellite’ orbital and clock error term
r2flt;i, the ionospheric error term r2UIRE;i, the noise and multipath error terms r2air;i, and

the tropospheric model error term r2trop;i, as follows.

r2i ¼ r2flt;i þ r2UIRE;i þ r2air;i þ r2trop;i ð9Þ

Among them, the tropospheric error and the user receiver noise error term are
calculated according to the RTCA standard. The simulation in this paper does not
consider the quantization loss and degradation parameters such as MT10. The users’
calculation of r2flt;i and r2UIRE;i can be simplified as:

r2UIRE;i ¼
XnIGP
n¼1

Wnðxpp; yppÞ � r2n;GIVE ð10Þ

r2flt;i ¼ rUDRE;i � dUDRE
� �2 ð11Þ

In the formula, the weight value Wn of the Ionospheric Grid Point (IGP) is cal-
culated referring to [4]. In the paper, r2flt;i is directly calculated using orbital and clock
covariance, that is:

r2flt;i ¼ G � PMW � GT ð12Þ

In order to meet the integrity requirements, the GIVE parameters’ calculation must
consider the effects of anomalies such as ionospheric storms, so GIVE is always large
and leads to the larger XPL which limits the application level of SBAS. So the second
civilian frequency L5 is proposed for the DFMC SBAS system. In DFMC SBAS
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system, the user uses the ionospheric-free combination to eliminate the ionospheric
delay error. The observation error is as follows:

r2i ¼ r2flt;i þð2:6� rair;iÞ2 þ r2trop;i ð13Þ

As above, the ionospheric-free combination increased the noise error to 2.6 times
that of L1-only., but the problem caused by the ionospheric anomaly is avoided, and
the protection level of the user end is only affected by UDRE.

3.3 Service Area Prediction Method

According to the above analysis, given the broadcast ephemeris, reference station
location and the target service area, the calculation process from the reference station
error to the user terminal’s protection level is as follows:

(1) Calculate the measurement error of reference station by using Eq. (1);
(2) Calculate the position of each navigation satellite, and use Eq. (4) to calculate the

orbital and clock correction error of each visible satellite;
(3) Calculate the IPPs, search for the pierce point that meets the conditions for each

IGP, and use Eq. (5) to complete the calculation of the vertical delay error of the
ionosphere grid point to generate the GIVE parameter;

(4) Calculate the user’ visible satellite, and use Eq. (8) to calculate the PL.

During the simulation period, the user position is simulated using a certain position
resolution, and the number of points whose PL < AL is counted, and then the service
area prediction can be completed.

4 Simulation Analysis

4.1 WAAS Service Area Simulation

WAAS system can provide service for civil aviation users’ RNP to LPV200 operations.
The LPV200 service requirement is between the APVI and APVII service requirement
in the ICAO standard whose Horizontal Alert Limit (HAL) is 40 m and the Vertical
Alert Limit (VAL) is 35 m. To verify the validity of the method in this paper, we do the
service area prediction for WAAS LPV200 Service using WAAS stations’ coordinate
and GPS ephemeris data and compare the simulation result to the WAAS assessment
report.

The simulation uses GPS broadcast ephemeris on January 1, 2017. The distribution
of WAAS reference station, IGPs and WAAS GEO satellite CRE and CRW are shown
in Fig. 1 and the model parameters is referring to [5, 6, 10]. The prediction LPV200
service area is the area whose XPL is smaller than XAL for more than 99.9% of the
time periods in a day. The result is shown in Fig. 2.
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By comparison, the result in the above figure is in good agreement with the WAAS’
report [13] and the validity of the method is verified.

4.2 Simulation of BDSBAS Service Area

As an important part of BDS, BDSBAS will be built in accordance with international
standards to provide services to users in China and the surrounding countries [14].
BDSBAS consists of three parts: space segment, ground segment and user segment.
The space segment includes three GEO satellites (located at 80° E, 110.5° E, and
140° E). The ground segment consists of Operation Control Center, Data Processing
Centers, Uplink Stations and Monitoring Stations (MS). The user segment refers to
BDSBAS terminals used in all modes of transport. BDSBAS will provide APV-I
services in the first place and then provide CAT-I services through DFMC SBAS [15].

In order to predict the service area, the distribution of MS should be determined
according to the construction planning and service requirement. Considering GIVE
parameters requires more stations than UDRE parameters, we will analyze the station
distribution from the GIVE solution demand. In Table 1, the number of grid points that
can be provided under different station distributions is compared.

Table 1. Compare of IGP points under different station number

Time/h 10Sta 20 25 27 32

0 3 40 52 60 70
2 3 24 38 46 51
4 7 35 44 50 59
6 13 41 54 58 65
8 3 42 54 59 69
10 3 27 39 46 51
12 7 35 45 50 59
14 12 43 54 57 65
16 5 41 51 57 67
18 4 27 35 41 46
20 8 34 46 50 59
22 11 40 51 58 66
Mean 6.6 35.8 46.9 52.7 60.6
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As above, the system can provide most IGPs’ information above China using 32
stations, which is shown in Fig. 3 below. Considering the service level and imple-
mentation feasibility, the subsequent simulations are simulated using 30 stations, as
shown in Fig. 4.

Considering the requirements of the APVI service, LPV200 service and CAT-I
service, the single-frequency (SF) and dual-frequency (DF) user service areas in the
case of 30 stations in China is simulated as follows (Figs. 5, 6, 7 and 8).
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According to the simulation, the SF SBAS system can provide LPV200 services for
99.52% and CAT-I services for 88% of single-frequency users in China using the
selected 30 stations. The DFMC SBAS systems can provide CAT-I services for 100%
of dual-frequency users in China using the selected 30 stations.

5 Conclusion

The article built the error transfer model from the stations to the user end, and gives a
method to predict the SBAS service area. The validity of the method is verified by
comparing with WAAS report firstly and then we do the analysis for BDSBAS using
this method. Considering the calculation requirement of IGPs, we chose 30 stations for
BDSBAS simulation finally. The simulation result shows that using the selected 30
stations: the SF SBAS system can provide LPV200 service for more than 99% of
single-frequency users in China, and DFMC SBAS can provide CAT-I service for
100% of dual-band users in China. At present, China has begun the construction of
BDSBAS. The simulation tools in this paper can provide reference for system plan-
ning. And in order to improve the model accuracy, we will study the error model of
BDS’ observation and the ionospheric threat model in China in future.
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Abstract. Compared with BeiDou-2, BeiDou-3 has obvious advantages in
geometric configuration and frequency richness, which can improve satellite
geometric distribution, greatly reduce observation noise, and provide users with
higher integrity positioning service. The simulation method is used to analyze
the influence of the increase of BeiDou satellite number and the improvement of
observation quality on RAIM performance. It is found that the RAIM algorithm
after the global coverage of BeiDou-3 is too conservative in terms of false alarm
and missed detection performance, and its availability level is too strict. Then
the paper proposes a method based on the equal risk allocation of missed
detection probability. By averaging the missed detection probability to the
visible satellite, a more reasonable risk allocation can be achieved. The simu-
lation test results show that compared with the classical method, the RAIM
algorithm with equal risk allocation method can obtain less integrity risk and
improve the availability level.

Keywords: BeiDou-3 � RAIM � False alert probability �
Missed detection probability � Equal allocation

1 Introduction

BeiDou Navigation Satellite System (BDS) is a global satellite navigation system
independently developed by China. The currently operating BeiDou-2 system consists
of five geostationary orbit satellites (GEO), five incided geosynchronous orbits (IGSO)
and four medium earth orbits (MEO) [1]. BeiDou-2 system has achieved full coverage
in the Asia-Pacific region. It’s positioning accuracy, orbital or clock difference per-
formance, signal modulation method and observation noise have been fully studied [2].
At present, the design life of some BeiDou-2 satellites is close to the limit, and it is
difficult to maintain service performance. On November 5, 2017, the first and second
BeiDou-3 satellites were launched, which opened the construction project of the Bei-
Dou global system network. BeiDou-3 system constellation will consist of three GEO
satellites, three IGSO satellites and twenty-four MEO satellites. In addition, five
BeiDou-3 test satellites have been launched before 2017 to verify the performance of
BeiDou-3 system. BeiDou-3 system predicts a 2-h user range accuracy of about 0.5 m,
and the single-double frequency horizontal positioning accuracy is 3.5–4.3 m, which is
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better than result of the BeiDou-2 system. In terms of satellite payload, BeiDou-3
satellite has added new hydrogen atom species; and in signal design, BeiDou-3 system
has added S-band Bs signal as an important frequency resource in the future [3].

The BeiDou-3 system will provide users with higher integrity positioning services
in the optimization of geometric constellation configuration, improvement of signal
modulation mode, and satellite atomic clock. Integrity is mainly to ensure the quality of
positioning services provided by the system to reduce integrity risk (IR) [4]. It is
defined as the probability that user positioning error exceeds the error limit but does not
cause alarm [5]. There are two types of methods for integrity monitoring: one is the
external augment method, which monitors the status of the satellite and the system
itself by setting up monitoring stations, such as the current wide area augmentation
system and local area augmentation system [6]. The second is receiver autonomous
integrity monitoring algorithm (RAIM), which uses the internal observation informa-
tion of the receiver or auxiliary information such as inertial navigation to detect and
identify satellite faults [7]. These integrity monitoring methods can be combined for
users. The RAIM method responds quickly to satellite faults and abnormalities, and has
lower application cost. Currently, it is the most widely used.

With the wide application of GNSS navigation equipment in civil aviation field,
when it comes to safety of life applications, people not only hope to obtain high-
precision positioning information, but also hope that the obtained positioning infor-
mation has high reliability, so the navigation system Integrity has become a problem
that civil aviation users must consider. RAIM is an integrity algorithm for fault
detection and fault identification using redundant observations in receivers or other
auxiliary information. It does not require the support of ground facilities. It has the
advantages of low cost, high speed and wide coverage. the emergence of this tech-
nology has a milestone significance in the civil aviation field [8, 9]. Currently RAIM
algorithms mainly include: pseudorange comparison method, least squares residual
method and parity vector method, and these three popular RAIM algorithms are
mathematically equivalent in nature [10, 11]. Therefore, this paper will mainly intro-
duce the RAIM algorithm based on least squares residual.

Compared with the BeiDou-2 system, the BeiDou-3 system has better geometric
configuration, better code rate, richer frequency and lower observation noise. In fact,
these favorable changes will also affect the performance of the BeiDou RAIM algo-
rithm, and the design of the RAIM algorithm according to the BeiDou-2 system may no
longer be applicable. In fact, these favorable changes will also affect the performance of
the BeiDou RAIM algorithm, and the RAIM algorithm according to the BeiDou-2
system may be not applicable. This article firstly analyzes the performance of the
RAIM algorithm after the BeiDou globalization, then compares it with the performance
of the BeiDou RAIM algorithm under the current BeiDou-2 system. Finally as RAIM
algorithm is quite conservative in terms of false alarm and missed detection perfor-
mance after BeiDou system becomes globalized, the paper proposes an equal risk
allocation scheme on missed detection probability.
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2 A Brief Overview of RAIM

The principle of least squares can be used for both positioning and error detection. The
least squares residual method is a chi-square test based on the sum of squared residuals
for satellite fault detection.

Assuming that n satellites are visible, the linearized observation equation is:

y ¼ Gxþ e ð1Þ

Where y is the pseudorange observation vector; x is the state variable, including
three user position parameters and the receiver clock error parameter; G is the obser-
vation geometric matrix; e is the observed noise, and obeys the Gaussian distribution
with zero mean and r2 variance.

The pseudorange residual v contains pseudorange error information, which can
provide a basis for judging whether the satellite has a fault. The error in the post-test
unit weight of the pseudorange residual vector is:

r̂ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vTv=ðn� 4Þ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSE=ðn� 4Þ

p
ð2Þ

In the application, d ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSE=ðn� 4Þp

is usually used as the detection statistic.
SSE is the sum of squares of each element in the pseudorange residual vector, and
obeys the chi-square distribution.

Making a binary hypothesis for detection statistic d, the system is either assumed to
be fault free, the H0 hypothesis, and d2 will have a chi-square distribution with n-4
degrees of freedom. Or there is assumed to be a large bias error on one satellite
measurement. The faulted case is referred to as the H1 hypothesis.

For fault detection, the detection statistic d will be compared to the threshold Td .
Under the condition of satisfying fault detection, if it exists d[ Td , that indicates the
current system has a fault. There are many references to calculate RAIM fault detection
threshold. This part will analyze the relationship between detection threshold and
missed detection probability (Pmd) and false alarm probability (Pfa).

Figure 1 shows the RAIM fault detection algorithm using classical hypothesis
testing. If the H0 hypothesis is true, the probability density function (pdf) of the
detection statistic obeying the distribution is indicated by the pink line, and the pfa is
the yellow area beyond the detection threshold. The H1 hypothesis is true, the pdf of
the detection statistic obeying the distribution is shown by the blue line, and the pmd is
the red area below the detection threshold.

Therefore, the fault detection threshold can be calculated according to the specific
false alarm probability in the case of no fault condition as follows:

Z1
TD

fvm x; mð Þdx ¼ Pfa ð3Þ
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The value of the detection threshold Td can be calculated by the above formula, and
the relationship between the threshold and the missed detection probability Pmd can be
obtained in a similar manner:

ZTD
0

fnvm x; m; kð Þdx ¼ Pmd ð4Þ

In this state, both the threshold Td and the missed detection Pmd probability are
available, then the centrality parameter k can be calculated.

When the RAIM algorithm based on least squares residual is used for fault
detection, the number of visible satellites needs to be 5 or more. However, due to
obstacle occlusion and multipath, the satellite geometry in many regions is not ideal.
There is a negligible impact on integrity monitoring [12, 13]. Therefore, it is necessary
to determine whether the satellite geometry meets the requirements before fault
detection.

Assuming there is a large bias in pseudorange, then the bias is projected into the
detection space with a size of B meters. The distribution of d2 is non-central chi-square
with a centrality parameter of k ¼ B2. If the projected bias is represented by Pbias,
Pbias can be calculated by the centralization parameter:

Pbias ¼
ffiffiffi
k

p
ð5Þ

Pbias is the largest projection into the detection domain of a pseudorange error
in certain Pmd . The formula for projecting the pseudorange error into the detection
domain is:

Fig. 1. Threshold set to meet Pmd and Pfa requirement
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S ¼ ðI � GAÞ ¼ ðI � GðGTGÞ�1GTÞ ð6Þ

Before doing a hypothesis test, it is necessary to determine whether the current
satellite geometry is satisfied [14]. Fault detection needs to be returned to the location
domain. For given geometric distribution, the pseudorange can be entered into the
location domain [15, 16] by

A ¼ ðGTGÞ�1GT ð7Þ

For each satellite, the ratio of the projection of the errors into the position domain to
the projection of that error into the detection domain is defined as:

HslopeðiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðA2

1;i þA2
2;iÞ

Si;i

s
ð8Þ

Pbias indicates the maximum error when meet the missed detection probability.
Therefore the maximum positioning error for each satellite is:

HPL ¼ maxðHslopeðiÞÞ � PbiasðnÞ ð9Þ

The above formula is the most basic calculation method of the Horizontal Pro-
tection Level (HPL). Usually HPL will be compared with the Horizontal Alarm Level
(HAL). If it exists HPL\HAL, the current geometric distribution meets the require-
ments and RAIM fault detection can be performed [17].

3 Performance of False Alarm Probability

The false alarm probability refers to the probability that the system applying the
integrity algorithm does not exceed the threshold, but alerts the user [4]. System alarms
are related to the continuity risk requirements and correlation time for the navigation
system.

In classical RAIM algorithm, the number of satellites is known to determine the
freedom in the test statistics, and the normalized threshold of fault detection can be
determined:

Z1
T2
n

fvm x; n� 4ð Þdx ¼ Pfa ð10Þ

The normalized threshold Tn can be obtained by the above formula. The fault
detection threshold needs to consider the measurement noise of the navigation system.
The measurement noise level of the current stable BeiDou-2 system is about 2.4 m
[18]. As the BeiDou-3 system has been greatly improved in measurement accuracy, the
measurement noise of the system is reduced. That means when the RAIM algorithm
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designed by BeiDou-2 system is applied to the BeiDou-3 system, the actual detection
threshold and false alarm probability will be affected. Under the reference of the
BeiDou-3 experimental satellites, it is currently assumed that the 1-sigma value of the
measurement noise in BeiDou-3 system is 0.9 m. This assumption is relatively con-
servative. However, the use of 0.9 m conservative value is sufficient to illustrate the
impact of this change on RAIM algorithm in BeiDou-3 system.

The detection statistic of RAIM algorithm under BeiDou-3 system still obeys the
chi-square distribution, and the actual false alarm rate can be calculated as:

Z1
T2
n;real

fvm x; n� 4ð Þdx ¼ ePfa ð11Þ

Where:

Tn;real ¼ Tn � rBDS�II

rBDS�III
ð12Þ

It can be seen from the above equation that the real normalized threshold and false
alarm probability are affected by the measurement noise of BeiDou system. On the
other hand, the BeiDou-3 system has increased the possibility of observing more
satellites in the same area than the previous system. Figure 2 shows the real normal-
ization threshold and the assumed normalization threshold for the number of satellites
between 5 and 14.

Figure 2 shows the reason why the RAIM algorithm is too conservative when
applied to the Beidou-3 system. The real normalization threshold is much higher than
the assumed threshold under the Beidou-3 system with a smaller measurement noise

Fig. 2. Real or assumed normalized thresholds under different visible satellites
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level. In addition, since the Beidou-3 system can provide more observable satellites in
the same area, the threshold difference is further enlarged.

Figure 3 shows the detection statistic distribution of RAIM algorithm at the cor-
responding noise level (H0 hypothesis and H1 hypothesis). The blue marked area
indicates the false alarm probability parameter assumed under the five BeiDou-3
satellites. The red marked area indicates the real false alarm probability, and it can be
seen that the real false alarm probability is much lower than the assumed false alarm
probability. On the surface, we should accept that the real false alarm probability is
lower than the target requirement, but too conservative false alarm probability increases
the requirement for high performance of hardware facilities, and adds unnecessary
costs. On the other hand, the actual normalized threshold is much higher than the
design value, resulting in waste of availability.

4 Performance of Missed Detection Probability

The missed detection probability refers to the probability that the integrity algorithm
detects that the system has not exceeded the detection threshold but has actually failed
[4]. The Pmd derives from the integrity risk probability and is also related to the
satellite failure probability. In classical RAIM applications, integrity risk usually does
not exceed 10�7=h. If the probability of satellite failure is 10�4

�
h, the missed detection

probability is 0.001 [19].
Figure 4 shows the distribution of the detection statistics of the RAIM algorithm

under the H0 hypothesis and H1 hypothesis. Considering that the actual pseudorange
error of BeiDou-3 system has smaller noise, the real distribution of the fault-free H0

hypotheses and fault H1 hypotheses is very narrow. Since the real normalization

Fig. 3. Distribution of test statistic under fault free hypothesis and faulted hypothesis
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threshold is much higher than the design value, the real Pmd represented by the blue
area is much smaller than the original Pmd index, the performance is very conservative.

From the equation of missed detection probability, it can be seen that the detection
threshold, freedom and decentralized parameter are three parameters closely related to
Pmd. As the BeiDou system reduces the measurement noise of the system and
increases the number of satellites during the globalization process, these improvements
lead to changes in the aforementioned parameters, which in turn affect the Pmd per-
formance. Next, the impact on Pmd is considered from the perspective of decentralized
parameters and freedom.

The relationship between the pseudorange domain and the detection domain As
mentioned earlier, the influence of the decentralized parameter on the missed detection
probability can be considered as a function of the pseudorange in the detection domain
under the bias value B, as follows:

PmdðBÞ ¼
ZT2

n

0

fncv x; n� 4;
B
r

� �2
 !

dx ð13Þ

Since the BeiDou-3 system has a smaller measurement noise, the distribution of the
fault hypothesis becomes very narrow, and the missed detection probability as a
function of the deviation B will also be affected. Equation (13) can be adjusted to:

PmdðBÞ ¼
ZT2
n;real

0

fncv x; n� 4; K
B
r

� �2
 !

dx ð14Þ

Fig. 4. Distribution of test statistic under fault free hypothesis and faulted hypothesis
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Where:

K ¼ rBDS�II

rBDS�III
ð15Þ

Figure 5 shows the Pmd as a function of the detection domain deviation when
assuming five satellites. The red curve is the Pmd under the BeiDou-2 system, and the
yellow curve represents the Pmd under the BeiDou-3 system with less noise. It can be
seen that the real Pmd curve decreases faster. When the Pmd reaches the design index
of 0.001, the deviation value B corresponding to the actual missed detection curve is
much smaller than the detection domain deviation under the BeiDou-2 system.

In classical RAIM algorithm, the maximum deviation Pbias of the satellite pseu-
dorange error projected into the detection domain is fixed. Since Pbias has been
determined under the BeiDou-2 system, when it is applied to the BeiDou-3 system with
less noise measurement, it can be obtained from Fig. 6, the actual miss detection
probability corresponding to the fixed deviation Pbias is much smaller than the design
requirement. It is worth noting that HPL is considered to be the upper bound of the
positioning error range. In classical RAIM applications, the HPL requirement is usually
no more than 10�7. The actual miss detection probability reaches 10�14, so the actual
HPL is 10�18 or less. The magnitude is much lower than the original positioning error
limit. Such stringent requirements have caused excessive waste of availability and are
no longer applicable.

Fig. 5. Pmd as a function of bias error under different BeiDou system
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The globalization process of the BeiDou system provides users with the possibility
of observing more satellites. The increase in the number of satellites means a change in
the degree of freedom, which also affects the performance of the Pmd.

Figure 7 shows the real Pmd curve in the range of 5 to 15 satellites. It can be seen
that the order of real Pmd is in the range of 10�10 � 10�14, which is much smaller than
the design value. And it also exceeds the constraint of the positioning error limit and
the integrity risk. The real Pmd performance is too conservative. It increases the burden
on the receiver and has no practical significance.

Fig. 6. Assumed Pmd and real Pmd under fixed Pbias error

Fig. 7. Effective probability of missed detection as a function of the used satellites
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Through the above analysis, when the RAIM algorithm based on the Beidou-2
system is applied to the Beidou-3 system, the RAIM algorithm performs very con-
servatively in terms of false alarm and missed detection. It exceeds the constraints of
integrity risk and continuity risk and caused excessive waste of availability. Current
receivers are no longer able to meet such demanding performance requirements.
Therefore, the new RAIM algorithm should fully consider the improvement of the
observation noise and geometric satellite distribution of the Beidou-3 system. In
addition, in order to obtain higher availability, providing users with better integrity
services, the next part will seek a more realistic risk allocation method.

5 RAIM Risk Allocation

In the classical RAIM algorithm, the risk allocation method is that the assumed a priori
failure probability is all allocated to the “hardest to protect” satellite, that is, the satellite
with the largest Hslope at the current time [19]. This section will explore a more
realistic approach to risk allocation.

Through analysis, Pmd is calculated by Eq. (13) as a function of pseudo-range
deviation projected into the detection domain. Further, the function in the detection
domain can be projected into the location domain by Eq. (8).

In the classical risk allocation method, the Pmd is regarded as a function of min-
imum detectable error. The relationship can be expressed as follows:

PmdðMDEÞ ¼ ZT2
n

0

fncv x; n� 4;
MDE

HslopeðmaxÞ
� �2

 !
dx ð16Þ

Furthermore, the relationship between the minimum detectable error and Pmd
under fault condition can be determined. In other words, that is the relationship
between the minimum detectable error and integrity risk:

IRCAðMDEÞ ¼ PmdðMDEÞ � Pap ð17Þ

IRCA is the integrity risk under the classical allocation method; MDE is the mini-
mum detectable error; Pap is the current global a priori failure probability of the
satellite.

In order to explore a more realistic risk allocation, this paper proposes an equal
allocation method for Pmd. The probability of failure is equally distributed to all
satellites in the current time, not just the maximum Hslope satellite.

Therefore, in equal allocation method, the missed detection probability as a func-
tion of the minimum detectable error can be expressed as:

Pmd MDEð Þ ¼
XN
i¼1

ZT2
n

0

fncv x; n� 4;
MDE

HslopeðiÞ
� �2

 !
dx ¼

XN
i¼1

Pmd MDE; ið Þ ð18Þ
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Furthermore, the relationship between the minimum detectable error and integrity
risk is:

IREAðMDEÞ ¼
XN
i¼1

PmdðMDE; iÞ � PapðiÞ
� � ð19Þ

IREA is the integrity risk under equal allocation method; PapðiÞ is the prior proba-
bility of each satellite; N is the number of visible satellites.

The equal risk allocation method distributes the assumed a priori failure probability
equally to all satellites in the current time. This method fully considers the impact of
each satellite which may fail at present on the missed detection probability, which
makes the risk allocation of RAIM algorithm more realistic. The next section will
further analyze the performance of the equal risk allocation method.

5.1 Experimental Results and Analysis

In classical RAIM applications, when GNSS is used as an auxiliary navigation method,
the integrity parameters such as integrity risk and continuity risk are usually certain. In
this section, the performance of RAIM algorithm under different risk allocation
methods is analyzed by simulation method. The specific parameter settings in the
simulation process are shown in Table 1.

Suppose there are five visible satellites at the current time, and the corresponding
Hslope = [1.00, 0.66, 0.43, 0.18, 0.2]. The paper first analyzes the relationship between
minimum detectable error and integrity risk under different risk allocation methods.

The purple line in Fig. 8 indicates the relationship between the classical risk
allocation and the positioning error and integrity risk under the BeiDou-2 system. The
classical RAIM algorithm distributes the satellite prior probability of failure to the
satellite with the maximum Hslope, while other satellites are ignored. Since the
integrity risk requirement of the classical RAIM application does not exceed 10�7=h
and the relationship between detection domain and location domain is linear mapping,
the point of the curve at 10�7 can be understood as the HPL set by the RAIM algo-
rithm. The blue line in the figure indicates the classical risk allocation method, but
based on the BeiDou-3 system with less observed noise. It can be noted that the blue
solid line at 10�7 corresponding abscissa points is far smaller than HPL.

Table 1. Simulation parameter settings

Simulation parameter Value

Integrity risk 10�7

Continuity risk 6:667� 10�5

Satellite overall prior probability of failure 1:1� 10�4

Satellite average prior probability of failure 1:4� 10�5

rBDS�II 2.4/m
rBDS�III 0.9/m
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The yellow line in Fig. 8 indicates the equal risk allocation method based on the
BeiDou-3 system. The system equally distributes the probability of satellite prior
failure to each satellite at the current time. Since the risk of missed detection probability
is evenly distributed, the Pmd of each satellite in the detection domain can be projected
into the position domain by the corresponding Hslope. Then the total probability is
obtained by summing in the position domain. It can be seen from Fig. 8 that the equal
allocation method of Pmd under any positioning error has less integrity risk than the
other two curves in the set range. This means that the RAIM algorithm using the equal
risk allocation method can better protect satellites with smaller Hslope when consid-
ering each potentially faulty satellite.

The relationship between minimum detectable error and integrity risk under dif-
ferent risk allocation methods has been obtained. This section will further analyze the
availability of the RAIM algorithm.

It can be determined that when the integrity risk is 10�7=h, the pseudorange error is
projected into the maximum deviation in the detection domain. That is Pbias mentioned
in the previous section. If the number and geometric distribution of visible satellites are
determined, the Hslope factors in the currently visible satellite can be determined. The
Hslope are not affected by the noise level under the BeiDou system, so the HPL can be
reflected by Pbias.

Considering that BeiDou-3 system provides the possibility of observing more
satellites in the same area, Fig. 9 reflects the corresponding Pbias when the number of
visible satellites ranges from 5 to 14. It can be seen that the Pbias calculated by the
classical risk allocation method based on the BeiDou-3 system is much smaller than the
design value based on the BeiDou-2 system. In addition, the RAIM algorithm using the
missed detection probability equal risk allocation method has the smallest Pbias, which
means that the RAIM algorithm using the equal risk allocation method can provide a
better protection level.

Fig. 8. Integrity risk under classical allocation or equal allocation

250 J. Zhang et al.



The red line in Fig. 10 shows the ratio between the HPL obtained by the equal risk
allocation method under BeiDou-3 system and the HPL designed by the classical risk
allocation method under BeiDou-2 system. It can be noted that the HPL obtained by the
equal allocation method was reduced by 20% to 35%. The blue line is the ratio between
the HPL obtained by the equal risk allocation method under BeiDou-3 system and the
HPL obtained by the classical risk allocation method under BeiDou-3 system. In this
case, the HPL obtained by the average distribution method is reduced by 5%–10%. In
summary, compared with the other two states the RAIM algorithm with equal risk
allocation of missed detection probability can provide smaller protection level.
Therefore, the RAIM improved algorithm with equal risk allocation method can pro-
vide higher availability and better integrity services for users.

Fig. 9. Pbias meet integrity risk requirement under different risk allocation modes

Fig. 10. HPL ratio under different risk allocation
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6 Conclusion

The Beidou-3 system has greatly improved its geometric configuration, signal modu-
lation method and frequency richness in the process of globalization. This paper
analyzes that the performance of RAIM algorithm based on Beidou-2 system is too
conservative in terms of false alarm and missed detection when applied to the Beidou-3
system. And it break through the constraints of continuous risk and integrity risk,
resulting in excessive waste of usability. After fully considering the improvement of
geometry and observation in Beidou-3 system, this paper proposes a method based on
the equal risk allocation of missed detection probability. Through simulation test,
Compared with classical method under BeiDou-2 system, the HPL obtained by the
equal allocation method was reduced by 20% to 35%. And when compared with
classical method under BeiDou-3 system, the HPL was reduced by 5% to 10%.
The RAIM improved algorithm has a smaller integrity risk and satisfies the integrity
and continuity requirement. It also provides a better protection level and improved
system availability.
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Abstract. Multipath effect is considered to be one of the main factors affecting
the positioning accuracy of pseudolite. Using antenna array to generate strong
directional signal as an advanced multipath suppression method can be applied
to pseudolite indoor positioning, but the indoor pseudolite array signal propa-
gation effect is an important but not well solved problem. This paper mainly
studies the propagation direction and received power of indoor pseudolite array
signals. In this paper, a pseudolite array antenna structure suitable for indoor
positioning and pseudolite array indoor positioning algorithm are proposed for
the special signal system of pseudolite. Combined with the indoor practical
application environment of pseudolite, the propagation direction and received
power of the isotropic antenna and two special uniform linear arrays in the room
are verified by the image method. The results show that the lobes of the two
array-type pseudolite antennas are more concentrated than the isotropic antenna,
and the energy can be concentrated more from the side lobes to the main lobe,
and the radiation range is relatively large. At the same time, the two array
antennas can generate high gain in the direction of arrival of the useful signal,
and the received power can reach the maximum value of −40 dB, and the
interference signal is attenuated, which provides the possibility for the estab-
lishment of the remote pseudolite transmission link.

Keywords: Pseudolite � Uniform linear array � Propagation direction �
Received power

1 Introduction

Pseudolites are faced with many difficulties due to their complicated building structure
and changeable environment during indoor positioning. Multipath effect is one of the
main factors affecting the accuracy of pseudolite positioning [1]. Using antenna arrays
to generate strong directional signals as an advanced multipath suppression method can
be applied to pseudolite indoor positioning, which generates high gain in the direction
of arrival of the direct signal, attenuates interference signals in other directions to
suppress multipath [2]. At present, the knowledge of the propagation characteristics of
pseudolite array signals is a key problem to be solved for indoor positioning of array
pseudolites. The research on the propagation characteristics of pseudolite array also
provides a theoretical basis for the improvement of multipath suppression algorithm for
indoor positioning.
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Experts at home and abroad have achieved plenteous results in the research of
multipath suppression using array antennas. Iwamatsu et al. proposed three AAA
systems with multipath equalizer to solve the problem of the degradation of multipath
suppression performance when adaptive array antenna is used in the same direction of
the desired signal and interference signal. The system has good performance in sup-
pressing interference signals from arbitrary angles of arrival [3]. Bjorklund et al. used
digital array antennas and rough surface reflectors to perform multipath measurements,
and analyzed multipath and direct signals by eigenvalues of power arrival direction
spectra and spatial correlation matrices [4]. In the paper, Fujii proposed a joint pro-
cessing method of adaptive array and maximum likelihood sequence estimator
(MLSE), which can provide better bit error rate performance than traditional adaptive
array antenna or traditional multipath channel MLSE [5]. Ray proposed an algorithm
for estimating carrier phase multipath in a static environment using measurements from
multiple closed antennas, mainly to eliminate the effects of longer period carrier phase
multipath [6]. Selva et al. proposed an effective method for calculating maximum
likelihood estimation based on modified variable projection (MVP) algorithm in esti-
mating the angle of arrival of uniform linear arrays [7]. The experimental results in the
above literature indicate that the array antenna has a significant effect on the analysis
and suppression of multipath signals, but the objects of the above methods are all
orbiting satellite signals. So far, the research on the signal propagation effects of indoor
pseudolite arrays is rarer.

This paper aims to study the signal propagation effects of array pseudolites indoors.
In this paper, the radiation principle of uniform linear array and the influencing factors
of array directivity are analyzed in detail. For the unique signal system of pseudolite,
two special uniform linear arrays are selected as the pseudolite array antenna structure
suitable for indoor positioning, and for the problems of time synchronization and
multipath effect faced by indoor positioning, the pseudolite array indoor positioning
algorithm is proposed based on the characteristics of pseudolite array signal homology,
same path transmission and the same degree of ambiguity. The propagation direction
and received power of the isotropic antenna and two special uniform linear arrays are
verified by the mirror method. The results show that the pseudolite array signal has
strong directivity.

2 Theoretical Study on Directional Pseudolite

Depending on the spatial position of the array elements in the array, the array antennas
can be divided into linear arrays, area arrays and volume arrays. Linear arrays can
provide good directivity, and its radiation characteristics depend on the number, dis-
tribution, cell spacing, excitation amplitude and phase of the element antenna [8]. By
controlling the above five factors, the signal can be superimposed at a specified place or
direction and destructive interference can occur at other locations, thereby achieving
the purpose of changing the signal propagation direction. In this paper, a special linear
array (uniform linear array) is selected for array pseudolite directivity research.
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2.1 Uniform Linear Array Radiation Principle

A uniform linear array refers to a linear array in which all unit antennas have the same
structure, and are equally spaced, equally amplified, and the phases are sequentially
increasing or decreasing in the same order along the axis of the array (Fig. 1).

Let N array elements line up along the x-axis, the spacing of each array element is
equal, the phase difference between adjacent array elements is n, / is the maximum
radiation direction of the antenna array, and the far-field function generated by the N-
elements uniform line array at the remote observation point r; h;uð Þ is:

E h;uð Þ ¼ Em
Felement h;uð Þ

r
e�jkr

XN�1

i¼0

eji kd cos/þ nð Þ

¼ EmN
e�jkr

r
Felement h;uð Þf h;uð Þ

ð1Þ

In the above formula, Em is the excitation amplitude, f h;uð Þ ¼ 1
N

PN�1

i¼0
eji kd cos/þ nð Þ,

cos/ ¼ sin h cosu,
The pattern function of the N-ary uniform linear array is expressed as:

F h;uð Þ ¼ Felement h;uð Þf h;uð Þ ð2Þ

where Felement h;uð Þ is Element Factor, which is related to the structure and erection
orientation of the array element; f h;uð Þ is Array Factor, which depends on the current
ratio and relative position between the array elements, and is independent of the unit
antenna [9]. Since the array elements constituting the antenna generally have a wide
pattern, when the excitation of the array element is given, the directivity of the array is
mainly controlled by the Array Factor. Apply the sum of the equal series, the Array
Factor can be simplified to:

Fig. 1. Uniform linear array
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f h;uð Þ ¼ 1
N

XN�1

i¼0

ejiw ¼ 1
N
1� e�jNw

1� e�jw
¼ sin Nw

2

N sin w
2

ð3Þ

among them, w ¼ kd cos/þ f

2.2 Main Factors Affecting Array Directivity

According to reference [9], the main lobe direction, main beam width and side lobe
level are the basic parameters for evaluating the directivity of a uniform linear array.
Therefore, this section evaluates the main factors affecting array directivity by ana-
lyzing these three parameters.

2.2.1 Main Lobe Direction
The direction of the main lobe refers to the direction of the largest radiation beam on
the antenna pattern. The maximum value of the uniform linear array occurs when w¼0,
that is, kd cos/þ f¼ 0 which leads to:

cos/m ¼ � f
kd

ð4Þ

The maximum radiation direction of a uniform linear array has two more specific
positions. The maximum radiation direction of the edge array is perpendicular to the
direction of the array axis, that is, /m ¼ � p=2, n¼ 0, and there is no phase difference
between the currents of the array elements. Conversely, when the maximum radiation
direction is in the direction of the axis, the line array is called an end fire array. That is,
/m ¼ 0 or p, n ¼ kd /m ¼ 0ð Þ or n ¼ �kd /m ¼ pð Þ, the current of each array element
advances or lags kd in the direction of the array axis. Therefore, the change of the
maximum radiation direction of the pattern can be caused by adjusting the current
phase difference n between adjacent elements of the linear array [10].

2.2.2 Main Beam Width
The beam width is a parameter that describes the sharpness of the main beam direction.
The beam width is expressed in reference [11] as:

hnull ¼ 2 sin�1 k
Nd

� �
ð5Þ

h�3dB ¼ 2 sin�1 0:4
k
Nd

� �
ð6Þ

By formula (5) and formula (6), to obtain sharp beams, one is to increase the
number of array elements or the distance between them, and the other is to increase the
frequency of incident waves.
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2.2.3 Sidelobe Level
The sidelobe level is a parameter that describes the peak value of the sidelobe relative
to the peak value of the main lobe. It can be known from reference [11] that if a lower
sidelobe level is to be obtained, first, the distance between the elements is constant, and
the number of array elements used is increased. Second, the number of array elements
remains unchanged, increasing the distance between array elements. The third is to
increase the signal frequency, but the high frequency is prone to spatial aliasing, that is,
the grating lobes. According to the spatial sampling theorem, in order to avoid the
appearance of grating lobes, d� kmin

2 must be satisfied.

2.3 Directional Pseudolite Array Design

(1) Frequency: in order to achieve maximum compatibility with existing hardware
equipment and improve the ability of signal location and calculation, the pseu-
dolite signal carrier adopts L-band, the frequency is 1575.42 MHz, and the
wavelength is about 0.2 m UHF signal.

(2) Number of Array Elements: The purpose of indoor positioning is to obtain four
unknown parameters including determining the three-dimensional coordinates of
a point and achieving synchronization, so it must be determined by measuring the
distance of at least 4 pseudolites. At the same time, the width of the main lobe is
inversely proportional to the number of pseudolites. Considering the hardware
cost, the number of array elements is set to 10.

(3) Distance Between Array Elements: The wavelength of pseudolite signal is about
0. 2 m. In order to avoid the occurrence of grating lobes, the distance between
array elements should be less than or equal to 1/2 wavelength. At the same time,
to obtain the smallest main lobe width, the maximum distance between array
elements is 0. 1 m.

(4) Phase Difference Between Array Elements: As can be seen from Sect. 1.2.1, the
directionality of the array can be changed by adjusting the phase difference
between the array elements. This paper mainly studies the edge array and the end
array. The pseudolite array is equally in-phase excitation, that is, the phase dif-
ference between adjacent array elements is 0�, and the maximum radiation
direction is perpendicular to the antenna array axis; conversely, when the phase
difference between adjacent array elements is 180�, the maximum radiation
direction is the direction of the array axis.

3 Pseudolite Array Indoor Positioning Algorithm

3.1 Pseudolite Array Positioning Principle

When the pseudolite array is used for indoor positioning, a single point array type
indoor pseudolite network can be used. According to the characteristics of pseudolite
array signal homology, same path transmission, and the same degree of ambiguity, it is
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possible to establish a carrier phase difference measurement equation independent of
the whole week ambiguity, clock error and multipath error, so as to obtain accurate
indoor positioning result.

3.2 Carrier Phase Observation Equation

The observation error of indoor positioning system based on pseudolite carrier phase
measurement mainly comes from whole-cycle hopping, multipath effect, pseudolite
clock difference and receiver clock error [12]. Considering the above error factors, the
following carrier phase observation equation is obtained (wherein the superscript i
represents the pseudolite array element number and the subscript is the number of the
reception point to be sought):

kui
1 ¼ Ri

1 þNþ t1� ti þMi
1 þ e1 ð7Þ

In the above formula, Ri
1 and Mi

1 are the geometric distance and multipath error of
array element i to receiving point 1, respectively, N is the weekly ambiguity, t1 is the
receiver clock error, ti is the pseudolite clock error, and e1 is the remaining error such
as receiver noise [13].

The single-point array type pseudolite system has multiple array elements, and the
original carrier phase observation equations of each array element to the receiving point
1 are connected to a system of equations, which can be expressed as:

kui
1 ¼ Ri

1 þN þ t1� ti þMi
1 þ e1

ku j
1 ¼ R j

1 þNþ t1� t j þM j
1 þ e1

..

.

kuk
1 ¼ Rk

1 þNþ t1� tk þMk
1 þ e1

8>>><
>>>:

ð8Þ

The same path transmission can eliminate the multipath error, and the 1/2 wave-
length makes the whole cycle number the same. Therefore, the equations in formula (8)
are all different from the first equation, and the differential carrier phase observation
equations are obtained.

k u j
1 � ui

1

� � ¼ R j
1 � Ri

1 þ e1
..
.

k uk
1 � ui

1

� � ¼ Rk
1 � Rk

1 þ e1

8><
>: ð9Þ

In the above formula, the geometric distance is expressed as:
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Ri
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xi � X1ð Þ2 þ Yi � Y1ð Þ2 þ Zi � Z1ð Þ2

q

R j
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X j � X1ð Þ2 þ Y j � Y1ð Þ2 þ Z j � Z1ð Þ2

q
..
.

Rk
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xk � X1ð Þ2 þ Yk � Y1ð Þ2 þ Zk � Z1ð Þ2

q

8>>>>>><
>>>>>>:

ð10Þ

Substituting the formula (10) into the formula (9), by solving the nonlinear mea-
surement equations, accurate indoor positioning results can be obtained.

4 Simulation Verification of Pseudolite Array Propagation
Characteristics

In this paper, the image method with high practical value in ray tracing method is used
to track and capture pseudolite signals. The image method can calculate the field
strength distribution of pseudolite signals according to the obstacle shape and the
material-related reflection coefficient and transmission coefficient in the modeled scene,
while using the electric field combined with a specific antenna to calculate the electrical
parameters of a specific scene [14]. It can accurately describe the propagation char-
acteristics of pseudolite array signals indoors.

4.1 Modeling Indoor Scenes

In this paper, Wireless Insite software is used for indoor scene modeling. Indoors are
prone to multipath. Walls, floors, and furniture all change the trajectory of pseudolite
signals. Therefore, in order to compare the directionality of the pseudolite antenna
array, no obstacles are placed in the indoor model, and the simplified indoor model is
equally divided into three regions, and three different types of antennas are selected as
pseudolite transmission points. An isotropic antenna is arranged in the area 1, a single
point edge array is arranged in the area 2, and a single point end array is arranged in the
area 3. The pseudolite transmitting device is located at the midpoint of the area, and the
transmitting antenna is 2 m high. The pseudolite parameters are shown in Table 1.

Table 1. Pseudolite antenna parameters

Isotropic
antenna

Single point edge
array

Single point end
array

Frequency (MHZ) 1575.42 1575.42 1575.42
Number of array elements — 10 10
Array spacing (m) — 0.1 0.1
Phase difference between array
elements

— 0° 180°

260 X. Wang et al.



The pattern of three different types of pseudolite antennas is shown in Fig. 2:

In order to avoid the directionality of the pseudolite signal being interfered by the
receiving antenna, the receiving device uses the isotropic antenna with the lowest
directivity. At the same time, in order to explore the correlation between received
power and distribution position, we divide each region into 620 equidistant grids
evenly, each grid covering about 0.5 m2, and there is only one data collection point in

each grid. The distribution of these receiving points is shown in Fig. 3.

4.2 Simulation Results

In this section, the far-field propagation of the above three pseudolite antennas is
accurately calculated by the image method, and analyzes the propagation characteris-
tics of the array signals based on the extracted pseudolite signals. The propagation

Isotropic antenna           edge array                   end array

Fig. 2. Pseudolite antenna pattern

Fig. 3. Top view of the indoor model
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direction and received power of the pseudolite array signals are the main research
parameters of this paper.

4.2.1 Direction of Propagation
It can be seen from Sect. 1.1 that the antenna array can generate high gain in the
direction of arrival of the direct signal, while the signal in the other directions is
attenuated. The strong directivity of the array antenna characterizes its multipath
suppression capability. The pseudolite signal components are extracted from 620 data
acquisition points in each region of Fig. 2 to obtain a radiation power distribution map

as shown in Fig. 4. The graph can be used as a predictor of the propagation direction of
the pseudolite signal and characterizes the radiated power and radiation range of the
pseudolite array signal along the spatial dimension.

Figure 4 shows the radiation power distribution of isotropic antenna, edge array
and end array in an indoor scene from left to right. The three antennas have the same
transmission power, warm color represents strong radiation capability, and cool color
represents weak radiation capability. It can be seen from the above figure that the
isotropic antenna radiates pseudolite signals uniformly around, and the signal power
gradually decreases with the increase of the transmission distance, and because the
transmission direction is more dispersed, the radiation range is smaller than the latter
two antennas. Array pseudolites have obvious directionality due to the superposition of
signals between array elements. The maximum radiation direction of the edge array is
perpendicular to the antenna array (Y axis), and the maximum radiation direction of the
end array is concentrated in the direction of the array axis (X axis). Compared with the
isotropic antenna, the lobes of the array antenna are more concentrated, the energy is
concentrated from the side lobes to the main lobe, and the radiation range is relatively
large, which makes possible to establish a long-distance pseudolite transmission link.

Fig. 4. Radiation power distribution map of pseudolite antenna
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The experimental results are consistent with the pattern of the pseudolite antenna in
Fig. 2.

4.2.2 Received Power
The received power distribution curve characterizes the variation of the average
received power of the pseudolite array signal with the transmission distance. Limited
by the size of the indoor scene in Fig. 3, the transmission distance of the pseudolite
signal is 0 m (minimum) to 60 m (maximum), and the transmission distance is divided

into 6 groups, and the distance between each group is 10 m, and then the average value
of the received power of the pseudolite signal components falling in each interval is
calculated to obtain a pseudolite receiving power distribution curve as shown in Fig. 5.

It can be seen from Fig. 5 that the edge array has a maximum receiving power of
−40 dB (the signal transmission power is 0 dB) at a transmission distance of 15 m and
45 m, corresponding to the vertical direction of the axis. When the received power of
the edge array reaches the minimum value, the received power of the end array reaches
a maximum value of −40 dB, and the corresponding transmission distance is about 0,
30, and 60 m, indicating that the maximum radiation directions of the two pseudolite
array antennas are perpendicular to each other. The blue curve corresponds to the
isotropic antenna, and the average received power is uniformly distributed with the
increase of the transmission distance, and the value is greater than the minimum
received power of the array antenna and smaller than the maximum received power of
the array antenna. Therefore, the pseudolite receiving device can be disposed in the
maximum radiation direction of the array antenna to achieve high gain in the direction
of arrival of the useful signal and attenuate the interference signal. The concentrated
main beam energy can radiate the pseudolite signal to the receiving end further away.

Fig. 5. Pseudolite signal receiving power distribution curve
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5 Conclusions

In this paper, the pseudolite array antenna structure suitable for indoor positioning and
the indoor positioning algorithm of pseudolite array are proposed by studying the
radiation characteristics of uniform linear array and the influence factors of array
directivity. Combined with the indoor practical application environment of pseudolite,
the propagation direction and received power of the isotropic antenna and two special
uniform linear arrays in the room are verified by the mirror method. It is concluded that
the lobes of the two array pseudolite antennas are more concentrated than the isotropic
antennas, and the energy can be concentrated more from the side lobes to the main
lobes, and the radiation range is relatively large, which make it possible to establish a
long-distance pseudolite transmission link. At the same time, the two array antennas
can generate high gain in the direction of arrival of the useful signal, and the received
power reaches a maximum of −40 dB, and the interference signal is attenuated. The
above conclusions have deepened our understanding of the propagation characteristics
of pseudolite array antennas in indoor environments and will contribute to the design
and application of pseudolite array antennas.
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Abstract. The ionospheric delay has a very important influence on the positioning
accuracy of satellite navigation. It can be effectively reduced by establishing an
accurate and reasonable ionospheric correction model. At present, Klobuchar
parameter model is widely used in single-frequency receiver, but the correction rate
of this model can only reach about 60%, which can not meet the need of high
precision navigation and positioning. Through the research and analysis of the
ionospheric error data of the Klobuchar parameter model, it is found that there are
some periodic phenomena objectively. Aiming at the error information which
cannot be represented by definite mathematical model, a TS (Takagi-Sugeno)
fuzzy neural network prediction model applied to Klobuchar ionospheric delay
error is established by combining TS fuzzy theory with neural network. The
simulation results show that the model has good fitting ability and prediction effect
on the Klobuchar ionospheric delay error. Using this model to provide error
compensation for the ionospheric delay can reduce the error by about 20%. It is of
great significance to improve the accuracy of navigation and positioning.

Keywords: Ionospheric delay � Fuzzy neural network � Klobuchar model �
Error prediction

1 Introduction

The influence of the space ionosphere on the navigation signal is mainly due to the
deflection of the signal when it passes through the ionosphere. Thus, the propagation
velocity and direction are changed, resulting in the ionospheric delay error, which is one
of the important error sources in GNSS measurement [1–3]. At present, there are three
kinds of models for correcting ionospheric delay: dual frequency correction model,
measured data model and empirical model [4]. Among them, the empirical model is less
complicated and more convenient to use. So it is widely used by users of single fre-
quency receiver. Klobuchar ionospheric model is one of the most commonly used
empirical models for GPS and BDS [5]. This model fully considers the ionospheric
variation of amplitude and period on the parameters setting, which intuitively and
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succinctly reflects the variation characteristics of the ionosphere, and can correct the
ionospheric delay in real-time fast positioning of single-frequency receivers [6, 7].

However, the correction accuracy of the Klobuchar ionospheric model is limited,
which can only reach about 60%. Moreover, the ionospheric changes in the polar
region and near the equator are so intense that the model can not effectively reflect the
true state of the ionosphere, so the model can no longer meet the increasing demand for
accuracy [8]. Many researchers have improved the model from different aspects. In
reference [9], a 14-parameter Klobuchar model was proposed, and six additional
parameters were added to describe the change of the initial phase and the night flat
field. The model is more suitable for the actual variation of the ionosphere in China. In
reference [10], the initial phase and amplitude were corrected by least square fitting,
and the ionospheric delay correction model suitable for small region was established. In
reference [11], by improving the amplitude of night term and cosine term, the modified
Klobuchar model of single frequency GNSS users in polar region is established without
increasing the parameters.

Although most of the research findings at home and abroad have improved the
model from various aspects and achieved good correction results, the overall correction
rate of the ionospheric delay is not high enough to reflect the changes of the ionosphere
at night and so on. In the data processing practice of Klobuchar ionospheric error,
through the comparison with the ionospheric products of the international GNSS
Monitoring & Assessment System (iGMAS), it is found that there are some periodic
regularities in the Klobuchar model error. Therefore, a new method is proposed in this
paper, which combines the advantages of TS fuzzy theory and neural network, and
establishes the error prediction model based on TS Fuzzy Neural Network (TS-FNN).
By training and learning the error data, the nonlinear mapping relationship between
input and output can be grasped, and then the model error can be compensated to
improve the accuracy of the Klobuchar ionospheric model.

2 Error Analysis of Klobuchar Ionospheric Model

2.1 Klobuchar Ionospheric Model

In the Klobuchar model used by GPS, the maximum influence of the daily ionosphere is
fixed at 14:00 local time, and the cosine function is used to fit the daytime delay
variation. The nighttime ionospheric zenith delay is regarded as a constant of 5 ns.
Converted to the total electron content (TEC) of the ionosphere is 9.23 TECU
(1TECU = 1016 electrons per square meter). The Klobuchar model is calculated by
using eight model parameters and the geomagnetic latitude at the ionospheric puncture
point, and converted to ionospheric delay on the propagation path by mapping function.
The model details can be found in the reference [12], which will not be repeated here.

The Klobuchar model parameters of this paper are extracted from the broadcast
ephemeris header file downloaded from Wuhan University IGS Data Center. In order to
simplify the problem and facilitate data extraction, this paper mainly analyzes the
ionospheric error in the vertical direction of the puncture point, and the ionospheric
delay on the propagation path can be converted by the mapping function.
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2.2 iGMAS Ionospheric Products

iGMAS is a platform that can monitor and evaluate GNSS system service performance
such as positioning accuracy, continuity and reliability, etc. It can generate high-
precision ephemeris, satellite clock and global ionospheric TEC grid products. Among
the main products, the global ionospheric TEC grid product has become an important
basic data for studying ionospheric delay correction.

The iGMAS navigation data analysis center integrated GPS global network and
selected 250 stations suitable for solving the ionosphere. The daily TEC changes are
divided into 12 intervals every 2 h, that is, a global ionospheric TEC map product is
generated every 2 h. Its resolution in the latitude and longitude directions reaches
2.5° � 5°, and finally released in IONEX (Ionospheric Map Exchange) format [13].
According to the iGMAS official document, the accuracy of the final ionospheric TEC
grid data is 2-8TECU, and the accuracy is above 90%. Therefore, this paper regards it
as the true value of the ionospheric TEC, and then analyzes the error data.

For the solution of the TEC at any time, the piecewise linear method can be used.
After the user interpolates the time, longitude and latitude, the TEC data of a certain
place can be obtained, then the corresponding vertical ionospheric path delay can be
obtained by Eq. (1.1).

DS ¼ � 40:28TEC
f 2

ð1:1Þ

Where f is the system frequency.

2.3 Error Analysis

Taking the L1 signal as an example, its system frequency fL1 = 1575.42 MHz, cal-
culate the Klobuchar ionospheric path delay error at 12 o’clock on October 8, 2017, as
shown in Fig. 1. It can be seen that the Klobuchar model is relatively rough, and can
only roughly fit the distribution of the ionosphere compared to the real delay, and there
is still a large error near the peak of the ionospheric delay.

In the error analysis based on time series, three points at different latitudes are
selected to calculate the ionospheric delay within a week, as shown in Fig. 2. It is
obvious that there are great differences in the true ionospheric delay at different lati-
tudes and the Klobuchar model can not fit this change well, but it can be seen that the
Klobuchar model bias has some periodic characteristics.

 (a) Klobuchar delay                             (b) True delay                    (c) Klobuchar model bias 

Fig. 1. Klobuchar ionospheric path delay error
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3 TS Fuzzy Neural Network Prediction Model

3.1 TS Fuzzy Neural Network

The TS fuzzy system is a fuzzy inference model proposed by Japanese scholars Takagi
and Sugeno for systematic output as an exact value. In fuzzy theory, there are basic
concepts of membership degree and membership functions. The membership degree
refers to the degree to which the elements l belong to the fuzzy subset f . It is usually
represented by a number lf ðlÞ in ½0; 1�, the closer lf ðlÞ is to 1, the greater the extent to
which l belongs to f , and vice versa. The membership function is used to calculate the
propensity of an element in the subset for both sides of the difference [14].

TS fuzzy neural network (TS-FNN) combines fuzzy theory with neural network,
integrates logical inference and nonlinear dynamics, and establishes new inference by
modifying the membership function of fuzzy subsets [15]. The TS-FNN structure is
shown in Fig. 3.

TS-FNN has a 4-layer structure as follows:

(1) Input layer: Vector x1; x2; � � � ; xl is the input layer variable, l is the number of
nodes. In this paper, longitude, latitude, weekly seconds and hours of the puncture
point are taken as input parameters, so the number of input layer nodes is 4. In
addition, in order to eliminate the dimensional effects between the parameters, the
data needs to be normalized before the data analysis.

Fig. 2. Ionospheric delay at different points

Fig. 3. TS-FNN structure diagram
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(2) Fuzzy layer: Each membership function corresponds to a node. lij is the i th
membership function of the j th input variable. This article uses a Gaussian
function as a membership function, then the membership of the input variable xi is

lijðxiÞ ¼ exp �ðxi � cijÞ2
rij

" #
ð1:2Þ

Where, lij is the j th membership function of xi; cij and rij is the center and width of
the membership function, respectively, these two parameters can change the position
and shape of the membership function, and its value will move towards the optimal
trend with the training process of the network.

(3) Fuzzy inference layer: The number of nodes in this layer corresponds to the
number of fuzzy rules, Rm represents the m th fuzzy inference, the inference of the
rule Ri can be defined in the form of “if – then”:

Ri : if x1 is f
i
1; x2 is f

i
2; � � � ; xk is f ik

then yi ¼ pi0 þ pi1x1 þ pi2x2 þ � � � þ pikxk:
ð1:3Þ

Where: f ij and pijðj ¼ 1; 2; � � � ; kÞ are the fuzzy subset and fuzzy system parameters,
respectively; yi is the network output. The inference can be regarded as an output
obtained by linearly combining the fuzzy input parts.

The membership degree of this paper uses the multiplicative operator, then the
connection weight of the j th fuzzy inference layer neuron to the i th output layer
neuron is

xij ¼ lj1ðx1Þ � lj2ðx2Þ � � � ljkðxkÞ; i ¼ 1; 2; � � � ;m: ð1:4Þ

(4) Output layer: Clearly calculate the output through defuzzification and denormal-
ization. The output layer corresponds to the Klobuchar ionospheric model bias.
The calculation method is

y ¼
Pn

i¼1
xijðpi0 þ pi1x1 þ � � � þ pikxkÞ

Pn

i¼1
xi

ð1:5Þ

3.2 Learning Algorithm of TS Fuzzy Neural Network

The parameters that need to be learned in the TS-FNN are mainly the fuzzy system
parameters related to the network connection weight, as well as the central value and
width of the membership functions of each node in the fuzzy layer. The main steps are
as follows:
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(1) Calculate the bias e between the expected output and the predicted model output:

e ¼ ye � yrj j ð1:6Þ

Where: ye and yr is the expected output and the predicted output, respectively.
(2) Determine whether the bias meets the error requirements, if it is, then the training

process is terminated. With the increase of training times, the bias will gradually
decrease, and when it is reduced to a certain value, the bias will be basically
unchanged. In order to avoid over-fitting of the network and save computing
resources, an upper limit is usually set on the training times.

(3) The fuzzy system parameter pij of corrected TS-FNN is

pijðkÞ ¼ pijðk � 1Þ � a
@e
@pij

ð1:7Þ

@e
@pij

¼ ðye � yrÞxij

Pm

i¼1
xijxj

ð1:8Þ

Where, a is the network learning rate. When a is selected to be larger or smaller,
the learning process will oscillate and the convergence speed will be slower. It
needs to be selected according to the specific experiment.

(4) The center parameter cij and width parameter rij of the corrected membership
function are

cijðkÞ ¼ cijðk � 1Þ � b
@e
@cij

ð1:9Þ

rijðkÞ ¼ rijðk � 1Þ � b
@e
@rij

ð1:10Þ

Where b is the parameter learning rate.

4 Error Prediction Experiment Based on TS Fuzzy Neural
Network

The error data is sampled according to the content and data source described in Sect. 2.
The sampling interval is 2 h. The test data is selected from the data of 30 days from
October 1, 2017. The first 25 days of data were used to train the TS-FNN model, while
the last 5 days of data were used to verify the accuracy of the model. The number of
input layer nodes is 4; each input parameter defines 3 fuzzy sets; according to the
network structure shown in Fig. 3, the number of fuzzy layer nodes is 4 � 3 = 12; and
output layer node is 1, so the network structure is 4-12-3-1. The maximum training
times are set to 500, and the model training bias target is 5 cm, and the learning rates a
and b are 0.5 and 0.3, respectively. In this experiment, 9 ionospheric puncture points of
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different longitude and latitude were selected as test points: P1ð15�N; 80�EÞ, P2ð15�N;
100�EÞ; P3ð15�N; 120�EÞ; P4ð30�N; 80�EÞ; P5ð30�N; 100�EÞ, P6ð30�N;120�EÞ; P7

ð45�N; 80�EÞ; P8ð45�N; 100�EÞ; P9ð45�N; 120�EÞ. As shown in Fig. 4.

The experiment results are shown in Fig. 5. It can be seen from the diagram that the
periodic variation of the Klobuchar ionospheric delay error can be well fitted by the TS-
FNN model, and the prediction effect is satisfactory. Although the model prediction
deviation is slightly divergent over time, the divergence is also very small and still
acceptable.

Fig. 4. Distribution map of test points selection

Fig. 5. Prediction bias of 9 test points
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To further illustrate the prediction effect of the TS-FNN model, the mean values
within 5 days of its prediction bias at different test points are calculated and compared
with the mean values of the Klobuchar model error, as shown in Table 1. It can be seen
that using Klobuchar model to calculate ionospheric delay can only correct the error to
60%–75% of the original, and there are still large errors. After using the TS-FNN
model compensation, the ionospheric delay error can be corrected to 85%–92% of the
original, so the average accuracy can be increased by about 20%.

In fact, the ionospheric delay is affected by many factors. In addition to positional
and time factors, other factors such as geomagnetic changes, sunspot flares, and earth
motion and so on, all have an impact on it. With the research of these physical
phenomena, the related parameters can also be added to the input parameters of the
training model to further improve the accuracy, which will be the next research
direction.

5 Conclusion

In the practice of using the Klobuchar ionospheric delay model to calculate the delay
error, it is found that the model bias exists a periodic feature, which can not be
expressed and eliminated by a definite mathematical model at present. Aiming at this
problem, by using fuzzy theory and neural network, a prediction model of Klobuchar
ionospheric delay error based on TS fuzzy neural network is established.

The accuracy of the prediction model is verified by using the iGMAS final iono-
spheric product data as a reference. The results show that the TS-FNN model has good
fitting ability and prediction effect on the Klobuchar ionospheric delay error. Using this
model to compensate the result of Klobuchar ionospheric delay calculation, the
accuracy can be improved by about 20%. It is of great significance for improving
navigation system accuracy and reducing signal propagation error.

Acknowledgment. This article is grateful to the IGS data center of Wuhan University and the
observation data provided by the international GNSS Monitoring & Assessment System
(iGMAS).

Table 1. Improvement of prediction accuracy of TS-FNN model

Test points P1 P2 P3 P4 P5 P6 P7 P8 P9

True delay/cm 274.5 275.4 276.4 254.6 257.3 256.9 218.5 222.6 221.0

Klobuchar model delay Error/cm 109.5 106.4 105.2 65.4 65.6 65.5 57.4 61.26 68.8
Accuracy 60% 61% 62% 74% 75% 75% 74% 72% 69%

TS-FNN model delay Error/cm 40.5 35.9 41.8 28.1 30.5 31.2 22.9 18.7 20.5
Accuracy 85% 87% 85% 89% 88% 88% 89% 92% 91%
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Abstract. Various forms of faults have a significant impact on the performance
of navigation systems, especially satellite navigation system faults occur most
frequently, so accurate fault detection of navigation systems is particularly
important. At present, the commonly used satellite navigation system fault
detection algorithms include parity vector method, least squares method and
other detection methods. Such methods have good detection effects on large
faults with large deviations in measurement information, but the system is
slowly reduced. The detection effect of the fault is not obvious. However, the
detection and correction of small gradual deviations is an important issue that
navigation systems must address in high-precision applications.
Aiming at the fact that most fault detection methods are insensitive to slow

fault detection, and have large delay, and cannot judge various fault categories, a
fault detection algorithm based on parity vector sliding window accumulation
improvement is proposed. The method comprehensively utilizes the observa-
tions of the current and previous epochs, firstly detecting the current epoch
measurement information by using the traditional parity vector method to
determine whether the system has a hard fault. On this basis, the sliding window
is used to calculate the square of the parity of the first N epochs at the current
time, construct a new detection statistic, and solve the detection state in real time
by constructing a sliding window. The simulation results show that the proposed
method can detect and isolate faults in time when the integrated navigation
system has hard faults and slow faults, thus improving the fault tolerance of the
system.

Keywords: Fault-tolerant navigation � Fault detection � Parity vector �
Sliding window accumulation

1 Introduction

With the increasing application of GNSS to military and civilian applications, its
positioning accuracy, continuity and reliability have become the focus of attention.
Since a single beidou satellite navigation is susceptible to external interference, there
are often cases of abnormal positioning or inability to locate. Therefore, combined with
other navigation systems, the integrated navigation formed has extremely important
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theoretical significance and practical application value. However, in the case of mul-
tiple system combinations, the failure of the satellite navigation system will greatly
affect the positioning accuracy of the entire navigation system, and even the situation
that cannot be located. Therefore, it is very important to study the detection and
elimination of multiple faults in satellite navigation systems.

In satellite navigation systems, RAIM has to perform two functions: fault detection
and elimination. When the number of satellite observations is more than 5, the fault
detection is performed using the calculated pseudo-range residual of each satellite.
When the number of satellite observations is more than 6, the pseudo-satellite residual
characteristics of each satellite are used to identify the faulty satellite number, and the
faulty satellite is eliminated, and the positioning is re-positioned. The traditional fault
detection algorithms include pseudo-distance comparison method, least squares
residual method [1] and parity vector method [2]. These three algorithms have a good
effect on detecting and eliminating large pseudo-range errors, but cannot detect small
slow-changing faults. The occurrence of minor faults will cause large missed detection
and detection delays in the detection algorithm. In [3], a new RAIM algorithm for
multi-epoch accumulation detection is proposed. By directly accumulating the squared
sum of the parity vectors at multiple moments, the fault detection value is constructed
to detect and correct the small pseudo-range deviation. However, when the pseudo-
range deviation occurring at a certain moment in the system is between a large devi-
ation and a small deviation, the squared sum of the parity vectors is accumulated at a
plurality of times to construct a fault detection value, and after the normalization
processing, the pseudo-range deviation of the fault is equally divided, resulting in the
reductions of detection efficiency and the failure of fault detection. Therefore, in view
of the shortcomings of the traditional fault detection method and the new detection
algorithm of multi-epoch parity vector accumulation, this paper proposes a fault
detection method based on the parity vector sliding window accumulation improve-
ment. The method sets the length of the sliding window, and performs the cumulative
sum of squares of the parity vector in the sliding window from a single moment to a
plurality of moments through loop iteration, normalizes the processing to construct a
new statistical detection quantity, and detects the small slow fault and the sudden fault.
And through the simulation analysis algorithm detection performance.

2 Fault Detection Scheme Based on Sliding Window
Cumulative Improvement

Aiming at the shortcomings of traditional fault detection algorithm and multi-epoch
parity vector accumulating RAIM algorithm, this paper proposes a fault detection
method based on parity vector sliding window accumulation improvement. This
method realizes loop nesting of single epoch detection to multi-epoch parity vector
accumulation detection by sliding window. The overall scheme of the algorithm is
shown in Fig. 1.
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Firstly, according to the linearization measurement equation of the system, the
algorithm solves the odd-even vector at each moment before the current time k and k,
sets the length of the sliding window, and then performs a cumulative squaring sum of
a single epoch to a plurality of epochs by a loop iteration on the parity vector in the
sliding window, normalizes the processing to construct a new statistical detection
amount. Finally, the fault detection threshold is set and compared with the new sta-
tistical detection amount to judge the fault condition and identify and eliminate the
faulty satellite.

3 System Measurement Equation Construction

According to the working characteristics of multi-navigation sensors and the currently
available measurement information, the linearization measurement equation of the
system is established.

yðkÞ ¼ GðkÞxðkÞþ eðkÞ ð1Þ

where yðkÞ ¼ yo1; yo2; � � � � � � ; yon½ �T is the system observation measured by the avail-
able measurement information at the current time, GðkÞ is the observation coefficient
matrix, xðkÞ ¼ Dx;Dy;Dz;De1;De2; � � � ;Dem½ �T is the system state quantity, Dx;Dy;Dz
is the carrier three-dimensional position error state quantity respectively, and
De1;De2; � � � ;Dem is the amount of error state of each sensor subsystem modeled, eðkÞ
is measurement noise, variance is r2.

Fig. 1. Scheme of improved parity vector sliding-window accumulation algorithm
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4 Research on Cumulative Improvement Algorithm
for Parity Vector Sliding Window

4.1 Traditional Parity Vector Algorithm

After the least squares positioning solution is solved, the traditional parity vector
algorithm performs QR factorization [4] on the observation coefficient matrix GðkÞ, and
obtains the orthogonal matrix M and the upper triangular matrix R:

GðkÞ ¼ MR ð2Þ

Transpose the M matrix and take the next n� m� 3 rows to form the parity
transformation matrix Q:

MT ¼ S
Q

� �
ð3Þ

Where S is a mþ 3ð Þ � n dimensional matrix and Q is a n� m� 3ð Þ � n dimen-
sional matrix; Q changes the n dimensional observation vector into a n� m� 3
dimensional parity vector pðkÞ:

pðkÞ ¼ QyðkÞ ¼ Qe H0

Q:; sfs þQe H1

�
ð4Þ

Where Q:; s is the column vector of the s column of the matrix Q, fs is the fault
information in the s observation, 0\s� n, H0 is the case of no fault, and H1 is the
faulty condition. The traditional parity vector method constructs the detection statistic
by constructing the parity vector pðkÞj j2 at each moment.

fd ¼ pðkÞj j2
r2

ð5Þ

Equation (5) is the detection statistic normalized according to the measurement
noise, where in fd obeys the degree of freedom n� m� 3 center and the non-center x2

distribution, and compares the fault detection statistic with the detection threshold to
determine whether there is a fault currently. When a fault is detected, the traditional
parity vector algorithm will identify the faulty subsystem according to the parity vector,
and then eliminate the fault subsystem to avoid information pollution.

The detection threshold Pr of fd is determined by the false alarm probability Pfa

Pr ¼ fd\að Þ ¼
Za

0

fx2 on�m�3ð Þ xð Þdx ¼ 1� Pfa ð6Þ
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where fd is the fault detection statistic, a is the set probability, Pr is the fault detection
threshold, x is the system state quantity, on is the available observation dimension of
the system, and Pfa is the false alarm probability.

From Eqs. (4) and (6), the decentralized parameter k can be derived as:

k ¼ f 2s Q:; s

�� ��2
r2

ð7Þ

Generally, the probability of fault detection is related to the decentralized param-
eter. When the false alarm probability Pfa is fixed, the probability of fault detection is
only related to the decentralized parameter, and is positively correlated [5]; the larger
the pseudo-range deviation, the decentralized parameter The larger the fault, the easier
it is to detect; the smaller the pseudo-range deviation and the slowly changing pseudo-
range deviation, the non-centralized parameters are generally consistent with the non-
fault, making the fault difficult to detect.

4.2 Multi-epoch Parity Vector Accumulation Algorithm

Based on the traditional parity vector algorithm, the multi-epoch parity vector accu-
mulation algorithm accumulates consecutive N epoch parity vectors, increases the
normalized pseudo-range deviation and decentralized parameters, and improves the
detection probability of the small slow-changing pseudo-range deviation. The detection
statistic Psum obtained by accumulating N epoch parity vectors is:

Psum ¼
XN
i¼1

Pi ð8Þ

Where Pi is the parity vector when observing epoch i, N is the cumulative epoch
number, and it is assumed that the visible satellite constellation of the receiver does not
change during the N epochs. If the satellite constellation changes, the end of the parity
vector time accumulation is given, the result of this test is given, and the next fault
detection is started.

After the detection statistic Psum is normalized according to the measured noise
variance, the fault judgment detection amount fd is obtained:

fd ¼ Psumj j2
Nr2

ð9Þ

fd also obeys the n� m� 3 center and non-central x2 distributions of degrees of
freedom. Regardless of the size of the window, if there is no fault, the new detection
statistic obeys the central symmetric x2 distribution, so the detection threshold under
the constant false alarm rate remains unchanged. That is, the false alarm detection
threshold is also the formula (6); the fault determination detection amount fd is com-
pared with the detection threshold to determine whether the current fault has occurred.
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The multi-epoch parity vector accumulation algorithm essentially increases the
noise variance by accumulating the parity vectors of N epochs, and the equivalent
pseudo-range deviation also increases, the normalized pseudo-range deviation increa-
ses, and the accumulated detection amount. The decentralized parameters are also
increased, so this method can detect small gradual failures. However, when the pseudo-
range deviation occurring in the system is between the large pseudo-range deviation
and the small pseudo-range deviation, the multi-epoch parity vector accumulation will
equally divide the pseudo-range deviation, which may cause the fault-missed, thus
affecting the positioning accuracy of the system.

4.3 Parity Vector Sliding Window Accumulation Improvement
Algorithm

The parity vector sliding window accumulation improvement algorithm combines the
advantages of the traditional parity vector method and the multi-epoch parity vector
accumulation algorithm. This method performs the loop nesting of the single epoch
detection to the multi-epoch parity vector accumulation detection through the sliding
window, which not only solves the problem that the traditional parity vector method
cannot detect the small gradual change fault but also makes up for the defect that the
multi-epoch parity vector accumulation algorithm cannot detect the fault between large
faults and small faults.

Firstly, the algorithm uses the traditional parity vector method to calculate the
parity vector pðkÞ, constructs the test statistic fd, solves the detection threshold Pr by
the formula (6), compares the test statistic fd and the detection threshold Pr, if fd[Pr,
identifies and eliminates the fault, Conversely, cumulative multi-epoch parity vector
construction test statistic Psum

Psum ¼
Xk
i

Pi ðk � Nþ 1� i � k � 1Þ ð10Þ

Where Pi is the parity vector when observing epoch i;
After the detection statistic Psum is normalized according to the measured noise

variance, the fault judgment detection amount fd is obtained:

fd ¼ Psumj j2
ðk � iþ 1Þr2 ð11Þ

when i ¼ k � 1, the accumulation of two epoch parity vectors is performed, a new test
statistic fd is constructed, the test statistic fd and the detection threshold Pr are com-
pared, and if fd[Pr, the fault is identified and eliminated, and perform fault detection
at the next moment; otherwise, i ¼ iþ 1, the accumulation of 3 epoch parity vectors, if
the fault has not been detected, continue to accumulate the epochs until the parity
vectors of N epochs are accumulated.

The essence of the parity-sliding window accumulation improvement algorithm is
that it performs cyclic detection of single epoch parity vector and multi-epoch parity
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vector accumulation at each moment, which takes into account the advantages of the
parity vector algorithm and the multi-epoch parity vector accumulation algorithm, and
makes up for the shortcomings of the two algorithms.

5 Simulation Results and Analysis

A fault detection method based on the cumulative improvement of the parity vector
sliding window is verified by simulation. The simulated GPS satellite navigation
system simulates the constellation of the satellite by setting the satellite navigation
parameters. The lowest elevation angle of the visible star is 15°, the sampling fre-
quency is 1 Hz, the standard deviation of the pseudo-range observation noise is 4 m,
and the sliding serial port cumulative epoch is 10, and the carrier flight path is dynamic.
The track has a simulated flight time of 3000 s, including maneuvers such as accel-
erated climb, cruise flight, and motorized turn.

The visible satellite received during the simulation flight is shown in Fig. 2. In
order to test the effectiveness of the algorithm, different satellites are injected with
different faults at different times during the flight process of the carrier. The injection
faults are shown in Table 1 below. The error rate is 1/1000000 [6], which is verified by
the parity vector method, the multi-epoch parity vector accumulation algorithm and the
parity vector sliding window accumulation improvement algorithm.

According to the set simulation conditions and fault injection information, the
traditional parity vector method, the multi-epoch parity vector accumulation algorithm
and the parity vector sliding window accumulation improvement algorithm are
respectively tested. The fault detection cures are shown in Fig. 3.

Fig. 2. Number of visible satellites observed during simulated flight

Table 1. Injection of fault information

Fault type Satellite number Fault injection time (s) Fault size (m)

Hard fault 18 1000–1100 15
Soft fault 1 3 1300–1400 5 + 0.5 * t
Soft fault 2 16 2000–2100 2.5 + 0.75 * t
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In Fig. 3 the red dot represents the parity vector algorithm fault detection function
value, the green dot represents the multi-epoch parity vector accumulation algorithm
fault detection function value, and the yellow dot represents the parity vector sliding
window accumulation improvement algorithm fault detection function value. In Fig. 3,
the change in the detection threshold is due to the change in the number of visible stars
received during the entire flight of the simulated flight. It can be seen from Fig. 3 that
in the hard fault period, the detection effect of the multi-epoch parity vector accumu-
lation algorithm is quite different from the parity vector algorithm and the parity vector
sliding window accumulation improvement algorithm, so the detection function value
curve of the 1000 s–1100 s time period is selected for comparative analysis, the curve
is shown in Fig. 4.

In Fig. 4, the detection function value curve of the multi-epoch parity vector
accumulation algorithm does not exceed the detection threshold within 1000 s–1100 s
and the fault cannot be detected, and the parity vector sliding window accumulation
improvement algorithm and the traditional parity vector method detection function
value curve. The detection threshold was exceeded within 1000 s–1100 s and a fault
was detected. The reason why the multi-epoch parity vector accumulation algorithm
does not detect the fault is that when a large pseudo-range deviation occurs at a time of
the satellite, the accumulation of the plurality of epoch parity vectors is performed and
normalized, and the pseudo-range deviation is equally divided to each. The epochs
reduce the value of the detection function and do not exceed the detection threshold, so
that the failure cannot be detected. The parity vector sliding window accumulation
improvement algorithm and the parity vector algorithm can detect the pseudo-range
deviation of the satellite and timely eliminate it to ensure the reliability of the system.

Fig. 3. Improved before and after detection function value curve in the whole simulation
process
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In Fig. 3, we know that in the period of soft failure, the time when the parity vector
method detects the fault is quite different from the multi-epoch parity vector accu-
mulation algorithm and the parity vector sliding window accumulation improvement
algorithm, so 1300 s–1400 s and 2000 s–2100 s will be used. The time-out detection
function value curve is cut out and analyzed separately. The curve is shown in Fig. 5.

In Fig. 5(a), we know that for soft fault 1, the multi-epoch parity vector accumu-
lation algorithm detects a soft fault in 1337 s, the parity vector sliding window accu-
mulation improvement algorithm detects a soft fault in 1333 s, and the parity vector
method is delayed to 1347 s. Only when a soft fault is detected, as shown in Fig. 5(b),
for soft fault 2, the multi-epoch parity vector accumulation algorithm detects a soft fault
in 2035 s, and the parity vector sliding window accumulation improvement algorithm
detects a soft fault at 2029 s. However, the traditional parity vector method delays to
2045 s to detect a soft fault. Therefore, the parity vector sliding window accumulation
improvement algorithm and the multi-epoch parity vector accumulation algorithm
detect the failure about 15 s earlier than the parity vector algorithm That is, the parity
vector sliding window accumulation improvement algorithm and the multi-epoch
parity vector accumulation algorithm are more sensitive to the soft fault of the slow
change, and can detect and eliminate the fault earlier, thereby ensuring the integrity of
the system.

Fig. 4. 1000 s–1100 s detection function value graph
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6 Conclusion

In this paper, a fault detection algorithm based on parity vector sliding window
accumulation improvement is proposed. As the traditional parity vector method is not
ideal for slow-changing slope fault detection and the multi-epoch parity vector accu-
mulation algorithm cannot detect the small faults, this algorithm performs a cumulative
iteration of a single epoch to multiple epochs on a parity vector in a sliding window by
loop iteration. After normalization, a new statistical detection quantity is constructed to
realize the identification of the faulty satellite. The simulation results show that the
parity vector sliding window accumulation improvement algorithm and the multi-
epoch parity vector accumulation algorithm have better detection effect when the
satellite has a slowly changing slope fault, and the fault can be detected earlier. When
the satellite has a small fault, the parity vector sliding window accumulation

(a) 1300s-1400s detection function value graph

(b) 2000s-2100s detection function value graph 

Fig. 5. 1300 s–2100 s detection function value graph
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improvement algorithm and the traditional parity vector method have better detection
effect, and timely identify and eliminate the faulty satellite, thus ensuring the navigation
and positioning accuracy of the satellite system.
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Abstract. With the development of global navigation satellite system (GNSS),
research on evaluation theory of GNSS availability has drawn increasing
attention. The current studies about GNSS availability mainly focus on long-
term fault monitoring and global navigation constellation, however, the avail-
ability evaluation theory with respect to regional instantaneous situations is still
unestablished. This article extends the global availability of GNSS to the
availability in a regional area. The GNSS availability model under the influence
of navigation signal fault is reviewed. Based on that, the number of visible
satellites and PDOP (Position Dilution of Precision) values in the service area
are considered and analysed. The method of regional instantaneous availability
evaluation is then proposed. The regional availability is simulated and verified,
which shows the feasibility of the proposed evaluation method.

Keywords: Global satellite navigation system (GNSS) �
Regional instantaneous � Availability evaluation � Visible satellites

1 Introduction

Global navigation satellite system (GNSS) is an important space infrastructure that
provides high-precision positioning, speed measurement and timing services. The
availability of GNSS is one of the four basic performance indicators developed by the
International Civil Aviation Organization (ICAO) [1], which refers to the percentage of
time that the navigation system can provide users with available services within its
service area. It reflects the navigation service capability that a navigation system can
provide [2].

Research on the availability analysis method is of great importance to improve the
performance of GNSS, thus many studies focused on this area. Li [3] studied the
performance monitoring and evaluation methods of navigation systems, and presented
the parallel progressive model structure of the four major performance indicators of
GNSS. Hu [4] proposed the performance evaluation theory of Beidou navigation
system, pointing out that the SIS single-satellite availability is related to the daily
maintenance strategy and the processing time of various faults. And the constellation
availability is mainly affected by the availability of single satellite and related backup
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replacement strategies. With the development of technology and the continuous
enhancement of the application of navigation systems, the research on availability is
becoming more and more complete. However, the existing availability studies are
aimed at global availability, focusing on long-term fault monitoring and the entire
navigation constellation. The research on the availability evaluation method in regional
instantaneous situations is relatively limited.

In terms of the availability of satellite navigation under regional instantaneous
conditions, it can be seen that the number and geometry of the navigation satellite
change with time, and the Position Dilution of Precision (PDOP) of the navigation
constellation also changes with the position of the user receiver. For applications
requiring high GNSS availability, it is important to evaluate the instantaneous avail-
ability in the regional area. Li [5] established a mathematical model for the availability
of navigation constellations under the interruption of navigation satellite services, and
provided an effective method for evaluating the performance of regional navigation
constellations. Cai [6] combined PDOP availability with single-satellite availability to
model service availability and analyse constellation weaknesses.

In this paper, the global navigation signal availability is extended to the regional
area. The Markov model is used to characterize the navigation signal availability under
the influence of power anomalies, correlation peak distortion and other failure modes.
The overall risk of navigation signal fault detection is analysed. On this basis, the
number of visible satellites and PDOP values in the service area are studied. The
regional instantaneous service availability model is established, and the availability of
the regional navigation system is simulated and analysed. An effective method of
evaluating the availability of a regional navigation system is provided.

2 Global Navigation Availability

According to [3], GNSS availability can be classified into two categories: global
navigation availability and regional instantaneous availability. The global navigation
availability is evaluated in terms of individual satellites, which is then employed to
evaluate the availability of constellations. The analysis of the regional instantaneous
availability considers the current visible satellites in the regional area. The relationship
of the mentioned concepts is illustrated in the Fig. 1.

Fig. 1. Navigation system availability research diagram
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2.1 Navigation Signal Fault Detection Risk Analysis

The study of global availability is the basis of regional instantaneous service avail-
ability research. Due to the long-term orbital operation of the satellite and the hostile
external electromagnetic environment, the navigation load is vulnerable to various
failures, which will result in the service interruption and affect the availability of the
navigation system [7]. The navigation signal failure modes considered in this paper
mainly include code and carrier consistency, power anomalies, carrier leakage [8],
correlation peak distortion [9, 10], etc.

Real-time monitoring of navigation signal faults may result in false detections, so
the risk of false detection needs to be analyzed. The navigation signal fault detection
method mainly adopts signal coherent integration detection method, multi-correlator
detection method [10], pseudo code phase and carrier phase difference detection
method [11]. To determine whether the navigation system has failed, it is necessary to
make a decision based on the random observation information of the system. This
article assumes that there is a fault that the system is unavailable, then there are two
assumptions of available and unavailable, which is a binary hypothesis test problem.
H0 represents the fault-free case, which means the system is available. H1 means a fault
is present and the system is unavailable. Only considering the case of a single failure,
Fig. 2 shows the relationship of the four possibilities [12], where PF and PM represent
the false alarm probability and missed alarm probability, respectively.

For the navigation system, the false alarm rate and the missed alarm rate are both
false detection probabilities, then the overall risk probability is given by

Prisk ¼ PM þPF ð1Þ

The fault detection of the fault will affect the judgment of the navigation signal
availability, so the judgment criterion in the availability evaluation should be able to
produce the larger correct detection probability and the smaller error detection prob-
ability. In practical applications, the false alarm rate is generally much smaller than the
missed alarm rate, so only needs to meet the missed alarm rate is small enough to judge
the availability.

This section discusses the false alarm rates and missed alarm rates for the different
navigation signal failure modes and total system failures. Assume that the faults are
independent, only one fault occurs at a time, and different fault modes are set as Fi,

Fig. 2. Navigation fault detection risk
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i ¼ 1; 2; . . .;N. In the case of the missed alarm rate, the missed alarm rate of various
faults is Pi

m, and the total missed alarm rate of the system is PM . We made
P1
m ¼ P2

m ¼ . . . ¼ PN
m ¼ Pm, then n ¼ 2,

PM ¼ 1� 1� P1
m

� �
1� P2

m

� � ¼ 1� 1� Pmð Þ2 ð2Þ

In the navigation signal availability analysis, the false alarm rate and the missed
alarm rate of signal fault detection must meet certain conditions. It is generally con-
sidered that the false alarm rate and the missed alarm rate are very small. Most of the
time fault detection is correct detection or no false detection, which can be satisfied the
performance requirements of the availability of satellite navigation systems. Therefore,
simplifying the above formula,

PM ¼ 1� 1� Pmð Þ2� 2Pm ð3Þ

Similarly, it can be inferred that the missed alarm rate of fault detection when
n ¼ N

PM ¼ 1�
YN
i¼1

1� Pi
m

� � ¼ 1� 1� Pmð ÞN ð4Þ

Simplified by the binomial theorem, Eq. (4) can be rewritten as

PM¼
XN
i¼1

Pi
m ¼ NPm ð5Þ

2.2 Single Satellite Availability

Single-satellite availability is the percentage of time that a satellite occupying a orbital
position emits a healthy, trackable spatial signal [13]. Here, we discuss single-satellite
availability under the influence of code and carrier inconsistency, power anomalies,
carrier leakage, and correlation peak distortion.

Assume that the satellite failure rate follows an exponential distribution, the
average failure interval time (MTBF) is the average time between failures, and the
average fault duration (MTTR) is the average time required to repair the failure.
0 means the system status is normal, 1 means the system status is faulty. k is the failure
rate of the satellite, which is the reciprocal of the average failure interval; l is the
satellite repair rate, which is the reciprocal of the average fault duration; Dt is the state
transition time interval. According to the reliability theory, the steady-state availability
A of a single satellite is:

A ¼ l
kþ l

¼ MTBF
MTBFþMTTR

ð6Þ
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It is assumed that there are F different navigation signal failure modes with failure
rates k1; k2 � � � kF respectively, and the corresponding repair rates are l1;l2 � � � lF ,
respectively. Also assume that at most one fault occurs at a moment and the mutual
transformation between faults is not considered. The state transition relationship is as
shown in Fig. 3. The equivalent fault interval and equivalent fault duration after fault
synthesis can be obtained according to the reliability principle:

MTBF 0 ¼ 1

, XF
i¼1

1
MTBFi

 !
ð7Þ

MTTR0 ¼ MTBF 0 �
XF
i¼1

MTTRi

MTBFi

 !
ð8Þ

2.3 Constellation Availability

This section analyses the constellation availability using the Markov constellation
availability model [14], which considers the constellation backup strategy. The navi-
gation constellation system has a total of a orbital satellites and b non-orbital satellites,
and we assume that one satellite can be repaired at a time. According to the number of
constellation satellites which failed, the constellation system has different fault states,
and its state space is E ¼ f0; 1; 2; . . .; aþ bg. The corresponding Markov state tran-
sition is shown in the Fig. 4.

Let PiðtÞ i ¼ 0; 1; . . .; aþ bð Þ denote the probability that the constellation state
space is i at time t. At the beginning t ¼ t0, when t ¼ t0 þDt, the probability of each
state in the state space can be derived:

Fig. 3. Transition relationship of navigation signal failure mode
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~P t0 þ kDtð Þ ¼ ~P t0 þðk � 1ÞDtð Þ �~PðDtÞ ð9Þ

~Pðt0 þ kDtÞ ¼ P0ðt0 þ kDtÞ P1ðt0 þ kDtÞ . . . Paþ bðt0 þ kDtÞ½ � ð10Þ
~Pðt0 þðk � 1ÞDtÞ ¼ P0ðt0 þðk � 1ÞDtÞ P1ðt0 þðk � 1ÞDtÞ . . . Paþ bðt0 þðk � 1ÞDtÞ½ �

ð11Þ

~P Dtð Þ ¼

1� akDt akDt 0 . . . 0 0 . . . 0
lDt 1� akþ lð ÞDt akDt . . . 0 0 . . . 0

..

.
lDt 1� akþ lð ÞDt . . . 0 0 . . . 0

..

. ..
. ..

. . .
. ..

. ..
.

. . . ..
.
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ð12Þ

Assuming that the constellation system has no satellite failure at the beginning, the
initial condition is: t0 ¼ 0, P0ðt0Þ ¼ 1. According to the completeness principle, we can
obtain Piðt0Þ ¼ 0, i ¼ ð1; 2; . . .; aþ bÞ. Thus, the availability probability of constella-
tion system at different states after time T ¼ kDt can be calculated.

3 Regional Instantaneous Availability

The previous section discussed the global availability of the navigation system, which
reflects more about the macroscopic and long-term availability of the entire constel-
lation system. However, the real-time availability of a regional area cannot accurately
obtained. For user receiver with various positions at different moments, the number and
geometry of the visible satellites are different, thus the performance of GNSS avail-
ability is changing. The service availability of the navigation system is generally
reflected in two aspects: one is the number of visible satellites in the service area, and
the other is the PDOP availability of the navigation constellation [5].

Fig. 4. Markov fault state transition of satellite constellation
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3.1 Regional Availability

This section examines the availability of regional instantaneous conditions. It’s
essential to introduce the concept of visible satellites. In the navigation system, the
visible satellite is the satellite whose broadcast signal can be reliably received by the
ground point under the condition that the minimum elevation angle is satisfied. [15].
Generally speaking, the more the visible satellites are in the service area with a cov-
erage angle greater than 5° and the better the satellites are distributed, the higher the
constellation availability is.

In the global navigation availability, it is assumed that the constellation system has
a total of N satellites, and the number of available satellites is calculated based on the
Markov model as x. Then, in a regional area, if the number of visible satellites at a
certain moment is M, the proportional relationship can be used to compute the number
of available and visible navigation satellites y, which is given by

y ¼ M
N

� x ð13Þ

PðxjN; TÞ ¼ PðyjM; tÞ ð14Þ

where P xjN; Tð Þ denotes the probability that, in the constellation system of N naviga-
tion satellites, the number of available satellites is x after time T. P yjM; tð Þ denotes the
probability that, in the regional area where the number of visible satellites is M, the
number of available satellites is y at a certain instant t.

This section provides an effective way to evaluate the availability of regional
navigation systems. Based on the long-term fault detection situation and the number
and distribution of instantaneous visible satellites, the number of regional instantaneous
available satellites can be obtained by the Markov model and the proportional rela-
tionship. This method avoids the monitoring of the status of each satellite by multiple
large antenna receivers, which can save a lot of resources and costs.

3.2 Service Availability

Based on the study of visible satellites, this section studies the availability of PDOP to
derive the instantaneous availability of service areas. The PDOP availability of the
regional navigation constellation can be defined that, during the constellation operation
period the satellite obscuration angle >5°, the percentage of time that the PDOP is less
than or equal to the specified threshold in a particular service area [13]. Assume that the
impact of any failure mode on availability is independent. the service availability can
be obtained by:

AðtÞ ¼
XM
y¼4

XCy
M

k¼1

Yy
j¼1

pkj

 ! YM
i¼yþ 1

1� pkið Þ
 !

uM;k ð15Þ

Assuming that the available probability of each constellation satellite is equal and
let the probability be p, then the above equation can be simplified as
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AðtÞ ¼
XM
y¼4

XCy
M

k¼1

pyð1� pÞM�yuM;k ð16Þ

where y represents the number of satellites visible and available in the service area, and
y ¼ 4; 5; . . .;M to meet the positioning requirements. The y available satellites selected
from the satellites are visible in the current area, and the remaining M − y satellites are
interrupted. There are Cy

M types in this combination, and uM;k is the PDOP availability
of the regional navigation constellation in the service area under the k-th combination.
The calculation formula is

uM;k ¼

Pt0 þ T

t¼t0

P
p;q

bool PDOPt;p;q\g
� �

T � p� q
� 100% ð17Þ

where bool(x) is a Boolean function. The total number of 1� � 1� grid points in the
service area is p� q, and PDOPt;p;q is the PDOP value of the grid point p; qð Þ at time
t. t0 is the initial time of sampling, and g is the PDOP threshold.

4 Simulation Results

In this paper, the navigation system availability is simulated. Taking the GPS as an
example, it is assumed that the navigation constellation has 24 satellites in orbit and 3
backup satellites. The simulation time is 200 days. According to the classification of
faults [13], different fault modes are classified into short-term faults and long-term
faults. The fault interval time and fault duration of the F-type navigation signal fault
modes are equal. Using data in different fault modes [3], the equivalent fault parameters
can be obtained as MTBF = 492 days and MTTR = 7.25 days, then the state proba-
bility of the navigation constellation is calculated (Table 1).

In order to further study the influence of different fault parameters on the con-
stellation state probability, firstly set the MTBF as a constant and change the parameter
MTTR, to study the function relationship between the constellation state probability
and MTTR. The availability of different navigation constellations is discussed.
According to the total number of navigation constellation satellites, 24 GPS satellites,
30 Galileo satellites, and 35 Beidou satellites, the influence of the total number of
constellation satellites on the state probability of the constellation is studied. The results
are shown in the Fig. 5.

Table 1. State probability of GPS navigation constellation

P0 P1 P2 P3 P4

0.955409 0.043541 0.001033 1.65E−05 1.97E−07
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Analysis of the results shows that in the case of a certain MTBF, the availability
probability of the constellation in the same state decreases as the MTTR increases.
Assuming that the fault interval time is constant, the fault mode is divided into short-
term faults and long-term faults with a fault duration of 20 days. It can be seen that the
availability of short-term faults is significantly higher than that of long-term faults. For
the availability of different navigation constellations, as the total number of satellites in
the navigation constellation increases, the probability of the constellation state
decreases, in other words, the probability of no satellite failure decreases. Therefore the
P0 of Beidou navigation constellation is the smallest and the P0 of GPS navigation
constellation is the largest.

Then set the MTTR as a constant and change the parameter MTBF to study the
function relationship between the constellation state probability and MTBF. At the
same time, the availability of different navigation constellations is also discussed. The
influence of the total number of constellation satellites on the state probability of the
constellation is studied. The results are shown in the Fig. 6. It shows that the avail-
ability probability of the constellation goes up with the increase of MTBF. For different
navigation constellations, with the total number of satellites in the navigation con-
stellation increases, the probability of no satellite failure decreases.

When the navigation satellite is working normally, the number of the visible
satellites of the GPS navigation constellation in the service area is within the range
from 4 to 16 [5]. The study shows the impact of the number of satellites on service
availability. In general, at least four visible satellites are required for positioning. Let
PA denote the availability probability. When the number of visible satellites in the area
is less than 4, the positioning requirement cannot be satisfied and PA ¼ 0. When the
number of visible satellites in the area is 4, PA ¼ P0. When the number of visible
satellites is 5, PA ¼ P0 þP1 and so on. So, in the case of R visible satellites, we have

Fig. 5. The relationship between MTTR and constellation state probability of different
navigation constellations
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PA ¼
XR�4

i¼0

Pi;R ¼ 4; 5; . . .; 16 ð18Þ

This gives a functional relationship between the availability of the service area and the
number of visible satellites.

Figure 7 shows that when the number of visible satellites in the area is 1, 2, and 3,
PA ¼ 0. When the number of visible satellites is 5, the regional availability is 0.99997,
which is close to 1. When the number of visible satellites is more than 5, the regional
availability is closer to 1. The results show that as the number of visible satellites
increases, the availability of regional services increases. According to the proportional
relationship discussed in the previous section, when the total number of satellites in the
navigation constellation increases, the number of satellites visible in the region
increases, then the regional service availability increases.

The STK (Satellite Tool Kits) software was then used to simulate the PDOP value
of the satellite constellation to study the PDOP availability. Assume that the availability
probability of each GPS satellite is equal and let P = 0.957, the maximum number of
visible satellites in the service area is M = 16. According to the GPS service perfor-
mance standard [13], the PDOP threshold is analyzed by taking values as 5 and 6, and
the simulation result is that the availability of PDOP < 5 was 99.98%, and the avail-
ability of PDOP < 6 was 100%. The result satisfies the GPS service performance
standard requirements (the availability of PDOP 	 6 is no less than 98%).

Fig. 6. The relationship between MTBF and constellation state probability of different
navigation constellations
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5 Conclusions

In this paper, the global navigation signal availability is extended to the regional area.
The fault detection risk of navigation signal is studied. The global navigation avail-
ability analysis model is established based on Markov model. And the number of
visible satellites and PDOP values in the service area are analyzed to establish the
theory of regional instantaneous availability analysis. The simulation results show that
when the fault interval time is constant, the availability of short-term faults is higher
than that of long-term faults. When the total number of satellites in the navigation
constellation increases, the number of visible satellites in the region increases, thus the
regional service availability increases. When the PDOP threshold is analyzed by taking
values as 5 and 6, the PDOP availability simulation result satisfies the GPS service
performance standard requirements.
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Abstract. The Low earth orbiter (LEO) based navigation signal transmitters
have advantages in fast-changing geometry and low free space signal loss,
which can be served as a complementary or extension of current MEO/GEO
based GNSS. Broadcasting navigation signals from LEO can significantly
reduce the convergence time for the long baseline RTK\precise point positioning
(PPP) and improve the signal strength. Hence LEO based navigation is con-
sidered as one of the key technology of next-generation positioning, navigation
and timing (PNT) systems. This study assessed the pseudorange and carrier
phase measurements observed from Luojia-1A satellite with the geometry-free
combination method and the zero-baseline method. The assessment results
indicate that the pseudorange precision variation subject to elevation angle is
caused by both signal strength variation and multipath effect. The pseudorange
measurement precision reaches 0.7 m and 0.8 m respectively for the dual fre-
quency pseudorange measurements and the carrier phase precision is 2.8 mm
and 2.6 mm respectively. Based on the data collected from Luojia-1A satellite,
the challenges of LEO navigation augmentation data processing were addressed.
The most distinguishing features of LEO navigation signals are their large signal
strength variation, large Doppler variation and large acceleration variation. All
these features have adversary effect on LEO signal processing and data pro-
cessing, which has not been revealed. These challenges still need to be seriously
investigated to further improve the performance of the LEO based navigation
augmentation system.

Keywords: Navigation augmentation � Signal augmentation �
Low earth orbiters � Luojia-1A

© Springer Nature Singapore Pte Ltd. 2019
J. Sun et al. (Eds.): CSNC 2019, LNEE 563, pp. 298–310, 2019.
https://doi.org/10.1007/978-981-13-7759-4_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7759-4_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7759-4_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7759-4_27&amp;domain=pdf
https://doi.org/10.1007/978-981-13-7759-4_27


1 Introduction

The global navigation satellite systems (GNSS) have been widely used in many
applications and play an increasingly important role in our daily life. Currently, there
are four global navigation satellite systems, known as GPS, GLONASS, Beidou and
Galileo. Particularly, the Chinese Beidou satellite system is currently in the rapid
deployment phase. It will provide navigation service to the ‘silk and road’ region by the
end of 2018 and hopefully provides global navigation service by 2020. Beidou satellite
system is one of the key infrastructures in the positioning, navigation and timing
(PNT) systems. People become increasingly relying on the GNSS technique, but it also
increases the risk that when current GNSS systems work improperly. Therefore, the
remaining challenge is how to build a more robust, reliable positioning, navigation and
timing (PNT) system. The key of next-generation PNT system includes pulsar navi-
gation, LEO based navigation augmentation, ground communication fusion and
underwater navigation techniques (Yang 2018). Particularly, the LEO based navigation
augmentation system can increase the robustness of navigation signals, improve the
convergence time and also improve the availability and integrity of current GNSS
system. Hence it is considered as a very promising technique to augment and extend
the navigation capacity of the current GNSS systems. The LEO based navigation
augmentation system is also capable of providing global service without limited by the
ground infrastructure. In addition, the LEO satellite can also be served as a moving
monitoring station to improve Beidou GEO satellite orbit determination (Wang et al.
2017; Zeng et al. 2017; Zhao et al. 2017).

Comparing to current navigation satellite, the shortcomings of the LEO satellite is
its small signal coverage. Hence it requires more LEO satellites than the medium earth
orbiters (MEO) to establish a global coverage satellite network. Fortunately, the LEO
broadband communication constellation develops rapidly recent years and the navi-
gation augmentation service can serve as value-adding services of these communica-
tion constellations. There are many ambitious commercial constellation plans from
different companies, such as the OneWeb constellation, the SpaceX constellation, the
Boeing constellation etc. (Reid et al. 2016), which contains hundreds or even thousands
of LEO satellites. China is also developing their own LEO communication constella-
tions and many of them also consider the navigation augmentation demanding. The
‘Hongyan’ LEO broadband communication constellation proposed by China Aero-
space Science and Technology (CAST) Corporation plans to launch over 300 satellites
(Meng et al. 2018). In addition, the ‘Hongyun’ constellation proposed by the China
Aerospace Science &industry corporation (CASIC) also planned to launch 156 satel-
lites to build next-generation LEO based broadband communication system. Both
constellations took the LEO navigation augmentation concept in their plan.

Although the big constellation is still on the plan, the LEO navigation augmentation
technique has attracted many researchers. Generally, the navigation augmentation
techniques include two types: the information augmentation and signal augmentation.
The information augmentation means the transmit the correction information from the
ground tracking network. Users can improve the positioning accuracy by applying the
correction information. The corrections can be delivered to users by either satellite
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communications or the ground communication techniques, which correspond to the
satellite-based augmentation system (SBAS) and ground-based augmentation system
(GBAS) concepts. The information augmentation is relatively mature and there are
many commercial SBAS and GBAS systems in operation, such as the RTX system
operated by Trimble (Chen et al. 2011; Leandro et al. 2011), Atlas by Unistrong (Guo
and Zhang 2016) the StarFire operated by NavCom (Dixon 2006) etc. Currently, the
SBAS relies on the geo-synchronized satellite since it provides stable data links and
wider data communication bandwidth. The signal augmentation means the LEO can
broadcast ranging signals. The LEO platform is close to the ground so the satellite
geometry changes faster and signal loss is mitigated and the convergence time can be
reduced (Ge et al. 2018; Li et al. 2018a; Li et al. 2018b). Correspondingly, the benefit
of LEO navigation is more obvious than the information augmentation. In practice, the
LEO navigation augmentation system may assemble both information augmentation
and signal augmentation capability.

Wuhan University has been dedicated to research and development of LEO based
navigation system for years. They launched a scientific experimental satellite call
Luojia-1A satellite, which successfully carried out the LEO based navigation signal
augmentation experiment. They collected the first hand ranging data from LEO satellite
and published their first results recently (Wang et al. 2018b). This study reported the
latest progress of Luojia-1A satellites and the challenges of LEO based navigation
system is also discussed.

2 LEO Navigation Augmentation System of Luojia-1A
Satellite

Luojia-1A satellite is developed by Wuhan University, which has two major functions:
nighttime light remote sensing and LEO navigation signal augmentation experiment.
The satellite has been successfully launched in Jiuquan satellite center on 2nd June
2018. Luojia-1A satellite operates in 645 km sun-synchronized orbit. The period of the
satellite is about 94.6 min. The total weight of the satellite is less than 23 kg and the
satellite is tri-axis stabilized. The configuration of the satellite is shown in Fig. 1. The
outlook configuration of the satellite is regular and the size of the satellite is
870 mm � 520 mm � 390 mm with the solar panel unfolded. The major payloads of
the satellite are the camera and the navigation augmentation system. The satellite body
frame (SBF) is established as shown in Fig. 1. The +x axis points toward the flight
direction and +z faces to the earth in the mission period. The +y axis is perpendicular to
the XZ plane. The navigation augmentation system on Luojia-1A satellite includes
three antennas and one payload. The three antennas are installed on +z and −z side
respectively. Two of them are used to tracking GPS/Beidou dual frequency data and
one for dual-band ranging signal transmission. The receiving antennas were installed
on +z and −z respectively for continuously tracking the GPS/Beidou signals without
affected by the satellite attitude. The transmitting antenna was installed on the +z side
since the satellite +z side faces to the earth when it transmitting augmentation signals.
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The Luojia-1A satellite navigation augmentation system includes the payload and
the ground receivers. Due to the constraint of the satellite platform, the navigation
payload employs a compact design (left panel of Fig. 2). The size of the payload is
100 mm � 100 mm � 50 mm and its weight is less than 500 grams. Hence it is can be
easily integrated on most satellite platforms, even the cube-satellites. The long-term
power consumption of the payload is less than 2 W, which is also acceptable for most
communication satellites. The payload can track GPS/Beidou dual frequency obser-
vations, autonomous orbit determination, output 1PPS pulse for time synchronization
and generating the dual frequency ranging signals.

We also developed the ground receivers for the LEO navigation augmentation
experiments. The ground receivers are capable of tracking dual frequency observations
from GPS/Beidou and Luojia-1A satellites. It is capable of tracking up to 12 visible
LEO satellites simultaneously (right panel of Fig. 2).

3 Luojia-1A Satellite Augmentation Signal Analysis

The navigation signals from Luojia-1A satellite was firstly received in 9th, June 2018
and a number of experiments has been carried out so far. Since the characteristics of the
navigation signal from Luojia-1A satellite is unknown, it is difficult to design a high-
performance receiver for both GPS/Beidou and LEO satellites.

Z

X 

Y

Fig. 1. The configuration of the satellite and the GNSS antennas installed on +z (left) and −z
(right) side

Fig. 2. The LEO navigation augmentation payload (left) and ground receivers (right) for Luoija-
1A satellite
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One of the major tasks of Luoija-1A satellite is to investigate the characteristics of
the navigation signal from the LEO satellite. However, there is only one satellite in
space, so it is impossible to form double differenced measurements for the noise
assessment. In this study, the measurements are assessed with both the Geometry-free
combination method and zero-baseline method.

3.1 Measurement Noise Assessed with the Geometry-Free Combination

The geometry-free (GF) combination can eliminate most geometry-specified terms in
the observation and thus is a useful tool for measurement noise assessment with a single
receiver approach (Wang et al. 2013). The geometry-free combination is given as:

PGF ¼ P1 � P2 ¼ I1 � I2 þ 2ePi
LGF ¼ L1 � L2 ¼ I1 � I2 þðk1N1 � k2N2Þþ 2e/i

ð1Þ

where PGF and LGF are the geometry-free combinations of the pseudorange and carrier
phase measurements. Ii is the ionospheric delay. ki and Ni are the wavelength and
unknown integer ambiguity on ith frequency respectively. The GF combination
eliminated most errors except the ionosphere and the ambiguities. Since each LEO pass
takes only a few minutes, the ionosphere delay can be roughly taken as a constant bias
for the code measurements (Wang et al. 2018a). A time-difference GF combination is
used to assess to measurement noise of carrier phase measurements.

This approach has been used in the initial assessment of navigation augmentation
signals of Luojia-1A (Wang et al. 2018b). In this study, we present the measurement
noise assessed by more extensive measurement data. The C/N0 of the Luojia-1A
navigation augmentation signals and the sky plot of the satellite over multiple exper-
iments are presented in Fig. 3. The navigation augmentation system on Luojia-1A
satellite works well so far, so more experimental data is collected. Luojia-1A satellite
transmits dual-band ranging signals known as The figure indicates that the relationship
between C/N0 and the elevation angle is slightly different. which has been captured in
Wang et al. (2018a) previously. The reason has been confirmed that caused by the
receiver antenna gain since this phenomenon can be mitigation or eliminated by
changing the antenna orientation. We still investigating the optimal signal tracking
strategy for optimally tracks LEO navigation signal, so the signals are tracked with
different tracking strategies. Some of the strategies have been proven as not suitable for
LEO signal tracking, which may cause loss of lock or C/N0 fluctuation etc.

The relationship between the measurement noise and the elevation angle is pre-
sented in Fig. 4. This evaluation employs the same approach as presented in Wang
et al. (2018a), but we use a more extensive data set. The high dynamics of the LEO
signals property has been addressed from our experiments and we optimized the code
tracking loop to optimally balance the measurement noise and the dynamics. After the
optimization of the ground receivers, the precision of pseudorange measurement has
been significantly improved. The standard deviation of the GF pseudorange noise has
been reduced from 15 m to 10 m at 10° elevation. The carrier phase measurement
precision is similar as reported in Wang et al. (2018a) since it is not sensitive to the
dynamics status.

302 L. Wang et al.



3.2 Measurement Noise Assessed with the Zero-Baseline

The geometry-free combination method only gives an approximate measurement noise,
since the ionosphere effect still remains. Another limitation of the method is that it does
not allow to assess H1 and H2 measurement noise respectively. In this study, we
employ a zero-baseline method to solve this problem. The zero-baseline method is
widely used to evaluate the receiver noise in GNSS data processing, but it is normally
based on the double-differenced measurements. In this study, we use a single-
differenced measurement to evaluate the measurement noise. The experimental set up is
presented in Fig. 5. Since the double-differenced measurement can eliminate receiver-
specified errors, so it does not require clock synchronization. In our case, the inter-
station differenced measurements cannot eliminate the biases caused by the receiver
clock. Therefore, we use a chip scale atomic clock (CSAC) to synchronize both
receivers, so that we can acquire the expected results.

The zero-baseline approach allows assessing the measurement noise of H1 and H2
respectively. The initial results are presented in Figs. 6 and 7. The results present the

Fig. 3. The C/N0 (left) and skyplot (right) of Luojia-1A satellite observed by Wuhan station

Fig. 4. The pseudorange (left) and carrier phase (right) measurement precision assessed by the
geometry-free combination method
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difference between H1 and H2 signals. Both P1 and P2 present severe elevation angle
dependent noise variation, which is caused by the rapid signal strength variation. The
multipath effect can be completely eliminated by the zero-baseline approach, so the
noise variation is not caused by the multipath effect. The pseudorange noise is also
affected by the signal-noise ratio (SNR) or carrier-noise ratio (C/N0). The signal with
poorer signal strength has larger tracking noise. The free space loss of GPS L1 signals
(1575.42 MHz) on LEO satellite and GPS satellite is compared in Fig. 8. The figure
indicates that in each satellite pass, the signal loss of the LEO satellite changes more
than 10 dB, while GPS satellite only changes 1.6 dB. Assuming the transmit power
does not change, it means the receiver signal strength from LEO satellite changes more
dramatically. The signal strength changes 2 dB will have little effect on the signal
quality, but signal strength changes more than 10 dB will cause substantial measure-
ment noise change. This simulation only reveals the elevation angle lower than 50°
case. The signal strength change will be more dramatically for the higher elevation
angle case. Large signal variation extent may require modification of the radio fre-
quency (RF) frontend to achieve the best performance. The LEO satellite pass only
takes about 10 min while the GPS satellite pass takes more than 5 hours. The simu-
lation indicates that the challenge of LEO navigation is large signal strength variation
extent and inhomogeneous measurement noise. The signal strength variation can be
partially compensated by the specially designed the signal transmitting antenna radi-
ation figure. GPS satellites also adjust its transmitting antenna gain to balance its free
space signal loss variation. For the LEO satellite, the radiation pattern gain should be a
U-shape to compensate the free space loss at low elevation angle.

The signal strength variation of LEO satellite is more dramatically, that is why the
code noise variation is also significant for zero-baseline measurements. Comparing to
the GF pseudorange noise, the H1 and H2 pseudorange noise is significantly smaller
with the zero baseline measurements. The overall precision of the single-differenced P1
and P2 measurement noise is 1.15 m and 1.00 m. Assuming the receiver noise between

Fig. 5. Experiment setup of zero-baseline observation noise assessment.
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two receivers are independent, then the P1 and P2 measurement noise is 0.707 m and
0.816 m respectively. Meanwhile, the estimated pseudorange measurement noise from
the geometry-free combination is 1.5 m in high elevation angle scenario (Wang et al.
2018a). Therefore, the multipath still plays an important role in LEO navigation
augmentation signal noise assessment. The figure also shows that there is a system-
atical bias in the single differenced measurement. This bias is different between P1 and
P2, which corresponds to the differential hardware delay. Fortunately, the bias does not
affect the measurement noise assessment.

Figures 6 and 7 also show that the precision of the carrier phase measurements
suffers less elevation dependent noise. Therefore, the elevation angle dependent noise
in GF combination assessment is mainly contributed by the multipath and remaining
ionosphere residuals. The precision of the carrier phase measurement estimated from
the zero baseline method is similar to the geometry-free method. The overall precision
of the single differenced L1 and L2 measurements are 3.9 mm and 3.6 mm respec-
tively. Assuming the carrier phase noise between different receivers are independent,
then the precision of the L1 and L2 measurements are 2.8 mm and 2.6 mm respec-
tively. The carrier phase noise estimated from the geometry-free combination is
1.5 mm in high elevation angle scenarios (Wang et al. 2018a). There is no systemat-
ically bias presence in carrier phase measurements since they are calibrated alone the
ambiguity parameters.

Fig. 6. The pseudorange and carrier phase precision of H1 signals assessed by the zero-baseline
approach.
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4 Characteristic Analysis of Navigation Signals from LEO
Satellite

The benefit of LEO based navigation augmentation has been understood, but the
challenges are difficult to foresee. The contribution of Luojia-1A satellite is that we
capture the real navigation signals from LEO platform, which helps us understand the
characteristic of LEO ranging signal well.

Fig. 7. The pseudorange and carrier phase precision of H2 signals assessed by the zero-baseline
approach.

Fig. 8. Free space signal loss of LEO satellite (left) and GPS satellite (right)
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The LEO navigation augmentation signal has three distinguishing characteristics:
large signal strength variation, large Doppler variation and large acceleration variation.
All these characteristics have a significant impact on the receiver design or signal
characteristics.

The large signal strength variation issue has been presented in Fig. 8. The large
signal variation is because the satellite is close to the earth and the distance variation.
The geometrical change of the satellite subject to different elevation angle is presented
in Fig. 9. The figure shows that for a satellite with 650 km altitude. The satellite-
receiver distance at 0° elevation reaches 2940 km, which is over 4 times long as the 90°
case. The signal strength changes as the distance change. Large signal strength dynamic
makes the receiver noise inhomogeneous and also change the RF frontend since the
GPS signal does not have such property. Improper RF frontend may affect the tracking
performance of the receiver. Signal strength variation also leads to inhomogeneous
pseudorange precision.

Large Doppler variation is associated with the fast geometry change, which affects
the signal acquisition efficiency. A comparison of the Doppler variation and acceler-
ation variation between Luojia-1A satellite and GPS satellite is illustrated in Fig. 10.
The figure shows the Doppler variation of single satellite pass of Luojia-1A satellite
reaches about 40 kHz, while the Doppler variation of GPS satellite is only about
4 kHz. During the signal acquisition stage, the receiver needs searching the signal in
both frequency domain and time domain to find the peak (Borre et al. 2007), which is
the most time-consuming procedure. The Doppler variation becomes larger means the
searching time increases dramatically.

Large acceleration variation affects the code tracking loop parameters. Figure 10
indicates that the Line-of-sight acceleration of LEO satellite reaches 70 m/s2 for a static
user, while the line-of-sight acceleration of GPS satellite is only 2 m/s2. Large

2940km

650km

6378.137km

Fig. 9. LEO satellite geometry variation subject to different elevation angle.

The Challenges of LEO Based Navigation Augmentation System 307



acceleration variation means high dynamics scenario in GNSS receiver design. Large
acceleration means large Doppler prediction uncertainty, hence it requires shorter
coherent integration time and consequently larger code noise and lower sensitivity. The
dynamics and the code precision is a contradiction in GNSS signal processing, which
only happens in special applications, but commonly happened in LEO navigation. How
to improve the pseudorange precision in the high dynamic scenario is the most chal-
lenging issue for LEO navigation signal processing.

5 Conclusion

LEO navigation augmentation is a promising technique that extending the performance
of the current GNSS systems. Luojia-1A satellite is a pioneer experimental satellite
developed by Wuhan University that successfully performed the LEO navigation
augmentation experiment. This study introduced the background of the satellite and the
navigation augmentation payload. The characteristics of the LEO navigation aug-
mentation is analyzed accordingly. The measurement noise of pseudorange and carrier
phase from Luojia-1A satellite is analyzed with two different methods. The geometry-
free method allows roughly estimating the measurement noise and the zero-baseline
method can estimate the receiver internal noise of each frequency. The evaluation
results from zero-baseline method indicate that the pseudorange noise variation is also
caused by the signal strength variation. The precision of pseudorange measurement on
H1 and H2 frequencies achieves 0.7 m and 0.8 m. The carrier phase measurement
precision of Luojia-1A signals is 2.8 mm and 2.6 mm for H1 and H2 respectively. The
benefit of LEO navigation augmentation has been well understood, but the challenges

Fig. 10. Comparison of the line-of-sight Doppler (upper) and acceleration (lower) character-
istics between Luojia-1A satellite (left) and GPS satellite (right).
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of LEO navigation augmentation has not been revealed. In this study, the challenges of
the LEO navigation signals processing are identified based on Luojia-1A data pro-
cessing experience. Generally, there are three distinguishing features: large signal
strength variation, large Doppler variation and large acceleration variation. Large signal
strength variation requires specially designed radio frequency frontend and create
inhomogeneous pseudorange measurement precision. Large Doppler variation increa-
ses the signal acquisition time and the large acceleration decreases the pseudorange
accuracy. These challenges are still worth to investigate so that the performance of
LEO based navigation augmentation system can be further improved.
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Abstract. With the rapid development of satellite navigation technology, the
application fields of GNSS receivers are also extending. In various military and
civil application scenarios, the complex electromagnetic environment will affect
the performance of the GNSS receivers, and even make receivers work
improperly. Therefore, it is important to test the performance of the GNSS
receivers in the complex electromagnetic environment by adaptability test.
Based on the analysis of the concept of complex electromagnetic environment,
this paper discusses key issues in complex electromagnetic environment
adaptability test of GNSS receivers, such as the construction and evaluation of
complex electromagnetic environment, adaptability test procedures, test evalu-
ation method, and so on. The research achievements may provide technique
reference for the further research on the adaptability test of GNSS receiver in
complex electromagnetic environment.

Keywords: GNSS � Receiver � Complex electromagnetic environment �
Adaptability � Test

1 Introduction

As a satellite-based radio navigation system which using artificial satellites as navi-
gation stations, GNSS (Global Navigation Satellite System) provides high-precision
position, speed and time information in all-weather for various kinds of carriers
globally on land, on the sea, in the air, or in space [1, 2]. Nowadays satellite navigation
has penetrated into more and more fields of military and civilian area, and has been
playing an increasingly important role.

Complex electromagnetic environment is a prominent feature of electronic infor-
mation warfare. On the future battlefield, GNSS will be up against more complex and
changeable confrontation and non-confrontation environment. The navigation and
positioning performance of GNSS is more and more closely related to complex elec-
tromagnetic environment [3–5]. Therefore, complex electromagnetic environment
adaptability test of GNSS receivers is the key measure to test whether the receivers can
adapt to complex electromagnetic environment and give full play to its effectiveness. At
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present, there are few relevant reports on research of evaluation of complex electro-
magnetic environment adaptability test of GNSS receivers. Starting with the concepts
and connotations, Paper [6] puts forward the basic idea and approach for construction
and evaluation of complex electromagnetic environment, along with evaluation method
of complex electromagnetic environment adaptability test. But it doesn’t relate to GNSS
receivers. Paper [7] only does some research on GNSS complex electromagnetic
environment monitoring analysis, but not adaptability test of GNSS receivers. Paper [8]
focuses on the design, construction and maintenance of simulation and test system for
complex electromagnetic environment of GNSS receivers, but not method of adapt-
ability test of GNSS receivers in complex electromagnetic environment.

Based on the analysis of technical characteristics and application modes of GNSS
receivers, this paper focuses on key problems of Complex Electromagnetic Environ-
ment Adaptability Test of GNSS Receivers, including What Complex Electromagnetic
Environment Is, How to Build Complex Electromagnetic Environment, How to
Evaluate the Adaptability Test, and so on. These works can provide a reference for
further research on related issues of the Complex Electromagnetic Environment
Adaptability Test of GNSS Receiver.

2 Technical Characteristics and Application Modes of GNSS
Receivers

2.1 Basic Composition and Principle

GNSS receivers are used to receive satellite navigation signals to achieve the navi-
gation, location, timing and other functions. Usually, GNSS receivers are composed of
functional modules such as RF front-end processing module, baseband digital signal
processing module, and positioning and navigation calculation module, etc., as shown
in Fig. 1. By receiving satellite signals from more than 4 satellites to obtain the cor-
responding distance measurement and navigation message, GNSS receivers calculate
the position of each satellite according the navigation message, and finally obtain the
present position and time of the receiver by solving equations.
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Fig. 1. The general composition of GNSS receivers
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2.2 Technical Characteristics

At present, the receiving frequency and signal information of GPS, BDS, GLONASS
and Galileo receivers are as shown in Table 1 [1, 9]. Besides that, in the ITU con-
ference of 2012, 2483.5 MHz–2500 MHz had been legal global navigation frequency.

For the reception frequency and signal situation of the BD III receiver are not
disclosed, Table 1 does not cover the BD III receiver.

The main technical characteristics of GNSS receivers as follows:

(a) Matched reception technology is used in receiving navigation signals. Because the
received navigation signals are already known parameters signals (including
frequency, bandwidth, rate, modulation mode, information format, etc.), matched
filtering, matched demodulation, matched despreading and other matched recep-
tion technology are used in the signal receiving and processing process. For the
receiving bandwidth is limited to the navigation signals bandwidth, it is difficult
for other signals outside the band to enter the receiver.

(b) It has a certain anti-jamming ability by using correlation receiving mode. The
satellite navigation signals have good autocorrelation and cross-correlation per-
formance by adopting direct sequence spread spectrum (DSSS) and the pseudo-
random (PRN) code technology. As a result, when carrying out correlation pro-
cessing such as navigation signal acquisition and tracking, a certain anti-
interference ability is obtained [10, 11].

Table 1. The receiving frequency and signal information of GNSS receiver

GNSS receivers GPS BDS GLONASS Galileo

Carrier frequency
(MHz)

L1: 1575.42
L2: 1227.60
L5: 1176.45

B1:
1561.098
B2:
1207.14
B3:
1268.52
S: 2491.75

G1: 1598.0625–
1605.375
G2: 1242.9375–
1248.625

E1: 1575.42
E5a: 1176.45
E5b: 1207.14
E6: 1278.75

Receiving frequency
(MHz)

1166–1590 1191–1571 1242–1606 1164–1591

Signal type L1: C/A, P
(Y), M
L2: C, P(Y), M
L5: C

B1: C, P
B2: C, P
B3: C, P

G1: C/A, P
G2: C/A, P

E1: PRS, OS,
SOL, CS
E5a: OS
E5b: OS, SOL, CS
E6: PRS, CS

Multiple access mode CDMA CDMA FDMA CDMA
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(c) The received navigation signals are weak and susceptible to be jammed. Since the
intensity of navigation signals received are mostly lower than −120 dBm, GNSS
receivers would not work normally within the radius of 9 km of 1 W interference
source (equivalent radiation power), even if the anti-jamming ability of GNSS
receivers are as high as 35 dB.

Focusing on the vulnerability of the GNSS receivers, researchers have proposed
various anti-jamming technologies in the antenna, signal processing, external assis-
tance, and so on. In which, frequency filtering technology, adaptive nulling antenna
technology, inertial/GNSS integrated navigation technology and other technologies
have been widely used [12–14].

2.3 Application Mode

GNSS receivers have been widely used globally, penetrating into almost all fields of
civilian and military fields [15–18]. In civilian fields, GNSS receivers have an
increasing application in transportation, marine fisheries, hydrological surveillance,
emergency rescue, mobile communication, and so on. In military fields, GNSS recei-
vers can provide high-precision position, speed and time information for individuals,
vehicles, aerial platforms and precision striking weapons. In addition, the BD receivers
can also provide short message communication, location reporting and other services.

In practical use, the application modes of GNSS receivers include different modes
such as handheld, airborne, missile borne, and so on. Among them, the handheld mode
and vehicle mode are mostly low dynamic applications, and the airborne mode and the
missile borne mode are mostly high dynamic applications. In order to improve the high
dynamic adaptability of the GNSS receivers, integrated navigation mode (such as
inertial/satellite integrated navigation) is commonly used, and other navigation system
information (such as inertial navigation information) are used to assist GNSS receivers
in fast acquisition and tracking of satellite navigation signals.

3 Analysis of Complex Electromagnetic Environment
of GNSS Receiver

3.1 About Complex Electromagnetic Environment

For GNSS receivers, the electromagnetic environment refers to the electromagnetic
environment consisting of all electromagnetic radiation or conductive electromagnetic
emission that arrives at the receivers. The electromagnetic environment not only
include the lightning, electrostatic discharge environment and the electromagnetic
environment radiated by civil equipments, but also the electromagnetic environment
radiated by warring parties when utilizing and controlling electromagnetic spectrum,
high power microwave and strong electromagnetic pulse, etc.
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3.2 The Composition of Complex Electromagnetic Environment

For the parameters (including frequency, style, spread spectrum code, code rate, etc.) of
the received signals are known, GNSS receivers would acquire the navigation and
positioning information in signals through capturing, tracking, demodulation, naviga-
tion message calculation and other processing. In receiving signals, GNSS receivers
would face the electromagnetic environment composed of all the electromagnetic
signals received by the antenna. For GNSS receivers far away from the war zone, the
electromagnetic environment mainly includes the electromagnetic signals radiated by
the peripheral civilian equipment, as well as the multipath GNSS signals generated by
the scattering of complex terrain or buildings. For GNSS receivers in the war zone, the
electromagnetic environment mainly includes all kinds of electromagnetic signals
generated by the radiation of electronic equipment of warring parties, by backup
radiation, by radiation or scattering of other electronic equipment. Similarly, Multipath
signals generated by scattering of complex terrain or buildings should also be
considered.

According the source and influence of the electromagnetic signals, the electro-
magnetic environment which GNSS receivers are facing can be divided into threat-
ening electromagnetic environment and background electromagnetic environment.
Threatening electromagnetic environment mainly refers to the electromagnetic envi-
ronment generated by the radiation of enemy electronic equipment, which can directly
interfere GNSS receivers. The background electromagnetic environment is composed
of all electromagnetic signals besides threatening the electromagnetic environment,
such as radar signals, communication signals, photoelectric signals and electromagnetic
signals radiated by civil equipment.

3.3 Complex Electromagnetic Environment Effects on GNSS Receivers

GNSS receivers are used to provide users with navigation, positioning, timing and
other information. Complex electromagnetic environment will have a certain degree of
interference to the signal processing in GNSS receivers. When there are strong inter-
ference signals in the receiving frequency band, the received signal-to-noise ratio (or
equivalent signal-to-noise ratio) of GNSS receivers will be reduced, which will make it
impossible for receivers to capture, track or demodulate signals normally. As a result,
the positioning accuracy and timing accuracy of GNSS receivers would deteriorate, or
make it difficult to obtain navigation, positioning and timing information.

Complex electromagnetic environment effects on GNSS receiver is mainly the
interference effect in signal capturing and tracking.

(1) Interference effect on the capturing of navigation signal

The capturing of navigation signal is the alignment process between the local pseudo
random code generated by GNSS receiver and the pseudo random code in satellite
signals received, which judged by the correlation value of the two codes exceed the
detection threshold. For there is a certain Doppler shift (generally ± 5 kHz) in satellite
signals received, and the signal transmission time is unknown, GNSS receivers need
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two-dimensional search in time domain (code phase) and frequency domain (Doppler
frequency range).

When there are interference signals or other background signals, the local pseudo
random code generated by GNSS receiver would be correlated with interference signals
and other background signals. If the interference signals or other background signals
are strong enough, the correlation value may exceed the detection threshold, GNSS
receivers would not be able to capture the real satellite navigation signals.

(2) Interference effect on the tracking of navigation signal

After GNSS receivers capture the satellite signals, carrier and pseudo-code loops can
be used to track signals, and accurate synchronization between the local reference
signal and the received signals would be achieved. The tracking loop usually consists
of carrier tracking loop and non-coherent delay locked code tracking loop. The carrier
tracking loop is divided into phase-locked loop (PLL) and frequency-locked loop
(FLL). The PLL can provide higher tracking precision and SNR, and the FLL can
tolerate larger Doppler shift (high dynamic application). The non-coherent delay locked
code tracking loop adopts three kinds of pseudo random codes: advance, instant and
lag. The precise alignment of the code phase can be achieved by using the correlation
values between the three kind of codes and pseudo random code of satellite signals
correspondingly.

Theoretical analysis shows that both the PLL tracking error and the loop tracking
error are closely related to equivalent SNR, noise band and pre-detection integral time.
When there are interference signals or other background signals, the equivalent SNR
will be reduced, and the tracking error of carrier tracking loop and code tracking loop

Fig. 2. The relation between the equivalent SNR and the PLL tracking error
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would increase correspondingly. When the tracking errors exceed the threshold, carrier
tracking loop and code tracking loop would lose lock. The relation between the
equivalent SNR and the PLL tracking error, the loop tracking error are shown in Figs. 2
and 3. The empirical threshold of carrier tracking loop is 15°, and The empirical
threshold of code tracking loop is 1/6 chip [18].

4 Evaluation Method of Complex Electromagnetic
Environment Adaptability Test of GNSS Receivers

Complex electromagnetic environment adaptability test of GNSS receivers are to test
whether GNSS receivers can achieve desired performance and complete scheduled
tasks in specified complex electromagnetic environment. Specified complex electro-
magnetic environment refers to the complex electromagnetic environment in the test
according to the mission and typical tasks of GNSS receivers.

4.1 General Procedure of Test

The general procedure of complex electromagnetic environment adaptability test of
GNSS receivers is as follows:

(1) Determinating test contents and requirement

The test contents and requirement of complex electromagnetic environment adapt-
ability test should be determined according to the mission of GNSS receivers.

(2) Correlation construction and evaluation of electromagnetic environment.

Firstly, the confrontation conditions (such as the alignment, deployment and perfor-
mance of the electronic equipment of warring parties in war zone, the tactical tactics
maybe used, electromagnetic signals propagation environment, etc.) and the technical
conditions (such as the response characteristics of receivers to electromagnetic signals)
should be analyzed and determined according to mission and application of GNSS
receiver.

Fig. 3. The relation between the equivalent SNR and the PN code loop tracking error
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Secondly, according to the confrontation conditions determined, the electromag-
netic environment of GNSS receiver should be predicted by synthetically using the
measured data, theoretical calculation results and mathematical simulation data.

Then, according to the requirement of correlation construction, the electromagnetic
environment predicted should be trimmed, the construction requirements of equivalent
electromagnetic environment should be put forward, the equipment used to construct
the electromagnetic environment should be chosen, and the prescribed complex elec-
tromagnetic environment should be constructed.

Finally, it is necessary to evaluate the similarity between the electromagnetic
environment in test and the prediction electromagnetic environment.

(3) Evaluation of adaptability test

The complex electromagnetic environment adaptability test of GNSS receivers should
be carried out to test the main tactical indicators of GNSS receivers in complex
electromagnetic environment, and evaluate adaptability of GNSS receivers
comprehensively.

4.2 Construction and Evaluation Method of Electromagnetic
Environment of GNSS Receivers

4.2.1 Correlation-Based Construction Method of Electromagnetic
Environment
Construction of complex electromagnetic environment is the key in complex electro-
magnetic environment adaptability test. When constructing the complex electromag-
netic environment, not all the predicted electromagnetic signals need to be constructed.
According to the response characteristics of GNSS receivers to electromagnetic signals,
only electromagnetic signals that have high relativity with GNSS receivers should be
selected to construct.

Relativity between the electromagnetic signals and GNSS receivers can be mea-
sured by Correlation Degree, which mainly reflected the correlation between electro-
magnetic signals and GNSS receivers in frequency domain, time domain, power
domain, and polarization domain. For GNSS receiver, Correlation Degree of electro-
magnetic signals can be calculated by reference formula (1):

ci ¼ cfi � cti � cpi ð1Þ

Where, cfi is the frequency domain correlation factor between number i electro-
magnetic signal and GNSS receiver, it is necessary to consider whether the spectrum of
the signal falls into the receiver’s scheduled receiving bandwidth. cti is the time domain
correlation factor between number i electromagnetic signal and GNSS receiver, it is
necessary to consider whether the signal appears in the predetermined receiving time of
the GNSS receiver; cpi is the power domain correlation factor between number i
electromagnetic signal and GNSS receiver, it is necessary to consider whether the
power of the signal exceed the receiver’s sensitivity or the background noise power.
For polarization domain, it is generally considered in the power domain correlation
factor synthetically.
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According to the principle of Power Equivalence or Functional Equivalence, the
electromagnetic environment should be constructed by using physical equipment,
analog equipment, simulation equipment, vector signal source, etc. There are many
related research literatures in this field, such as paper [19], which put forward an
evaluation method of complex electromagnetic environment based on interference
scenario, interference technology, interference tactics, and interference intensity. It also
discusses equivalent construction methods of complex electromagnetic environment,
such as mathematical simulation, hardware in the loop simulation, ground static test,
captive flight test, flight test, etc. Paper [20] proposes a construction method of elec-
tronic warfare complex electromagnetic environment simulation system, which
includes battlefield electromagnetic environment scenario, battlefield signals playback,
intentional electromagnetic radiation, unintentional electromagnetic radiation, natural
electromagnetic radiation, and battlefield electromagnetic environment visualization.
Paper [21] proposes an implementation method of hardware-in-the-loop simulation
platform for complex electromagnetic environment that can be used in microwave
anechoic chamber test.

4.2.2 Similarity-Based Evaluation Method of Electromagnetic
Environment
Assessment of electromagnetic environment similarity can be measured by Similarity
Degree [4]. The general calculation method of Similarity Degree is:

First, the similarity of every single electromagnetic signal in complex electro-
magnetic environment should be calculated, and similarity factors in frequency
domain, time domain, power domain, modulation domain, and polarization domain
should be taken into account.

Then, the similarity of single electromagnetic signal should be weighted to cal-
culate the similarity of threatening electromagnetic environment and background
electromagnetic environment respectively.

At last, according to the response characteristics of GNSS receiver, the similarity of
threatening electromagnetic environment and background electromagnetic environment
should be weighted to evaluate the similarity of complex electromagnetic environment.

The specific calculation method of Similarity Degree will be discussed in following
papers.

4.3 Contents of Complex Electromagnetic Environment Adaptability
Test

4.3.1 Evaluation Indexes of Electromagnetic Environment Adaptability
According to the mission of GNSS receiver, evaluation of complex electromagnetic
environment adaptability should focus on the accuracy and timeliness in providing
position information, speed information, time information and other services. Con-
sidering the short message communication and location report service of BD receivers,
and the current trend of integration of GNSS system with satellite communication and
satellite search and rescue, it is necessary to verify the coordination of GNSS receivers.
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(1) Indexes related to accuracy

Indexes reflecting the accuracy of GNSS receivers in complex electromagnetic envi-
ronment mainly include Positioning Accuracy, Rate Accuracy, Timing Accuracy,
RAIM (receiver autonomous integrity monitoring) capability. Positioning Accuracy,
Rate Accuracy and Timing Accuracy are used respectively to test the positioning
capability, velocity measurement capability, timing capability of GNSS receivers in
complex electromagnetic environment. RAIM capability is used to test the capability of
GNSS receiver in complex electromagnetic environment to provide timely alarm when
positioning error exceeds the permissible threshold.

(2) Indexes related to timeliness

Indexes reflecting the timeliness of GNSS receivers mainly include Reaction Time and
Service Continuity. Reaction Time include First Start-up Time (according to the
application requirement of GNSS receiver, including cold start, warm start and hot
start) and Recapture Time after loss of lock, which are used to test capability of the
GNSS receiver to provide timely service in complex electromagnetic environment.
Service Continuity is the time probability of providing continuous satisfying posi-
tioning, rate measuring and timing service in specified time. It is used to test the
capability of GNSS receiver to provide continuous service (meeting relevant needs) in
complex electromagnetic environment.

(3) Indexes related to coordination

Indexes reflecting the coordination of GNSS receivers mainly include Command-and-
control Capability, and Communication Capability. Command-and-control Capability
refers to the management and monitoring capability. Communication Capability refers
to information transfer ability between GNSS receiver and other users.

Evaluation indexes of complex electromagnetic environment adaptability of GNSS
receivers are shown in Fig. 4. These indexes are generally tested in different time
periods under the constructed complex electromagnetic environment.
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Fig. 4. Evaluation indexes of GNSS receiver complex electromagnetic environment adaptability
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4.3.2 Evaluation Method of Electromagnetic Environment Adaptability
Evaluation of complex electromagnetic environment adaptability is final purpose of
complex electromagnetic environment adaptability test. For GNSS receivers, indexes
selected should be closely related to the ability to fulfill its mission. Evaluation of
complex electromagnetic environment adaptability of GNSS receivers should be done
through weighted evaluation of single index.

For example. For a certain GNSS receiver, the task requires that the Positioning
Accuracy should not be less than 10 m, Recapture Time should not be more than 10 s,
and Service Continuity probability should not be less than 95%. In test electromagnetic
environment, Positioning Accuracy of the GNSS receiver is 30 m, Recapture Time is
20 s, and Service Continuity probability is 30%. According to the mission requirement,
Positioning Accuracy, Recapture Time and Service Continuity are affected in different
degree. The effects are severe (value 0.8), moderate (value 0.5) and severe (value 0.8)
respectively. The weights are 0.4, 0.3, and 0.3 respectively. Then the complex elec-
tromagnetic environment adaptability coefficient of this GNSS receiver is
1� 0:8ð Þ � 0:4þ 1� 0:5ð Þ � 0:3þ 1� 0:8ð Þ � 0:3 � 0:29, which means Unavail-
ability (when the coefficient is below 0.5, it means Unavailability).

5 Summary

Aiming at the problems that need to be solved urgently in complex electromagnetic
environment adaptability test of GNSS receivers, this paper analyses the influence of
complex electromagnetic environment on GNSS receivers acquisition and tracking
links, puts forward the correlation-based construction method of complex electro-
magnetic environment, the similarity-based evaluation method of experimental elec-
tromagnetic environment, and designs the adaptability evaluation indexes system of
GNSS receivers based on Accuracy, Timeliness and Coordination. The above ideas and
methods can provide reference for further research on the electromagnetic environment
adaptability test of GNSS receivers.
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Abstract. We analyzed the disturbance anomaly in the global ionosphere TEC
caused by Coronal mass Ejection on May 23, 2017, based on the GPS iono-
sphere detection technology. Affected by the Coronal mass Ejection toward
Earth, The ionosphere TEC first has a disturbance anomaly on May 23 2017.
20 o’clock. Because of the earth rotation, the ionosphere TEC anomaly area
would move to the west along with the sun point-blank point. The ionosphere
TEC disturbance maximum is 21TECU. In addition, we analyzed the influence
of the Coronal mass Ejection on the correction effect and positioning accuracy
of the ionosphere model of the IGS GPS monitoring station. The result shows
that the Coronal mass Ejection has the greatest impact on the correction of the
GPSK8 model, and the impact on the positioning accuracy of monitoring sta-
tions are 2–5 m.

Keywords: CME � Ionosphere TEC � BDSGIM � KLOBUCHAR

1 Introduction

Since the first discovery of the Coronal Mass Ejection (CME) in 1971, it has been
gradually recognized that CME is a frequent and intense phenomenon in the solar
atmosphere. The CME event is not only a transient phenomenon of the sun’s Sundial,
but also related to the long-term evolution of the sundial [1, 2]. The Geomagnetic storm
caused by the coronal mass ejection will cause the magnetic layer to compress and
deform and cause abnormal ionospheric disturbance. The occurrence of ionospheric
storms will have a serious impact on the accuracy of communication systems, space
vehicles and GNSS navigation and timing. Therefore, studying the anomalies of the
ionosphere during the special space environment has an important role.

Due to the emergence of technologies such as the Global Positioning System
(GPS), the spatiotemporal distribution of the global ionosphere TEC during magnetic
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storms can be accurately detected. It has been studied to use the TEC data obtained by
GPS to analysis the changes of the ionosphere during a magnetic storm. Xia et al. [3]
used the TEC data obtained by GPS during the two large magnetic storms in July 2000
and October 2003 to explore the response characteristics of the low-latitude ionosphere
TEC in East Asia. Xu et al. [4] studied the response characteristics of ionospheric TEC
in Wuhan and its adjacent areas during the strong magnetic storm in November 2004.
Xu et al. [5] analyzed the impact of solar storm on the ionosphere and GPS mea-
surements on August 1, 2010. The results shows that the impact of the M3.2 flare event
on the high-order terms of the ionosphere reaches the centimeter level.

Affected by the Coronal Mass Ejection on May 23, 2017, a large number of low-
energy particles arrived at the Earth on May 27, 2017. The southward component of the
interplanetary magnetic field is at least −20 nt. after 2 h, a medium magnetic storm
appeared, and then developed into a large magnetic storm. During the period of 27–28
days, the geomagnetic field reached the level of large magnetic storm for 3 h, the
medium magnetic storm level reached 9 h, the small magnetic storm level reached 3 h,
and the active level reached 3 h. This paper uses ionosphere detection technology to
analyze the abnormal effects of this magnetic storm on the global ionosphere TEC.
Analysis of the correction effect of the model during the magnetic storm days of five
IGSGPS monitoring stations in China, and analysis the pseudo-single point positioning
accuracy of the BDS B1I frequency.

2 GNSS Global Broadcast Ionosphere Model

2.1 GPS Global Broadcast Ionosphere Model

The GPS system uses the Klobuchar8 parameter model (hereinafter referred to as
GPSK8). This model was proposed by KLOBUCHAR in 1987 [6]. This model sets the
night time ionospheric delay to a constant of 5 ns. Cosine function for the inter-day
ionospheric delay. The amplitude and period can be calculated from the 8-parameter
calculations broadcast by the navigation message. A detailed user algorithm for the
GPSK8 model can be found in the literature [6, 7].

2.2 Galileo Global Broadcasting Ionosphere Model

The Galileo system uses the NeQuick model as a model for ionospheric delay cor-
rection, the NeQuick2 model is currently used. It is based on the NeQuick1 model to
improve the analytical equations of the bottom and top ionosphere. Making NeQuick2
calculate the electron density value closer to the measured value than NeQuick1 [8].
Specific input and output parameter calculations for the NeQuick2 model are detailed
in Ref. [8, 9].

2.3 Beidou Global Broadcast Ionosphere Model

The BeiDou Global Ionospheric Delay Correction Model (BDGIM) combines the peri-
odicity of the ionosphere with the improved spherical harmonic function to solve the
global ionospheric model for single-frequency users [10]. The coefficients of the BDGIM
model are divided into low-order spherical harmonic function coefficients and high-order

326 T. Peng et al.



spherical harmonic function coefficients. The low-order terms have a great influence on
the ionospheric TEC. This part has 9 parameters in the navigation message B-CNAV1
subframe 3 and B-CNAV2. Type 30 in the broadcast, The higher-order coefficients
describe the small-scale variation of the ionospheric TEC, Therefore, it is given in the
ICD as a non-casting coefficient [11, 12], which can be calculated and used by the user
according to the given method. Calculate the use according to the given method. For the
user to calculate the use according to the givenmethod. The basic steps for calculating the
ionosphere delay correction for the BDSGIM model can be found in [13, 14].

3 Global Ionospheric TEC Disturbance Anomaly Analysis

Based on the solar activity provided by the Space Environment Forecasting Center of
the Chinese Academy of Sciences and the space weather weekly report provided by the
China Meteorological Administration, the CME event occurred on May 23, 2017,
affected by the high-speed flow of the tunnel, affected by the Earth, on May 27 A
magnetic storm occurred around 20 o’clock on the day, and a magnetic storm occurred
on the 28th. The geomagnetic activity on 29–30 was calm to perturbation. 2017-05-27-
29 Three-day KP index, DST index results information as shown in Figs. 1 and 2:

Fig. 1. Geomagnetic KP index from May 27 to 29

Fig. 2. Geomagnetic DST index from May 27 to 29
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UT 00:00 UT02:00 UT04:00

UT 06:00 UT08:00 UT10:00

UT 12:00 UT14:00 UT16:00

Fig. 3.
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Using IGS ionospheric grid products, the TEC data of May 24–26, 30–31, and five
days are taken as the reference value, the difference between the TEC observations
during the magnetic storm day is obtained, and the ionospheric TEC difference
information of each grid point is obtained. Then, fitting is performed to obtain TEC
perturbation information at each moment during the magnetic storm day. Figure 3
shows the variation of the ionospheric TEC anomaly disturbance from May 27 to May
29 at intervals of two hours.

The information comparison of the ionospheric TEC disturbance during the mag-
netic storm day can be seen:

UT 18:00 UT20:00 UT22:00

UT 00:00 UT02:00 UT04:00

UT 06:00 UT08:00 UT10:00

UT 12:00 UT14:00 UT16:00

UT 18:00 UT20:00 UT22:00

Fig. 3. (continued)
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(1) Although there was a flare incident on the day of 05–23, the global ionosphere
TEC did not disturb the abnormal situation. Mentioned in reference [5], two flares
of grades M5.1 and M4.6 have less impact on global TEC than 1TECU, the X-ray
flare event did not occur during the coronal mass ejection, which is difficult to
distinguish from the effects of the ionospheric TEC obtained by GPS inversion.

(2) On May 27th, UT 20:00, significant ionospheric TEC disturbance anomalies first
appeared in the Americas and mid-low latitudes, and the maximum value
exceeded 12TECU. At this time, the sun directly hits North America (about 12:00
local time), and the low-energy particles generated by the coronal mass ejection
reach the earth, directly affecting the ionospheric TEC information in the local
area of the Americas.

(3) At UT0:00 on May 28, the anomalous disturbance area of the ionospheric TEC
further expanded and moved westward with direct sunlight. At 06 o’clock on the
28th, the disturbance area reached the maximum, and the ionospheric disturbance
in the central area was the largest 21TECU. It can be seen from the figure (b) that
after the UT 10:00 time, the ionospheric TEC disturbance amount begins to
weaken, and the abnormal region gradually disperses. This TEC abnormal dis-
turbance amount lasts for 12 h.

(4) At UT12:00 on May 29, In the equatorial region, the ionospheric TEC increases
again, and the affected area is concentrated. The geomagnetism reaches the level
of small magnetic storm. This is because the new wave of low-energy particles
interferes with the ionosphere in the equatorial region after reaching the earth.
Outliers and abnormal regions are gradually reduced, after 5–30, the global
ionospheric TEC did not exhibit TEC anomalous disturbance, indicating that the
abnormal disturbance caused by the geomagnetic storm to the global ionosphere
TEC is over.

In summary, the disturbance of the global ionospheric TEC to the CME event
reached 21 TECU, mainly due to the upper boundary anomaly. Due to the influence of
the Earth’s rotation, the concentrated area where the ionospheric TEC anomalies occur
will move westward as the sun’s point directs. The abnormal concentration area is
generally around 12:00 to 16:00.

4 Analysis of the Effect of Magnetic Storm on the Correction
Effect of Monitoring Station Model and the Single Point
Positioning of Pseudorange

4.1 Analysis of the Influence of Magnetic Storm on Model Correction
Effect

On the magnetic storms on May 27th and 28th, the ionospheric forward disturbance
was observed in Beijing station, and the critical frequency (f0F2) and electron content
(TEC) of the ionospheric F2 layer were higher than the background value. In order to
objectively reflect the impact of the magnetic storm on the correction effect of the
model, Select 5 monitoring stations (URUM, BJFS, LHAZ, SHAO, TWTF distributed
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in China) observation data from 2017-05-15 to 2017-05-31 (year 135–151), using the
model correction rate (P) and root mean square errors (RMS) as statistical indicators of
model correction effect. The formula is:

ð1Þ

In the formula, is the VTEC information is calculated using a user
algorithm of three broadcast ionospheric models. is the VTEC information
at the puncture point of the selected monitoring station.

The correction rate and RMS statistics of the URUM and BJFS stations are shown
in Figs. 4 and 5.

Figure (a) URUM station model correction rate

Figure (b) URUM station RMS statistics

Fig. 4. URUM station model correction effect statistics
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Figure (a) BJFS station model correction rate

Figure (b) BJFS station RMS statistics

Fig. 5. BJFS station model correction effect statistics

It can be seen from the statistical results:

(1) In terms of correction rate: magnetic storm (annual accumulation date 147–148)
has a certain impact on the correction rate of the three models, but the impact is
different. In the comparison of the three models, the magnetic storm has the
greatest impact on the correction rate of the GPSK8 model, and the correction rate
is less than 50%.

(2) In terms of root mean square error: compared with the quiet period, the magnetic
storm has a certain influence on the RMS of the three models. In the comparison
of the three models, the magnetic storm has the greatest influence on the GPSK8
model and the least impact on the BDGIM model.

It shows that the GPSK8 model is slightly worse than the BDGIM and NeQuick2
models in the adaptability of the magnetic storm.

4.2 Analysis of the Influence of Magnetic Storm on Single Point
Positioning Accuracy

The magnetic storm will cause certain interference to the satellite signal, increasing the
ranging error between the station stars, resulting in inaccurate position information
calculated by the receiver. In order to analyze the influence of magnetic storm on the
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positioning accuracy, the observation data and ephemeris data during the magnetic
storm days of five monitoring stations were selected, and the accuracy of Beidou B1I
single frequency positioning was analyzed by RTKLIB software. The correction of the
ionosphere is corrected by the BDGIM model, and the troposphere is corrected by the

Figure (a) URUM station B1I positioning result information

Figure (b) SHAO station B1I positioning result information

Figure (c) BJFS station B1I positioning result information

Fig. 6. B1I positioning accuracy statistics during the selected station magnetic storm day
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Saastamoinen model. The station information given in the SNX file is used as the
“reference value”. In the analysis, the results of the calm period of May 16 (136 days of
the year) were also selected as the comparison. The BDS B1I single-frequency single-
point positioning result of the selected station during the magnetic storm day is shown
in Fig. 6 (Table 1):

Figure (d) LHAZ station B1I positioning result information

Figure (e) TWTF station B1I positioning result information

Fig. 6. (continued)

Table 1. Analysis of positioning accuracy on May 16
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The accuracy of the BDS B1I single-frequency positioning accuracy in the E and N
directions is better than 8 m in the selected station during the magnetic storm day, and
the overall accuracy in the U direction is better than 15 m. Compared with the quiet
period, the influence of the magnetic storm on the positioning accuracy of the station is
2–5 m.

5 Conclusion

Taking the geomagnetic storm induced by the Coronal Mass Ejection on May 23, 2017,
this paper analyzes the abnormal effects of magnetic storm on the global ionosphere
TEC, and can get the following conclusions:

(1) The magnetic storm has a certain disturbance to the global ionospheric TEC.
From UT 20:00 on May 5–27, the ionospheric TEC disturbance in the middle and
low latitudes has a significant increase, and the maximum value exceeds 12
TECU. 05-28 06:00 The affected area reaches its maximum, and the maximum
value of its central area is 21TECU.

(2) It can be seen from the comparison of the correction effects of the model before
and after the magnetic storm day that the magnetic storm has a certain influence
on the correction effect of the broadcast ionospheric model, but the impact is
different. In the overall comparison, the correction effect of the GPSK8 model has
the greatest influence, and the correction effect of the BDSGIM model is minimal,
indicating that the BDGIM model is slightly better than the GPSK8 model and the
NeQuick2 model in the adaptability of the magnetic storm.

(3) Compared with the quiet period, the influence of the magnetic storm on the
pseudorange positioning accuracy of the BDS B1I frequency point is 2–5 m.

Acknowledgement. Thanks to the documentation provided by the Space Environment Forecast
Center of the Chinese Academy of Sciences, and the observation data and grid products provided
by the IGS monitoring station.
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Abstract. The modernized global navigation satellite system (GNSS) provides
the open service (OS) signal and authorized service (AS) signal for users. Each
service signal includes a data component and a pilot component. All the signal
components need to be combined into a composite signal for broadcast. To
verify whether the transmitted signal generated by satellite payload can meet the
design requirements, the signal in space is collected by high gain antenna, and
the signal quality is evaluated. However, the spreading spectrum code sequences
of AS signal are unknown. In order to evaluate the signal quality of AS signal,
the code sequences of AS signal have to be recovered. The current methods are
based on the following assumptions: the expression of the constant envelope
composite signal or the power/phase relationship of AS signal is known. Nev-
ertheless, the above assumptions may be not satisfied. This paper studies the
code sequences estimation method when the expression of the constant envelope
composite signal and the power/phase relationship of AS signal are unknown.
The proposed method treats the code sequences as the optimized variables. The
utility function to obtain the maximum cross-correlation value is exploited. The
optimization problem is solved by the binary genetic algorithm. On this basic,
the separation method of AS signal component is presented. The correlation
function of AS signal is obtained, and the correlation characteristics of AS signal
component are evaluated. The performance of the proposed method is verified
by the theoretical analysis and numerical simulation. Finally, based on the
proposed method, we evaluate the signal quality of Galileo E1 signal collected
by a 6 m antenna, which shows the effectiveness of the proposed method.

Keywords: Authorized service signal � Code sequence recovery �
Signal quality � GNSS

1 Introduction

In Global Navigation Satellite System (GNSS), the quality of signal-in-space (SIS) has
a significant effect on the system performance. To evaluate the signal quality generated
by satellite payload, each GNSS develops and builds the signal quality monitoring and
assessment system. To ensure the analysis precision, these systems usually exploit the
high gain antenna to collect signal, such as the 47 m dish antenna at Stanford [1], the
30 m dish antenna of DLR [2] and the 40 m antenna of National Time Service Center
in Chinese Academy of Sciences [3].
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As is known, the modernized GNSS signals provide the open service (OS) and
authorized service (AS) simultaneously [4]. Each service signal includes a data com-
ponent and a pilot component [5]. For signal generation, to maximize the efficiency of
power amplifier and reduce the signal distortion, it is necessary to combine multiple
signal components into a constant envelope composite signal [6]. The pseudo random
noise (PRN) codes of open service signals can be obtained from the interface control
document (ICD) [4, 7], while the PRN codes of AS signals are encrypted, such as the
M code in GPS [8] and public regulated service (PRS) signal in Galileo [9]. In order to
analyze the AS signals, we need to recover the unknown PRN code sequence.

Recently, several works about PRN code recovery have been done. Reference [10]
studies the recovery method of AS signals with different constant envelope multi-
plexing schemes, including the QPSK, CASM/Interplex and POCET. The demodula-
tion thresholds of different bit error rate (BER) are analyzed. However, in order to
obtain the AS signals, the constant envelope multiplexing scheme, i.e. the analytical
expression should be known. In this case, the recovery method of AS signals is
equivalent to the demodulation of data bit. Reference [11] analyzes the CASM signal
on L1 frequency points for GPS BIIF-5 satellite, and adopts the matched filtering
technology to recover the PRN codes of P(Y) and M code. This method generates
locally the four combinations of P(Y) and M code during one chip, and then correlates
them with the received signal during one chip. The combination with the maximum
correlation value corresponds to the PRN code combination. This method can recover
the PRN code chip by chip in the case that the power ratio and phase relationship
between signal components are known.

Generally speaking, the modulation types of AS signals are known, but the constant
envelope multiplexing scheme is unknown. Moreover, the power ratio between signal
components may change with time [12]. This paper studies the separation method of
AS signal when the expression of the constant envelope composite signal and the
power/phase relationship of AS signal are unknown. The proposed method includes
mainly three steps. Firstly, The OS signal component is acquired and tracked, and then
the received composite signal is converted into the baseband signal. Secondly, the
baseband signal is segmented in time domain according to the chip width of AS signal
component. Then each segmentation is correlated with the modulated symbol of AS
signal, and the correlation values during one chip are obtained. Finally, the code
sequences of AS signal are treated as the optimized variables. The object function is to
maximize the cross-correlation value during one integration period. The PRN code
sequence is estimated based on the binary genetic algorithm.

This paper first presents the signal model and problem formulation. Then, the
separation method of AS signal is proposed. The performance of the proposed method
is analyzed by simulation. Finally, based on the proposed method, we evaluate the
signal quality of Galileo E1 signal collected by a 6 m antenna. The correlation function
and s-curve bias (SCB) of AS signal component are presented.
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2 Signal Model and Problem Formulation

2.1 Signal Model

The baseband expression of the constant envelope multiplexing signal can be given by
[6]

s tð Þ ¼
XN
n¼1

Ane
jhn sn tð Þþ IM tð Þ ð1:1Þ

where An and hn are the amplitude and phase of the nth signal component respectively.
IM(t) is the inter-modulation (IM) term. N is the total number of signal component.
sn(t) is the nth signal component, which is expressed as

sn tð Þ ¼
XLn�1

l¼0

cl;npn t � l � Tc;n
� � ð1:2Þ

where ignoring the navigation message data. pn(t) is the modulated symbol of the nth
signal component, which is generally known. {cl,n} is the PRN code sequence of the
nth signal component, and the value of the nth signal component is 1 or −1.

In general, the power of IM term is lower than that of useful signal terms. Con-
sidering the orthogonality of PRN code sequences, all the signal components are
uncorrelated, i.e.

1
Tp

Z
Tp

sn tð Þsm tð Þdt ¼ 0; m 6¼ n ð1:3Þ

2.2 Problem Formulation

The composite signal s(t) includes OS signal components and AS signal components.
These existing two methods to recover the AS signal components from s(t). They are
direct demodulation method and matched filtering method.

The direct demodulation method requires that the constant envelope scheme of
GNSS signal is known. An example is shown in (1.4).

s tð Þ ¼ A1s1 tð ÞþA2 tð Þs2 tð Þþ j A3s3 tð ÞþAIMs1 tð Þs2 tð Þs3 tð Þð Þ ð1:4Þ

In this case, the AS signals can be obtained by demodulating the data bit. Assume
that s1(t) is a OS signal component, s2(t) and s3(t) are AS signal components. In an ideal
condition, s2(t) and s3(t) can be recovered by
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~s2 tð Þ ¼ sign
sI tð Þ � A1s1 tð Þ

A2

� �

~s3 tð Þ ¼ sign
sQ tð Þ

A3 þAIMs1 tð Þs2 tð Þ
� �

¼ sign
A2sQ tð Þ

AIMs1 tð ÞsI tð ÞþA2A3 � A1AIM

� � ð1:5Þ

where sI(t) and sQ(t) are the real part and imaginary part of s(t) respectively.
The matched filtering method generates locally all the combinations of AS signal

components, and correlate these combinations with the received signal during one
chip. The combination with the maximum correlation value is the estimated PRN code
sequences. For example, there are only two AS signal components at in-phase branch,
i.e.

sI tð Þ ¼ A1

XL�1

l¼0

cl;1p1 t � l � Tc1;n
� �þA2

XL�1

l¼0

cl;2p2 t � l � Tc2;n
� � ð1:6Þ

where {cl,1} and {cl,2} are the PRN code sequences of two AS signal components.
During the nth chip, for different values of cn,1 and cn,2, the possible combinations are

sI;1 tð Þ ¼ A1p1 t � l � Tc1;n
� �þA2p2 t � l � Tc2;n

� �
sI;2 tð Þ ¼ A1p1 t � l � Tc1;n

� �� A2p2 t � l � Tc2;n
� �

sI;3 tð Þ ¼ �A1p1 t � l � Tc1;n
� �þA2p2 t � l � Tc2;n

� �
sI;4 tð Þ ¼ �A1p1 t � l � Tc1;n

� �� A2p2 t � l � Tc2;n
� �

ð1:7Þ

For clarity, let Tc1,n = Tc1,n = Tc. Generate locally these four combinations, and
correlate them with sI(t) during the nth chip. Four correlation values are

A2
1cl;1 þA2

2cl;2;A
2
1cl;1 � A2

2cl;2;�A2
1cl;1 þA2

2cl;2;�A2
1cl;1 � A2

2cl;2 ð1:8Þ

In (1.8), the assumption 1
T

R
T
p1 tð Þp2 tð Þ ¼ 0 is adopted. The combination with the

maximum correlation value is the estimated PRN code sequences.
The above two methods require that the constant envelope scheme, or the power

ratio and phase relationship between signal components are known. The proposed
method could estimate the PRN code sequences of AS signal components when the
constant envelope scheme, the power ratio and phase relationship between signal
components are unknown.

3 The Proposed Methods

3.1 Basic Principle

The proposed method is based on formula (1.3), i.e. all the signal terms are uncorre-
lated with each other. The PRN code sequences of AS signal components during one
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period are treated as the optimized variables, and then are estimated by optimization
algorithm. There are three steps in our method.

Step One. The OS signal component of the received composite signal is acquired and
tracked firstly. After the tracking loop is stable, the received composite signal is down
converted to baseband, i.e.

s tð Þ ¼
XN
n¼1

Ane
jhn sn tð Þþ IM tð Þ ¼

XN
n¼1

Ane
jhn

XLn�1

l¼0

cl;npn t � l � Tc;n
� �þ IM tð Þ ð1:9Þ

where Ln is the PRN code length of the nth signal component. Tc,n is the chip duration
of the nth signal component. Obviously, the OS signal components are known, and can
be cancelled from the received composite signal. Assume that signal component n is
OS signal.

Step Two. Correlate s(t) with the modulated symbol pn(t) during every one chip
duration. We can obtain Ln correlation values, i.e.

Rl;n ¼ 1
Tc;n

Z lTc;n

l�1ð ÞTc;n
s tð Þpn t � lTc;n

� �
dt � Ane

jhncl;n þ 1
Tc;n

XN
m ¼ 1;
m 6¼ n

Ame
jhmcl;mP

l
m;n

ð1:10Þ

where

Pl
m;n ¼

Z lTc;n

l�1ð ÞTc;n
pm t � l � Tc;n

� �
pn t � lTc;n
� �

dt ð1:11Þ

Usually the power of IM terms is enough small and can be ignored.

If
PN

m ¼ 1;
m 6¼ n

Amejhmcl;mPl
m;n ¼ 0 for all possible m, we have

Rl;n � Ane
jhncl;n ð1:12Þ

Step Three. Estimate the PRN code sequence and obtain the estimation ĉl;n
� �

. The
object function is given by

arg
ĉl;nf g

max
XN�1

l¼0

Rl;nĉl;n

�����
����� ð1:13Þ

There are 2N possible sequences for ĉl;n
� �

. We suggest that the optimization
problem is solved by the binary genetic algorithm [13].
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3.2 Application Cases

The preceding condition
PN

m ¼ 1;
m 6¼ n

Amejhmcl;mPl
m;n ¼ 0 is only for the sake of conve-

nience, and is a sufficient and unnecessary condition for the proposed method, which is
difficult to be met. In fact, the essence of the proposed method is to find a PRN code
sequence, which can achieve the maximum correlation value of AS signal. Consider
the following four cases.

Case One. The proposed method is applicable for the case that the modulation types of
all the AS signal components are different from each other. In this case, for any random
code sequence ĉl;n

� �
, we have

Z LnTc;n

0

XLn�1

l¼0

ĉl;npn t � l � Tc;n
� �

sm tð Þdt ¼ 0; m 6¼ n ð1:14Þ

When the optimization result can ensure ĉl;n � cl;n,
PN�1

l¼0
Rl;nĉl;n

����
���� can reach the

maximum value.

Case Two. The proposed method is also applicable for the case that the modulation
types of two AS signal components are the same, but they are at orthogonal branches.

Case Three. The proposed method is theoretically applicable for the case that the
modulation types of two AS signal components are the same, but they are not at
orthogonal branches, and not at the in-phase branches.

Case Four. If two AS signal components have the same power, the same modulation
types, and at the in-phase branches, as expressed as

sI tð Þ ¼ s1 tð Þþ s2 tð Þ ð1:15Þ

There are no methods to recover s1(t) and s2(t), even in the ideal and noiseless
environment. The reason is that the value of sI(t) is unchanged when exchanging the

values between s1(t) and s2(t). When estimating the ĉl;n
� �

,
PN�1

l¼0
Rl;nĉl;n

����
���� can reach the

maximum value. When the nth chip values of s1(t) and s2(t) are the same, ĉl;n is the
right value. When the nth chip values of s1(t) and s2(t) are different from each other, it
is impossible to decide the value of ĉl;n is right or not. Thus, there are only 75% chip
signs in the optimized code sequences ĉl;n

� �
are the same with the chip signs in

s1(t) and s2(t).
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4 Simulation Analysis

The performance analysis takes the Galileo E1 signal as an example. Galileo E1
provides one OS signal and one AS signal. The OS signal includes a data component
E1B and a pilot component E1C, having the modulation types CBOC+(6, 1, 1/11) and
CBOC−(6, 1, 1/11) respectively. The AS signal is denoted as E1A, whose modulation
type is BOCc(15, 2.5). The constant envelope scheme of Galileo E1 signal is given by
[14]

sE1 tð Þ ¼ cE1B tð Þ
ffiffiffiffi
10
11

q
sc1;1 tð Þþ

ffiffiffiffi
1
11

q
sc6;1 tð Þ


 �
þ cE1B tð Þ

ffiffiffiffi
10
11

q
sc1;1 tð Þ �

ffiffiffiffi
1
11

q
sc6;1 tð Þ


 �
þ j asPRS tð Þ � bsPRS tð ÞcE1�D tð ÞcE1�P tð Þð Þ

ð1:16Þ

where cE1B(t) and cE1C(t) are the PRN code sequences of E1B and E1C respectively.
sc1,1(t) and sc6,1(t) are the square waveform subcarrier of BOC(1, 1) and BOC(6, 1)
respectively. a and b are adjustable parameters. To meet the requirement of constant
envelope, we have a � b ¼ 11=9.

When a = 2, the power ratio of E1A and E1B is 4:1 [15]. Using the proposed
method to estimate the PRN code sequences of E1A signal, the BER performance in
different carrier-to noise-density (C/N0) conditions is shown in Fig. 1. The x axis is the
C/N0 of the composite signal sE1(t). The coherent integration time is 4 ms in simula-
tion. It can be seen that BER is less than 0.001 when the C/N0 is higher than 76 dB-Hz.
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Fig. 1. BER performance
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5 Experimental Results

To verify the effectiveness of the proposed method, we collected the Galileo E1 signal
using a 6 m dish antenna. The satellite PRN code is CSAT0209. Figure 2(a) shows the
6 m dish antenna. Figure 2(b) is the power spectrum density (PSD) of the collected
Galileo E1 signal. The signal is directly RF sampled with 650 MHz sampling rate.

The E1B signal component is acquired and tracked using a software receiver. After
the tracking loop is stable, the E1 signal is converted into baseband. Then the PRN
code sequences of E1A signal are estimated. Finally, the signal quality, such as PSD,
correlation functions and SCB are analyzed. The PSD is obtained using Welch method
[15], the analysis result is shown in Fig. 3. It can be found that the real PSD agrees well
with the theory PSD at the main-lobes, but there are some deviations at other fre-
quency. The main reason is that there is strong RF interference around the antenna.
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Fig. 2. Data collection. (a) 6 m dish antenna (b) Power spectrum density (PSD)
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Figure 4 shows the correlation functions of E1B, E1C and E1A. Each correlation
function is an average result of 100 correlation functions. The coherent integration time
is 4 ms. Two tracking modes of E1B and E1C are given out. The analysis bandwidth is
40.92 MHz.

Figure 5 shows the assessment results of SCB with 40.92 MHz bandwidth. SCB
indicates the symmetry of correlation function. For E1B and E1C, only the BOC(1, 1)
component is tracked. The correlation spacing is form 0 to 0.5 chip. Their SCBs are
3.0496 ns and 2.4508 ns respectively. For E1A, the correlation spacing is form 0 to
1/12 chip. SCB is 0.0561 ns.

6 Conclusions

This paper proposes a separation and evaluation method of GNSS AS signals. The
proposed method can estimate the PRN code sequences of AS signals even if the
constant envelope scheme, the power ratio and phase relationship between signal
components are unknown. On this basic, the correlation domain characteristic of AS
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signal can be assessed. Taking Galileo E1 signal as example, the BER performance of
the proposed method is analyzed by simulation. Result shows that BER is less than
0.001 when the C/N0 is higher than 76 dB-Hz. The effectiveness of the proposed
method is further verified using the Galileo E1 signal collected by a 6 m dish antenna.
The PRN code sequences of E1A are estimated, and the correlation function of E1A is
obtained. Results can provide a reference for AS signal quality assessment.
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Analysis of BDS Satellites Code Multipath
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Abstract. The multipath of BDS-2 medium earth orbit (MEO) satellites and
BDS-3 satellites is analyzed. The multipath bias of BDS-2 satellites is corrected
by second order polynomial fitting. By calculating Pearson correlation coeffi-
cient between multipath and elevation angle, it is found that the correlation
coefficient between multipath and elevation angle of BDS-3 satellites is less than
0.1, and the correlation is not strong. Further, the fourth polynomial fitting
model is used to verify that there is no code multipath bias for BDS-3 satellites.
By comparing the Root Mean Square (RMS) of BDS-3 satellites code multipath,
it is found that the multipath of B1C signal is the largest, approaching 0.5 m,
while that of other signals is better than 0.3 m.

Keywords: BDS-3 � Code multipath � Polynomial fitting

1 Introduction

BDS-2 consists of MEO, geostationary earth orbit (GEO) and inclined geosynchronous
orbit (IGSO) satellites and provides signals of B1, B2 and B3 [10]. On November 5,
2017, China successfully launched two BDS-3 global networking satellites, marking
the Beidou Satellite Navigation System entering a new era of global networking [9]. By
the end of October 2018, the number of BDS-3 satellites launched reached 16 and all
belonged to MEO satellites. China plans to complete the construction of BDS-3 by
2020, when the number of BDS-3 satellites will reach 30, including 24 MEO satellites,
3 GEO satellites and 3 IGSO satellites. The BDS-3 satellites will transmit signals of
B1, B1C, B2a and B3 at frequencies of 1561.098 MHz, 1575.420 MHz, 1176.450
MHz and 1268.520 MHz, respectively. Multipath is one of the important factors
affecting high precision positioning and timing, and has been widely concerned [1].
Hauschild et al. discovered for the first time the code multipath deviation of BDS-2
satellite [4]. [11] verified that the deviation was independent of the station by using
multiple stations. [8] corrected the multipath deviation of MEO and IGSO satellites by
piecewise linear fitting. [5] compared the second order polynomial fitting and piecewise
linear fitting. It is found that effect of second order polynomial is better than piecewise
linear fitting. With the continuous launch of BDS-3 global networking satellite, the
multipath of BDS-3 satellites will also be widely concerned.
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2 Theory of Multipath

The multipath (MP) can be obtained by using the linear combination of single-
frequency pseudorange and dual-frequency carrier phase measurements. In 1992,
Rocken and Mertens first proposed MP combination [3]. The formula is as follows:

MP1 ¼ q1 �
f 21 þ f 22
f 21 � f 22

k1u1 þ
2f 22

f 21 � f 22
k2u2 þB1 ð1Þ

MP2 ¼ q2 �
2f 21

f 21 � f 22
k1u1 þ

f 21 þ f 22
f 21 � f 22

k2u2 þB2 ð2Þ

In the formula, MP1 and MP2 are multipath combined observations, q1 and q2 are
pseudorange observations, u1 and u2 are carrier phase observations, k1 and k2 are
carrier wavelength, f1 and f2 are carrier frequencies, B1 and B2 contain constant parts
of ambiguity and hardware delay. The combination eliminates tropospheric delay, first-
order ionospheric delay, receiver clock difference, satellite clock difference and geo-
metric distance from satellite to receiver. In theory, the multipath of carrier phase
observation does not exceed 1/4 cycle of carrier wavelength, and is much smaller than
the multipath of pseudorange observation [6]. At the same time, the noise of carrier
phase is much less than that of pseudorange, so the influence of carrier phase obser-
vation on multipath effect can be neglected. B1 and B2 are constants in the absence of
cycle slips. The magnitude of B1 and B2 can be obtained by taking the mean value in a
continuous time, and then subtracted from the original combination, thus the pseu-
dorange multipath [12].

3 Corrections for Code Multipath Bias of BDS-2 Satellites

In order to compare with the multipath of BDS-3 satellites, only the BDS-2 MEO
satellites are analyzed here. Figure 1 shows the relationship between code multipath
and elevation angle of MEO satellite (C12) of Sha1 station on 272th day in 2018.
Because there is no observation of B2 signal, only B1 and B3 frequency signals are
analyzed here. MP1 and MP3 in the figure represent code multipath of B1 and B3
respectively. It can be seen from the figure that the code multipath bias of B1 frequency
signal is more serious than that of B3 and approaches 1 m at high elevation angle.

In this paper, second order polynomial model is used to correct this deviation. In
order to establish a second order polynomial model, 10 iGMAS stations were used for
10 days from 264th to 273th days in 2018. The location distribution of these 10 stations
is shown in Fig. 2.

The code multipath of each satellite is modeled by elevation, and the polynomial
coefficients of each satellite are obtained. Finally, the polynomial of each signal is
obtained by taking the average value of the polynomial coefficients of each satellite.
Figure 3 draws the second order polynomial fitting correction curves of B1 and B3.
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It can be seen from the graph that the multipath deviation of B1 has exceeded 1 m at
high elevation. Moreover, the multipath deviation of B1 is much larger than that of B3.

Figure 4 shows the change of a single MEO satellite at Sha1 station before and
after correction by second order polynomial fitting. From the figure, it can be seen that
the deviation of B1 and B3 frequency signals at high elevation has been greatly
improved. In order to verify the validity of the model, the standard deviations of all
satellite B1 and B3 signal multipath before and after correction are counted, and the
average values of all satellites are taken. The statistical results are shown in Table 1.
From Table 1, we can see that the improvement rate of B1 frequency signal is 30% and
that of B3 is 16%. This shows that the second order polynomial fitting model has
played a significant role. Because the code multipath bias of B1 frequency signal is
greater than that of B3, the improvement of B1 frequency signal is more obvious.

Fig. 1. Relationship between code multipath and elevation angle of BDS-2 MEO satellite

Fig. 2. Station distribution map
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4 Analysis of Code Multipath of BDS-3 Satellites

By the end of October 2018, BDS-3 has launched 16 MEO satellites. Considering the
number of satellites in the observed data, only 8 satellites in Table 2 are analyzed here.
The PRN and launch time of these eight satellites are listed in Table 2. [2] analyzed the
multipath of BDS-3 experimental satellites. It was found that there was almost no
multipath deviation at each signal of BDS-3 experimental satellites, but only single
station data were used. It is explained here that the experimental data in this chapter are

Fig. 3. Correction of code multipath

Fig. 4. Comparison between correction and uncorrection of code multipath

Table 1. Statistical results of standard deviation

Signal Uncorrection Correction Improvement

B1 0.511 0.357 30.14%
B3 0.386 0.323 16.32%
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from the other eight stations because the data of BIC and B2a signals were not received
at kun1 and sha1 stations.

Figure 5 shows the variation of code multipath sequence with elevation of C21 at
bjf1 station for 10 days. MP1-MP4 shows the multipath of B1, B1C, B2a and B3
respectively. It can be seen from the figure that the multipath of BDS-3 satellites has
almost no correlation with elevation.

In order to compare the multipath characteristics of BDS-3 and BDS-2 satellites,
Pearson correlation coefficient [7] between multipath and elevation of BDS-2 MEO
satellites and BDS-3 satellites is obtained by using observed data from 8 stations here.
Pearson correlation coefficient is a linear correlation coefficient with a value of −1 to 1,
and zero indicates no correlation. In order to facilitate comparison, all coefficients are

Table 2. Statistical results of standard deviation

PRN Orbit Launch time

C20 MEO 2017.11.05
C21 MEO 2018.02.12
C22 MEO 2018.02.12
C23 MEO 2018.07.29
C24 MEO 2018.07.29
C27 MEO 2018.01.12
C29 MEO 2018.03.30
C30 MEO 2018.03.30

Fig. 5. Relationship between code multipath and elevation angle of BDS-3 satellite
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taken as absolute values. From Table 3, it can be seen that the correlation coefficient of
B1 frequency signal of BDS-2 satellites almost exceeds 0.5, which belongs to moderate
correlation, and that of B3 frequency signal belongs to weak correlation around 0.3.
The correlation coefficient of each signal of BDS-3 satellites is less than 0.1, so it can
be concluded that there is no correlation between multipath and elevation of BDS-3
satellites.

In order to further compare with BDS-2, the fourth order polynomial is used to
model the code multipath of each BDS-3 satellite, and the polynomial coefficients of
each satellite are obtained. Finally, the average of the polynomial coefficients of each
satellite is taken to obtain the polynomial of each signal. The processing strategy is the
same as that of BDS-2.

Table 4 shows the fourth order polynomial coefficients for each signal of BDS-3. In
the table, A0–A4 represent the constant term of the polynomial and the coefficient of
the first term to the fourth term. Figure 6 draws the image of the polynomial equation
corresponding to all frequency signals. From the picture, we can see that the BDS-3
satellites image is smooth at each signal, and there is no big deviation at high elevation.
Although there are small fluctuations in BDS-3 frequency signals, they are all at the
centimeter level. It is not considered that there exists a multipath bias phenomenon in
BDS-3 frequency signals. The fourth order polynomial fitting can again show that the
BDS-3 satellites have no multipath bias.

Table 3. Correlation coefficient between multipath and elevation

PRN B1 B1C B2a B3

C11 0.5372 – – 0.3088
C12 0.5478 – – 0.2729
C14 0.5790 – – 0.2993
C20 0.0839 0.0868 0.0324 0.0241
C21 0.0714 0.0521 0.0591 0.0423
C22 0.0800 0.0292 0.0753 0.0550
C23 0.0282 0.0744 0.0617 0.0301
C24 0.0266 0.1369 0.0521 0.0181
C27 0.0514 0.0734 0.0839 0.0600
C29 0.0518 0.0131 0.0787 0.0391
C30 0.0412 0.0827 0.0745 0.0321

Table 4. Polynomial fitting parameters for each signal

Signals A0 A1 A2 A3 A4

B1 0.011878 1.57E−03 −1.09E−04 1.51E−06 −4.79E−09
B1C −0.002282 3.35E−03 −1.78E−04 2.65E−06 −1.16E−08
B2a −0.010833 7.32E−03 −3.84E−04 6.10E−06 −3.02E−08
B3 0.003838 1.35E−03 −1.12E−04 2.31E−06 −1.37E−08
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In order to compare the multipath of each frequency signal, the average value of
each satellite multipath of each station is counted here. It can be seen from Table 5 that
the multipath of the B1, B2a and B3 frequency signals are smaller than B1C, generally
around 0.3 m. The multipath of B1C is close to 0.5 m.

5 Conclusions

Aiming at the multipath deviation of BDS-2 MEO satellites, second order polynomial
is used to fit the code multipath of B1/B3 frequency signal and correct it. Statistical
standard deviation of each signal shows that B1 and B3 are increased by 30% and 16%,
respectively. The correlation coefficients between multipath and elevation of each
satellite are obtained. It is found that the correlation coefficients between multipath and

Fig. 6. Image of second order polynomial

Table 5. Code multipath of each station (RMS/m)

Stations B1 B1C B2a B3

abja 0.315 0.624 0.265 0.256
bjf1 0.139 0.208 0.183 0.122
brch 0.449 0.626 0.422 0.418
clgy 0.324 0.469 0.367 0.310
kndy 0.252 0.393 0.313 0.233
lpgs 0.286 0.487 0.228 0.224
peth 0.325 0.435 0.294 0.263
zhon 0.251 0.522 0.313 0.236
Mean 0.293 0.471 0.298 0.258
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elevation of BDS-3 satellites belong to the range of non-correlation. The fourth order
polynomial is used to fit the signals of BDS-3 satellites. It is found that the fitting
equation image of each signal is gentler than that of BDS-2, and only the fluctuation of
centimeter level exists, which indicates that there is no multipath bias in BDS-3
satellites. By comparing the multipath RMS of BDS-3 frequency signal, it is found that
the B1C has the largest multipath, the average value is close to 0.5 m, and the other
signals are below 0.3 m.
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Abstract. In order to verify and evaluate the correction precision of the model
and parameters of Klobuchar 8 parameters (k8) and Klobuchar 9 parameters (k9)
of BDS global ionospheric delay correction model (BDGIM), and the GPS-k8
ionospheric correction model as well as the NeQuick correction model of Galileo,
this paper uses GNSS radio ionospheric correction parameters provided by
iGMAS and global ionospheric grid data of the CODE to analyze the ionosphere
model correction accuracy. Data analysis shows that in China and the sur-
rounding areas, the correction accuracy of BDS-k9 model and parameters is
basically the same as that of GPS-k8. The correction accuracy of BDS-k9 model
and parameters is obviously better than that of BDS-k8 model, and the optimal
RMS of BDS-k9 is 0.72 m. At 20° to 45° mid-latitude areas, GPS-K8 correction
precision is highest, the optimal RMS of GPS-K8 is 0.705 m. However, the
correction accuracy at southern hemisphere is not well. The global ionosphere
correction results of Galileo which uses the NeQuick2 model are smooth and the
correction accuracy in northern and southern hemispheres is similar.

Keywords: GNSS � Performance evaluation � iGMAS � Ionospheric model

1 Introduction

There are various sources of errors in the propagation path of spatial signals, of which
the ionospheric delay error is one of the main sources of error [1]. When electro-
magnetic waves of different frequencies propagate through the ionosphere, since the
ionosphere is the dispersion medium, the propagation speed and direction will changed
after passing through the ionosphere. Thus, the ionospheric error is introduced, which
should be eliminated. In the GNSS system, navigation messages broadcast the
parameters of Klobuchar 8 model, Klobuchar 9 model and NeQuick model to realize
the elimination of the ionospheric error.

Broadcast ionospheric delay correction is of great significance to GNSS single
frequency users [2, 3]. As the electron density in the ionosphere is subject to seasonal
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temperature variation and the influence of sunspot activity, which lead to the iono-
spheric delay correction models and parameters of different satellite navigation systems
to be different. In order to objectively evaluate the performance of the different satellite
navigation systems, it is necessary to evaluate the actual corrections of broadcast
ephemeris ionospheric model and parameters.

This paper mainly described the broadcast ionospheric model and parameters used
in GPS, BDS and Galileo system and deduced the formula, and introduced the content
of CODE global ionospheric map. Then, the ionospheric errors of the corresponding
systems are corrected by using ionospheric parameters broadcast by each system.
Finally, the correction accuracy of the new K9 model and other ionosphere models has
been evaluated.

2 GNSS Broadcast Ionospheric Model

The ionosphere is an atmosphere about 60–1000 km away from the earth’s surface.
Due to the physical properties of the ionosphere, the original propagation speed and
direction of electromagnetic waves passing through the ionosphere will be changed.
And the electromagnetic waves will be reflected, refracted, absorbed and so on, which
will introduce the ionospheric delay error into GNSS measurement sysytem.

The propagation velocity of electromagnetic wave in the ionosphere varies with the
frequency of the electromagnetic wave. The relation between ionospheric delays I and
signal frequency f is as shown in formula 1.1.

I ¼ 40:28
Ne

f 2
ð1:1Þ

Ne is the total number of electrons contained in the channel space per unit area, namely
TEC (Total Electron Content). The ionospheric delay is generally a few meters in size
and varies with altitude, time, temperature and latitude and longitude of the earth.
When the universe is active strongly, the electron density will increase and the iono-
sphere time delay will reach ten meters. Therefore, ionospheric delay error must be
suppressed in satellite navigation and positioning sysytem. For single frequency users,
ionospheric model should be used for time delay correction. For dual frequency users,
the ionospheric delay can be eliminated by dual-frequency observations.

2.1 GPS Klobuchar Model

Klobuchar model is an ionospheric delay correction model for single frequency GPS
observations [4], which regards the ionospheric delay error at night as a constant of
5 ns and the ionospheric delay error during the day as a positive part of the cosine
function as shown in formula 1.2.

IION
¼ cF � 5nsþQ cos x xj j\1:57
¼ cF � 5ns xj j � 1:57

�
ð1:2Þ
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where c is the speed of light and F is the mapping function of the ionosphere error in
the zenith direction to the signal transmission path.

x ¼ 2pðt � 50400Þ=P

Q ¼
P3
i¼3

aiui
m ðQ� 0Þ

0 ðQ\0Þ

8<
: ; P ¼

P3
i¼0

biu
i
m ðP� 72000Þ

72000 ðP\72000Þ

8<
: ð1:3Þ

where, ai; bi i ¼ 0; 1; 2; 3;ð Þ are the local time at the ionospheric puncture point from the
broadcast ephemeris, as shown in formula 1.4.

t ¼ tUT þ kIP
15

ð1:4Þ

tUT is the universal time. kIP is the longitude of the puncture point. uIP is the latitude of
the puncture point. um is the geomagnetic latitude which can be obtained by the
following formula 1.5 (Fig. 1).

Z

EStation
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R

Single layer 
ionosphere

Zenith direction

Puncture point

Foot point

Satellite

Fig. 1. Schematic diagram of a single layer ionosphere
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um ¼ uIP þ 0:064 cosðkIP � 1:167Þ ð1:5Þ

In order to facilitate the calculation, the ionosphere is regarded as a single-layer
sphere. And the intersection point of the navigation signal sphere is the puncture point.
The calculation formula of relevant parameters is as follows.

uIP ¼
u0 þw0 cos A uIPj j � 0:416
0:416 uIP [ 0:416
�0:416 uIP\0:416

8<
: ð1:6Þ

w0 ¼
0:0137
Eþ 0:11

� 0:022; kIP ¼ k0 þw0 sin A= cosuIP

where, A is the azimuth Angle of the satellite. E is the altitude Angle of the satellite. k0
and u0 is the longitude and latitude of the receiver. And w0 is the Angle between the
centers of the earth.

2.2 BDS Broadcast Ionospheric Model

(1) K8 ionospheric model in BDS region

Parameters 8 and parameters 9 of the BDS Klobuchar ionosphere model is used to
correct the ionospheric delay. The Klobuchar model of BDS uses a daily and fixed
geographic coordinate system, which can better reflect the diurnal and weekly varia-
tions of the ionosphere [5]. The 8 parameters and 9 parameters used are been calculated
based on the measured dual-frequency observation data of IGMAS monitoring station,
and they are been updated every 2 h [6].

BDS uses the parameters 8 and parameters 9 transmitted by the system and the
Klobuchar model to correct the ionospheric vertical delay IzðtÞ, as shown in for-
mula 1.7. [7].

IzðtÞ ¼ 5� 10�9 þA2 cos
2pðt�50400Þ

A4

h i
t � 50400j j\A4=4

5� 10�9 t � 50400j j �A4=4

(
ð1:7Þ

where, t is the local time at the puncture point of the ionosphere, in seconds. A2 is the
amplitude of the daytime cosine curve, which an is calculated by the coefficient.

According to the above formula, the vertical ionospheric delay at the puncture point
can be calculated from eight ionospheric delay correction parameters.

(2) BDS K9 ionospheric model

The BDGIM model is based on the improved spherical harmonic function, and the
specific formula for calculating the ionospheric delay correction by the user receiver
according to BDGIM is as follows.

Tion ¼ MF � 40:28� 1016

f 2
½A0 þ

X9
i¼1

aiAi� ð1:8Þ
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where, Tion is the ionospheric delay correction in the line of sight of the satellite and the
receiver, in meters;Mf is a projection function used for conversion between vertical and
oblique ionospheric total electron content (TEC); f is the carrier frequency corre-
sponding to the current signal, the unit is Hz; a1–a9 are the nine parameters of iono-
spheric delay correction models, and the unit is TECU; A0 is the predicted ionospheric
delay calculated in TECU.

2.3 Galileo NeQuick Model

NeQuick model is a semi-empirical model describing the spatio-temporal changes of
the ionospheric electron density. Its model is characterized by layering the ionosphere
and calculating the corresponding electron density at a given time and position through
the model, so as to integrate the electron density at a single point and obtain the total
electron content on any propagation path [8]. Using the data files such as CCIR and
R12, NeQuick model can calculate the electronic density at any point in a specific time
and space and the ionospheric TEC information between any two points.

The NeQuick model requires the input of geomagnetic latitude files and coefficient
files. When calculating the total electron content in the inclined path, the model needs
the geographic coordinates (latitude and longitude), altitude, month, universal time and
solar activity parameters of the two endpoints on the transmission path of the input
signal. The effective ionization factor was calculated through the parameters in the
Galileo transmission message and transmitted to the global single frequency receiver
users once a day [9]. The calculation formula of Az is as follows.

AZ ¼ a0 þ a1lþ a2l
2 ð1:9Þ

where l is the geomagnetic dip angle, a0, a1 and a2 are the ionospheric correction
coefficient of Galileo broadcast ephemeris [10].

3 Experiment and Evaluation Analysis

3.1 Evaluation Criteria and Methods

The average accuracy deviation of the CODE global ionospheric map provided by the
European geodetic center is 1TECU, and the STD is 4 TECU [11]. In this paper, GIM
is used as the model evaluation benchmark to evaluate the correction accuracy of
GNSS broadcasting ionospheric model.

The accuracy of the model in this paper is evaluated by ionospheric correction Rcor

and root-mean-square error (RMS), as shown in formula 1.10 to 1.11.

Rcor ¼
Xn
i¼1

1� TECmod � GIMij j
GIMi

� �
=n ð1:10Þ

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
\ðTECmod � GIMiÞ2 [

q
ð1:11Þ
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Where i is the grid point, TECmod and GIMi are the calculated value of the model
and the modified value of GIM grid respectively.

3.2 Processing and Analysis

Data on ionospheric parameters for broadcasting of GPS, BDS and Galileo systems
provided by the iGMAS monitoring and evaluation center in 2017 are used. The VTEC
of corresponding grid points are calculated, and the ionospheric model and parameter
accuracy of GPS, BDS and Galileo system are evaluated with the final ionospheric grid
product of CODE as the benchmark.

(1) Area processing analysis

According to the regional characteristics of BDS-k8, China, the United States and
Europe are selected for area processing analysis. Make a detailed analysis of China and
Europe. China area: 70–145° east longitude, latitude 7–55°; European region: west
longitude 10–60° east longitude, latitude 30–70°. American regions: west longitude
75–130°, latitude 25 to 55°. Each area includes the grid partition with the longitude and
latitude of 5° by 5°.

The GPS-K8, BDS-K8, BDS-K9 and NeQuick2 correction models were processed
for the three regions respectively. Figures 2, 3, 4, 5, 6 and 7 shows the ionospheric
correction rate and corrected RMS of China, Europe and the United States respectively.
Table 1 shows the annual average correction accuracy of the four models in 2017.
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Table 1 depicted that the correction results using the four ionospheric models in
China are basically consistent with the CODE as the benchmark, and the correction rate
is around 62–69%. The correction rate of BDS-k9, GPS-k8 and NeQuick2 are basically
the same, while the change of RMS is obvious between different months, which are
about 0.7 m–1.2 m. Compared with the four models, the correction accuracy of BDS-
k9 and GPS-k8 and NeQuick2 models are basically the same throughout the year.
However, from the processing results of each month we can see that the BDS-k9 has
the best correction results in 4 months. GPS-k8 has the best correction results in 3
months. NeQuick2 model has the best correction results in 5 months. It can be seen
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Fig. 7. Ionospheric model correction RMS (m) in US regional

Table 1. Correction accuracy of ionospheric model area (annual average)

Area Broadcast model GPS-K8 BDS-K8 BDS-K9 NeQuick2

China regional Correction rate (%) 69.2% 62.7% 67.2% 65.6%
RMS (m) 0.705 1.221 0.721 0.765

US regional Correction rate 71.7% 39.5% 48.5% 63.9%
RMS (m) 0.749 1.294 1.015 0.848

European regional Correction rate 74.3% 48.6% 49.8% 68.4%
RMS (m) 0.741 1.333 1.031 1.011
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from the curves in the figure that the correction results of ionosphere by different
models are also influenced by seasonal temperature and other factors.

In the United States, the correction rate and accuracy of the GPS model are sig-
nificantly higher than those of the BDS-k8, BDS-k9 and NeQuick2 models. The model
correction rate in the United States reaches 71%, and the RMS is less than 0.8 m.
Compared with the NeQuick2 model, the correction rate increases by 8% and the RMS
decreases by about 0.1 m. In the European region, the correction rate and accuracy of
the GPS model are also better than the other three models, and the accuracy of the
NeQuick2 model is close to that of the GPS model.

(2) Global processing analysis

Select all ionospheric correction data of the year of 2017 to analysis the ionosphere
model correction accuracy with the computational grid density of 5° by 5°. The results
are shown as Figs. 8, 9, 10 and 11,which are the global ionospheric model correction
precision of the model of GPS-K8, BDS-K8, BDS-K9 and NeQuick2, respectively.

Figure 8 shows that the global correction accuracy of the BDS-k8 model is poor at
the poles and in the African region. The reason of that is that BDS-k8 is regional
model. Figure 9 shows that the global correction accuracy of BDS-K9 model has
soared compared with BDS-K8, where the highest precision is in the region of 40° to
45° mid-latitudes. In other regions, the correction accuracy of GPS-k8 model decreases
gradually with the increase of southern latitude. As can be seen from Fig. 10, the GPS
global correction accuracy in the northern hemisphere using K8 model is superior to the
southern hemisphere, where the highest accuracy is in the region of 20° to 45° mid-
latitude areas. The correction accuracy is best especially in the United States and the

Fig. 8. Global ionospheric model correction accuracy (BDS-K8)
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European region, where the largest regional correction error below 0.5 m. In the
southern hemisphere, the correction rate of GPS-k8 model decreases gradually with the
increase of southern latitude. As can be seen from Fig. 11, the global correction pre-
cision of NeQuick model is low compared with GPS - K8 model in the southern
hemisphere longitude between the regions of 80–150°.

Fig. 9. Global ionospheric model correction accuracy (BDS-K9)

Fig. 10. Global ionospheric model correction accuracy (GPS-K8)
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Compared the ionospheric model correction precision of four models, we can see
that as a global ionospheric correction model, GPS-K8 in the regions of 20° to 45° mid-
latitude has high precision, but the precision becoming low in other latitude regions in
the world. The global correction precision of GPS-K8 and NeQuick is uniform and
smooth.

4 Conclusions

Ionospheric delay error is an important source of error in the field of satellite navi-
gation. In this paper, GNSS observation data of the year of 2017 provided by the
iGMAS monitoring and evaluation center are used to evaluate and analyze the
parameters of the single-frequency ionospheric model used by GPS, BDS and Galileo
system. The accuracy of single-frequency ionospheric correction parameters of K8 and
K9 models in BDS navigation messages, K8 model correction parameters in GPS
navigation messages, and NeQuick model correction parameters in Galileo navigation
messages are evaluated. And the final CODE global ionospheric grid diagram is
adopted as the evaluation benchmark. The analysis results show that the accuracy of
BDS-k9 model and parameters are basically the same as that of GPS-k8 in China and
surrounding areas. The accuracy of BDS-k9 model is obviously improved compared
with that of BDS-k8 model. As a global ionospheric correction model, the correction
precision of GPS-K8 is highest in the regions of 20° to 45° N mid-latitude. But the
southern hemisphere correction accuracy is low. The global correction precision of
NeQuick is uniform and smooth.

Fig. 11. Global ionospheric model correction accuracy (NeQuick2)
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Abstract. The performance of on-board atomic clock directly affects the
accuracy of navigation and positioning for users. Evaluating the performance of
on-board atomic clock is an important part of the construction and monitoring of
satellite navigation systems. With the deployment of the Beidou-3, it is neces-
sary to evaluate the performance of the new generation of on-board rubidium
atomic clocks and hydrogen atomic clocks carried by Beidou-3 satellites. In this
paper, the performance of the on-board atomic clock is evaluated by three
indicators: frequency accuracy, drift rate and stability. From the experimental
results, the frequency accuracy of Beidou-3 satellites on-board atomic clock is
on the order of E-12–E-11, the drift rate of the rubidium clock is on the order of
E-13, and the drift rate of the hydrogen clock is on the order of E-14. The
stability of days is on the order of E-14, and the stability of the on-board
hydrogen clock is on the order of E-15. Compared with the on-board atomic
clock, the hydrogen clock is more prone to large phase jumps, but this jump has
little effect on the accuracy index.

Keywords: Beidou-3 � On-board clock � Performance � Evaluation

1 Introduction

The key to navigation and positioning of satellite navigation systems lies in the high
precision, high stability on-board atomic clock. As the on-board time reference for
navigation signal generation and system ranging, the on-board navigation system
payload, and its performance directly determines the user’s navigation and positioning
accuracy [1]. With the deployment of the Beidou global system, a new generation of
on-board rubidium clock and hydrogen clock are gradually put into use, and the
evaluation of the on-orbit performance of the new generation of on-board atomic clock
is of great significance to the construction of the Beidou-3 system.
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Commonly used atomic clock performance evaluation indicators are: frequency
accuracy, drift rate and frequency stability. Accuracy and drift rate reflect the exact
nature of the atomic clock, and stability reflects the predictability of the clock [2].
Starting from these three indicators, this paper uses the post-precision clock data
obtained by the calculation of Panda software with observation data from the Inter-
national GNSS Monitoring and Assessment System (iGMAS) and Multi-GNSS
Experiment (MGEX). The data starts and ends from October 25, 2018 to November 19,
for a total of 26 days, with an interval of 30 s. The on-orbit performance of on-board
atomic clock of Beidou-3 satellites were evaluated.

2 Indicator Calculation Method

The frequency accuracy of the on-board clock is calculated from the clock difference
data. The clock difference model uses the quadratic model [3]:

s ¼ s0 þAtþ at2=2 ð1Þ

In the formula, s for the clock difference, t is the duration, s0 for the initial clock
difference, a for the drift rate, A is the frequency accuracy of the on-board clock.

Assume T0 the clock difference, at the moment is initial clock difference s0, T1 the
clock difference at the moment s1, T2 clock difference at the moment is s2, From T0 to
T1 the duration of t1. From T1 to T2 the duration of t2, there are:

s1 � s0 ¼ A1t1 þ at21=2 ð2Þ

s2 � s1 ¼ A2t2 þ at22=2 ð3Þ

A1 for the atomic clock from T0 to T1 average accuracy between times. A2 for the
atomic clock from T1 to T2 average frequency accuracy between times. a for linear drift
rate.

A2 ¼ A1 þ at2 ð4Þ

Substituting (4) into (3) gives:

s2 � s1 ¼ A1 þ at2ð Þt2 þ at22=2 ð5Þ

In equations (2) and (5), s0, s1, s2, t1, t2 are 是 known, only A1 and a is unknown.
In fact we only care A1. Therefore, the solution of (2) and (5) can be obtained.
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A1 ¼ 3Ds1t22 � Ds2t
2
1

� �
= 3t1t22 � t21t2
� � ð6Þ

In the formula, Ds1 ¼ s1 � s0, Ds2 ¼ s2 � s1
The drift rate is generally the least squares method [4]:

D ¼
XN

i¼1
fi � �fð Þ ti ��tð Þ=

XN

i¼1
ti ��tð Þ2 ð7Þ

Among them, �f ¼ PN
i¼1 fi=N, �t ¼

PN
i¼1 ti=N

The stability assessment uses Hadamard variance estimation formula [5].

Hr2y sð Þ �
XM�2

i¼1
fiþ 2 � 2fiþ 1 þ fi½ �2=6 M � 2ð Þ ð8Þ

3 On-Board Clock Performance Evaluation

3.1 Clock Difference Data Preprocessing

During the epoch period, the Beidou-3 satellite that solves the clock data has 12
satellites, C20, C21, C22, C23, C24, C25, C26, C27, C29, C30, C32 and C33, C20,
C21, C22, C23, C24, C32, and C33 satellites are equipped with a rubidium atomic
clock, hydrogen atoms used in C25, C26, C27, C29, and C30 satellites. Meanwhile,
G08 (cesium atomic clock, 2015.07 launched), G24 (cesium atomic clock, 2012.10
launched), G10 (rubidium atomic clock, 2015.10 launched) and G18 (rubidium atomic
clock, 2014.10 launched) from GPS are evaluated to compare with clocks of Beidou-3
satellites.

Because the on-board atomic clock is sometimes affected by changes in its own
characteristics and the complex space electromagnetic environment, abnormal distur-
bances [6] may occur, causing abnormal clock data. Therefore, abnormal data such as
gross errors need to be processed before evaluation. Figure 1 shows the clock data of
each on-board clock.

It can be seen from Fig. 1 that the satellites of the C27, C29 and C30 have large
phase jumps in addition to the gross errors due to the phase adjustment of the opera-
tional control system or the phase jump of the satellite atomic clock.

Here, the phase jump data is not processed temporarily, and the phase data is
converted into frequency data, and the gross error is eliminated by 5 times the error.

370 B. Zhang et al.



3.2 Frequency Accuracy Assessment

According to formula (6), the average frequency accuracy of the celestial clocks of the
epochs is calculated, as shown in Table 1.

Fig. 1. Clock error data of Beidou-3 satellites
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From the results, the frequency accuracy of the Beidou-3 on-board clock is in the
range of 9.26E-13–2.20E-11, which is basically in the order of E-12–E-11. The most of
Beidou-3 clocks are inferior to the E-12 order of rubidium atomic clock and E-13 order
of cesium atomic clock from GPS.

3.3 Frequency Drift Rate Assessment

According to formula (7), the frequency drift rate of the celestial clock is calculated, as
shown in Table 2.

From the results, the frequency drift rate of the Beidou-3 on-board clock is in the
range of 2.38E-14–4.03E-13. The hydrogen atomic clock is basically in the E-14
magnitude, and rubidium atomic clock is E-13. The hydrogen atomic clocks slightly
better than the rubidium atomic clock. Both of the atomic clocks are inferior to the
GPS.

3.4 Frequency Stability Assessment

According to formula (8), the frequency stability of the epoch star clock is calculated,
as shown in Table 3.

Table 1. Accuracy of on-board clock error frequency

PRN
Accuracy

C20
1.50E-11

C21
2.07E-11

C22
4.41E-12

C23
1.28E-11

PRN
Accuracy

C24
2.20E-11

C25
1.09E-11

C26
1.50E-11

C27
8.15E-12

PRN
Accuracy

C29
6.28E-12

C30
7.98E-12

C32
2.00E-11

C33
9.26E-13

PRN
Accuracy

G08
2.80E-13

G24
4.71E-13

G10
3.13E-12

G18
5.07E-12

Table 2. Drift rate of on-board clock error frequency

PRN
Drift rate

C20
1.87E-13

C21
1.31E-13

C22
2.55E-13

C23
2.77E-13

PRN
Drift rate

C24
3.95E-13

C25
2.97E-14

C26
2.38E-14

C27
3.17E-14

PRN
Drift rate

C29
3.10E-14

C30
2.82E-14

C32
4.03E-13

C33
1.26E-13

PRN
Drift rate

G08
7.77E-15

G24
5.90E-15

G10
2.05E-14

G18
5.80E-15
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From the results, the frequency stability of the Beidou-3 on-board clock is in the
range of 9.11E-15–1.16E-13, which precede the GPS slightly.

3.5 Segment Performance Evaluation

It can be seen from Fig. 1 that there are phase jumps in the clock data of the C25, C26,
C27, C29 and C30 satellites carrying the hydrogen atomic clock, and the clock skew of
the C27, C29 and C30 satellites is more significant. Therefore, the clock data seg-
mentation of the three satellites was evaluated. The segmentation of this paper is based
on avoiding the epoch of the clock hopping period, and each segment is taken before
(A) and (B) before the hopping period, as shown in Fig. 2.

Table 3. Stability of on-board clock error frequency

PRN
Stability

C20
4.17E-14

C21
3.49E-14

C22
2.68E-14

C23
2.27E-14

PRN
Stability

C24
1.16E-13

C25
9.11E-15

C26
1.14E-14

C27
3.68E-14

PRN
Stability

C29
5.20E-14

C30
3.82E-14

C32
3.24E-14

C33
2.92E-14

PRN
Stability

G08
5.50E-13

G24
2.98E-13

G10
8.31E-14

G18
4.29E-13

Fig. 2. Part of on-board clock error data selected
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Calculate the three indicators of the selected clock error data for statistics (Tables 4,
5 and 6):

From the statistics of the three indicators, whether the segmentation has almost no
effect on the frequency accuracy; it is beneficial to the drift rate and stability perfor-
mance improvement, and the performance improvement of the day and second is
significantly stable in the tens of seconds. After the segmentation, the drift rate and
stability of the on-board hydrogen atomic clock are better than the rubidium atomic
clock.

4 Conclusion

As for atomic clock evaluation indicators, the frequency accuracy and drift rate of
Beidou-3 on-board clocks are inferior to the GPS except the stability. The current
frequency accuracy of the Beidou-3 satellite on-board clock is on the order of E-12–E-
11, the drift rate of the cuckoo clock is on the order of E-13, and the drift rate of the
hydrogen clock is on the order of E-14. The tens of seconds and days and seconds
stability are on the order of E-14, and the space-second stability of the on-board
hydrogen clock can reach the E-15 level. Compared with the on-board atomic clock,

Table 4. Comparison of accuracy by different epoch arcs

PRN C27 C29 C30

Full arc 8.15E-12 6.28E-12 7.98E-12
A arc 8.14E-12 6.28E-12 7.96E-12
B arc 8.12E-12 6.24E-12 7.92E-12

Table 5. Comparison of drift rate by different epoch arcs

PRN C27 C29 C30

Full arc 3.17E-14 3.10E-14 2.82E-14
A arc 1.12E-15 1.37E-15 6.71E-15
B arc 1.24E-16 2.58E-15 5.44E-15

Table 6. Comparison of stability by different epoch arcs

Full arc PRN C27 C29 C30
Stability 3.68E-14 5.20E-14 3.82E-14

A arc PRN C27 C29 C30
Stability 2.13E-14 9.38E-15 8.20E-15

B arc PRN C27 C29 C30
Stability 1.94E-14 1.54E-14 1.41E-14
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the space-borne hydrogen clock is more prone to large phase jumps. This jump has
little effect on the accuracy index evaluation, but has a greater impact on the evaluation
of drift rate and stability performance. Perhaps because the performance of the on-
board atomic clock is usually stable after six months of satellite launch [7], the per-
formance of the new generation Beidou-3 satellite on-board atomic clock is not sig-
nificantly better than the Beidou-2 satellite, but I believe that with the Beidou With the
commissioning and stable operation of the No. 3 system, the performance advantages
of the new generation of atomic clocks on-board will gradually become prominent.
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Abstract. Due to the special geographical and spatial meteorological charac-
teristics in the polar region, we deeply studies the influence of this feature on the
quality of GNSS observation data. In this paper, 12 MGEX stations and 2
IGMAS stations are used to test the data quality, such as the number of visible
satellites, PDOP value, SNR and multipath delay. BDS-3 is also used for
simulation test. The test results show that: (1) the number of GPS satellites in the
polar region is significantly more than the number of BDS satellites. The BDS
satellite has a large or zero PDOP value at some sites; (2) The SNR of the GPS
and GLONASS satellites at the L1 frequency is better than the SNR at the L2
frequency. The SNR of the BDS satellite at the B3 frequency is better than the
SNR of the B1 and B2. The SNR of GEO satellites is lower than that of IGSO
and MEO satellites. The multipath effect of GEO satellites is obvious, and is
greater than IGSO and MEO satellites. (3) The simulation results show that
BDS-3 has more satellite numbers, better spatial geometry and better navigation
accuracy.

Keywords: Polar region � Multipath delay � SNR �
The number of visible satellites � PDOP

1 Introduction

With the full completion of the BDS-3 (Beidou three-generation system), global
navigation and positioning services will be provided by the end of 2020. Due to the
special geographical location at the ends of the Earth, the Beidou system has poor
coverage in polar region. With the development of BDS-3 and GNSS (Global Navi-
gation Satellite System), satellite numbers and geometric spatial structure of satellites
are more optimized, which is of great significance for navigation and positioning in
polar region. The observational conditions in the polar region lead to the observational
characteristics of the observed GNSS data that are definitely different from those in the
middle and low latitudes. At the same time, the analysis of GNSS observation data
quality is a necessary prerequisite for high-precision positioning. Lv analyzes the data
quality of GPS in Antarctic [1]. Zhou studies and analyzes the influence of data quality
on BDS (BeiDou System, BDS) PPP (precise point positioning, PPP) [2]. Based on the
special conditions of the polar region, Zuo proposes a feasible polar quality control
strategy for data quality analysis [3]. In order to better understand the GNSS data
quality in polar region, this paper studies and analyzes the number of visible satellites,
PDOP [4] (Position Dilution of Precision) value, SNR (Signal-to-noise Ratio) and
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multipath delay [5], which provide reference for further polar positioning in polar
region. We also perform simulation tests on BDS-3 for CAS1, CUT0, METG, and
REYK sites. The number of visible satellites, PDOP and navigation accuracy are
simulated, and good experimental results are obtained.

2 Data Processing and Analysis

2.1 Data

This experiment uses 12 MGEX stations and 2 IGMAS stations in the polar region. The
test data is 24 h and the time interval is 30 s. The time is on the 4th day in 2016. The
data observed by the GNSS receiver includes GPS, GLONASS and BDS. Due to the
differences in the equipment of the station, the observed data may not contain the multi-
system complete data. Based on the actual situation of each site, the number of visible
satellites and PDOP values of each site are statistically analyzed. The number of visible
satellites and the PDOP value are important indicators for measuring the spatial
geometry of satellites and the spatial distribution of satellites [6].

2.2 Number of Visible Satellites

With the progress of GPS, GLONASS and BDS modernization plans, the visible
number of satellites is constantly increasing [7]. For polar region, enough visible
satellite numbers are guaranteed to ensure the reliability and stability of navigation and
positioning accuracy [8]. The coordinates of the stations required for the test are shown
in Table 1.

Table 1. Station coordinates

Sites Position
Latitude/° Longitude/° Height/m

CAS1 −66.28 110.52 22.55
METG 60.24 24.38 59.67
DAV1 −68.57 77.97 44.4
DUM1 −66.67 140.00 −1.4
KIRU 67.86 20.97 391.1
MAW1 −67.61 62.87 59.1
MCM4 −77.84 166.67 98
CUT0 −32.004 115.89 24.0
OHI3 −63.32 −57.9 32.15
PALM −64.78 295.95 31.1
REYK 64.14 −21.96 93.1
SYOG −69.01 39.58 50
CNYR 78.92 11.93 /
ZHON −69.37 76.38 /
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The test results can be obtained by counting the number of visible satellites of the
selected 12 MGEX stations and 2 IGMAS stations, as shown in Figs. 1, 2, 3 and 4.

Figure 1 shows the minimum, the mean and the maximum value of the number of
visible satellites of GPS observation data for all stations. In Fig. 1, it can be known that
the GPS satellites of all stations have a minimum value of 8 or more, and the average
value is greater than 10. The GPS satellite can meet the minimum number of satellites
required for positioning, which provides a basis for polar positioning.

Figure 2 shows the minimum, mean and maximum value of the number of visible
satellites for GLONASS observations for all stations. It can be seen from Fig. 2 that the
minimum number of visible satellites of all stations is greater than or equal to four, and
the average value of all stations is greater than eight, which can meet the needs of polar
positioning.

Figure 3 shows the minimum, mean and maximum value of the number of visible
satellites for BDS observations for all stations. It can be seen from Fig. 3 that the
visible number of BDS satellites is less than GPS and GLONASS, and the CAS1,
CUT0, KIRU, METG, REYK, CNYR and ZHON stations in Fig. 3 have BDS
observation data. Among them, the minimum value of visible satellites at KIRU,
METG, REYK and CNYR stations is less than 4, and the mean value of REYK and
CNYR are less than 4. The number of satellites at CUT0, CAS1 and ZHON sites is
relatively good, which can be prioritized when performing BDS PPP.

Figure 4 shows the visible number of satellites of all stations, all of which is more
than 15. Therefore, in the process of multi-system fusion navigation and positioning,
the number of satellites can be seen to meet the requirement.

Fig. 1. Satellite numbers of GPS Fig. 2. Satellite numbers of GLONASS
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The visible satellites of each station are counted, as shown in Table 2.

Table 2 summarizes the minimum, mean, and maximum values of visible satellites
for GPS, GLONASS, BDS, and sum for 12 MGEX sites. It can be seen from Table 2
that the minimum number of GPS observation data is greater than the number of
satellites required for the positioning solution; at the same time, it can be known that
there are only GPS observation data in the three stations DUM1, MCM4 and PALM.
DAV1, MAW1, OHI3 have GPS and GLONASS observation data, and the remaining
stations have three-system observation data. According to the statistics in Table 2, the
maximum, mean and minimum results of GPS, GLONASS and BDS of the number of
visible satellites can be obtained, as shown in Fig. 3. The Figure does not include
DUM1, MCM4 and PALM is only with single GPS observation data.

Table 2. Statistics of satellite numbers

Sites Satellite numbers

GPS GLONASS BDS SUM
Min Mean Max Min Mean Max Min Mean Max Min Mean Max

CAS1 8 12.1399 16 7 9.1865 12 5 7.3622 9 23 28.68 35
CUT0 8 10.951 14 5 8.0854 11 7 10.2604 13 21 29.3 36
DAV1 9 12.2028 14 8 9.2854 11 / / / 17 21.4882 24
DUM1 6 9.914 12 / / / / / / 6 9.914 12
KIRU 8 11.7285 16 7 8.9688 11 2 4.9979 8 18 25.6951 30
MAW1 8 11.6493 14 7 8.8479 11 / / / 16 20.4972 24
MCM4 8 10.9028 12 / / / / / / 8 10.9028 12
METG 6 11.1972 14 7 8.5837 10 2 4.8649 7 18 24.6458 30
OHI3 7 10.8944 12 7 8.9569 10 / / / 15 19.8514 22
PALM 7 10.5212 12 / / / / / / 7 10.5212 12
REYK 8 11.5094 12 7 9.1674 10 1 2.6278 4 18 23.3045 26
SYOG 7 11.2017 15 7 8.6191 11 / / / 15 19.8208 26

Fig. 3. Satellite numbers of BDS Fig. 4. Satellite numbers of GPS/GLONASS/
BDS
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Table 2 summarizes the minimum, mean, and maximum values of the number of
visible satellites near the polar region. According to the chart analysis, it can be known
that the number of satellites that can be used for positioning in the polar region is less
than the middle and low latitudes.

2.3 PDOP

The experiment uses RTKLIB software for calculation, and the test results can be
obtained by statistical analysis. It can be seen as Table 3.

From the statistics in Table 3, the maximum, mean and minimum GDOP results of
GPS, GLONASS and BDS at all sites can be obtained, as shown in the Figs. 5, 6, 7 and 8.

Table 3. Statistics of PDOP value

Sites PDOP

GPS GLONASS BDS SUM
Min Mean Max Min Mean Max Min Mean Max Min Mean Max

CAS1 1 1.4778 2.4 1.1 1.6407 2.9 1.8 3.7021 13.8 0.7 0.832 1
CUT0 1.1 1.3943 2.2 1.3 1.8811 2.9 1.5 2.2 4 0.7 0.8475 1.1
DAV1 1.1 1.4789 2.5 1.2 1.6219 2.2 / / / 0.9 1.024 1.4
DUM1 1.3 2.0542 15.8 / / / / / / 1.3 2.0542 15.8
KIRU 1 1.5576 3 1.2 1.7026 2.6 0 9.1329 98.3 0.8 0.9477 1.3
MAW1 1.1 1.5677 2.7 1.2 1.7299 2.9 / / / 0.9 1.0738 1.7
MCM4 1.4 1.8678 3.8 / / / / / / 1.4 1.8678 3.8
METG 1.1 1.5267 3.7 1.3 1.7522 2.5 0 7.1182 97.4 0.8 0.9417 1.2
OHI3 1.2 1.612 2.3 1.2 1.6486 2.8 / / / 0.9 1.0818 1.5
PALM 1.2 1.7454 3.2 / / / / / / 1.2 1.7454 3.2
REYK 1.1 1.5178 2.6 1.2 1.6014 2.3 0 3.3105 92.2 0.8 0.988 1.4
SYOG 1.2 1.7345 3.5 1.2 1.8524 3.3 / / / 0.9 1.1623 1.7
CNYR 1.4 1.9794 3.6 1.4 1.9016 3.4 0 7.8846 99 1 1.1906 1.8
ZHON 1.4 2.0325 4.7 1.5 2.1336 5.6 1.6 3.3073 6.8 0.8 0.9456 1.1

Fig. 6. Result of GLONASSFig. 5. Result of GPS
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The observations of the DUM1, MCM4, and PALM stations only have GPS
observations, seven sites with only BDS observations are counted as shown in the
Fig. 7.

Figure 5 shows the minimum, mean and maximum of the PDOP values for all IGS
stations near the polar region. From the statistical results in Table 3, it can be known
that the maximum PDOP of GPS at the DUM site reaches 15.8 and average PDOP
reaches 2.0542. The result is due to the loss of lock of individual satellite signals on the
day. The maximum PDOP value of other statistical sites is less than 5.0, and the
average PDOP is less than 2.1. The spatial structure of the GPS system performs better
in all stations of the statistics.

Figure 6 shows the minimum, mean and maximum value of the PDOP values of
GLONASS at sites near the polar region. Combined with Figs. 7 and 6, it can be seen
that the PDOP value of the ZHON site can reach 5.6, and the average PDOP of each
site is less than 2.1. Near the polar region, the spatial satellites of the GLONASS
satellites are well distributed.

Figure 7 shows the minimum, mean, and the maximum value of the PDOP values
of the BDS of the stations near the polar region. It can be seen from Fig. 3 that the
spatial satellite geometry of the CAS1, CUT0 and ZHON stations is superior, and the
maximum PDOP of the CAS1 station is 13.8. The minimum satellite of the CAS1
station is 5, because the satellites are less visible, so the satellite geometry is poor.
The PDOP of the KIRU, METG, REYK, and CNYR sites can reach a maximum of
100, and even some epochs cannot be located.

Figure 8 shows the PDOP value maximum, mean and maximum for all GNSS
satellites near the polar region. The PDOP average for all stations near the polar region
is less than 1.2 and the PDOP value is less than 1.8. It can be seen from Table 3 that
PDOP value of the BDS in the polar region is worse than that of GPS and GLONASS.
The spatial geometry of the multi-system satellite combination in the polar region is
significantly better than the single-system. The positioning of multiple system com-
binations in the vicinity of the polar region is significantly better than the single system
positioning.

Fig. 8. Result of GPS/GLONASS/BDSFig. 7. Result of BDS
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2.4 SNR

After statistics on the number of visible satellites and the value of PDOP, the sites with
multiple systems satisfying the positioning requirements include CAS1, CUT0, METG,
KIRU, and REYK. And the SNR analysis is performed. In the process of multipath
delay, the five sites are mainly analyzed. The SNR describes the ratio of the active and
noise components in the signal. The larger the SNR, the smaller the noise component in
the signal, and vice versa [9]. The test results are tested by the selected sites, and the
RMS statistics of the SNR are shown in Tables 4 and 5.

The statistics in Table 4 are the RMS values of GPS and GLONASS at five sites,
such as CAS1. SNR1 represents the SNR of the observed values at the L1 frequency,
SNR2 represents the SNR of the observed values at the L2 frequency, and SNR5
represents the L5 frequency. The SNR of the observed values. Table 4 shows that the
SNR of GPS on L1 is between 40 and 50. The SNR at the L2 frequency is significantly
lower than that at the CAS1, CUT0, METG and ZHON stations. The SNR of GPS at
the L1 frequency, which is related to the latitude of the station. The latitude of these
four stations is relatively high, and the satellite altitude angle is low. The SNR of
GLONASS at L1 and L2 frequencies is between 40 and 50 respectively. Compared
with GPS, GLONASS has better SNR at L2 frequency, and lower SNR means better
observation quality.

Table 4. Statistics of SNR RMS/(dB)

Sites GPS GLONASS
SNR1 SNR2 SNR5 SNR1 SNR2 SNR5

CAS1 44.3745 29.6371 / 42.6526 40.5605 /
CUT0 44.3386 31.8823 / 44.0146 40.6183 /
METG 44.8279 33.6824 / 45.2431 41.8659 /
KIRU 44.5939 41.6839 / 46.4236 41.0738 /
REYK 47.9345 41.4152 / 46.4263 41.0738 /

Table 5. Statistics of BDS SNR RMS/(dB)

Sites GEO IGSO MEO

SNR1 SNR2 SNR3 SNR1 SNR2 SNR3 SNR1 SNR2 SNR3

CAS1 36.078 / 39.309 42.5201 / 43.8612 43.4361 / 45.026
CUT0 39.1453 / 42.87 44.9098 / 44.8963 44.3098 / 45.7815
METG 35.7065 38.2974 39.0172 42.4679 42.6085 46.6329 45.2869 42.6644 47.2672
KIRU 33.5771 / 36.0567 43.3476 / 44.4952 45.5856 / 47.1208
REYK / / / 40.5196 / 43.4477 43.2552 / 47.2854
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The statistics in Table 5 are the RMS values of the five stations such as CAS1,
SNR1 is the SNR of the B1 frequency observation, SNR2 is the SNR of the obser-
vations at the B2 frequency, and SNR5 is the observation on the B3 frequency. It can
be seen from Table 5 that the SNR of BDS GEO satellites at B1, B2 and B3 fre-
quencies is between 30 and 40, which is significantly lower than the SNR of GPS at L1
frequency, due to the low SNR of GEO satellites. For BDS IGSO and MEO satellites,
the SNR is between 40 and 50. The SNR of IGSO is comparable to that of GPS.
The SNR of MEO is even better than that of GPS satellites.

2.5 Multipath Delay

Multipath delay is the error caused by the direct and reflected signals superimposed into
the receiver and affecting the observations [10]. After counting the visible number of
satellites and the PDOP value, all the stations have multiple systems. The sites required
for positioning mainly include CAS1, CUT0, METG, KIRU, and REYK, for multipath
delay analysis.

This experiment performs statistical analysis on multipath delays of five sites such
as CAS1, CUT0, METG, KIRU and REYK. The RMS statistics of multipath are shown
in Tables 6 and 7.

Table 6. Statistics of multipath RMS/(m)

Sites GPS GLONASS
Mp1 Mp2 Mp5 Mp1 Mp2 Mp5

CAS1 0.409 0.3489 / 0.4553 0.4146 /
CUT0 0.5824 0.4103 / 0.5825 0.4924 /
METG 0.3288 0.3537 / 0.4032 0.3854 /
KIRU 0.3755 0.2759 / 0.3461 0.2742 /
REYK 0.3262 0.2752 / 0.3461 0.2742 /

Table 7. Statistics of BDS multipath RMS/(m)

Sites GEO IGSO MEO
Mp1 Mp2 Mp3 Mp1 Mp2 Mp3 Mp1 Mp2 Mp3

CAS1 0.4829 / 0.2867 0.3904 / 0.2971 0.5062 / 0.3727
CUT0 0.5349 / 0.3717 0.5231 / 0.3975 0.6219 / 0.4924
METG 0.4893 0.5241 0.5597 0.3582 0.24 0.2825 0.5291 0.391 0.4147
KIRU 0.3324 / 0.2564 0.4213 / 0.3682 0.3798 / 0.4291
REYK / / / 0.296 / 0.3148 0.4096 / 0.3247
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The statistics in Table 6 are the multipath RMS values of GPS and GLONASS at
five sites, such as CAS1. Mp1 represents the multipath of the observations at the L1
frequency, Mp2 represents the multipath of the observations at the L2 frequency, and
Mp5 represents the L5 frequency. It can be seen from Table 5 that the multipath Mp1
of the GPS at the L1 frequency is significantly higher than the multipath of the L2
frequency, and the multipath Mp1 of the GLONASS at the L1 frequency is signifi-
cantly higher than the multipath of the L2 frequency.

The statistics in Table 7 are the RMS values of the five stations BDS such as CAS1,
Mp1 is the multipath of the B1 frequency observation, Mp2 is the multipath of the
observations at the B2 frequency, and Mp3 is the observation of the B3 frequency. It
can be seen from Table 7 that the multipath of the GEO satellite is higher than the
multipath of the IGSO satellite at the B1 frequency, but the statistical results show that
the multipath of the MEO at the B1 frequency is higher than that of the GEO because
as the latitude increases, the satellite’s elevation angle decreases, and the GEO satellite
is in a stationary position. As the satellite’s elevation angle decreases, the multipath of
the MEO satellite continues to grow. The results of the statistics at the B2 frequency
point are small. It can be seen from the METG site that the multipath effect of the GEO
satellite is the most obvious. The multipath effect of MEO satellites at B3 is stronger
than GEO and IGSO.

At the same time, comparing the L1 frequency of GPS and the multipath of BDS at
B1, we can know that the multipath of GEO satellite and MEO satellite is higher than
that of GPS satellite. The multipath effect of GEO satellite is higher due to satellite
height. As well as the reason for synchronizing with the Earth, the multipath of the
MEO satellite is higher than that of the GPS satellite and has a certain relationship with
the noise of the satellite and the receiver equipment.

2.6 BDS-3 Simulation

With the networking of the BDS-3 and the advancement of global positioning services,
it is of great significance to study the navigation and positioning availability of the
Beidou-3 global system in the Polar Region. This experiment is to obtain the satellite
visible number, PDOP and navigation precision in the polar region by simulating the
BDS-3 satellite constellation. By analyzing the polar region sites CAS1, CUT0, REYK
and METG, the BDS-3 satellite is determined in the polar high-altitude region.
Availability, providing a reference for polar navigation positioning. Because the BDS-3
satellite orbit parameters cannot be accurately obtained, this paper uses STK to carry
out simulation experiments according to the BDS-2 GEO/IGSO/MEO orbit parameters
[11]. The experimental simulation of the satellite constellation 3GEO+3IGSO+24MEO
hybrid configuration, the satellite orbit parameters are shown in Table 8.
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The experiment simulated the BDS-3 satellite constellation from January 9, 2019 to
January 10, 2019. The experimental results mainly include satellite visible number,
PDOP and navigation accuracy, as shown in Figs. 9, 10 and 11.

Table 8. Satellite orbit parameters

Orbit
parameters

GEO IGSO MEO

Semi major
axis/km

62164 42164 27878

Eccentricity 0 0 0
Inclination/° 0 55 55
RAAN 158.75°E, 180°E,

210.5°E, 240°E, 260°E
218°E,
98°E,
338°E

0, 120°E, 240°E

Argument
of Perigee/°

0 0 0

Mean
anomaly

0 0(218°E),
120°(98°E),
240°(338°E)

The first satellite of each track set as 0,
and the rest is increased by 45°

Satellite
numbers

3 3 24

Track
surface

1 3 3

Fig. 9. Satellite numbers Fig. 10. PDOP
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According to the simulation results, the PDOP, Satellite Numbers and Navigation
Accuracy obtained from the experiment are statistically analyzed. The statistical results
are shown in Table 9.

Table 9 shows the PDOP, Satellite Numbers and Navigation Accuracy of CAS1,
CUT0, METG and REYK sites. Figure 9 shows the satellite time series of CAS1,
CUT0, KIRU and METG sites, all of which has better observation conditions. The
number of minimum observation satellites at the METG site reached 14, and the
average number of observation satellites reached more than 16. The observation con-
ditions of the CAS1 station are slightly worse. The number of minimum observation
satellites is 9 and the number of average observation satellites is more than 11 to meet
the number of satellites for navigation and positioning.

Figure 10 shows the PDOP time series of CAS1, CUT0, KIRU and METG stations.
It can be seen from the figure that all four stations have better satellite space geometry,
and the PDOP of CUT0 station is worse than the other three stations. It is 1.031, the
average is 1.3297, the maximum is 1.94, and the PDOP of all stations is less than 2,
which has better satellite geometry in the Polar Region.

Figure 11 shows the Position accuracy time series of CAS1, CUT0, KIRU and
METG stations. The navigation accuracy is affected by the number of visible satellites
and PDOP values. It is consistent with the number of visible satellites and PDOP

Fig. 11. Navigation accuracy

Table 9. Statistics of simulation result

Station PDOP Satellite numbers Navigation accuracy/
(m)

Max Mean Min Max Mean Min Max Mean Min

CAS1 1.637 1.265 1.042 14 11.5024 9 9.989 7.0925 5.4548
CUT0 1.94 1.3297 1.031 16 13.7627 11 9.6993 6.6485 5.1568
METG 1.345 1.1129 0.937 18 16.5337 14 6.7254 5.5646 4.6871
REYK 1.554 1.238 1.049 16 14.1992 12 7.7704 6.1902 5.244
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values. The navigation accuracy of CAS1 and CUT0 stations is consistent. The average
values are 7.0925 m and 6.6485 m, respectively, and the maximum is less than 10 m.

The results of the Satellite Number, PDOP and Navigation Accuracy tests were
carried out on the BDS-3 using four polar stations. The results show that the BDS-3
global system has good coverage and availability in the polar region. Navigation and
positioning can provide sufficient protection.

3 Conclusions

By conducting experiments on satellite visible numbers, PDOP values, SNRs, and
multipath delays in sites in the polar region, statistics can be obtained based on the test
results, and the following conclusions can be obtained:

1. By analyzing the number of visible satellites and PDOP value of 14 stations near the
polar region, five sites with multiple system observations such as CAS1, CUT0,
METG, KIRU and REYK were selected to meet the Multi-System positioning
requirements.

2. The SNR and multi-path analysis were carried out on the six selected sites. From the
statistical results, it can be known that the SNR of the GPS and GLONASS
satellites at the L1 frequency is better than the SNR at the L2 frequency. The SNR
of the B1 and B2 frequencies of the BDS satellite is not much different, and the
SNR of the B3 frequency is better than the SNR of the B1 and B2 frequencies.
The SNR of GEO satellites is lower than that of IGSO and MEO satellites. At the
same time, it can be known from the statistical analysis of multipath of six stations
that the multipath of the L1 frequency of GPS and GLONASS satellites is higher
than that of the L2 frequency. For BDS satellites, the multipath effect of GEO
satellites is obvious. The path delay error is greater than the multipath error delay of
the IGSO and MEO satellites.

3. Simulation experiments show that BDS-3 has better visible satellite number, PDOP
and navigation accuracy in polar region, and can provide sufficient basic guarantee
for navigation and positioning in polar region.
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Abstract. The accuracy of satellite ephemeris directly affects the accuracy of
navigation and positioning. The BDS-3 under construction in China is based on
the BDS-2 system, and the Beidou global satellite navigation system with global
service capability is built. The BDS-3 system is in operation before and after the
official operation. The accuracy of satellite ephemeris needs to be analyzed to
provide a reference for its builders and users. As a high-precision external
evaluation method, satellite laser ranging (SLR) can be used to check the Beidou
satellite orbit. This paper discusses the principle of using SLR to check the
Beidou satellite orbit. The SLR observation data from August to October 2018 is
used to evaluate the satellite broadcast ephemeris orbit and precision ephemeris
orbit of the BDS-3 network. The results show that the radial accuracy of C20,
C21, C29 and C30 satellite broadcast ephemeris orbitals are 12.92 cm,
15.08 cm, 8.53 cm and 10.74 cm, respectively, and the radial accuracy of the
precision orbit are about 7 cm.

Keywords: Beidou global satellite navigation system �
Satellite laser ranging (SLR) � Satellite orbit � Accuracy assessment

1 Introduction

Beidou Satellite Navigation system (BeiDou Navigation Satellite System, BDS) is a
self-developed and independently operated global satellite navigation system in China.
In 2012, Beidou Satellite Navigation system began to provide positioning and navi-
gation to the Asia-Pacific region [1]. China successfully launched two BDS-3 Global
Networked satellites in November 2017, marking the beginning of Beidou Satellite
Navigation system entering the era of global networking [2]. At present, the BDS-3
system is being constructed quickly and 13 BDS-3 Global Networked satellites have
been launched by October 2018. Planning to build a Beidou global system by 2020, to
provide global services [2, 3]. Four MEO satellites, such as C20, C21, C29, C30 and so
on, are equipped with laser reflectors and participate in the observation mission of the
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International Laser ranging Service Organization (ILRS), which provides the condi-
tions for the precision evaluation of the Beidou satellite’s precise orbit and broadcast
ephemeris orbit.

Satellite navigation message is the data base used by users to locate and navigate,
which mainly includes satellite ephemeris, clock correction, ionospheric delay cor-
rection, working state information and so on. The reliability and accuracy of satellite
ephemeris directly affect the accuracy of navigation and positioning [4, 5]. Some
domestic scholars have studied the accuracy of Beidou satellite orbit [6–10]. The
results show that the accuracy of laser observation data is higher, usually better than
2 cm. The satellite laser ranging (SLR) can be used as an independent external ref-
erence with high precision. Applied to Beidou navigation satellite orbit determination,
inspection and accuracy evaluation [8]. But most of the research is about the satellites
launched before 2017, and the newly launched BDS-3 network satellite is not con-
cluded. In this paper, the laser observations from August to October 2018 are used to
check the broadcast ephemeris and precise orbits of some BDS-3 satellites. A certain
conclusion has been drawn.

2 Principle of Accuracy Evaluation of Satellite Orbit

2.1 Assessment Methodology

Satellite laser ranging (SLR) can be used as an independent verification method for
satellite orbit. The basic principle is to compare the error corrected laser observations
with the satellite ephemeris calculated distance between satellite and earth, and to
analyze the difference between them. Evaluation of satellite orbit accuracy [10]. In this
paper, the mean (MEAN), standard deviation (STD) and the root mean square error
(RMS).) are calculated respectively.

2.2 Calculation of SLR Observations and Space-Earth Distance

The basic principle of satellite laser ranging (SLR) is to determine the round trip time t
of laser pulse signal from SLR observation station to satellite laser reflector and to
obtain the distance between SLR observation station and satellite.

p ¼ ct
2

ð1Þ

In the formula, p is the distance between the stars and the earth, t is the round trip
time of the laser pulse signal, c is the speed of light [11]. The error correction of laser
observation is mainly the correction of tropospheric error, the correction of relativistic
effect, and the correction of satellite centroid compensation.

The theoretical distance between laser observation station and satellite can be
calculated by precise coordinates and satellite ephemeris.
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pi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xiÞ2 þðy� yiÞ2 þðz� ziÞ2

q
ð2Þ

In the formula, Pi is the space distance, (x, y, z) is the position vector of the satellite,
(xi, yi, zi) is the position vector of the first station. At this point, the distance between
the stars and the earth needs to be reduced to the center of mass of the satellite.

The difference between the satellite and earth distances observed by laser and those
calculated by satellite ephemeris are laser residuals, which can be expressed as:

Dp ¼ p� pi ð3Þ

In the formula, DP is the laser residuals, P is the spaceground distance observed by
laser, and Pi is the satellite ephemeris and the exact coordinates of the laser station. The
laser residuals of the same satellite at different epochs and different stations are sta-
tistically analyzed to check the satellite orbit.

2.3 Corrective Model

The correction model in this paper mainly includes the pretreatment of laser observa-
tions and the coordinate correction of laser observation stations. The corrections of the
original laser observations have been described above. The corrections in the coordi-
nates of the laser observation stations include the correction of tidal displacement, the
correction of crustal movement [12]. The error correction models are shown in Table 1.

3 Example Analysis

3.1 Broadcast Ephemeris

The SLR observation data from August to October 2018 was used to check the
broadcast ephemeris orbits of four satellites BD-3, C20, C21, C29 and C30. The
Beidou Broadcast Ephemeris used in this paper is from the multi-system hybrid
ephemeris provided by MGEX. The coordinates of the laser station are provided by the
International Laser Ranging Service [13]. From August to October 2018, a total of 18
laser stations observed BDS-3 satellites. The observation statistics of SLR stations are
shown in Fig. 1. The distribution of stations is shown in Fig. 2. The basic information
of each station is shown in Table 2. See the ILRS website for details. In the data
processing, the wild value is eliminated according to the error principle of 3 times.

Table 1. Correction models for SLR data processing

Correction Model

Tropospheric delay Mendes-Pavlis [12]
General relativity effect Shapiro delay [12]
Tidal displacement extreme tide, solid tide, tide [12]
Crustal movement SLRF2018
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Using the SLR observation data from August to October 2018 to check the C20
satellite broadcast ephemeris, the mean (MEAN), standard deviation (STD) and the
root mean square error (RMS).) are calculated respectively. Table 3 shows the laser
residual time series of C20 satellite. The horizontal axis is the number of days since
January 1, 2018, and the longitudinal axis is the laser check residual.

As can be seen from Fig. 3 and Table 3, from August to October 2018, 15 laser
observation stations observed C20 satellites in Asia, Europe, North America, and
Oceania. After eliminating the wild value, there are 544 laser standard point data. The
laser observation is mainly concentrated in September and October. The laser residual

Fig. 1. SLR observations of BDS-3

Fig. 2. Geographic locations of SLR stations
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Table 2. Station information of track BDS-3

Monument Location name Country

7090 Yarragadee Australia
7110 Monument Peak California
7124 Tahiti French Polynesia
7237 Changchun China
7249 Beijing China
7819 Kunming China
7821 Shanghai China
7825 Mt Stromlo Australia
7827 Wettzell Germany
7501 Hartebeesthoek South Africa
7839 Graz Austria
7840 Herstmonceux United Kingdom
7841 Potsdam Germany
7845 Grasse France (LLR)
7941 Matera Italy (MLRO)
8834 Wettzell Germany
7105 Greenbelt Maryland
1890 Badary Russia

Table 3. Statistics of range residuals for C20

Monument Normal points Residuals/cm
MAX MIN MEAN STD RMS

7090 24 35.04 −2.46 16.8 9.95 19.53
1890 6 26.09 20.84 24.03 2.14 24.12
7110 19 23.83 −0.18 16.75 6.58 17.99
7124 6 15.09 13.99 14.52 0.36 14.53
7237 40 27.97 −9.23 11.05 10.5 15.25
7249 3 10.26 2.31 6.33 3.28 7.40
7819 4 22.53 9.36 15.86 6.42 17.11
7821 14 21.44 2.01 9.52 6.65 11.61
7827 29 18.31 −3.81 8.35 6.24 10.42
7839 83 27.79 −20.19 6.67 9.15 11.33
7840 89 35.81 −23.52 4.47 11.81 12.62
7841 16 12.85 4.06 9.10 3.06 9.60
7845 4 6.18 −16.3 −5.27 10.95 12.15
7941 63 22.26 −21.36 5.50 11.63 12.86
8834 144 25.04 −30.54 −2.39 10.85 11.11
Total 544 35.81 −30.54 5.39 11.74 12.92
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is distributed between −30.54 cm and 35.81 cm, with an average of 5.39 cm and an
RMS of 12.92 cm. There is no obvious law of the laser residual distribution of each
station, but the laser residual RMS of each station is basically between 10 cm–20 cm.

The SLR observation data is used to check the C21 satellite broadcast ephemeris
orbit. The C21 satellite laser residual time sequence is shown in Fig. 4. The corre-
sponding statistical information is shown in Table 4. As can be seen from Fig. 4 and
Table 4, from August to October 2018, 11 laser observation stations observed C21
satellites, mainly in Asia, Europe, and Oceania. After removing the gross error, there
are 233 laser standard point data, the laser residual is distributed between −17.98 cm–

30.49 cm, the average value is 11 cm, and the laser residual RMS is 15.08 cm. The
laser residual RMS of each station is basically the same, mostly between 10 cm–20 cm.

Fig. 3. Range residuals for C20

Table 4. Statistics of range residuals for C21

Monument Normal points Residuals/cm
MAX MIN MEAN STD RMS

7090 24 30.23 0.87 16.45 10.03 19.27
7237 37 30.49 −6.99 13.06 8.47 15.56
7249 9 20.08 7.71 15.01 4.72 15.74
7819 5 12.86 −1.62 7.26 6.44 9.71
7821 4 13.39 13.02 13.18 0.14 13.19
7827 19 26.14 −10.65 10.96 10.9 15.46
7839 74 29.43 −3.79 13.19 9.18 16.06
7840 18 20.73 −16.94 4.78 10.74 11.76
7841 4 1.53 −0.33 −0.86 0.44 0.96
7845 7 17.68 9.24 13.21 3.55 13.68
7941 32 20.62 −17.98 3.19 11.13 11.58
Total 233 30.49 −17.98 11.00 10.32 15.08
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Based on the same method, the C29 and C30 satellite broadcast ephemeris are
checked. The laser residual time series of C29 and C30 satellites are shown in Figs. 5
and 6. The corresponding statistical information is shown in Table 6 in Table 5.

Statistics show that during this period, a total of 15 stations tracked and observed
the C29 satellite. A total of 13 laser stations observed the C30 satellite. Compared with
the C20 and C21 satellites, the C29 and C30 satellites have better laser data

Fig. 4. Range residuals for C21

Table 5. Statistics of range residuals for C29

Monument Normal points Residuals/cm
MAX MIN MEAN STD RMS

7090 94 32.64 −19.95 −2.81 10.06 10.44
7105 9 12.05 4.24 6.59 2.62 7.09
7124 4 −12.4 −14.24 −13.47 0.71 13.49
7237 23 21.32 −20.27 −1.93 10.49 10.67
7249 3 0.26 −1.55 −9.03 0.82 1.22
7501 6 4.45 −1.36 0.65 2.42 2.51
7821 19 6.10 −6.98 −1.03 3.87 3.99
7825 1 2.86 2.86 2.86 0 2.86
7827 27 10.86 −6.77 3.72 4.33 5.71
7839 46 22.02 −10.79 3.38 6.94 7.72
7840 64 27.22 −15.92 2.93 7.67 8.21
7841 8 12.63 4.87 8.02 2.19 8.31
7845 33 11.22 −13.45 0.20 7.21 7.22
7941 92 22.71 −14.41 0.79 7.90 7.94
8834 161 27.15 −31.53 −1.01 8.74 8.79
Total 590 32.64 −31.53 0.18 8.52 8.53
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Fig. 5. Range residuals for C29

Fig. 6. Range residuals for C30

Table 6. Statistics of range residuals for C30

Monument Normal points Residuals/cm
MAX MIN MEAN STD RMS

7090 69 14.03 −32.28 −4.37 7.58 8.75
7105 9 −2.18 −5.10 −3.81 0.95 3.93
7237 15 8.63 −13.30 −5.02 6.7 8.38
7249 7 5.96 −11.65 −1.63 5.98 6.20
7501 6 −1.82 −18.66 −9.56 7.39 12.09
7821 12 −3.02 −15.55 −8.62 4.50 9.73
7827 19 13.06 −18.85 −3.23 10.91 11.37
7839 54 19.27 −17.82 1.82 10.43 10.59
7840 55 23.71 −33.07 2.34 11.76 11.99
7841 6 6.16 1.09 3.09 1.61 3.49
7845 16 11.54 −10.23 1.16 6.53 6.63
7941 27 8.04 −16.71 −2.26 8.56 8.85
8834 144 29.79 −33.20 −2.06 12.34 12.51
Total 439 29.79 −33.20 −1.68 10.60 10.74
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distribution. The stations are more widely distributed and distributed in Asia, Europe,
North America, Africa, and Oceania, and can be covered globally. The C29 satellite
laser observation data volume is relatively large, and the distribution is relatively
uniform in August and September. The laser residual RMS is relatively small, about
8.53 cm. The laser residual RMS of each station is basically the same, mostly between
0–10 cm. There are 439 laser standard point data after the C30 satellite rejection. The
laser residual is distributed between −33.20 cm and 29.79 cm, the average value is
−1.68 cm, and the laser residual RMS is 10.74 cm.

The SLR observations from August to October 2018 were used to check the C20,
C21, C29, and C30 satellite broadcast ephemeris. The results show that the C20, C21,
C29, and C30 satellite broadcast ephemeris radial precisions are 12.92 cm, 15.08,
8.53 cm and 10.74 cm, overall, the C29 and C30 satellites are slightly better than the
C20 and C21 satellites.

3.2 Precise Ephemeris

Based on the precision orbit provided by the IGMAS Analysis Center of Xi’an Institute
of Surveying and Mapping, the SLR observation data from August 1st to October 17th,
2018 is used to check the four satellites of BD-3 C20, C21, C29, C30 precision
ephemeris orbit. After the 3 times error principle is removed, the accuracy of laser
detection residuals of each satellite is shown in Table 7. Figure 7 shows the sequence
of the precision ephemeris laser residual.

The analysis shows that the C20, C21, C29 and C30 satellite lasers check the
precision ephemeris orbit RMS within 10 cm, respectively 7.07 cm, 7.65 cm, 6.81 cm,
7.49 cm, and there is little difference between the satellites. The SLR check residual is
the projection of the satellite orbit error in the direction of the line of sight of the laser
station. It mainly refers to the radial error of the orbit, but it also includes the trajectory
error of the tangential direction and the normal direction.

Table 7. Statistics the accuracy of SLR check precise orbit

prn Normal points Stations Residual/cm
MEAN STD RMS

C20 492 15 1.97 6.79 7.07
C21 279 12 5.93 4.84 7.65
C29 707 14 −3.35 5.93 6.81
C30 469 14 −4.47 6.02 7.49

Precision Analysis of BDS-3 Satellite Orbit by Using SLR Data 397



4 Summary

This paper examines some satellite broadcast ephemeris orbits and precise ephemeris
orbits of BDS-3 based on laser observation data from August to October 2018. The
results show that BDS-3 participates in C20, C21, C29, C30 satellites of international
laser joint measurement. The radial residual RMS of the broadcast ephemeris is
12.92 cm, 15.08 cm, 8.53 cm, 10.74 cm, respectively. Compared with the BDS-2
satellite [10], the accuracy is obviously improved. At the same time, the radial residual
RMS of the laser inspection precision ephemeris orbit is about 7 cm, and there is little
difference between the satellites. At present, the BDS-3 satellite laser observation data
is less, and the amount of laser observation data will increase, which will be further
analyzed.
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Fig. 7. Range residuals for C20, C21, C29, C30
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Abstract. We focus on the accuracy analysis and improvement of multi-GNSS
precise point positioning (PPP) during ionospheric scintillation. By using the
observation data from Hong Kong Satellite Positioning Reference Station
Network (SatRef) on 18 and 19, October 2015, the performance of kinematic
PPP under the ionospheric scintillation condition is analyzed. The first day
corresponds to the day of year 291, which is under the non-scintillation con-
dition (S4 < 0.2) while the second day corresponds to the day of year 292,
which is under the scintillation condition (S4 > 1.0). The results show that the
GPS-only kinematic PPP solution is seriously influenced when scintillation
occurs while the GPS/BDS/GLONASS combined solution can present a robust
solution. Statistics results show that the root-mean-square (RMS) values of the
single GPS and GPS/BDS/GLONASS combined kinematic PPP solution for the
day of October 18 are stable and comparable, which are better than 5 cm.
However, the RMS of positioning results in single GPS kinematic PPP solution
for October 19 is 0.273 m, which is much worse than that of October 18. When
using GPS/BDS/GLONASS combined solution, the positioning accuracy is
0.051 m, with an improvement of 81.3% compared to the result of the GPS-only
solution. This indicates that multi-GNSS is an efficient way to overcome the
impact of ionospheric scintillation on positioning result.

Keywords: Ionospheric scintillation � Precise Point Positioning (PPP) �
Multi-GNSS

1 Introduction

Ionospheric scintillation refers to the phenomenon that ionospheric irregularities in the
Earth’s atmosphere layer, which can lead to rapid fading of the received signal power
levels as well as the phase changing [1, 2]. The distortions on amplitude and phase are
usually referred to as amplitude and phase scintillation. Most scintillations are likely to
occur in the post sunset period, the nightside auroral oval and dayside cusp and the
region around the polar cap at all local times [3, 4]. It can be frequently observed in
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equatorial and polar region of the Earth. In high latitudes, phase scintillation seems
more severe than amplitude scintillation [5–8]. Around equator, both amplitude and
phase scintillation can occur. Amplitude scintillation, however, is generally more
severe than phase scintillation [9, 10].

Both amplitude and phase scintillation can degrade the Global Navigation Satellite
System (GNSS) positioning performance by increasing the tracking errors from delay
locked loop (DLL) and phase locked loop (PLL), causing cycle slips and even loss of
lock [11]. With the increase of Ionospheric scintillation intensity, amplitude scintilla-
tion in general leads to the loss of signal locking, and the phase scintillation increases
the occurrence of cycle slips, thus affecting the positioning performance of the receiver.
This effect cannot be mitigated by the ionosphere-free combination of the dual-
frequency observable that is effective at mitigating the ionospheric delay. Therefore,
ionospheric scintillation is one of the most challenging threats for GNSS, especially for
the users in the near equatorial and polar regions.

The effects of the ionospheric scintillation on GNSS can be classified into three
aspects: the user receivers, the reference stations and the satellite datalinks. Specifi-
cally, the ionospheric scintillation can degrade the quantity and quality of the user
measurements as well as those of the reference stations. In addition, it can disrupt the
communication from Satellite Based Augmentation Systems (SBAS) geostationary
satellite (GEO) to the user receiver. This contribution focuses on the effects of the
ionospheric scintillation on the user receivers. And the influence of this effect depends
on the severity of the scintillation. Xu et al. found that the largest Global Positioning
System (GPS) PPP error can increase to more than 34 cm in the vertical and more than
20 cm in the horizontal components under the impact of severe ionospheric scintilla-
tions on 9 July 2012 when the S4 index is greater than 1.0 [12]. Luo et al. presented that
the three-dimension root-mean-square (RMS) of BeiDou Navigation System
(BDS) PPP is 1.842 m under scintillation on 19 October 2015, which is much larger
than that for non-scintillation condition as 0.155 m [13]. To improve the positioning
performance, Conker et al. proposed the methods to determine the effects of iono-
spheric scintillation on the DLL and PLL of the GPS/SBAS receivers, now known as
“Conker model”. In this model, the tracking error variance of DLL and PLL for L1 and
L2 signals were presented [11]. Further, Aquino et al. improved the GNSS positioning
stochastic model of the least square equations according to the “Conker model” in the
presence of ionospheric scintillation [5]. Focusing on the performance improvement of
PPP during ionospheric scintillation, Zhang et al. proposed an improved approach
based on a robust iterative Kalman filter with careful quality control for rejecting
observables and detecting cycle slips. The horizontal errors can still reach to 0.1–0.2 m
while the vertical errors 0.2–0.3 m [14].

In this contribution, the impact of introducing data from multi-GNSS systems in the
traditional kinematic PPP is analyzed. In the case of kinematic PPP, the geometry of the
satellite being tracked has strong influence on the performance of PPP. The kinematic
positioning performance degrades when a small number of satellites are tracked, which
occurs, for instance, under ionospheric scintillation. According to the severity of the
ionospheric scintillation, more satellites are advantageous to present robust positioning
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results, especially when the scintillation is low and moderate. Therefore, the GPS/
GLONASS/BDS combined kinematic PPP experiments under ionospheric scintillation
are employed in this contribution.

The data used in the PPP processing in this contribution are from Hong Kong
Satellite Positioning Reference Station Network (SatRef) [15]. The receivers can track
multi-frequency GPS, GLONASS and BDS signals in 2015. And the software GAMP
is used to process the PPP experiments [16]. Besides, one Septentrio PolaRxS Pro
ionospheric scintillation receiver, which is installed at Hok Tsui(22˚12′N,114˚15′E),
south of Hongkong, is used to produce the S4 and ru index. The paper is organized as
follows. Section 2 presents the methodology including the PPP model and scintillation
index. Then the space weather indexes are shown, followed by the PPP results and
analysis. Finally, the summary and conclusions are drawn.

2 Data and Methodology

2.1 PPP Model

In this study, we investigate different effects of strong ionospheric scintillation events
on GPS-only and GPS/BDS/GLONASS dual kinematic PPP. The linearized equations
of original pseudorange and carrier phase observations are written as following
[16, 17]:

ps;Tr;j ¼ us;Tr � xþ dtr � dts;T þMW � ZW
þ cTj � Is;Tr;1 þ ds;Tr;j � ds;Tj

� �
þ es;Tr;j

ð1Þ

ls;Tr;j ¼ us;Tr � xþ dtr � dts;T þMW � ZW
� cTj � Is;Tr;1 þ ks;Tj � Ns;T

r;j þ bs;Tr;j � bs;Tj
� �

þ ns;Tr;j
ð2Þ

where indices s, r, and j (j = 1,2) refer to the satellite, receiver and carrier frequency
band, respectively; T denotes satellite system; ps;Tr;j , and ls;Tr;j represent observed minus
computed (OMC) values of pseudorange and carrier phase observables, respectively;
us;Tr is the unit vector of the component from the receiver to the satellite; x is the vector
of the receiver position increments relative to the a priori position; dtr and dts;T are the
receiver and satellite clock offsets, respectively; MW is the wet mapping function; ZW is
the zenith wet delay; Is;Tr;1 is the line-of-sight (LOS) ionospheric delay on the frequency

f s;T1 ; cTj is the frequency-dependent multiplier factor (cTj ¼ f s;T1 =f s;Tj

� �2
), which is

independent of the satellite pseudorandom noise (PRN) code; ds;Tr;j is the frequency-

dependent receiver uncalibrated code delay (UCD) with respect to satellite s; ds;Tj is the

frequency-dependent satellite UCD; ks;Tj is the carrier wavelength on the frequency

band j; Ns;T
r;j is the integer phase ambiguity; bs;Tr;j and bs;Tj are the frequency-dependent

receiver and satellite uncalibrated phase delays (UPDs); eTr;j and nTr;j are the sum of
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measurement noise and multipath error for pseudorange and carrier phase observations.
Note that all the variables in (1) and (2) are expected in meters except the ambiguity
and UPDs in cycles. For the combined processing of GLONASS system with the
pattern of FDMA, both the inter-frequency bias (IFB) and the inter-system bias (ISB)
should be carefully dealt with. More details can be seen in [16, 18].

For PPP processing, we select GNSS observations with an interval of 30 s, and
GNSS products (orbits and clocks) generated by GFZ [19]. Data processing techniques
and implementations for GNSS dual-frequency PPP are summarized in Table 1. For
comparison, we calculate precise coordinate of the 4 SatRef stations through the GPS-
only static PPP solution over 7 days under quiet ionospheric condition with the Bernese
v5.2 GNSS scientific software [20].

2.2 Ionospheric Scintillation

Scintillation can be monitored by the amplitude and phase scintillation indices,
respectively S4 and ru. The S4 index can be calculated from the satellite signal power
or signal intensity (SI) tracked by the receiver, and can be interpreted as a normalized
standard deviation around the intensity average.

From the receiver output data, the amplitude scintillation index S4 can be computed
as [21]:

S24 ¼
SI2
� �� SIh i2

SI2h i ð3Þ

Table 1. Summary of data processing techniques and implementations for GNSS dual-
frequency PPP

Item Techniques and implementations

Observations GPS, GLONASS and BDS dual-frequency code and phase
observations

Sampling interval 30 s
Elevation mask
angle

7˚

Cycle-slip detection Geometry-free and Melbourne-Wubbena combination
Satellite orbit Fixed with the MGEX products from GFZ
Satellite clock Fixed with the MGEX products from GFZ
Phase center offset igs08.atx
Ionospheric delay First-order effect eliminated by ionospheric-free linear combination
Differential code
bias

Corrected by CAS DCBs

Tropospheric delay ZTD Estimated as parameter
Tide correction Solid earth tide, ocean tide loading and pole tide
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where SI represents the receiver power, and〈〉represents the average value over the
interval of 60 s for sampling rate of 50 Hz. The basic formula of SI is

SI ¼ NBP�WBP
ðNBP�WBPÞlpf

ð4Þ

where NBP and WBP are narrow and wide bandwidth power; ðNBP�WBPÞlpf is the
low-frequency portion of the NBP�WBP. To obtain a stable S4, ðNBP�WBPÞlpf is
calculated from the average value of NBP�WBP over 1 min in this study.

The phase scintillation index ru is the standard deviation of the carrier phase, and is
averaged over intervals of 10, 30 and 60 s, based on 50 Hz measurements made over
very 1 min. Most researchers use the 60 s version of ru, also referred to as Phi60, for
analysis. The Phi60, which is characterized by the standard deviation u of the
detrended phase, can be given as [22]:

r2u ¼ u2� �� uh i2

The S4 and Phi60 indices are normally computed and recorded by the ionospheric
scintillation monitoring receivers (ISMR), such as the Septentrio PolaRxS Pro iono-
spheric scintillation receiver. The experiments described here and after are based on the
SatRef stations as well as the ISMR receiver, and the results are presented in the
following section.

3 Ionospheric Scintillation

To study the performance of GNSS dual-frequency PPP under scintillation at low-
latitude regions, GNSS data collected by 4 SatRef stations on October 18 and 19, 2015
(day of year (DOY) 291 and 292) are using in our experiments, and the geographical
distribution of these stations is shown as Fig. 1. In the following, the space weather
conditions on October 18 and 19, 2015 are firstly presented. Then the performance of
different satellite system using kinematic PPP under ionospheric scintillation is
analyzed.

Fig. 1. Geographical locations of the 4 SatRef GNSS stations and the ISMR station in Hong
Kong
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3.1 Space Weather Indices

The time series of solar wind speed, Bz component of the interplanetary magnetic field,
the disturbance storm time index, and Kp index from October 15 to 25 (DOY 288 to
DOY 298), 2015 are presented in Fig. 2.

As depicted in Fig. 2, we can find that the solar wind speed in a moderate speed
from October 15 to 25, 2015, the speed, however descend dramatically in DOY 292
and 295, 2015. Meanwhile, the Bz component of the interplanetary magnetic field
varied from −10 to 5nT, fluctuating dramatically around DOY 291. The disturbance
storm time (Dst, Kyoto Dst) index, which gives information about the strength of the
ring current around Earth caused by solar protons and electrons [23], was mainly
negative from DOY 288 to DOY 298, 2015, indicating that Earth’s magnetic field is
weakened and affected by solar storms in all probability. Similar to Dst index, the Kp
index, which can measure solar particle radiation by its magnetic effects, is under quiet
condition most of time in the figure, except moderate and high activity observed on
DOY 290, DOY 291, DOY 294 and DOY 297, 2015.

Besides, Figs. 3 and 4 present the time series of S4 and Phi60 index for GPS
satellites observed at station Hok Tsui on October 18 and 19, 2015 (DOYs 291 and
292). It can be seen from Fig. 3 that the time series of S4 and Phi60 are in a lower level
and run smoothly over the period of 24 h on DOY 291, which means no ionospheric
scintillation occurring on this day. However, it’s obvious that a strong scintillation
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Fig. 2. Velocity of solar wind, Bz component of the interplanetary magnetic field, Disturbance
storm time index, and Kp index from DOY 288 to DOY 298, 2015
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event was happen on DOY 292 from 12:00 to 18:00 UTC, since a significant fluctuate
can be seen in Fig. 4 over this period of time. From Fig. 4, we can find that the
amplitude and phase scintillation appeared simultaneously from 12:00 to 18:00.

3.2 PPP Processing Results

To study the performance of PPP with different GNSS under ionospheric scintillation,
we use GAMP to process multi-GNSS datasets in kinematic modes under the quiet and
disturbed ionospheric condition, respectively.

Figures 5 and 6 show the time series of kinematic PPP errors using GPS-only and
multi-GNSS (GPS/BDS/GLONASS) measurements collected by station HKQT as an
example of 4 SatRef stations on October 18 and 19, 2015 (DOYs 291 and 292),
respectively. The statistical results of the four SatRef stations are shown in the Tables 3
and 5. Since the kinematic PPP in the first 2 h (0:00–2:00 UTC) are in the state of
convergence, the maximum of positioning errors and the root-mean-square (RMS)
errors shown here are computed based on the positioning errors in the period 2:00–
24:00 UTC.

3.2.1 GPS-Only PPP
Figure 5 shows kinematic PPP errors of station HKQT by using GPS-only on October
18 and 19, 2015. It can be seen that the accuracy and reliability of the kinematic PPP
solution for DOY 291 and DOY 292 show a significant difference in the presence of

Fig. 3. Scintillation S4 and Phi60 index for GPS on DOY 291, 2015

Fig. 4. Scintillation S4 and Phi60 index for GPS on DOY 292, 2015
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scintillation. On DOY 291, the kinematic positioning accuracy for each station in
experiment is stable, which is better than 5 cm except those in the convergence time
(0:00–2:00 UTC). However, since the presence of ionospheric scintillation during
12:00–18:00 UTC on DOY 292, the errors of GPS-only kinematic PPP for 4 SatRef
stations show significant fluctuations. The maximum of GPS dual-PPP errors in east,
north and up directions is 1.153, 0.466 and 1.966 m at station HKQT, and it’s hori-
zontal RMS, vertical RMS, 3D-RMS are 0.175, 0.208 and 0.272 m, respectively.
These four stations’ maximum positioning errors are shown in Table 2 and RMS
values are shown in Table 3.

0 2 4 6 8 10 12 14 16 18 20 22 24
-3

-2

-1

0

1

2

3

G
 K

in
em

at
ic

 P
PP

 (m
)

UTC (h)

E
N
U

RMS: E = 0.014 m
RMS: N = 0.016 m
RMS: U = 0.050 m

HKQT DOY 291

0 2 4 6 8 10 12 14 16 18 20 22 24
-3

-2

-1

0

1

2

3

G
 K

in
em

at
ic

 P
PP

 (m
)

UTC (h)

E
N
U

RMS: E = 0.168 m
RMS: N = 0.048 m
RMS: U = 0.208 m

HKQT DOY 292

Fig. 5. Time series of GPS-only kinematic PPP errors for stations HKQT, on October 18 and
19, 2015

Table 2. Maximum of positioning errors of GPS-only PPP kinematic solution at HKLT,
HKMW, HKPC and HKQT under the scintillation condition on October 19, 2015

Station E/m N/m U/m

HKLT 2.809 3.995 9.832
HKMW −1.090 2.842 2.769
HKPC −2.036 −1.799 5.497
HKQT 1.153 −0.466 1.966

Table 3. RMS of GPS-only PPP kinematic positioning solution at HKLT, HKMW, HKPC and
HKQT under the scintillation condition on October 19, 2015

Station Horizontal-RMS/m Vertical-RMS/m 3D-RMS/m

HKLT 0.179 0.235 0.296
HKMW 0.162 0.209 0.265
HKPC 0.122 0.230 0.260
HKQT 0.175 0.208 0.272
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3.2.2 GPS/BDS/GLONASS PPP
Figure 6 presents kinematic PPP errors of station HKQT by using GPS/BDS/
GLONASS combined solution on October 18 and 19, 2015. It’s obvious that the
positioning results of kinematic PPP for DOY 292 show a stable situation under the
scintillation condition when using GPS/BDS/GLONASS combined solution comparing
with GPS-only solution. Table 4 shows the maximum of GPS/BDS/GLONASS dual-
PPP errors in east, north and up directions for HKQT is −0.163, −0.165 and −0.208 m,
respectively. From Table 5, we can see that the results of kinematic positioning
computed by multi-GNSS (GPS/BDS/GLONASS) data have higher accuracy than the
results computed by GPS-only data in the scintillation environment, and the 3D RMS
using GNSS data positioning can be degraded to about 5 cm under the scintillation
condition.
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Fig. 6. Time series of GRC kinematic PPP errors for station HKQT on October 18 and 19, 2015

Table 4. Maximum of positioning errors of GPS/BDS/GLONASS PPP kinematic solution at
HKLT, HKMW, HKPC and HKQT under the scintillation condition on October 19, 2015

Station E/m N/m U/m

HKLT −0.097 0.110 0.246
HKMW −0.066 −0.235 −0.313
HKPC −0.147 −0.180 −0.241
HKQT −0.163 −0.165 −0.208

Table 5. RMS of GPS/BDS/GLONASS PPP kinematic positioning solution at HKLT, HKMW,
HKPC and HKQT under the scintillation condition on October 19, 2015

Station Horizontal-RMS/m Vertical-RMS/m 3D-RMS/m

HKLT 0.020 0.043 0.047
HKMW 0.026 0.042 0.049
HKPC 0.030 0.042 0.051
HKQT 0.034 0.045 0.056

408 Z. Fang et al.



Figure 7 shows time series of PDOP at station HKLT, HKMW, HKPC and HKQT
on October 19, 2015. The mean value of PDOP is calculated in the period of 12:00–
18:00 since most scintillation events are found in that time for the Hong Kong region.
From these four pictures of Fig. 7, we can find a common character that there is a big
variation of PDOP at about 5:00 UTC. However, we can see from Fig. 4 that there is no
scintillation occurrence during this time since S4 and Phi60 index are smaller 0.2 during
4:00–6:00 UTC. After checking the raw measurements, we find that the number of GPS
satellites is small and the amount of utilizable satellites decreased from 7 to 6 and then
recovered to 7 at around 5:00 UTC. It can be seen from the Fig. 7 that using
GPS/BDS/GLONASS combination solution can strengthen geometry, and avoid
scintillation disturbing. Therefore, from Figs. 6 and 7, we can conclude that using
multi-GNSS measurements can improve the accuracy of kinematic positioning under
the ionospheric scintillation.

4 Conclusions

The ionospheric scintillation has impacts on the GNSS positioning performance,
especially when the scintillation is strong. We analyze the improvement of the kine-
matic PPP performance using multi-GNSS in the presence of the ionospheric scintil-
lation. With more satellites, the performance of the kinematic PPP, which depends
strongly on the geometry of the satellites tracked, should be more robust to reduce the
effects of the ionospheric scintillations.
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The GNSS observation data collected from 4 SatRef stations in Hong Kong on
DOY 291 and DOY 292, 2015 are analyzed. Results demonstrate that:

(1) Under the ionospheric scintillation condition, the absolute maximum values of
positioning errors for GPS-only kinematic PPP can reach 2.809, 3.995 and
9.832 m in east, north and up directions, however, the values for multi-GNSS
(GPS/BDS/GLONASS) are 0.163, 0.235 and 0.313 m, respectively.

(2) In the scintillation environment, the average RMS values of positioning errors
using GPS-only solution for 4 SatRef stations in horizontal, vertical and 3D are
0.16, 0.221 and 0.273 m, whereas the corresponding values from multi-GNSS
solution are 0.028, 0.043 and 0.051 m, with an improvement of 82.5%, 80.5%
and 81.3% in horizontal, vertical direction and 3D compared to GPS-only
solution.

The results indicates that multi-GNSS is a good choice for GNSS users at low-
latitude regions to improve the performance of kinematic positioning under ionospheric
scintillation. Our further study will focus on the receiver autonomous integrity moni-
toring for the multi-GNSS positioning during the ionospheric scintillation.
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Abstract. In our country’s global navigation system, namely BDS-3, 19
satellites (18 MEO satellites and 1 GEO satellite) have been launched in the
period from November 2017 to November 2018. The basic system of BDS-3 has
been set up and is going to provide essential navigation service for the countries
and districts in “the Belt and Road” starting from the end of 2018. The signal
features of B1I/B1C, system visibility and performance of the navigation system
are thoroughly studied based on self-designed “GaoJing-1” multi-mode multi-
frequency receiver. Through analyzing the measurement results, the receiver can
observe the 5 experimental satellites and all the satellites of BDS-3 except GEO-
1(PRN59) and MEO-8(PRN48). Although the BDS-3 system is still in the
debugging phase, the health flag is 1 for signal B1I, and 1 or 2 for B1C, which
means that the receiver should not use the signals from B1I and B1C for
positioning. However, we still try to get the positioning. The experiment results
indicate that, utilizing the almanac with intermediate precision broadcast by
B1C, when the cut-off angle is 10° and 20°, the minimum number of visible
satellites in 24 h at Beijing for BDS-3 is 6 and 5 respectively, and the success
rate of positioning is 100%. And the BDS-3 provides a better positioning
accuracy than BDS-2. When using the signal B1I and B1C of BDS-3, the
standard deviation of positioning error is 21% and 28% lower than that of BDS-
2 respectively. When using the combined positioning of BDS-2 and BDS-3, the
positioning error is 45% than that of BDS-2, and 31% lower than that of BDS-3.

Keywords: GNSS receiver � BDS-3 � B1I � B1C � Positioning precision

1 Introduction

By November 19th, 2018, BDS-3 has launched a total of 19 satellites, including
eighteen MEO satellites and one GEO satellites. The basic system has been set up and
is going to provide essential navigation services for the countries and districts in “the
Belt and Road” [1]. BDS-3 uses a hybrid constellation composed of three orbital
satellites. Compared with other satellite navigation systems, BDS-3 has more high-orbit
satellites and stronger anti-occlusion ability. Secondly, BDS-3 provides navigation
signals at multiple frequencies, which can improve service accuracy through multi-
frequency signal combination.
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With the deployment of the basic constellation of BDS-3, system tuning and per-
formance evaluation become the main tasks at present. In this paper, the signal char-
acteristics, system visibility and positioning performance of BDS-3 are analysed
through “GaoJing-1” the multi-mode multi-frequency GNSS receiver self-designed by
the Institute of Microelectronics, Chinese Academy of Sciences (IMECAS).

This paper is organized as follows. In Sect. 2, the signal characteristics of BDS-3
satellite are analysed. In Sect. 3, the technical parameters of “GaoJing-1” multi-mode
multi-frequency GNSS receiver are introduced, and BDS-3 related designs are
described in detail. Based on “GaoJing-1” receiver, signal B1I and B1C tracking
results, BDS-3 system visibility and positioning performance are presented in Sect. 4,
and this work is concluded in Sect. 5.

2 Characteristics of the BDS-3 Open Service Signals

BeiDou Satellite Navigation System Signal In Space Interface Control Document
(ICD) defines the open service signals provided by BDS-3: B1C is a new signal, B2a
will replace B2I, both of them are broadcast on MEO and IGSO satellites, signal B1I
and B3I are broadcast on all satellites [2–5]. All the signals are summarized in Table 1.

BDS-3 not only enhances its global coverage, but also achieves performance
improvement and service expansion in terms of technical system. The newly added
signal B1C uses BOC modulation to realize compatible and interoperable operation with
other GNSS signals at L1 frequency, which is 1575.42 MHz, and is able to improve the
code tracking accuracy. Both code lengths of signal B1C and B2a are 10230, which
have better anti-cross-correlation performance, and both signals designed separated pilot
component and data component to improve tracking sensitivity. Both B1C and
B2a NAV messages adopt non-binary LDPC coding to enhance the BER performance.

3 “GaoJing-1” Multi-mode Multi-frequency GNSS Receiver

“GaoJing-1” is a multi-mode multi-frequency GNSS receiver independently developed
by Institute of Microelectronics, Chinese Academy of Sciences. The baseband chip is
implemented in a 55 nm CMOS process, working with the MAXIM 2769 RF chipset.

Table 1. Signal structure of BDS-3

Signal Carrier frequency
(MHz)

Code rate
(Mcps)

Modulation mode Code length

B1I 1561.098 2.046 BPSK(2) 2046
B1C 1575.42 1.023 BOC(1,1)

QMBOC(6,1,3/44)
10230

B2a 1176.45 10.23 QPSK(10) 10230
B3I 1268.52 10.23 BPSK(10) 10230
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3.1 Overview of “GaoJing-1” Receiver

The “GaoJing-1” receiver can receive signals of GPS, BDS-2, BDS-3, GLONASS,
Galileo (GAL), QZSS and SBAS satellite systems. It supports multi frequencies, and as
a result, achieves lane-level accuracy outdoors using the high-precision positioning
RTK algorithm. Specific technical parameters are shown in Table 2.

As can be seen from Table 2, the “GaoJing-1” receiver can support almost every
open service signal of existing GNSS systems. The “GaoJing-1” test board is given in
Fig. 1, and the baseband chip is in the lower circular frame and the MAXIM 2769 RF
chipset is in the upper rectangular frame.

Table 2. Technical parameters of “GaoJing-1” receiver

Tech parameters

Received
signals

GPS: L1C/A, L1C, L2C, L5
BeiDou-2: B1I, B2I
BeiDou-3: B1I, B1C, B2a
GLONASS: L1OF, L2OF
GALILEO: E1B/C, E5a, E5b
QZSS: L1C/A, L1C, L1-SAIF, L2C, L5
SBAS: L1C/A

Sampling frequency 16.368 MHz @ low IF
32.736 MHz @ zero IF

Fig. 1. “GaoJing-1” multi-mode multi-frequency GNSS receiver

414 Y. Yang et al.



3.2 Design for BDS-3 Signals

The “GaoJing-1” implements an acquisition engine based on large-scale correlator
arrays and FFT structure to achieve parallel acquisition in the frequency domain and
the code domain. The number of equivalent correlators exceeds 1 million. It can also
achieve fast acquisition for the B1C and B2a signals with 10230 code length.

The primary and secondary code of the new signal B1C are both generated from
truncating Weil codes with different lengths. Weil codes are generated based on
Legendre sequences. The “Gaojing-1” tracking engine realizes the reuse of Legendre
sequences and as a result saves memory space. Like the B1I signal, the primary code of
B2a signal is Gold code. For the signal B1C with BOC modulation mode, 2-N cor-
relation channel [6] is adopted to avoid the possibility of code phase error locking
caused by the multi-peaks of autocorrelation. At the same time, the energy of upper and
lower sidebands is used to improve the tracking sensitivity. This method makes full use
of the characteristics of BOC modulation with higher code tracking accuracy to
improve the pseudo-range single-point positioning accuracy.

Dealing with the Non-Binary LDPC encoded NAV messages of B1C and B2a
signal, a LDPC decoder based on normalized minimum sum algorithm [7] is imple-
mented in the “GaoJing-1” receiver, which can be applied for decoding B1C signal
subframe 2, subframe 3 and B2a signal compatibly.

4 Performance Evaluation of BDS-3 System

In this section, the performance of BDS-3 is investigated. Specifically, the real B1I and
B1C signals broadcasted by BDS-3 satellites are captured, tracked, decoded and used
to deduce positioning through the “GaoJing-1” receiver. Based on several experimental
results, the signal quality, system visibility and positioning accuracy of the B1I and
B1C signals are evaluated and analyzed. The external GNSS measuring antenna AT-
35101H located on the laboratory building roof of IMECAS is used in the experiment,
which ECEF coordinates are [−2175028.38, 4384595.06, 4076047.15] m. Working
with the MAXIM 2769 RF chip, “GaoJing-1” receiver carries out acquisition and
tracking for B1I and B1C signals. The intermediate frequency is zero, the sampling rate
is 32.736 MHz, and the ADC output has 2 bits of I and 2 bits of Q respectively.

In order to evaluate the performance of the system more comprehensively, the
experiment was conducted several times from November 13th, 2018 to November
24th, 2018. According to the results, all BDS-3 satellites except GEO-1 (PRN59) and
MEO-8 (PRN48) can be observed by “GaoJing-1”, including the five previously
launched BDS-3S experimental satellites. GEO-1 (PRN59) is the first geostationary
orbit satellite of BDS-3, which code generator has not been open to the public in the
existing ICD files, so it is impossible to be captured and tracked. MEO-8 (PRN48) has
not been observed on MGEX platform of IGS [8] as well.
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4.1 Signal Quality Evaluation

On November 23th, 2018, the B1I and B1C signals of BDS-3 were received by the
“GaoJing-1” receiver. During the observation period, nine BDS-3 and BDS-3S satel-
lites broadcast signal B1I and six BDS-3 satellites broadcast signal B1C. The received
carrier-to-noise ratio (CN0) and tracking Doppler estimation of signal B1I/B1C are
shown in Figs. 2 and 3 respectively. Particularly, the CN0 of signal B1C presented here
is for the pilot component.

As can be seen from Figs. 2 and 3, the PRN corresponding to B1I signal includes
C16/C18/C19/C23/C24/C26/C32/C34/C35, and the PRN corresponding to B1C signal
includes C23/C24/C26/C32/C34/C35. According to the information released by MGEX
platform on IGS website [8], C16/C18/C19/C35 are broadcast by the BDS-3S experi-
mental satellites I1-S, I2-S, M1-S and M3-S. C23/C24/C26/C32/C34 are broadcast by
the BDS-3 satellites MEO-5, MEO-6, MEO-11, MEO-13 and MEO-15. It can be seen
that BDS-3 satellite satisfies that the B1C signal broadcasting on MEO/IGSO satellites,

Fig. 2. (a) Tracking CN0 for BDS-3 B1I signal, (b) Tracking Doppler for BDS-3 B1I signal
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and B1I signal broadcasting on all types of satellites [2]. However, the BDS-3S exper-
imental satellites C16/C18/C19 only broadcast B1I signal at present, but does not
broadcast B1C signal.

4.2 System Visibility Evaluation

According to ICD, the B1I signal broadcasts D1 navigation message on MEO/IGSO
satellite, including PRN1-PRN30 almanac information on 1–24 pages of subframe 4
and 1–6 pages of subframe 5. The B1C signal broadcasts B-CNAV1 navigation
message, including midi almanac on four pages of subframe 3.

On November 24th, 2018, the almanac information broadcast by B1I and B1C
signals was decoded by the “GaoJing-1” receiver. According to the calculated satellite
elevation angle based on the almanac information, 24 satellites which are
PRN16/18/19/28/35, PRN20-27, PRN29/30, PRN32-34, PRN36/37, PRN47/48,
PRN59/63, can be observed in Beijing. The 24 h elevation changes are shown in
Fig. 4. Furthermore, if the almanac broadcast by B1I signal and the midi almanac

Fig. 3. (a) Tracking CN0 for BDS-3 B1C signal, (b) Tracking Doppler for BDS-3 B1C signal
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broadcast by B1C signal can be decoded simultaneously for some satellite, the ele-
vation of the satellite can be compared and the results are consistent.

Figure 4 shows 24 h elevation variations for all BDS-3 and BDS-3S satellites in
Beijing. As the only BDS-3 GEO satellite launched at present, PRN59 can be seen all
day, with elevation between 30 and 40°; PRN16 and PRN18 can be seen most of the
time as IGSO satellites.

Figure 5 shows the number of BDS-3 and BDS-3S satellites that can be observed in
Beijing at 10 and 20° of elevation. The minimum number of visible satellites is six and
five in 24 h when the cut-off angle is 10° and 20° respectively, producing the 100%
positioning rate.

Fig. 4. Change of BDS-3 satellites elevation at 24 h

Fig. 5. Number of satellites with elevation of 10 and 20°
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4.3 Positioning Performance Evaluation

From the analysis of the navigation message, it can be seen that the autonomous health
sign of B1I signal of BDS-3 is 1, which means that the satellite is not available; and the
satellite health status of B1C signal is 1 which means that the satellite is unhealthy or in
the test, or 2 which means reserved. In theory, satellites with poor health cannot be used
for positioning, but in actual experiments, using the B1I and B1C signals have the
opportunity to get the correct positioning solution.

On November 15th, 16th and 20th, 2018, the “GaoJing-1” receiver was used to
track B1I signal and calculate the least squares single-point solution. The results of
BDS-2, BDS-3 and combination positioning of BDS-2 and BDS-3 are shown in
Table 3.

It can be seen that BDS-3 has better B1I positioning accuracy than BDS-2 although
it has fewer available satellites. The standard deviation of BDS-3 decreases by 21% on
average, which is related to the fact that BDS-3 can use fewer satellites to obtain good
DOP values. The combination positioning of BDS-2 and BDS-3 effectively reduces the

Table 3. Results of B1I positioning

Data SPP mode ECEF std (m) std (m) Number of SV

2018/11/15 BDS-2 X
Y
Z

3.641
6.545
1.899

7.726 9

BDS-3 X
Y
Z

2.882
3.677
4.914

6.780 4

BDS-2 + 3 X
Y
Z

1.877
2.621
1.722

3.655 13

2018/11/16 BDS-2 X
Y
Z

2.899
5.196
2.502

6.455 9

BDS-3 X
Y
Z

2.086
2.817
4.378

5.609 4

BDS-2 + 3 X
Y
Z

2.302
3.542
1.938

4.647 13

2018/11/20 BDS-2 X
Y
Z

4.360
7.726
3.128

9.407 8

BDS-3 X
Y
Z

2.703
3.927
3.959

6.197 4–7

BDS-2 + 3 X
Y
Z

1.967
3.140
2.173

4.296 12–15
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standard deviation, getting the best positioning accuracy. Compared with the BDS-3 or
BDS-3, the positioning standard deviation decreases by 45% and 31%, respectively.
The results indicate that in the transitional stage of the coexistence of the BDS-2 and
BDS-3 satellites, combination positioning should be considered to improve the posi-
tioning performance.

On November 13th and 24th, 2018, the signal B1C tracking and least squares
positioning were performed by the “GaoJing-1” receiver. The results are shown in
Table 4. From Tables 3 and 4, it can be seen that B1C signal can still achieve higher
positioning accuracy than BDS-2, with an average reduction of 28% in standard
deviation even under fewer available satellites. This is related to the better ranging code
performance of BOC modulation and the better DOP construction ability of BDS-3.

5 Conclusions

At present, the basic constellation of BDS-3 system is deployed and it is scheduled to
operate at the end of 2018, providing navigation services to the countries and districts
of “The Belt and Road”. In this paper, the signal tracking and positioning performance
of BDS-3 satellite are analyzed through “GaoJing-1” the multi-mode, multi-frequency
GNSS receiver self-designed by IMECAS, in order to provide a reference for evalu-
ating the performance of BDS-3 system. The results show that all BDS-3 satellites and
BDS-3S experimental satellites except GEO-1 (PRN59) and MEO-8 (PRN48) can be
observed by the receiver. In Beijing area, the minimum number of visible satellites is
six and five in 24 h when the cut-off angle is 10° and 20° respectively, producing the
100% positioning rate. Users can employ BDS-3 satellites to locate independently, and
can also locate combining with the BDS-2 satellites. When using the B1I and B1C
signals of BDS-3, the positioning standard deviation are 21% and 28% lower than that
of BDS-2 respectively. When the combination positioning of BDS-2 and BDS-3 is
applied, the number of visual satellites increases, and the DOP value is improved.
Compared with the positioning results of BDS-2 and BDS-3, the standard deviation is
reduced by 45% and 31% respectively.

Acknowledgments. This paper is funded by CAS Interdisciplinary Innovation Team and
National Program on Key Basic Research Project (2015CB352103).

Table 4. Results of B1C positioning

Date ECEF std (m) std (m) Number of SV

2018/11/13 X
Y
Z

2.768
3.485
3.489

5.655 4

2018/11/24 X
Y
Z

2.602
4.244
2.580

5.744 4
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Abstract. Galileo Satellite Navigation System has been put into trial operation
at the end of 2016. Whether Galileo Satellite Navigation System can be used
independently for navigation and positioning needs to be analyzed and evalu-
ated because it is not yet in full constellation, especially the performance of
Galileo Precision Point Positioning is worth studying. This paper evaluates the
global positioning performance of Galileo Precision Point Positioning. The
Galileo satellite visibility, average DOP value, convergence speed and posi-
tioning accuracy of PPP in different regions are evaluated by experiments with
MGEX observation data. The experimental results show that in the initial
operation stage of Galileo, the convergence speed of Galileo PPP is slower due
to fewer visible satellites, but the positioning accuracy of static PPP is com-
parable to that of GPS PPP. At the same time, the positioning accuracy and
convergence speed of GPS/Galileo PPP is better than that of Galileo PPP.

Keywords: Galileo � Precise point positioning � Performance evaluation

1 Introduction

Galileo is a global satellite navigation system designed and constructed by the Euro-
pean Union. The constellation consists of 30 satellites (27 of them are working
satellites and 3 are standby satellites). These satellites are evenly distributed on three
orbit planes, with 9 working satellites and 1 backup satellite on each orbit plane [1].
Galileo Satellite Navigation System has completed the system test phase and on-orbit
verification phase, and entered the initial operation phase in December 2016. At pre-
sent, there are 26 satellites in orbit, 20 of which provide services [2]. Compared with
GPS and GLONASS, Galileo not only has global navigation and positioning functions,
but also has global search and rescue functions. At the same time, it adds system
differential and integrity monitoring functions, which makes the system have the better
performance of positioning accuracy, availability and continuity. When the system is
completed, Galileo will be compatible and interoperable with GPS at L1 and L5
frequencies [3].

Galileo Satellite Navigation System has been in initial operation since the end of
2016. Whether it can be used independently for navigation and positioning needs to be
analyzed and evaluated, especially how the performance of Galileo Precise Point
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Positioning (PPP) is worth researching. At present, several MGEX analysis centers
have released Galileo’s precise orbit and clock error products [4], such as ESA/ESOC,
GFZ and CODE, which can provide precise ephemeris correction information for
Galileo’s precise point positioning. Because Galileo has fewer visible satellites at
present, the existing research mainly focuses on the precise positioning performance of
combined Galileo and other satellite navigation systems, and analyses the improvement
of positioning accuracy, convergence speed and reliability of PPP by including Galileo
[5, 6], but lacks the research of precise point positioning performance by Galileo alone.

Therefore, this paper evaluates the performance of Galileo precise point positioning
and the contribution of Galileo to combined GPS/Galileo PPP. The Galileo satellite
visibility, average DOP value, convergence time and positioning accuracy of PPP are
analyzed by experiments with the MGEX observation data. The second part is the
precise point positioning model. The third part is the experimental analysis. Finally, the
conclusion of this paper is given.

2 Mathematical Model of Precision Point Positioning

2.1 PPP Observation Equation

The original pseudo-range and carrier phase observation equation of GNSS can be
expressed as [7]

Ps;j
i;r ¼ qs;jr þ dtsr � dts;j þ ds;jorb þ Ts;j

r þ ciI
s;j
1;r þ dsi;r � ds;ji þ eðPs;j

i;r Þ ð1Þ

Ls;ji;r ¼ qs;jr þ dtsr � dts;j þ ds;jorb þ Ts;j
r � ciI

s;j
1;r þ bsi;r � bs;ji þ ksiN

s;j
i;r þ eðLs;ji;rÞ ð2Þ

Where, Ls;ji;r and Ps;j
i;r are the original carrier phase and pseudo-range observations, in

meters; the superscript j is a satellite number, the s is a satellite navigation system, and
the subscript r for station number, i for the frequency number. qs;jr is geometric
component which include geometric distance between satellite and receiver, dtsr and
dts;j for clock error of receiver and satellite, respectively, ds;jorb is the satellite orbit error,
Ts;j
r is troposphere delay, Is;j1;r is ionosphere path delay on the frequency L1. ci ¼
f 21
�
f 2i ; d

s
i;r; d

s;j
i are hardware delays in code observations of receiver and satellite.

bsi;r; bs;ji are hardware delays in phase observations of receiver and satellite., Ns;j
i;r is

phase ambiguity which include initial phase bias. eðLs;ji;rÞ; eðPs;j
i;rÞ are carrier phase and

code measurement noise and other un-modeled errors.
qs;jr is geometric distance of satellite and receiver and can be expressed as

qs;jr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x j � xrð Þ2 þ y j � yrð Þ2 þ z j � zrð Þ2

q
ð3Þ

Where, x j; y j; z jð ÞT is the position of the satellite and can be obtained from the
precise ephemeris, xr; yr; zrð ÞT indicating the position of the receiver.
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In order to eliminate the influence of the first order term of the ionosphere, the
ionosphere-free combination is usually used in the above equation. At the same time, the
pseudo-range hardware delay at the receiver and satellite cannot be separated directly
from other parameters, and can be combined with the receiver clock error and satellite
clock error parameters respectively. In PPP model, the carrier observation contains
ambiguity parameter, which is linearly related to the receiver clock error parameter.
Therefore, the initial value of the receiver clock error parameter in the carrier observation
equation is estimated by the pseudo-range observation. At this time, the pseudo-range
hardware delay will be introduced into the carrier observation equation with the receiver
clock error parameter. The hardware delay in carrier phase is classified into ambiguity
parameters. Taking L1 and L2 dual-frequency ionosphere-free combination as an
example, the pseudo-range and carrier observation equations are expressed as follows.

Ps;j
IF;r ¼ f 21 � Ps;j

1;r � f 22 � Ps;j
2;r

f 21 � f 22
¼qs;jr þðdtsr þ dsIF;rÞ � ðdts;j þ ds;jIFÞþ ds;jorb þ Ts;j

r þ eðPs;j
IF;r Þ

ð4Þ

Ls;jIF;r ¼ f 21 � Ls;j1;r � f 22 � Ls;j2;r
f 21 � f 22

¼ qs;jr þ ðdtsr þ dsIF;rÞ � ðdts;j þ ds;jIFÞþ ds;jorb þ Ts;j
r

þ ½bsIF;r � dsIF;r þ ds;jIF � bs;jIF þ ksIFN
s;j
IF;r� þ eðLs;jIF;rÞ

ð5Þ

where, the subscript IF denotes the ionosphere-free combination, and the other symbols
are the same as the preceding one.

d̂tsr ¼ dtsr þ dsIF;r ; d̂t
s;j ¼ dts;j þ ds;jIF ð6Þ

ksIFB
s;j
IF;r ¼ bsIF;r � dsIF;r þ ds;jIF � bs;jIF þ ksIFN

s;j
IF;r ð7Þ

d̂tsr and d̂ts;j for the receiver clock error and satellite clock error with pseudo-range
hardware delay, Bs;j

IF;r for the ambiguity parameter with pseudo-range and phase
hardware delay error. In this case, the ionosphere-free combination equation can be
simplified to

Ps;j
IF;r ¼ qs;jr þ d̂tsr � d̂ts;j þ ds;jorb þ Ts;j

r þ eðPs;j
IF;r Þ ð8Þ

Ls;jIF;r ¼ qs;jr þ d̂tsr � d̂ts;j þ ds;jorb þ Ts;j
r þ ksIFB

s;j
IF;r þ eðLs;jIF;rÞ ð9Þ

In the above equation, satellite orbit error and clock error can be corrected by
precise ephemeris. Because the precise satellite clock error provided by MGEX anal-
ysis center is generated by the ionosphere-free combination observations, the precise
clock error product contains the hardware delay of ionosphere-free combination [8],
which is consistent with the satellite clock error in the ionosphere-free combination
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PPP model. In ionosphere-free combination PPP model, the precise clock error product
can be directly corrected, otherwise the corresponding DCB correction should be
carried out. The tropospheric delay is corrected by a prior model (such as Sasstamoinen
model), and the remaining zenith wet delay is estimated. Finally, the antenna phase
center correction, relativistic effect correction, phase windup correction, earths tide
correction, DCB correction and other PPP errors need to be taken into account [9]. The
pseudo-range and carrier observation equation of PPP can be further simplified as

~Ps;j
IF;r ¼ ls;jr rþ d̂tsr þMs;j

r � dtrop;r ð10Þ

~Ls;jIF;r ¼ ls;jr rþ d̂tsr þMs;j
r � dtrop;r þ ksIFB

s;j
IF;r ð11Þ

In the formula, ls;jr ¼ a j; b j; c j
� �

; r ¼ dxr; dyr; dzrð ÞT is the correction vector of
coordinate components, dtrop;r is the zenith tropospheric wet delay (ZWD), and Ms;j

r is
the mapping function of the tropospheric wet delay. In this case, the parameters to be
estimated in the equation are

X ¼ ½ r; d̂tsr; dtrop;r; Bs;1
IF;r, � � � ,Bs;m

IF;r� ð12Þ

The parameters in the X are station coordinate correction, receiver clock difference,
zenith tropospheric wet delay and ambiguity parameters. When GPS/Galileo PPP is
used, the system time bias parameter should also be added. For the linearized equation
of precise point positioning, Kalman filter can be used to estimate the parameters [10].

2.2 Stochastic Model of Observation and Processing Method
of Parameters

In PPP model, the stochastic model of pseudo-range and carrier phase measurements
can be quantified by elevation-based model.

r2 ¼ r20
2 sinðEÞ ð13Þ

where, E is the elevation of the satellite, r0 is the standard deviation of the observed
noise. The accuracy of original pseudo-range and carrier observations of GPS and
Galileo is shown in Table 1. The accuracy of combined observations of ionosphere-
free can be obtained by the law of error propagation.

Table 1. Accuracy of original pseudo-range and carrier observations (unit: meter)

GPS Galileo
Code Phase Code Phase

0.3 0.003 0.3 0.003
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The parameters of PPP model can be estimated by extended Kalman filter, and
process noise should be set up properly. Detailed estimation strategies of parameters
and initial filtering values are shown in Table 2, which also gives the treatment
strategies of observation values and errors.

3 Experiments and Results Analysis

3.1 Experimental Data and Processing Strategies

In order to evaluate the performance of Galileo PPP and Galileo/GPS combined PPP,
30 MGEX stations with global distribution are selected for experimental analysis. The
distribution of stations is showed in Fig. 1. The data sampling interval is 30 s, the
observation time is at the day of year 288 in 2018. The multi-system precise satellite
orbit and clock error products are provided by the GFZ. The ‘ground truth’ of the
stations are provided by GFZ network solution.

Table 2. PPP parameter configuration

Processing items Processing methods

Observations Ionosphere-free pseudo-range and carrier observations
Elevation cutoff angle 10�

Satellite DCB DCB Product Released by CODE and MGEX
Antenna phase center
correction

Antenna phase center correction of satellite and receiver: igs_14.
atx model

Phase windup Model corrected
Earth tides Solid tide, sea tide and polar tide correction
Relativistic effects Model corrected
EOP Fixed to IERS release results
Satellite position and
clock error

Using GBM products provided by GFZ

Station coordinates Station coordinates are estimated as constants in static mode, and
random walk process with process noise as 10000m2 in kinematic
mode

Receiver clock error White noise with process noise variance of 8:1 e7m2=s � Dt
Initial value estimated by code observations and initial variance is
9 e6m2

Tropospheric delay Dry component provided by UNB3 model
Wet component is modeled by random walk process and estimated,
with process noise variance of 3 e�8m2=s� Dt
Initial value provided by UNB3 and initial variance is 0:25m2

ISB ISB is modeled by random walk process,
with process noise variance of 1.0e�3m2=s� Dt
Initial value is zero and initial variance is 1.0e2m2

Ionospheric delay First order term of Ionosphere is removed by ionosphere-free
combination

Ambiguity Ambiguity is estimated as a constant and is reset when cycle slip
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Firstly, the number of visible satellites and PDOP of each MGEX station are
compared and analyzed; secondly, the positioning accuracy of static and kinematic
Galileo PPP, GPS PPP and Galileo/GPS combined PPP is analyzed, and the perfor-
mance of current Galileo PPP is evaluated. Extended Kalman filter (EKF) is used to
estimate the parameters of PPP. The random model of the observation is described in
Sect. 2.2. At the same time, the antenna phase center correction, relativistic effect
correction, phase windup correction, earth tides correction, DCB correction and other
PPP error correction should be taken into account. Finally, the convergence time of
Galileo PPP, GPS PPP and Galileo/GPS PPP are analyzed.

3.2 Visible Satellites and DOP Value Analysis

The convergence of PPP parameters takes a certain time. It usually needs 30 min of
continuous observation to ensure the convergence of position parameters to 10 cm
[11]. Therefore, the key to ensure the convergence of position parameters is to ensure
the continuous visibility of satellites. At present, the Galileo satellite navigation system
only achieves the initial operating conditions. Although the number of satellites in orbit
is 26, the actual number of satellites in operation is 20. Therefore, the visible satellites
and DOP of Galileo satellite are compared with GPS. Figures 2 and 3 show the Galileo
and GPS visible satellites at CHTI Station, respectively. The elevation cutoff angle is
10°. Figures 4 and 5 show the Galileo and GPS visible satellite numbers and PDOP at
CHTI station, respectively.

It can be seen from the Figs. 2 and 3 that the number of GPS visible satellites at
CHTI station is obviously more than that of Galileo, which is related to the number of
satellites in the current two systems. At the same time, it can be seen from Figs. 4 and 5
that the number of GPS visible satellites at CHTI station is more than 7, while that of
Galileo satellites is only more than 4. Moreover, because of the large number of GPS
satellites, the change of PDOP of GPS is relatively stability, while that of Galileo is
obviously fluctuating, mainly due to the number of Galileo satellites.

Fig. 1. Station distribution
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Figures 6 and 7 show the average number of visible satellites per day and the
average PDOP for all MGEX stations. As can be seen from the figure, the average
number of GPS visible satellites at all stations is larger than that of Galileo. Among
them, the number of GPS visible satellites at each station is between 9 and 12, with an
average of 11, while the average number of Galileo visible satellites is between 5 and 8.

30

210

60

240

90270

120

300

150

330

180

0

0909

30

60

00

E1

E2
E3

E4

E5

E7

E8

E9

E11

E12

E19

E21

E24E25

E26
E27

E30

Fig. 2. Galileo visible satellites at CHTI
station

30

210

60

240

90270

120

300

150

330

180

0

0909

30

60

00
G1

G2

G3

G5G6

G7

G8G9G10

G11

G12
G13

G14

G15

G16

G17 G18
G19

G20

G21

G22

G23

G24G25

G26

G27

G28

G29
G30

G31

G32

Fig. 3. GPS visible satellites at CHTI station

00:00 04:48 09:36 14:24 19:12 00:00
0

3

6

9

12

15

GPS Time/HH:MM

sa
t. 

nu
m

.

00:00 04:48 09:36 14:24 19:12 00:00
0

3

6

9

12

15

pd
op

sat. num.
pdop

Fig. 4. Galileo satellite visibility and PDOP
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Meanwhile, the average PDOP value of GPS in all stations is also less than that of
Galileo, in which the average PDOP value of GPS is 1.52, and the average PDOP value
of Galileo is 2.62. The stations with larger PDOP values in Fig. 7 are mainly due to the
number of Galileo satellites.

3.3 Analysis of Positioning Accuracy

The data from 30 stations around the world are applied to analysis the performance of
Galileo PPP, GPS PPP and Galileo/GPS combined PPP in static and kinematic modes.
The ‘ground truth’ of the stations are provided by GFZ network solution. The
parameters of station coordinate are estimated as a random walk in the kinematic
positioning, and the process noise variance is 10000 m2.

(1) Static positioning results

Table 3 gives the positioning bias of PPP hourly solutions in N, E, U and 3D com-
ponent for all stations (Note that we take absolute value of the positioning bias before
conducting average). It can be seen from the table that the positioning bias of GPS PPP
hourly solution is slightly better than Galileo PPP hourly solution. The main reason is
that the number of Galileo visible satellites, which leads to a slightly longer conver-
gence time of PPP, so its short-time positioning accuracy is not as good as
GPS PPP. The positioning accuracy of the GPS/Galileo PPP is the best, mainly because
the multi-system combination can provide more visible satellites in the convergence
stage of the PPP, which makes the strength of the PPP model better than that of the
single system, so the positioning result is better.

Figure 8 shows the comparison of positioning bias of GPS and Galileo PPP daily
solution in horizontal and vertical direction for all stations, and Fig. 9 shows com-
parison of positioning bias of GPS and GPS/Galileo PPP daily solution in horizontal
and vertical direction for all stations. Analysis of Figs. 8 and 9 shows that for PPP daily
solution, the positioning accuracy of GPS, Galileo and GPS/Galileo combination PPP
are the same. The positioning accuracy in horizontal direction is mostly better than
1 cm, and that in vertical direction is mostly better than 3 cm. The horizontal posi-
tioning accuracy of GPS/Galileo PPP is slightly better than that of GPS PPP, which can
be seen more clearly from Table 4. Table 4 shows the mean values, STD and RMS of
static positioning solutions for all stations. It can be seen from the table that the
positioning accuracy of GPS, Galileo and GPS/Galileo PPP daily solution is millimeter
in horizontal direction and 1–2 cm in elevation direction, and there is little difference

Table 3. The average positioning bias of static PPP hourly solution (Unit: cm)

N E U 3D

Galileo 5.49 4.87 8.09 10.92
GPS 1.94 6.01 6.07 8.76
GPS/Galileo 1.66 4.44 3.83 6.10
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between Galileo static PPP daily solution and GPS PPP daily solution, which shows
that the positioning accuracy of Galileo static PPP daily solution is comparable to that
of GPS.

(2) kinematic positioning results

Figure 10 shows the number of Galileo visible satellites and PDOP of MAL2 station.
Figure 11 shows the positioning bias time series of Galileo kinematic PPP. As can be
seen from the figure, PDOP changes smoothly when Galileo has more visible satellites.
The positioning bias time series of Galileo kinematic PPP is relatively stable. The STD
of positioning bias in N, E, U direction is centimeter. Comparing the GPS and
GPS/Galileo kinematic PPP bias time series of Fig. 12, we can see that the stability of
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Table 4. Positioning bias statistic of static PPP daily solution for all stations (unit: cm)

Mean std rms
N E U N E U N E U

GPS −0.01 −0.47 −0.69 0.43 0.51 1.69 0.42 0.68 1.80
Galileo −0.21 −0.14 −0.58 0.34 0.63 1.75 0.39 0.63 1.82
GPS/Galileo −0.07 −0.07 −0.64 0.36 0.43 1.44 0.36 0.43 1.56
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positioning bias of GPS kinematic PPP is better than that of Galileo kinematic PPP. At
the same time, the positioning bias of GPS/Galileo kinematic PPP is more stable,
mainly because of the more visible satellites in the combination systems and the good
spatial geometry of satellites, so the positioning bias time series is more stable.

3.4 Convergence Time Analysis

In order to analyze the convergence time of PPP, Kalman filter is re-initialized every
two hours during the filtering process (PPP will re-converge at this case). The con-
vergence time of Galileo PPP, GPS PPP and Galileo/GPS combination PPP is counted,
and the results are compared with those of Galileo single system PPP. The convergence
condition is that the bias of the three components of NEU are less than 10 cm and the
following 5 min all satisfy the condition [12, 13]. It is assumed that PPP can converge
to 10 cm in two hours, otherwise this section of data will not participate in statistics.
Figure 13 shows the positioning bias time series of PPP for different satellite naviga-
tion systems at KIRI station. The jump occurring every two hours in the figure is
caused by filter reset.

As can be seen from Fig. 13, the convergence speed of positioning bias of
Galileo/GPS PPP is the fastest, which is obviously better than that of Galileo PPP. At
the same time, the convergence speed of GPS PPP is faster than that of
Galileo PPP. The convergence speed of Galileo PPP is relatively slow because of its
satellite number. In order to further compare and analyze the convergence time of PPP
for different satellite navigation systems, the observation time required for all stations
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to meet the convergence conditions is counted. Figure 14 shows the statistic of con-
vergence time of static PPP at all stations. Table 5 shows the average convergence time
of static PPP at all stations and the percentage decrease of convergence time relative to
Galileo PPP.

From Fig. 14 and Table 5, it can be concluded that the Galileo PPP cost a lot of
convergence time at most stations, averaging 29.65 min, and the convergence time of
GPS PPP is shorter than that of Galileo PPP, averaging 27.81 min. The convergence
time of GPS/Galileo PPP is the shortest, only 16.39 min, which is 44.74% less than
that of Galileo PPP.
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Table 5. Comparison of convergence time of PPP in static mode

Galileo GPS GPS/Galileo

Convergence time (min) 29.65 27.81 16.39
Reduction (%) \ 6.20 44.74

432 Z. Pan et al.



Figure 15 shows the mean position bias of PPP in different time periods for all
stations. It is also clear from Fig. 15 that Galileo PPP converges slowly in the first four
hours, so its positioning bias is large. However, with the increase of observation time,
the positioning accuracy of PPP converges gradually, and the positioning bias of
different systems tends to be consistent. The above analysis shows that at present, in the
initial operation stage of Galileo, the convergence time of Galileo PPP is long because
of the number of visible satellites, but the positioning accuracy of static PPP is com-
parable to GPS PPP. With the increase of Galileo satellites, the convergence speed of
Galileo PPP is expected to accelerate.

4 Conclusion

In the initial operation stage of Galileo satellite navigation system, this paper studies
the performance of Galileo precise point positioning and the contribution of Galileo to
combined GPS/Galileo PPP. The Galileo satellite visibility, average DOP value, con-
vergence time and positioning accuracy of PPP are analyzed by experiments with the
MGEX observation data. The experimental results show that, firstly, under the current
Galileo constellation, the average number of Galileo visible satellites in all stations is
less than the average number of GPS visible satellites. Among them, the number of
GPS visible satellites in each station is between 9 and 12, with an average of 11, while
the average number of Galileo visible satellites is between 5 and 8. Meanwhile, the
average PDOP of GPS in all stations is also less than that of Galileo, in which the
average PDOP of GPS is 1.52, and the average PDOP of Galileo is 2.62. Secondly,
under static mode, the positioning accuracy of GPS, Galileo and GPS/Galileo PPP
daily solution is millimeter, and the vertical component is 1–2 cm, and the Galileo
static PPP daily solution is comparable to GPS PPP daily solution. Finally, the
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convergence speed of Galileo PPP is slower due to fewer visible satellites, and the
performance of GPS/Galileo PPP is better than that of Galileo PPP. Both the posi-
tioning accuracy and the convergence speed of GPS/Galileo PPP are improved with
respect to Galileo PPP.
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Abstract. The concept of cooperative group localization (CGL) scheme, based
on the measurements of time of arrival (TOA), is to solve the ill-conditioned
cellular localization. In the light of CGL’s traditional searching and positioning
algorithm, the paper proposes an improved geometric factor-based searching
and positioning algorithm for CGL. In the suggested algorithm, the mobile
terminals (MTs) which communicate with a new base station are supposed to be
selected preferentially when choosing the next one for positioning. The geo-
metric relationship between MT and its reference terminals (other MTs or base
stations) is first put forward as an essential reference index to choose the suc-
cessor positioning MT. The relationship between the geometric factor and
positioning accuracy is completely proved in the theory in this paper. The
simulation results indicate that the improved algorithm enjoys higher positioning
accuracy than the traditional algorithm at a lower complexity.

Keywords: Cooperative Group Localization � TOA � Geometric factor

1 Introduction

As for the traditional TOA-based cellular localization, if one MT is supposed to be
accurately positioned, the fundamental prerequisite condition is to make sure that the
MT connects well with at least three BSs. However, the condition is very difficult to
provide satisfaction in practical scenarios. For instance, if the MT is in ill-conditioned
positioning scenarios such as indoor and urban areas, the TOA measurement will be
corrupted due to a large non-line of sight (NLOS) error, or MT will fail to establish an
excellent connection with at least three BSs in the rural and city valley areas [1–3].
These ill-conditioned scenarios are likely to result in a positioning failure or reduced
accuracy. In recent years, the cooperative localization has been put forward to solve the
above problems. It aims to address the lack of effective measurement information by
utilizing the distance measurement between MTs with the peer-to-peer communication
to ensure the convergence of the algorithm and to improve the positioning accuracy [4].
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Along with the vision that foresees the mobile communication system, which will
support short-range communication among its mobile terminals, Refs. [5] and [6]
propose two geolocation schemes that combine long-range and short-range location
information respectively. The schemes are able to improve the location accuracy
concerning the hybrid cellular solutions. Literatures [7, 8] proposed a semi-difinite
programming (SDP) cooperative localization method, which has good performance in
wireless networks with different topologies and achieve high robustness.

Literature [9] proposes a cooperative localization scheme, named as the cooperative
group location (CGL), to solve the positioning problem in ill-conditioned scenarios.
Instead of the traditional iterative algorithm, a searching and positioning algorithm
presented in the literature is applied to solve the issue caused by the positions of MTs in
the CGL scheme in consideration of reducing the computational complexity [10]. The
searching and positioning algorithm is a localization algorithm aiming at maximizing the
positioning ability of the cellular localization network to deal with the poor performance
of the trilateration localization in ill conditions, while the algorithm still has some defects
need to be further improved, such as convergence speed and positioning accuracy.

In this paper, an improved geometric factor-based searching and positioning
algorithm for CGL is proposed, which first introduces the geometric factor to optimize
the candidate MT selection strategy to improve the positioning accuracy at a lower
computational complexity.

2 The Original Searching and Positioning Algorithm
for CGL

In the CGL scheme, the distance between adjacent mobile terminals can be measured
via peer-to-peer (P2P) communication, which is also the prerequisite for cooperative
localization. The terminal group refers to a group of MTs connecting with each other
through P2P cooperative communication. It is assumed that the location of each MT is
unknown, and the distances between some certain MT pairs are known to represent a
general situation. Even if each MT in the TG cannot be positioned based on the

Fig. 1. The topology structure for CGL in the real scenario
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trilateration, as shown in Fig. 1, the locations of all MTs are able to be calculated by
using the searching and positioning algorithm.

If all MTs in the TG form a loop according to mutual measurement information, as
shown in Fig. 2, the algorithm will calculate the candidate positions of MTs one by
one. Meantime, impossible candidate positions are supposed to be deleted through
trilateral detection in the end of algorithm execution, and every MT can be positioned
accurately. The specific method includes following steps:

Step 1: Initialization: selecting an MT connecting well with at least two BSs and
denote as H, calculating the two candidate positions of H: H1 and H2 on the basis of
the known positions of BS A and BS D, and defining the candidate positions as set
H = {H1, H2}.
Step 2: Searching for the neighbors of the MT of H on the loop (including E, F, K).
E is supposed to be selected. If E and H connect with the same BS to measure the
distance, then skip to Step 3; otherwise, performing the following trilateral detec-
tion: supposing that d1, d2, d3 denote the distances between E and A, E and H, A
and H1 respectively. If the length of d1, d2, d3 cannot form a triangle, then remove
H1 from the set of H. H2 is verified in the same way.
Step 3: (i) Choosing one element from the set H. On the basis of the known
positions A and Hi, calculating the candidate positions of E: Ei,1 and Ei,2, and
defining the candidate position as set E = {Ei,1, Ei,2}; (ii) Performing the same
process described in Step 2; (iii) repeating Step 3 until all candidate positions have
been detected.
Step 4: Searching the neighbors of E on the loop. K is supposed to be selected.
Then, repeating Step 2 until all the MTs have been found and positioned. Or else
the algorithm terminates.

Fig. 2. The solutions to the positions of MTs in the searching and positioning algorithm
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The binary tree can be used to illustrate the searching and positioning algorithm
clearly, as shown in Fig. 3. Each node in the binary tree denotes a potential candidate
position, and all the nodes on the same layer only represent the candidate positions of
the same MT. The algorithm starts at the top of the tree and ends at the leafages,
forming a clear path. The path will be terminated early if Step 2 figures out that d1, d2,
d3 cannot form a triangle. The paths looping through all layers in the tree are the
potential paths. The final estimated positions of all MTs are determined by selecting the
most favorable path from the candidate paths. The choice is done by the following
maximum likelihood detection:

i; jð Þ ¼ min absfjjpiðHÞ � pjðKÞjj � dðH;KÞg ð1Þ

where abs{.} denotes the absolute value. ||.|| stands for the Euclidean distance between
two positions, pi(H) represents the i-th possible position of MT H, and d(H, K) rep-
resents the measured distance between MT H and K. Once the last node of the path is
determined, the algorithm completes the localization of all the MTs.

3 Improved MTs’ Selection Strategy

Some MTs are located according to measurement information with two reference
terminals (RTs). That is to say, a searching and positioning algorithm for CGL has
lower complexity at the cost of acceptable certain positioning accuracy loss. However,
the algorithm does not consider the influence of the geometric relationship between the
MT and its RTs on the positioning accuracy in the MTs’ selection strategy. This paper
proposes an improved geometric factor-based searching and positioning algorithm for
CGL, which first highlights the geometric relationship between the MT and its RTs as
an important basis for selecting which MT is the next one that needs to be positioned to
improve the positioning accuracy.

Fig. 3. Binary tree for the searching and positioning algorithm
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Considering that the essence of cooperative localization in the CGL is a hybrid
positioning of bilateral and trilateral measurements, the angle a formed by the two lines
between the MT and its two RTs is harnessed to characterize their geometric rela-
tionship in the improved algorithm for the bilateral ranging location, as shown in
Fig. 4. The two additional half rings formed by three-section arcs separately denote the
possible location areas of MT G caused by the ranging errors d1 and d2 respectively.
The shadow area S represents the set of positions of MT G that are obtained in the light
of the ranging information within the scope of allowed errors, which reflects the
positioning accuracy of the MT G. The shadow area S is regarded as a diamond, whose
area is formulated as

S ¼ 4d1 � d2
sin a

ð0�\a\180�Þ ð2Þ

It is not difficult to find out that the positioning accuracy of one MT is only related
to ranging errors and the angle between the MT and its RTs. In other words, when the
ranging errors d1 and d2 are determined, the closer the value of sin a is to 1, the smaller
the shadow area is, and the higher the positioning accuracy is. While it is hard to
calculate the value of directly, can be obtained easily by applying the cosine theorem.
Based on the following two important trigonometric function formulas, the conclusions
is drawn as follows:

(i) The smaller the absolute value of a2 þ b2�c2
2ab is, the closer the value of cos a is to 0,

and the better the geometric relationship is;
(ii) When the relationship between the values of a, b and c satisfies a2 þ b2 ¼ c2, the

degree of the angle a formed by the two lines between the MT and its two RTs
respectively is equal to 90°, and the positioning result is the best, as shown in
Fig. 5.

Fig. 4. The geometric relationship between MT with RTs
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sin2 aþ cos2 a ¼ 1 ð3Þ

cos a ¼ a2 þ b2 � c2

2ab
ð4Þ

where a, b, and c denote the distances between MT G and RT M, MT G and
RT N, RT M and N.

The fact remains that Fig. 4 can only represent the general situation. As Fig. 6
shows, when the MT and RTs are on the same straight line, the shadow area can not be
approximated as a diamond. The theory mentioned above works equally, that is to say,
the positioning result is the worst when the degree of the angle a is close to 0° or 180°.

In order to speed up the convergence of the algorithm, the MT communicating with
a new base station is supposed to be selected first when choosing the next one to
positioning in the improved algorithm. If the condition does not work, the MT which

Fig. 5. The best geometric relationship between MT with RTs

Fig. 6. The worst geometric relationship between MT with RTs
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has a better geometric relationship will be chosen. Compared with the original algo-
rithm, on the basis of MT H’s position, MT F and K have a higher positioning priority
than E in the improved algorithm because they connect with new BS B and C
respectively except A and D. On the same basis, MT K has a higher priority than F due
to the geometric relationship. In the improved algorithm, the new MTs location
sequence is: H, K, F, E, as shown in Fig. 7.

Meanwhile, the corresponding binary tree of the improved algorithm is shown in
Fig. 8. By comparing Figs. 3 and 8, it is obvious that the improved algorithm has a
simpler binary tree. If each none-leaf node is treated as a calculation process, con-
cerning the calculation for H, the improved algorithm performs four calculations, which
is less than the five calculations of the original one.

Fig. 7. Solve the positions of MTs in the improved algorithm

Fig. 8. Binary tree for the improved algorithm
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4 Simulation Results

4.1 Mapping Relationship Between Geometric Factor and Positioning
Accuracy

The factors that influence positioning accuracy of the MT are the position error of RTs,
the geometric relationship, and the ranging errors between MT and RTs [11, 12]. In this
paper, only the geometric relationship in the bilateral measurement positioning is
discussed. In the improved algorithm, least squares are employed to estimate the
positions of the MT. It is necessary to mention that there will be two initial positions of
the MT on the both sides of the line between its RTs if the MT only connects with two
RTs whose positions are known. For the sake of analysis, I suppose the given position
of the RTs is accurate, and the ranging errors between the MT and its RTs are Gaussian
white noise with a mean of zero and a root mean square error of 5 m. It is assumed that
all the MTs are stationary or in low speed mobile status.

Figure 9 shows the simulation results of the relationship between the MT’s posi-
tioning accuracy, the MT’s position, and the distances between the MT and its RTs
when the ranging errors and the angle a formed by the two lines between the MT and
its two RTs respectively remain unchanged. The positioning error in the MT is cal-
culated by the average of 1000 independent Monte Carlo simulations, and the number
of horizontal axis indicates the number of the MTs that are evenly distributed on a
semicircle with diameters between A and B to make sure that keep unchanged. The
MTs numbered from 1 to 10 and from 990 to 1000 are ignored because they are so
close to one RT that the distances are smaller than the measurement errors, which may

Fig. 9. The relationship between the MT’s positioning accuracy and both of MT’s position and
the distances between the MT and its RTs
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cause unreasonable location accuracy loss. When the number of MT is between 15 and
985, the result tends to be stable. In Fig. 9, it is obvious that the MT’s positioning
accuracy is not relevant to the MT’s position and the distances between the MT and its
RTs. And by calculation the variance of RMSE of position errors is equal to 0.08 m
which also supports the conclusion.

Figure 10 shows the mapping relationship between the geometric factor and
accuracy when the ranging errors remain unchanged. It is clear that the closer a is to
90°, the better the geometric relationship is, and the higher the positioning accuracy of
the MT.

4.2 Performance Comparison of the Improved and the Original
Algorithms

In order to facilitate the analysis, the simplified topology structure of the CGL is
applied to verify the impact of introducing the geometric factor in the MTs’ selection
strategy on the positioning accuracy of the MTs, as shown in Fig. 11. In the light of the
known position of H, the MT that has a better geometric relationship with its RTs are
chosen first. The location sequence in the original algorithm is: H, F, and K, and the
new location sequence is: H, K, and F in the improved one.

When it comes to the typical requirement in real wireless networks, the simulation
scene is set up in the two-dimensional area of 1500 m * 1500 m where there are four
BSs and their MTs whose real position coordinates are: A[1400, 1200], B[200, 1200],
C[200, 200], D[1400, 200], H[900, 6500], F[750, 900], and K[350, 700]. The simu-
lation parameters are the same in Fig. 8 in ranging errors and the number M of Monte
Carlo trials (M = 1000), but the positioning errors are described by Root Mean Square
Error (RMSE).

Fig. 10. Mapping relationship between the geometric factor and accuracy
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Figure 12 explains the two-dimensional scatter plots of positioning results in two
algorithms. The green circles denote the real position of the MTs, and the blue squares
represent the real position of the BSs. While the red area shows the possible positions
of three MTs calculated by the original algorithm, the blue one indicates the possible
positions calculated by the improved algorithm. Table 1 presents the means and the
standard deviations of the positioning errors in the X and Y directions in two algo-
rithms, where algorithm I indicates the original algorithm, and algorithm II denotes the
improved one. It is obvious that the improved algorithm has a better performance on
positioning MT F and K, except for MT H whose order does not change. Also, Table 1
shows the means of positioning error for MT F calculated by the improved algorithm,
which are at least 0.13 m, and the standard deviations decrease by at least 1.9 m in both
X and Y directions, whereas the improvement in MT K is not obvious enough.

Fig. 11. The simplified topology structure for CGL

Fig. 12. The scatter plots of positioning results
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Figure 12 shows the comparison of the positioning performance of the original
algorithm and the improved algorithm under different variance d of BS-TOA mea-
surement error when the MT-MT TOA measurement error e keeps unchanged, where d
is set as [5, 10, 15, 20, 25]. The value selections of d and e refer to the literature [10]
where the original algorithm is put forward. The RMSE of MT F between the real MTs’
position pF(i) and the estimated location p0F ið Þ is:

ERMSEðFÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM

i¼1 jjpFðiÞ � p0FðiÞjj22
M

s
ð5Þ

where M is the number of Monte Carlo trials.

From Fig. 13, it can be seen that the improved algorithm outperforms the original
one under the same d, especially for MT F. Though the improvement in MT K is not
obvious until the d has been over 15 m, the positioning performance of MT H is not
taken into consideration because of its particularity. The simulation results are not
difficult to be understood. When the MT F’ position is estimated by applying the least

Table 1. Means and variance of the positioning errors of three MTs in the X and Y directions/m

MT H MT F MT K

Algorithm I x mean ± std −0.2522 ± 5.2289 −0.3060 ± 7.0586 −0.4637 ± 6.5709
Algorithm II x mean ± std −0.2522 ± 5.2289 −0.1705 ± 5.0962 −0.3698 ± 7.4063
Algorithm I y mean ± std −0.3258 ± 5.0130 −0.6387 ± 9.3529 −0.2942 ± 6.5856
Algorithm II y mean ± std −0.3258 ± 5.0130 −0.4629 ± 5.8874 −0.2619 ± 5.5851

Fig. 13. The positioning performance comparison under different MT-BS measure error
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square method, the improved algorithm introduces a new effective measurement
information from K, which explains why the improved algorithm outperforms the
original one. When the MT K’ position is calculated, the new measurement information
about F in the original algorithm is not useful for positioning because of the poor
geometric relationship between MT F and its RTs. On the contrary, the measurement of
F may reduce the positioning accuracy of MT K if MT F’ position accuracy is very
poor, as shown in Fig. 13.

5 Conclusion

This paper has proposed an improved geometric factor-based searching and positioning
algorithm for the CGL to solve the problem of ill-conditioned location with insufficient
measurement information. Compared with the original algorithm, the proposed algo-
rithm has higher positioning accuracy at a lower complexity. In the paper, the work
only focuses on the theoretical verification of the relationship between the geometric
factor and positioning accuracy. However, some problems need to be further consid-
ered. For instance, in real positioning scenarios, the TOA measurement error is, to
some extent, related to the distance if the signal attenuation is under consideration.
What’s more, MTs are supposed to be rest or move slowly, so that the impact of the
MTs’ mobility on the accuracy is not discussed in the paper. The above-mentioned
issues are the focus of future work.
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Abstract. It is hard to accurately analyze the performance of non-coherent
(NC) Global Navigation Satellite System (GNSS) vector tracking loop
(VTL) according to tracking error because of tracking error propagation between
tracking channels and the non-linear nature of NC-VTL. To solve this problem,
this paper first analyzes NC-VTL algorithms and proposes a vector code loop
control algorithm, which can be easily implemented in both hardware and
software GNSS receiver. Secondly, the tracking error propagation of NC-VTL is
analyzed in detail. The mathematic formula, that describes the relationship
between tracking error and navigation error, timing error, ephemeris error,
satellite clock bias error, atmospheric correction error, ionosphere correction
error is deduced. Thirdly, according to these equations, the performance eval-
uation method based on semi-analytic framework for NC-VTL is established.
This method can flexibly set simulation scene, NC-VTL parameters and accu-
rately calculate the signal tracking error and navigation error. The mixing and
correlation operation are discarded in this method with realistic simulation for
NC-VTL’s running reserved. Thus this method provides a flexible, fast way to
accurately and reliably access the performance of NC-VTL. In the end, a sample
evaluation result is displayed to verify the effectiveness of this evaluation
method.

Keywords: Non-coherent vector tracking � Tracking error propagation �
Semi-analytic framework � Performance evaluation

1 Introduction

GNSS vector tracking is considered to be one of the key techniques of the GNSS
receiver of next generation [1]. Compared with classical scalar tracking loop, it can
increase the tracking sensitivity, dynamic performance, bridge the signal after transient
signal lost by fully exploiting the aiding among all GNSS satellites in view. The non-
coherent vector tracking loop (NC-VTL) structure utilizes the traditional discriminator
to estimate the tracking error. The discriminator outputs are then used to update the
navigation filter (NF) and NF generates the feedback command for carrier and code
tracking [2]. Compared with coherent vector tracking loop, the non-coherent version
makes less changes to scalar tracking loop, consumes less computational resources and
provides satisfactory performance. Thus NC-VTL is on the top priority for hardware
implement of GNSS vector tracking loop.
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The performance evaluation of vector tracking loop has attracted a lot of attention
of researchers all over the world. Their research methods can be divided into two
categories. The first one is actual test. The GNSS intermediate frequency (IF) signal
under various scenes are collected, and then processed by GNSS scalar and vector
tracking receivers to show the advantage of vector structure. These scenes include weak
signal, dense foliage, and urban canyon, etc. [3–5]. However, it is hard to flexibly
change the signal environment and tracking loop parameters, and rapidly accomplish
the performance evaluation in actual test. The processing of real IF signal consumes
long simulation time for non-real-time GNSS software receiver, which has widely been
used by many researchers. The second method is theoretical analysis. The concepts of
“vector transfer function” and “equivalent noise bandwidth matrix” are introduced to
explain the tracking error propagation between tracking channels in NC-VTL [7, 8]. It
can be concluded that the performance of vector tracking is related with geometric
distribution of GNSS satellites, parameters of NF and signal strength. However,
tracking error of vector tracking loop is not accurately analysed and the nonlinear
nature of tracking loop is ignored. The analytical expression of tracking error is derived
and exploited to analyse the performance of NC-VTL [8]. However, the nonlinear
nature of NC-VTL is not considered thus the analysis results cannot manifest its true
performance. For classical scalar tracking loop, the tracking error under different signal
strength and relative acceleration (or jerk) can be analysed by theoretical formula under
linear hypothesis. There also exists the open source software “SATLSim” for fast loop
performance evaluation under the real non-linear condition [9]. However, performance
evaluation method of this kind for NC-VTL does not exist as far as we are concerned.

This paper is organized as follows: the NC-VTL algorithm is first designed. Then
the mathematical formulas that describe tracking error propagation are derived. Based
on these equations, the designing philosophy and software implementation of perfor-
mance evaluation method is presented. Finally, a sample result is displayed to show its
effectiveness.

2 Tracking Error Propagation of Non-coherent Vector
Tracking Loop

2.1 Navigation Filter Update and Tracking Loop Control Algorithms

The NC-VTL algorithms can be divided into two part: the NF update and the
carrier/code tracking loop control. The NF is implemented as Kalman Filter (KF), and
its state variables are:

dXk ¼ ½dxk dyk dzk d _xk d_yk d_zk c � dðdtu;kÞ � k � dðdfu;kÞ�T ð1Þ

where subscript k represents the update epoch; dx; dy; dz represent position error in
earth centered earth fixed coordinate [m]; d _x; d _y; d_z represent the velocity error [m/s];
dðdtuÞ represents the estimation error for receiver clock bias dtu [m] while dðdfuÞ
represents the estimation error for receiver clock drift dfu [Hz]; c represents the speed of
light [m/s]; k is the wavelength of carrier signal [m]. It should be noted that the constant
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velocity (CV) model is utilized in this paper. The constant acceleration (CA) model,
constant jerk (CJ) model can also be used. That depends on the motion state of the
receiver. The actual state variables that the NF tries to estimate are:

Xk ¼ ½ xk yk zk _xk _yk _zk c � dtu;k �k � dfu;k �T
¼ ½Pu;k Vu;k Tu;k � ð2Þ

where Pu ¼ ½x; y; z�; Vu ¼ ½ _x; _y; _z�; Tu ¼ ½c � dtu;�k � dfu�. The two quadrant arctan-
gent (ATAN) frequency discriminator and normalized non-coherent Early-minus-Late
envelope (NC-EMLE) code discriminator are used to respectively estimate the carrier
frequency tracking error and code phase tracking error. The measurements for NF are:

Zk ¼ ½ ds1;k . . . dsN;k; df1;k . . . dfN;k �T ð3Þ

where the first number in subscript represents tracking channel number; N represents
the total number of tracking channels; ds represents the code phase tracking error
[chip]; df represents the carrier frequency tracking error [Hz]. The update equations of
NF in k-th epoch are displayed as follows:

X̂�
k ¼ A � X̂k�1 ð4Þ

P�
k ¼ A � Pk�1AT þQk ð5Þ

Kk ¼ P�
k H

T
k ðHkP�

k H
T
k þRkÞ�1 ð6Þ

dX̂k ¼ Kk � Zk ð7Þ

X̂k ¼ X̂�
k þ dX̂k ð8Þ

Pk ¼ ðI8x8 � KkHkÞP�
k ð9Þ

where the superscript^ represents the estimation value for the NF states; the superscript
� represents priori estimate; d represents the estimation error; A represents the state-
transition matrix; H represents the measurement matrix; P represents the covariance
matrix of state estimation error; Q represents the covariance matrix of system noise; R
represents the covariance matrix of measurement noise; I8x8 represents the unit matrix.
These matrixes have been discussed in a lot of literatures and their value will not be
displayed in this paper [10].

After X̂k is obtained, X̂�
kþ 1 can be calculated and exploited to generate the feedback

control command of tracking loop at k + 1-th epoch. The X̂�
kþ 1 is:

X̂�
kþ 1 ¼ A � X̂k ð10Þ
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The relationships between true NF state variables and carrier/code frequency are:

fcarr;kþ 1 ¼ fIF � ðVs;kþ 1 � Vu;kþ 1Þ � l
k

þ dfu;kþ 1 ð11Þ

fcode ¼ fcodeB þ b � ðfcarr � fIFÞ ð12Þ

where fcarr represents the frequency of local carrier [Hz]; fcode represents the frequency
of local code [Hz]; fcodeB represents the nominal code frequency [Hz]; fIF represents the
analog IF frequency [Hz]; Vs represents the satellite velocity [m/s]; Vu represents the
receiver velocity [m/s]; l represents the unit line-of-sight (LOS) vector between receiver
and GNSS satellites; b represents the conversion factor that converts nominal carrier
frequency to nominal code frequency. The relationship between signal transmit time at
k + 1-th epoch and true NF state variables is

ttr;kþ 1 ¼ tu;kþ 1 � dtu;kþ 1 þ dts;kþ 1 �
Ps;kþ 1 � Pu;kþ 1
�� ��þ Iþ T � DPs � l

c
ð13Þ

where ttr represents the signal transmit time [s]; tu represents the time of receiver clock
in format of seconds of week (SOW) [s]; dts represents the satellite clock bias [s]; Ps

represents the position of satellite; Pu represents the position of the receiver; I is
ionospheric delay [m]; T is tropospheric delay [m]; DP represents the satellite move-
ment vector in signal travel time Dt and can be calculated as follow:

Dt ¼
P̂s;kþ 1 � P̂�

u;kþ 1

��� ���
c

ð14Þ

CðDtÞ ¼
cosðXie � DtÞ sinðXie � DtÞ 0
� sinðXie � DtÞ cosðXie � DtÞ 0

0 0 1

2
4

3
5 ð15Þ

DPs ¼ Ps;kþ 1 � CðDtÞ � ðPs;kþ 1 � Vs;kþ 1 � DtÞ ð16Þ

where Xie represents the rotational angular velocity of the earth [rad/s]. Because the
scalar tracking loop has initialized the vector tracking loop before vector mode starts,
the signal transmit time at k + 1-th epoch can be locked (estimated) by receiver
baseband part as ~ttr;kþ 1. Thus the increment of code phase adjustment is:

Dskþ 1 ¼ ðttr;kþ 1 �~ttr;kþ 1Þ � fcodeB ð17Þ

where Ds is code phase increment [chip]. Ds should be added in local code phase to
accomplish the code phase adjustment of NC-VTL. If ~ttr;kþ 1 cannot be obtained
because of the failure of sub-frame synchronization or navigation data demodulation,
the NC-VTL can also use the following two equations to calculate Dskþ 1:
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Dskþ 1 ¼ skþ 1 � ~skþ 1 ð18Þ

skþ 1 ¼ ttr;kþ 1

tcode
� ½ttr;kþ 1

tcode
�

� �
� lcode ð19Þ

where ½�� represents floor division operator, e.g. ½4:6� ¼ 4; tcode represents code period
[s]; lcode represents code length [chip], ~skþ 1 is the local code phase locked by receiver
baseband part at k + 1 epoch. Equation (19) actually transforms signal transmit time
ttr;kþ 1 to the value of code phase skþ 1. The delay between NF update and feedback
command write-back are tolerable by adding the code phase increment to local code
phase in order to adjust the local code phase to the set value. Equations (11)–(17)
represent the relation between true NF state and GNSS signal parameters. The true
value of NF states cannot be known accurately and should be replaced by priori
estimate of NF when generating the feedback control command for carrier and code
tracking loop, as follows:

f̂carr;kþ 1 ¼ fIF �
ðV̂s;kþ 1 � V̂�

u;kþ 1Þ � l
k

þ df�u;kþ 1 ð20Þ

f̂code;kþ 1 ¼ fcodeB þ b � ðf̂carr;kþ 1 � fIFÞ ð21Þ

t̂tr;kþ 1 ¼ tu;kþ 1 � d̂t�u;kþ 1 þ d̂ts;kþ 1 �
P̂s;kþ 1 � P̂�

u;kþ 1

��� ���þ Îþ T̂ � DPs � l
c

ð22Þ

Dŝkþ 1 ¼ ð̂ttr;kþ 1 �~ttr;kþ 1Þ � fcodeB ð23Þ

It should be noted that the estimation error for DPs can be ignored and thus this
variable is not expressed as DP̂s in Eq. (22).

2.2 The Propagation of Navigation Error to Code Phase Tracking Error

The code tracking error is defined as how much chips local code is delayed with respect
to received code. Actually, another equivalent definition of code tracking error is the
difference between the estimated signal transmit time and true signal transmit time as
follow:

dskþ 1 ¼ ðttr;kþ 1 � t̂tr;kþ 1Þ � fcodeB ð24Þ

Subscribe Eq. (13) and Eqs. (22) to (24), the code tracking error at k + 1-th epoch
is

dskþ 1 ¼ � fcodeB
c

dPu;kþ 1 � lþ fcodeB
c

� ½c � dðdtu;kþ 1Þ�

þ fcodeB
c

dPs;kþ 1 � lþ fcodeB
c

dIþ fcodeB
c

dT � fcodeB � dðdts;kþ 1Þ
ð25Þ
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where

dPu;kþ 1 ¼ P̂�
u;kþ 1 � Pu;kþ 1 ð26Þ

dðdtu;kþ 1Þ ¼ d̂t�u;kþ 1 � dtu;kþ 1 ð27Þ

dðdts;kþ 1Þ ¼ d̂t�s;kþ 1 � dts;kþ 1 ð28Þ

dPs;kþ 1 ¼ P̂s;kþ 1 � Ps;kþ 1 ð29Þ

dI ¼ Î � I ð30Þ

dT ¼ T̂ � T ð31Þ

It can be concluded from Eq. (25) that, if the proposed code loop control algorithm
is employed, the true code tracking error would contain the LOS projection of receiver
position error, LOS projection of satellite position error, ionospheric correction error
dI; troposphere correction error dT; receiver clock bias estimation error dðdtuÞ; satellite
clock bias estimation error dðdtsÞ. It also should be noted that the second term in
Eq. (25) is not in its simplified form. That is because the term “c � dðdtuÞ” is actually
the state variable of NF and this form can clearly show the error propagation from NF
state variables to code tracking. The NC-EMLE discriminator output includes the true
tracking error shown in Eq. (25) and estimation noise. Code tracking error sources
appear to be white noise and can be filtered by NF except dI and dT . dI and dT would
result in bias term in position error and receiver clock bias error. Meanwhile, the sum of
position error LOS projection and clock bias error would in turn counteract a portion of
dIþ dT in Eq. (25), thus reduces the effect of atmosphere delay correction error in code
phase tracking. In experiment part, it can be shown that the sensitivity of NC-VTL
depends on the more vulnerable carrier tracking loop. The code tracking bias caused by
atmosphere delay correction error can be ignored. The NC-VTL which uses position
increment between adjacent epochs to close the code loop usually requires the initial
code tracking error and initial position error to be very small [5]. However, NC-VTL
algorithms proposed in this paper can reduce the requirement for initial conditions.
Even though the initial position error and code tracking error is relatively large, it has
the ability to decrease the error with NF updating. The price is a few code tracking bias
introduced by atmosphere delay correction error.

2.3 The Propagation of Navigation Error to Carrier Frequency
Tracing Error

The carrier frequency tracking error is defined as the difference between received
carrier frequency and local carrier frequency as follows:

dfkþ 1 ¼ fcarr;kþ 1 � f̂carr;kþ 1 ð32Þ
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Subscribe Eq. (11) and Eqs. (20) to (32), the true carrier frequency tracking error
can be derived:

dfkþ 1 ¼ � 1
k
dVu;kþ 1 � lþ 1

k
½�k � dðdfu;kþ 1Þ� þ 1

k
dVs;kþ 1 � l ð33Þ

where

dVu;kþ 1 ¼ V̂�
u;kþ 1 � Vu;kþ 1 ð34Þ

dVs;kþ 1 ¼ V̂�
s;kþ 1 � Vs;kþ 1 ð35Þ

dðdfu;kþ 1Þ ¼ df̂�u;kþ 1 � dfu;kþ 1 ð36Þ

It can be concluded form Eq. (33), if carrier loop control algorithm is employed, the
true carrier frequency tracking error would contain the LOS projection of receiver
velocity error, the LOS projection of satellite velocity error, the receiver clock drift
estimation error. Similarly, the second term in Eq. (33) is not in its simplified form.
That is because the term “�k � dðdfuÞ” is actually the state variable of NF and this form
can clearly show the error propagation from NF state variables to carrier frequency
tracking. Similarly, the ATAN discriminator outputs would include the true carrier
frequency tracking error and estimation noise.

3 Performance Evaluation Method for Non-coherent Vector
Tracking Loop

3.1 Design Philosophy of Performance Evaluation Method

The analytical model of In-phase/Quadrature (I/Q) correlation value is [9]:

Iþ jQ ¼ A � RðdsÞ � sincðdf � TcohÞ expðj � duÞþ gn ð37Þ

where A is signal amplitude; I and Q represent the correlation value outputted by I-
branch and Q-branch of integration and dump (I&D) blocks; ds represents the code
phase tracking error; Tcoh represents the coherent integration time [s]; gn is the noise
component in correlation value and gn �Nð0; r2nÞ. If the carrier-to-noise power spec-
trum ratio (C/N0) of the signal is c/n0 [dB]. The relation between A and c/n0 is:

rn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � c=n0 � Tcoh

p
ð38Þ

After the above analysis, the navigation computation and signal tracking are cou-
pled in one set of algorithm in NC-VTL. The priori navigation solutions are used to
close the signal tracking loop, thus navigation error would propagate to tracking error
and the tracking error estimates from discriminator can be used to update NF. The
propagation of navigation error to tracking error is explicit according to Eqs. (25), (33),
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and the I/Q correlation value is a function of tracking error according to Eq. (38). Thus
I/Q correlation value generated by I&D blocks can be simulated by their analytical
models instead of doing the intact mixing and correlation operation with IF signal
according to Eqs. (25), (33) and (38). That is, the discriminator algorithms (nonlinear
block), NF update algorithms in NC-VTL can be accomplished by real numerical
calculation, while the loop control algorithms and coherent integration in NC-VTL can
be described by their analytical mathematical model, which is the design philosophy of
performance evaluation method. This method can also be termed as “Semi-Analytic
framework”. In Eq. (38), the initial value of du can be arbitrary. The du is actually the
mean carrier tracking error in coherent integration interval. Thus the du of adjacent
coherent integration interval, m and m + 1, can be modeled as:

dumþ 1 ¼ dum þ 0:5 � Tcoh � ðdfm þ dfmþ 1Þ ð39Þ

3.2 Software Implementation of Performance Evaluation Method

The performance evaluation software should be initialized before running. The ini-
tializing parameters mainly include: (1) Simulation time. (2) Satellite number; satellite
elevation (h) and azimuth angle (w); the unit LOS vectors of all satellites. (3) the true
navigation and time parameters of receiver, including time tags, the receiver position,
receiver velocity, receiver clock bias and drift. The receiver motion can be modeled by
CP, CV, CA model. Other motion trajectories can also be used. The receiver clock-
related error can be modeled by CV model. In this paper the real GNSS receiver clock
bias and drift data, outputted by a real GNSS receiver with temperature compensated
crystal oscillator (TCXO) in it, are exploited to make the evaluation convictive.
(4) correlator spacing d (d is set to 1 chip in this paper); coherent integration time;
update interval of NF. It should be noted that the NF update interval can be longer than
coherent integration time and multi-outputs of discriminator can be averaged before
they are sent to NF.
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Fig. 1. Performance evaluation software scheme
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After the initialization, the evaluation software can enter the performance evalua-
tion phase. Figure 1 displays the scheme and running process of this software. The NC-
VTL algorithm is divided into two parts: analytical simulation part and numerical
calculation part. The software running steps are described as follows:

Step 1: Calculate and storage the real tracking error. The difference between the
priori estimate of NF and their true value set in initialization phase can be calcu-
lated, thus dPu; dðdtuÞ; dVu; dðdfuÞ can be obtained. It should be noted that these
errors are priori estimation error. The final navigation error is actually the posterior
estimation error and can be obtained after the NF update. dPs;kþ 1 � l, dVs;kþ 1 �
l, dðdtsÞ � c can be modeled as white Gaussian noise as follows:

dPs � l�Nð0; 12 mÞ ð40Þ

dVs � l�Nð0; 0:012 m/sÞ ð41Þ

dðdtsÞ � c�Nð0; 12 mÞ ð42Þ

dI and dT are modeled as follows:

dI ¼ ð1þ 16 � ð0:53� h
p
Þ3ÞdIz ð43Þ

dT ¼ dTz
sinðh2 þð2:5�p180 Þ2Þ

ð44Þ

where dIz represents the correction error for ionosphere delay of zenith direction
[m]; and dTz represents the correction error for troposphere delay of zenith direction
[m]. In this paper, dIz is set to 1 m while dTz is set to 0.1 m. Even though the real
atmospheric effect is hard to accurately be modeled by Eqs. (43) and (44), these two
equations are still enough for us to study the code tracking bias introduced by
atmospheric delay correction error. Subscribe the relevant value to Eqs. (25) and
Eq. (33). The real tracking error can be obtained and stored.
Step 2: Simulate the correlation values. The six correlation values,
IE þ j � QE; IP þ j � QP; IL þ j � QL, can be simulated using the real tracking error
calculated in Step 1 according to Eq. (37). The subscript E, P, L indicates the
correlation value correlated with local generated Early (E), Prompt (P), Late
(L) pseudo-random noise (PRN) code.
Step 3: Estimate tracking error through discriminator. The ATAN discriminator and
NC-ELME discriminator are employed to respectively estimate the carrier fre-
quency tracking error and code phase tracking error from six correlation values.
Step 4: Update NF. The discriminator outputs are used to update the NF, as shown
in Eqs. (4)–(9). The covariance matrix of observation noise (R) is calculated
according to method proposed in the literature [11].
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Step 5: Calculate and storage the real navigation error. After NF update, difference
between the posterior estimate of NF and true value set in initialization phase can be
calculated. Thus the navigation error can be obtained and stored.
Step 6: Determine the simulation time. If the simulation time has not reached the
limit, the software would go back to Step1 and continue the processing. If the
simulation time has reached the limit, the software would jump out of the loop and
calculate the root mean square value of real tracking error and real navigation error
obtained in Step 1 and Step 5 for NC-VTL.

4 Sample Results

4.1 Simulation Setup

The sample is designed to evaluate the tracking error and navigation error of NC-VTL
in the designed scene through the performance evaluation software. Figure 2 shows the
sky plot of simulated satellites. The geometric dilution of precision (GDOP) is 1.60,
position dilution of precision (PDOP) is 1.40. The coherent integration time is 20 ms
while update interval of NF is 100 ms. The motion of receiver is modeled as CV model
and the velocity of receiver is 10 m/s. The total simulation number is 10000 with the
assumption that the NF converges to steady states after 1000 times of NF update. The
performance of NC-VTL are evaluated in the C/N0 range of [10 dB-Hz, 45 dB-Hz]
with 1 dB-Hz step size.

4.2 Tracking Error Evaluation

Figure 3(a) and (b) respectively shows the root mean square (RMS) value of code
phase tracking error and carrier frequency tracking error for PRN 7, PRN 12 and PRN
18. When C/N0 is less than 16 dB-Hz, the tracking error increases suddenly which
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Fig. 2. Sky plot of simulated satellites
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indicates the NC-VTL cannot keep lock for GNSS signal. Thus the sensitivity of NC-
VTL is 16 dB-Hz in the designed scenario. With the C/N0 decreasing, the tracking
error increases. That is because measurements noise would increase and then propa-
gates to the navigation error, which subsequently propagates to tracking error of all
tracking channels. In addition, the tracking error of different satellite is not same, even
tracking channels share a set of vector tracking algorithm, which could be explained by
Eqs. (25) and (33). Near the C/N0 value of 16 dB-Hz, the carrier frequency tracking
error reaches the frequency tracking threshold (2.08 Hz) while code tracking error is
significantly less than the code tracking threshold (0.167 chip). Thus the sensitivity of
NC-VTL mainly depends on the carrier tracking capacity. And code tracking bias
introduced by atmospheric correction error can be ignored.

It also should be noted that all the tracking channels fails to lock the GNSS signal
when C/N0 = 16 dB-Hz. That is because tracking error in one channel would propagate
to that of other channels. If one tracking channel lose lock, the tracking error of that
channel would be large, and causes failure in code and carrier tracking of other
channels. There are quite large spaces of performance improvement for NC-VTL by
further adjusting P;Q;R of NF and implementing fault detection algorithms. This
software provides a flexible and efficient solution for performance evaluation,
parameters tuning of NC-VTL.

4.3 Navigation Error Evaluation

Figure 4(a) and (b) respectively shows navigation error and timing error under different
C/N0. When C/N0 is below 16 dB-Hz, the navigation error dramatically increases for
NC-VTL cannot keep lock for the GNSS signal. When C/N0 belongs to the range of
[21, 45 dB-Hz], the position error is not markedly increasing with C/N0 falls, which
shows noise depression ability of vector tracking loop. There exists biases of 4 m and
5 m respectively for position RMS error and clock bias RMS error in this C/N0 range
because the atmosphere delay correction error is set in the software, which simulates
the real signal propagation environment. Atmosphere delay correction errors feature in

Fig. 3. (a) The code phase tracking error (b) The carrier frequency tracking error
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bias characteristic and would propagate to the position error and clock bias error.
Unlike other tracking error sources in NC-VTL, they cannot be filtered by Kalman filter
because they are not white noise.

5 Conclusion

This paper focuses on the accurate analysis for tracking error and navigation error for
NC-VTL. Firstly, a vector code tracking algorithm, which exploits the absolute posi-
tion, instead of position increment, to close the code tracking loop, is proposed. This
algorithm is easy to implement in both hardware and software and reduces the
dependence on initial condition (initial position error and initial code tracking error) for
NC-VTL. The proposed NC-VTL has the ability to correct the error when initial
position error and code tracking error is relatively large, with a price that a bias would
be introduced in code phase tracking. Even though code tracking bias are introduced by
the atmospheric delay correction error, this effect can be ignored. Secondly, this paper
derives the formulas that describe tracking error propagation of NC-VTL. According to
error propagation formulas, performance evaluation method based on semi-analytic
framework is designed to accurately calculate the real tracking error and navigation
error in designed scene. The core idea of semi-analytic framework lies in that the
discriminator algorithms (nonlinear block), NF update algorithms in NC-VTL are
accomplished by real numerical calculation, while the loop control algorithms and
coherent integration in NC-VTL are described by their analytical mathematical model.
Performance evaluation for NC-VTL can be done in flexibly designed scenes without
processing the real GNSS IF signals. The non-linear effect is considered in this method
to simulate what really happens in NC-VTL. Thus performance evaluation method
based on semi-analytic framework provides a flexible, fast way to accurately and
reliably access the performance of NC-VTL through tracking error and navigation
error. A sample results is displayed to show the effective of this method. Besides, if
atmosphere delay correction error is set to zero, this method can also evaluate the

Fig. 4. (a) Position and velocity determination error (b) Clock bias and drift determination error
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performance of NC-VTL whose code phase adjustment is based on position increment
between adjacent epoch. This method also has the ability to be extended to evaluate the
performance of coherent vector tracking loop with minor modification.

In the future, the study for parameter selection, fault detection, satellite selection
algorithms in NC-VTL will be conducted based on this performance evaluation method.
Besides, the hardware implementation of proposed NC-VTL is also the future work.
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Abstract. With the development of the third-generation Beidou system
(Beidou-3), the new generation B1C and B2a signals have been transmitted,
which have many characteristics such as BOC/QMBOC modulation types and
data/pilot channel structures. This paper firstly reviews the signal properties of
B1C and B2a, including the transmit power, the tracking and observation noise.
Then, the B1C data/pilot joint tracking are designed by using pseudo-
correlation-function based unambiguous tracking technology. In order to
reduce the tracking noise and improve the tracking sensitivity and robustness of
B1C, the Doppler-aided B1C/B2a joint tracking loop is proposed. A wide
bandwidth tracking loop of B2a pilot channel is adopted to tracking the signal
dynamics whereas both the B1C data and pilot channels use narrow tracking
bandwidth to reduce signal noises and interferences. The traditional and joint
tracking loop are compared by the field experiments. Experiment results show
that the proposed method can keep tracking under step jamming with a sudden
CN0 decrease over 10 dB and also reduce the tracking noise especially for code
loop tracking. Moreover, the proposed method can keep tracking at lowest CN0

about 15.68 dB-Hz for B1C data component and 19.58 dB-Hz for B1C pilot
component when a fading B2a pilot signal is used as the aiding information, and
even keep tracking at lowest CN0 about 9.83 dB-Hz for B1C data component
and 15.91 dB-Hz for B1C pilot component when a good B2a pilot signal is used
as the aiding information.

Keywords: B1C/B2a � Doppler-aided � Joint tracking � Tracking noise �
Sensitivity � Robustness

1 Introduction

With the development of the third-generation Beidou system (Beidou-3), the new
generation Beidou-3 satellites have been launched since November 2017 and the civil
B1C and B2a signals have been transmitted, which greatly accelerate the construction
of Beidou-3 system. The B1C signal uses 1575.42 MHz as the carrier frequency and
Quadrature Multiplexed BOC (QMBOC) as the modulation type. The autocorrelation
function of QMBOC cancels the cross-correlation parts of BOC(1,1) and BOC(6,1),
which highly benefits the power allocation and the polarity selection of B1C [1].
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Besides, the B2a signal is transmitted with 1176.45 MHz as the carrier frequency and
BPSK-R(10) as the modulation type to replace the B2I signal gradually, which can
improve the ranging performance with the higher code rate [2].

The autocorrelation function of BOC has multiple side peaks, which will cause the
ambiguity problem of B1C signal’s acquisition and tracking. In order to cancel the
ambiguity of the BOC signals, some unambiguous tracking algorithms has been pro-
posed, such as the Bump-Jump method [3], dual estimate technology [4], ASPeCT
method [5] and PUDLL [6] and so on. The B1C unambiguous tracking can be designed
based on these methods with proper parameters.

Besides, like other modernized GNSS signals, both the B1C and B2a signals are
also designed as two components, i.e., data and pilot components, which can further
improve the ranging and navigation bit decoding performance. In order to improve the
tracking performance of the Beidou receiver, it is necessary to explore the advantages
the modernized architecture and some technologies such as data/pilot joint tracking
architectures can be designed for B1C and B2a signals.

It is well known that any GNSS signal is susceptible to interference e.g. signal
blocking or attenuation in fading and weak environment and even the intentional
interference such as jamming and spoofing, which will extremely decrease the tracking
performance of the receiver and even cause the lost lock of the signals. However, both
B1C and B2a signals come from the same satellite which means that they have the
same signal source and common geometrical feature between the satellite and user.
Based on these features, the joint tracking of B1C and B2a signals from the same
satellite can be designed to improve the tracking robustness and sensitivity of the
receiver in challenging signal environment, especially for the individual signal
interference.

In this paper, the signal specifications of B1C and B2a are firstly reviewed,
including the transmit power, the tracking and observation noise. Then, we propose the
Doppler-aided B1C/B2a joint tracking loop. The B1C data/pilot joint tracking loop is
designed with side peak cancellation technology. In order to reduce the tracking noise
and improve the tracking sensitivity and robustness of B1C, a wide bandwidth tracking
loop of B2a pilot channel is adopted to tracking the signal dynamics whereas both the
B1C data and pilot channels use narrow tracking bandwidth to reduce signal noises and
interferences. Finally, the field experiments are conduct to access the proposed algo-
rithm and the conclusion is addressed.

2 Beidou B1C and B2a Civil Signal Specifications

2.1 Beidou B1C and B2a Signal

As shown in Table 1, the BOC(1,1) and QMBOC(6,1,4/33) modulation are used for
B1C data component and pilot component respectively. The power ratio of the data
component to the pilot component is 1:3. The QMBOC(6,1,4/33) is composed of a
BOC(1,1) subcarrier and a BOC(6,1) subcarrier, which are in phase quadrature with
each other and have a power ratio of 29:4.
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The complex envelope of the B1C signal can be expressed as:

sB1C tð Þ ¼ sB1C data tð Þþ j � sB1C pilot tð Þ ð1Þ

where sB1C data tð Þ is the data component and sB1C pilot tð Þ is the pilot component.
The BPSK(10) modulation are used for both B2a data component and pilot com-

ponent. The power ratio of the data component to the pilot component is 1:1.
The complex envelope of the B1C signal can be expressed as:

sB2a tð Þ ¼ sB2a data tð Þþ j � sB2a pilot tð Þ ð2Þ

where sB2a data tð Þ sB1C data tð Þ is the data component and sB2a pilot tð Þ is the pilot
component.

2.2 Theory Analysis of B1C and B2a Tracking Performance

2.2.1 Carrier Phase Tracking Performance
It is known that the total tracking noise of the phase lock loop (PLL) can be calculated
as [7]:

ru ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2t�u þ r2v þ h2A

q
þ he

3
[deg] ð3Þ

where rt�u is 1-sigma thermal noise in degrees, rv is 1-sigma vibration-induced
oscillator jitter in degrees, hA is Allan variance-induced oscillator jitter in degrees and
he is dynamic stress error in the PLL tracking loop in degrees.

As for data channels of B1C and B2a, the ATAN phase discriminator is be used
and the thermal noise jitter of an ATAN PLL is computed as follows:

Table 1. Beidou B1C and B2a civil signal specifications

Signal
component

Carrier
frequency
(MHz)

Modulation Primary
code
length
(chip)

Primary
code
frequency
(MHz)

Minimum
received
power (dBW)

Received
power
difference
(dB)

B1C data
component

1575.42 BOC(1,1) 10230 1.023 MEO: −159
ISGO: −161

0

B1C pilot
component

1575.42 QMBOC
(6,1,4/33)

10230 1.023 � þ 4:77

B2a data
component

1176.45 BPSK(10) 10230 10.23 MEO: −156
IGSO: −158

� þ 6:02

B2a pilot
component

1176.45 BPSK(10) 10230 10.23 � þ 6:02
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rt�u ¼ 360
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bn

C=N0
1þ 1

2TC=N0

� �s
[deg] ð4Þ

In order to improve the sensitivity of the tracking loop, the ATAN2 phase dis-
criminator is be used for pilot channels of B1C and B2a and the thermal noise jitter of
an ATAN2 PLL is computed as follows:

rt�u ¼ 360
2p

ffiffiffiffiffiffiffiffiffiffiffi
Bn

C=N0

s
[deg] ð5Þ

where Bn is the carrier loop noise bandwidth in Hz, T is the predetection integration
time in seconds, C=N0 is carrier to noise power expressed as a ratio in Hz and k is the
carrier wavelength of B1C or B2a in meters.

The simulation parameters of B1C and B2a carrier phase tracking are set as
follows:

The third-order ATAN PLL is used for B1C and B2a’s data channel while the third-
order ATAN2 PLL is used for B1C and B2a’s pilot channel. The carrier loop noise
bandwidths for all PLLs are set to 10 Hz, the predetection integration times are set to
10 ms and the maximum light-of-sight (LOS) acceleration dynamics are set to 1 g=s.

Figure 1 shows the carrier phase tracking noise of B1C and B2a. It is noted that we
set different C=N0 values for B1C and B2a signals during the simulation analysis due to
received power differences between the B1C and B2a signals and also their own data
and pilot channels as shown in Table 1. The x-axis of Fig. 1 represents the C=N0

values of the data channel of B1C. It can be seen that both B1C and B2a’s pilot channel
reach a higher tracking sensitivity due to the pure PLLs are used compare to their data
channel (Costas PLLs). The pilot channel of B2a achieves about 6 dB improvement in
signal tracking threshold compared to the data channel of B2a. Moreover, due to a
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higher power ratio of the pilot channel of B1C, it achieves about 12 dB improvement in
signal tracking threshold compared to the data channel of B1C. We can see from Fig. 1
that the pilot channel of B2a can achieve the best tracking sensitivity while the data
channel of B1C is most vulnerable.

2.2.2 Code Phase Tracking Performance
The thermal noise is the main noise source in the delay lock loop (DLL). The non-
coherent early minus late envelope DLL can be used for B1C and B2a’s code tracking.
The thermal noise jitter of the DLL is computed as follows [7]:

rtDLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BnD

2C=N0
1þ 2

2� Dð ÞTcohC=N0

� �s
ð6Þ

where Bn is the code loop noise bandwidth in Hz, T is the predetection integration time
in seconds, C=N0 is carrier to noise power expressed as a ratio in Hz and D is the early-
to-late correlator spacing in chips.

The simulation parameters of B1C and B2a code phase tracking are set as follows:
The second-order DLL is used for B1C and B2a. The code loop noise bandwidths

for all DLLs are set to 1 Hz, the predetection integration times are set to 10 ms and the
early-to-late correlator spacing is set to 0.2.

Figure 2 shows the code phase tracking noise of B1C and B2a. The x-axis of Fig. 2
represents the C=N0 values of the data channel of B1C. We can also see that both the
data and pilot channel of B2a can achieve the best tracking sensitivity while the data
channel of B1C is most vulnerable.
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3 Design of Doppler-Aided Beidou B1C/B2a Joint Tracking
Algorithm

It can be seen from Sect. 2 that B2a signal has a higher transmit power and also
achieves the best tracking sensitivity especially for the pilot channel of B2a. Therefore,
we will design the B2a Doppler-aided B1C/B2a joint tracking algorithm in this section.

The B1C/B2a joint tracking architecture is shown in Fig. 3. Figure 3(a) indicates
pilot channel structure of B2a. The B2a’s code loop is aided by its carrier Doppler
frequency to reduce the dynamic stress of the code loop. Figures 3(b) and (c) indicate
the data and pilot channel structures of B1C respectively. The tracking loop of B1C is
designed as data/pilot joint structure, which uses the common NCO and loop filter for
both code and carrier loop. Besides, the pseudo-correlation-function based unam-
biguous tracking method is adopted for BOC tracking. Moreover, in order to improve
the tracking robustness and sensitivity of B1C, the Doppler aiding information from
B2a is also feedback to both the code and carrier tracking loop of B1C. The design
details of the B1C/B2a joint tracking architecture are given in the following
subsections.

(a) Pilot channel structure of B2a (b) Data channel structure of B1C

(c) Pilot channel structure of B1C

Fig. 3. B1C/B2a joint tracking architecture
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3.1 Unambiguous Tracking Method of B1C Signal

Firstly, in order to cancel the ambiguity of B1C’s tracking, the pseudo-correlation-
function based unambiguous tracking method is adopted [6]. As shown in Figs. 3(a)
and (b), both the data and pilot channels of B1C have two local modulated symbol
whose shape vector d can be described as [6]:

d1 jð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M= 1þ j2ð Þp

; 0; . . .; 0; j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M= 1þ j2ð Þp� �T

d2 jð Þ ¼ j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M= 1þ j2ð Þp

; 0; . . .; 0;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M= 1þ j2ð Þp� �T

8><>: ð7Þ

where M is the modulation order of BOC signal, i.e., M ¼ 2 for B1C data component
and M ¼ 12 for B1C pilot component. Besides, the shapes are identified by the
parameter j, and j 2 ½0; 1Þ [6].

After carrier wipe off, the intermediate frequency (IF) signals of B1C are correlated
with both d1 and d2 in their own early and late branches respectively and then operate
the integrate and dump process. After that, the pseudo-correlation functions can be
obtained by [6]:

~RE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IE1
� �2 þ QE

1

� �2q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IE2
� �2 þ QE

2

� �2q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IE1 þ IE2
� �2 þ QE

1 þQE
2

� �2q
~RL ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IL1
� �2 þ QL

1

� �2q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IL2
� �2 þ QL

2

� �2q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IL1 þ IL2
� �2 þ QL

1 þQL
2

� �2q
8<: ð8Þ

Finally, the code phase error of B1C can be calculated as:

e sð Þ ¼ ~R2
E � ~R2

L ð9Þ

Figure 4 shows the pseudo-correlation function and the auto-correlation function
curves of B1C. We can see that the side-peaks of the both auto-correlation functions of
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Fig. 4. B1C’s pseudo-correlation function v.s. auto-correlation function
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B1C data and pilot components are all be canceled by the pseudo-correlation function
based method. Therefore, the ambiguity of B1C tracking can be avoided. Besides,
although increasing the j, the noise mitigation performance of the loop will increase,
but as shown in Fig. 4, the width and peak value of the main-peak, the slope and sharp
features will decrease. Therefore, we choose j ¼ 0 in this paper.

3.2 Design of B1C/B2a Joint Tracking Architecture

As mentioned above, the Doppler aiding information is given by the pilot channel of
B2a as shown in Fig. 3(a). The Doppler aiding information is fed back to B2a’s code
loop in one side to reduce the dynamic stress and also to both carrier loop and code
loop of B1C in the other side to enhance B1C signal tracking. The ratio rates of the
aiding information are calculated as:

b1 ¼
fc B2a

fL B2a
; b2 ¼

fc B1C

fL B2a
; b3 ¼

fL B1C

fL B2a

	 

ð10Þ

where fc B2a and fc B1C are the primary code rate of B2a and B1C respectively. fL B2a

and fL B1C are the carrier frequency of B2a and B1C respectively.
A wide bandwidth tracking loop of B2a (25 Hz for PLL and 2 Hz for DLL) is

adopted to tracking the signal dynamics whereas the B1C use narrow tracking band-
width (2 Hz for PLL and 0.01 Hz for DLL) to reduce signal noises and interferences.

The ATAN2 phase discriminator is used for the carrier phase loop of B2a’s pilot
channel:

db/B2a p ¼ arctan 2 QB2a P; IB2a Pð Þ ð11Þ

Besides, the noncoherent early minus late envelope discriminator is used for the
code phase loop of B2a’s pilot channel:

dbsB2a p ¼ 1� dð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2B2a E þQ2

B2a E

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2B2a L þQ2

B2a L

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2B2a E þQ2

B2a E

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2B2a L þQ2

B2a L

q ð12Þ

where IB2a E; IB2a P; IB2a L; QB2a E; QB2a P and QB2a L are in-phase and
quadrature-phase of the correlator outputs in early, prompt and late branches of B2a
respectively. d is the correlator spacing.

Figures 3(b) and (c) show the data and pilot channel structures of B1C respectively.
The blue dashed parts are the common parts of the joint data/pilot structure. The carrier
phase errors are calculated by discriminators from the data and pilot channels
respectively and then are combined with different weight values to generate the
common carrier phase error. The code phase errors have the similar processing.

In order to achieve the optimal tracking performance, the matching receiving
method is used to track B1C signals [8]. According to the phase relationship of BOC
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(1,1) and BOC(6,1) in the pilot component of B1C, the correlator outputs of B1C pilot
channel in prompt branch are denoted as:

IB1C P ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
29=33

p � QB1C p11 �
ffiffiffiffiffiffiffiffiffiffi
4=33

p � IB1C p61

QB1C P ¼ � ffiffiffiffiffiffiffiffiffiffiffiffiffi
29=33

p � IB1C p11 �
ffiffiffiffiffiffiffiffiffiffi
4=33

p � QB1C p61

	
ð13Þ

where IB1C p11 and QB1C p11 are the in-phase and quadrature-phase correlator outputs
of BOC(1,1) components while IB1C p61 and QB1C p61 are the in-phase and quadrature-
phase correlator outputs of BOC(6,1) components in the B1C pilot channel
respectively.

The ATAN2 phase discriminator is used for the carrier phase loop of B1C’s pilot
channel:

db/B1C p ¼ arctan 2 QB1C P; IB1C Pð Þ ð14Þ

Besides, the ATAN phase discriminator is used for the carrier phase loop of B1C’s
data channel:

db/B1C d ¼ arctan QB1C d=IB1C dð Þ ð15Þ

where IB1C P and QB1C P are the in-phase and quadrature-phase correlator outputs of
the whole B1C pilot channel respectively.

Then, the combined carrier phase error is weighted by [9]:

db/B1C ¼ 1=4 � db/B1C d þ 3=4 � db/B1C p ð16Þ

The code phase tracking loops of both B1C data and pilot channel are designed by
the pseudo-correlation-function based unambiguous tracking method mentioned in
Subsect. 3.1. After outputting the code phase errors, the combined code phase error is
calculated by the lowest Cramér-Rao threshold of the code tracking error, which can be
denoted as:

dbsB1C ¼ adbsB1C d þ 1� að ÞdbsB1C p ð17Þ

where dbsB1C d is the code phase error of B1C data channel while dbsB1C p is the code
phase error of B1C pilot channel. The weight factor of a can be calculated as [9]:

a ¼ 11 � gd � b2RMS d

11 � gd � b2RMS d þ 33 � gp � b2RMS p

ð18Þ

where bRMS d and bRMS p are the root-mean-square (RMS) bandwidth of B1C data
and pilot components respectively. gd and gp are the remain power of B1C data and
pilot components after passing the receiver’s front-end filter respectively.
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4 Experiments and Performance Analysis

This section verifies the effectiveness of the proposed method through field experi-
ments in the scene of dynamic vehicle tests at Harbin Engineering University on
October 19, 2018. The data set was collected by the NUT4NT IF collector manufac-
tured by Amungo Inc.

In the first test, the step jamming experiment was carried out to test the tracking
robustness performance.

The CN0 values of PRN 33 for B1C and B2a signals are shown in Fig. 5. We
introduce the artificial noise interference during the period [3–8] s and [13–17] s to the
field data in order to decrease the signal quality of B1C. It can be seen that the B2a pilot
component has the highest CN0 values during the whole test. The B1C pilot component
achieves the suboptimal signal quality while the B1C data component has the lowest
CN0 values. This is due to their receiving power differences.

Figure 6 compares the range rate values of B1C and B2a using different tracking
methods for PRN 33. It can be seen that the carrier tracking loop loses lock when the
unaided B1C data or pilot channel is used. Although the unaided B1C data/pilot joint
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tracking loop maintains the lock, the carrier tracking noises increase extremely during
the interference and even cause the false lock. However, when the proposed B1C/B2a
joint tracking loop is used, the B1C loop keeps lock well and achieves the lowest
tracking noises even during the interference period.

Figure 7 compares the code Doppler values of B1C and B2a (convert to the aiding
frequency for B1C by the scaling factor) using different tracking methods PRN 33.
Similar to the carrier tracking loop, it can be seen that the code tracking loop loses lock
when the unaided B1C data or pilot channel is used. The unaided B1C data/pilot joint
tracking loop maintains lock during [3–8] s, but the code tracking noises increase
extremely during the interference and even loses lock during [13–17] s. However,
when the proposed B1C/B2a joint tracking loop is used, the B1C loop keeps tracking
well and achieves the lowest tracking noises even during the interference period. This
is due to the Doppler aiding information coming from B2a pilot channel and the narrow
bandwidth of the B1C tracking loop is used. These results indicate that the proposed
method can keep tracking under step jamming with a sudden CN0 decrease over 10 dB
and even lower to 20 dB-Hz, and also reduce the tracking noise especially for code
loop tracking.

In the second test, the signal fading experiment was carried out to assess the
tracking sensitivity performance. The continuously stronger noise interference was
added to PRN 24 during [3–20] s in the field data (i.e. the CN0 decreased gradually
with the time). In this test, we focus on the carrier tracking loop since it is more
vulnerable than code loop. Figure 8 shows the tracking results of the experiment.
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As shown in Fig. 8, the CN0 values of both B1C data and pilot signal decrease
gradually. Besides, there are two cases of the B2a pilot signal’s CN0 values, i.e. no
noise interference (denoted as B2a (pilot channel)-1) and continuously stronger noise
interference (denoted as B2a (pilot channel)-2). Five different tracking methods are
compared, i.e. the B1C (unaided, data channel), B1C (unaided, pilot channel), B1C
(unaided, data + pilot channel), B1C (aided, data + pilot channel) aided by B2a (aid-
ing, pilot channel)-1 and B1C (aided, data + pilot channel) aided by B2a (aiding, pilot
channel)-2.

Table 2 indicates B1C and B2a tracking results of the continuously stronger noise
interference experiment. We can see that the B1C (unaided, data channel) method
keeps tracking at lowest CN0 about 24.63 dB-Hz while 22.19 dB-Hz for B1C (unai-
ded, pilot channel) method. Besides, the B1C (unaided, data + pilot channel) method
can further keep tracking at lowest CN0 about 17.06 dB-Hz for data component and
21.34 dB-Hz for pilot component. However, the proposed B1C (aided, data + pilot

Table 2. B1C and B2a tracking results of the continuously stronger noise interference
experiment

Tracking method B2a (aiding,
pilot channel)-1

B2a (aiding,
pilot channel)-2

Tracking CN0

threshold (dB-Hz)
B1C data B1C pilot

B1C (unaided, data channel) no no 24.63 /
B1C (unaided, pilot channel) no no / 22.19
B1C (unaided, data + pilot channel) no no 17.06 21.34
B1C (aided, data + pilot channel) no yes 15.68 19.58
B1C (aided, data + pilot channel) yes no 9.83 15.91
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channel) can keep tracking at lowest CN0 about 15.68 dB-Hz for data component and
19.58 dB-Hz for pilot component when the fading B2a (aiding, pilot channel)-2 signal
is used as the aiding information. Moreover, the proposed B1C (aided, data + pilot
channel) can even keep tracking at lowest CN0 about 9.83 dB-Hz for data component
and 15.91 dB-Hz for pilot component when the good B2a (aiding, pilot channel)-1
signal is used as the aiding information.

5 Conclusions

This paper analyzes the signal specifications of B1C and B2a. Then, the Doppler-aided
B1C/B2a joint tracking algorithm is proposed. The B1C data/pilot joint tracking are
design with the pseudo-correlation-function based unambiguous tracking method. In
order to reduce the tracking noise and improve the tracking sensitivity and robustness
of B1C, the Doppler aiding information from B2a is fed back to B1C tracking
loop. A wide bandwidth tracking loop of B2a is adopted to tracking the signal
dynamics whereas the B1C uses narrow tracking bandwidth to reduce noises and
interferences. Experiment results show that the proposed B1C/B2a joint tracking
method can keep tracking under step jamming with a sudden CN0 decrease over 10 dB
and also reduce the tracking noise especially for code loop tracking. Moreover, the
proposed method can keep tracking at lowest CN0 about 15.68 dB-Hz for B1C data
component and 19.58 dB-Hz for B1C pilot component when the fading B2a pilot
signal is used as the aiding information, and even keep tracking at lowest CN0 about
9.83 dB-Hz for B1C data component and 15.91 dB-Hz for B1C pilot component when
the good B2a pilot signal is used as the aiding information.
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Abstract. Compared with the current multi-step method to solve the coordinate
of the transponder, the combined solution of GNSS observation data and
acoustic observation data is more consistent with the actual operation state, but
if the error of attitude angle cannot be eliminated in the process of coordinate
transformation, the accuracy of the transponder positioning will be seriously
affected. Aiming at this shortcoming, based on the proposed GNSS/acoustic
joint positioning model in this paper, the attitude angle is used as the parameter
to be estimated to participate in the filtering solution, and the filtering effect of
the new model is verified by simulation and experimental data in this paper. The
results show that: after the attitude parameters’ adding into the filtering model
for estimation, the results of the three-dimensional coordinate error of the
transponder are improved in varying degrees, and when the range of attitude
error is larger, the improvement effect is more obvious.

Keywords: GNSS/acoustic � Coordinate change � The attitude error �
Transponder position � Filtering effect

1 Introduction

To plan the ocean, safeguard maritime rights and interests, and achieve the goal of
building a maritime power requires the support of the marine geodetic control network,
one of the important basic work is to determine the precise position of the Marine
control point. At present, the most effective method is to provide high-precision sea
surface datum for underwater positioning with the help of the rapidly developing global
satellite positioning technology [1–4]. The method can be expressed as follows: on the
sea surface, the shipborne antenna is used to receive satellite observation data, and the
acoustic pulse response can be established between the transducer mounted on the
bottom of the vessel and the transponder mounted on the bottom of the vessel. In this
way, the absolute coordinates of the seabed control point can be determined by real-
time position of the vessel. This method is of low cost and simple implementation [5].

In the data processing stage, limited by the underwater positioning technology with
unbreakable accuracy, the dynamic positioning on the sea is carried out in the tradi-
tional method firstly, then the solved position coordinates, regarded as the known
intermediate quantity, participate in the underwater positioning. However, the above
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process is not consistent with the actual operation state. In addition, on the one hand,
due to the influence of Marine environmental factors, the vessel is not moving
smoothly on the sea surface, and the vessel itself, as well as the onboard GNSS
antenna, transducer and other sensors have instantaneous attitude changes; On the other
hand, there is a position offset between the transducer coordinates and the GNSS
antenna central geographic coordinates obtained by dynamic positioning. When the
attitude angle error exists and cannot be ignored, the datum on the sea surface will have
a large displacement, which will affect the position of the transponder.

Different from the traditional method of independent solution on the sea surface and
underwater, coordinate transformation is required before the processing of underwater
data. In this paper, the original GNSS data and acoustic data are put together for
position, and the attitude angle is taken as the parameter to be estimated to participate
in the filtering solution, so that the GNSS/acoustic joint positioning process can be
described more accurately.

2 Change of Hull Attitude

2.1 Definition of Attitude Angle

The attitude change of hull mainly includes roll, pitch and heading changes.

From the three panels of Fig. 1, the three attitude changes can be defined as
follows:

Roll: the hull’s sway from side to side. It is agreed that when the port deck of the
hull tilts downward, it is positive; when the starboard deck tilts downward, it is
negative.

Pitch: the pitch is generally expressed as the rising and sinking of the hull. It is
agreed that the pitch is positive when the bow sinks and negative when the bow rises.

Heading: the horizontal deviation from the hull’s direction. It is agreed that when
the direction of the bow is on the right side of the heading line, it is positive, otherwise,
it is negative.

Fig. 1. Three hull attitude angles. X, Y and Z denote the axes of three directions in the hull’s
coordinate system. a in the left panel denotes the roll angle. b in the middle panel denotes the
pitch angle. k in the right panel denotes the heading angle
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According to the definition of three attitude changes, the specific form of attitude
rotation matrix can be given as follows:

Rheading ¼
cosð�kÞ sinð�kÞ 0
� sinð�kÞ cosð�kÞ 0

0 0 1

2
4

3
5

Rpitch ¼
cosðbÞ 0 � sinðbÞ

0 1 0
sinðbÞ 0 cosðbÞ

2
4

3
5

Rroll ¼
1 0 0
0 cosð�aÞ sinð�aÞ
0 � sinð�aÞ cosð�aÞ

2
4

3
5

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð1Þ

2.2 The Effect of Attitude Error on the Instantaneous Coordinate
of Transducer

Effect of roll angle error: the instantaneous roll angle is a, the roll angle error is
assumed to be Da, the transducer actually rotates at an angle of aþDa around the Y-
axis in XOZ plane, and the effect on the coordinate of the transducer during attitude
correction is:

Xt

Yt
Zt

2
64

3
75¼

1 0 0

0 cosðaþDaÞ � sinðaþDaÞ
0 sinðaþDaÞ cosðaþDaÞ

2
64

3
75

X

Y

Z

2
64

3
75

)
DXt

DYt
DZt

2
64

3
75
roll

¼
0

�ðY sin aþ Z cos aÞDa
ðY cos a� Z sin aÞDa

2
64

3
75

ð2Þ

According to Eq. (2), the roll angle error has an impact on the coordinate of the
transducer in the Y and Z directions, but not in the X direction.

Effect of pitch angle error: the instantaneous pitch angle is b, because of the pitch
angle error Db, the transducer actually rotates around the X axis at the Angle bþDb in
the YOZ plane, and the effect on the coordinate of the transducer during attitude
correction is:

Xt

Yt
Zt

2
64

3
75¼

cosðbþDbÞ 0 � sinðbþDbÞ
0 1 0

sinðbþDbÞ 0 cosðbþDbÞ

2
64

3
75

X

Y

Z

2
64

3
75

)
DXt

DYt
DZt

2
64

3
75
pitch

¼
�ðX sin bþ Z cos bÞDb

0

ðX cos b� Z sinbÞDb

2
64

3
75

ð3Þ
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According to Eq. (3), pitch angle error has an effect on the coordinates of the
transducer in the X and Z directions, but not in the Y direction.

Effect of heading Angle error: the instantaneous heading angle is k, due to the
existence of heading angle error Dk, the transducer actually rotates at the angle of
kþDk around Z axis in XOY plane, and the effect of attitude correction on the
coordinate of the transducer is:

Xt

Yt
Zt

2
64

3
75¼

cosðkþDkÞ � sinðkþDkÞ 0

sinðkþDkÞ cosðkþDkÞ 0
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3
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Y

Z

2
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DYt
DZt

2
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3
75
heading

¼
�ðX sin kþ Y cos kÞDk
ðX cos k� Y sin kÞDk

0

2
64

3
75

ð4Þ

According to Eq. (4), pitch angle error has an influence on the coordinates of the
transducer in the X and Y directions, but not in the Z direction.

In the actual motion of the vessel, several errors usually exist together, and the
combined effects on the coordinate of the transducer is as follows:

Xt

Yt
Zt

2
64

3
75 ¼ RheadingðkþDkÞ � RpitchðbþDbÞ � RrollðaþDaÞ

X

Y

Z
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@Xt
@a Daþ @Xt

@b Dbþ @Xt
@k Dk
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@b Dbþ @Yt
@k Dk

@Zt
@a Daþ @Zt

@b Dbþ @Zt
@k Dk

2
664

3
775

ð5Þ

In order to reflect the effects of three main attitude errors on the coordinates of the
transducer more directly, the deviation is simulated by using the measured data of
Lingshan island. The dynamic PPP module of Bernese software is used for the pre-
liminary calculation of GNSS data, and the high-precision positioning result is obtained
as the GNSS antenna central coordinate of each epoch. The three kinds of measured
attitude angle are combined with random errors artificially, the errors range in [−0.1°,
0.1°]. According to the Eqs. (2), (3) and (4), the effect of attitude errors on the coor-
dinates of transducers in X, Y and Z direction is analyzed:
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The following conclusions can be drawn from the analysis of Fig. 2:

(1) When the three attitude errors exist alone, the deviation on the transducer coor-
dinate are within 1 m, while under the combined effects of all attitude errors, the
coordinate deviation of the transducer is close to 2 m.

(2) If only a single error is considered, the roll angle error has no effect in the X
direction, and the pitch angle error has no effect in the Y direction. In both
directions, the heading angle error has a greater impact on coordinates and the
error sequence fluctuates more violently. In the Z direction, the roll angle error has
the most significant influence on coordinates, while heading angle error has no
effect. The longitudinal comparison results show that the roll angle error has a
greater impact on the Z-direction coordinate than the Y-direction coordinate, the
pitch angle error has a greater impact on the X-direction coordinate than the
Z-direction coordinate, and the heading angle error has a greater impact on the
X-direction coordinate than the Y-direction coordinate.

(3) In the actual operation, the three kinds of attitude error often affect transducer
coordinate together. It can be found that the error interval in the simulation has
resulted in the nonnegligible deviation of the converted coordinates. If such
coordinates are used in the subsequent underwater solution, the accuracy of the
result will be greatly reduced, so it is necessary to take the appropriate method to
reduce the attitude error effect.

Fig. 2. The effect of attitude angle errors on the transducers coordinates in three directions (m).
Blue curves in the left panels denote the effect in X direction. Orange curves in the middle panels
denote the effect in Y direction. Red curves in the right panels denote the effect in Z direction.
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3 The GNSS/Acoustic One-Step Positioning Model
with Attitude Parameters

3.1 Traditional Data Processing Methods

At present, when the absolute coordinates of the seafloor transponder are obtained
through data processing, it is generally believed that the observation accuracy of GNSS
on the sea is much higher than that of underwater signals. Therefore, the two parts are
often separated and adjusted independently. ① Using the observation data between the
satellite and the shipborne GNSS antenna on the sea to implement the dynamic posi-
tioning, then the absolute coordinates of the shipborne antenna in the WGS84 coor-
dinate system can be obtained; ② Based on the attitude parameters provided by the
shipborne attitude and direction finding sensor, the conversion matrix is constructed to
transform the positioning coordinate from the GNSS antenna center to the transducer
center; ③ By using the transducer coordinates and the observation signal between
shipborne transducer and seafloor transponder underwater, the adjustment is carried out
to obtain the absolute coordinates of the seafloor transponder. In this paper, this method
is called “step-by-step method”. With the development of measuring equipment and
technical means, underwater acoustic positioning has been able to achieve the accuracy
of decimeter or higher [6, 7]. The decrease of accuracy difference between the two
positioning means provides a new way to calculate the seafloor point. On this basis, this
paper proposes an “one-step method” to solve the positioning of seafloor points, that is,
GNSS positioning and underwater positioning are combined to solve the problem as a
whole.

3.2 The Function Model of “One-Step Method”

According to the principle of positioning on the sea and underwater, corresponding
observation equations can be given. The original data received on the sea includes
GNSS pseudo-range data and carrier phase data, both observations are combined to
eliminate ionospheric delays, as shown in the following equation:

P ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxsat � xÞ2 þðysat � yÞ2 þðzsat � zÞ2

q
þ cdT þMwzpdw þ eP

U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxsat � xÞ2 þðysat � yÞ2 þðzsat � zÞ2

q
þ cdT þMwzpdw þNkþ eU

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxt � xqÞ2 þðyt � yqÞ2 þðzt � zqÞ2

q
þ dqd þ dqvþ e

8>>><
>>>:

ð6Þ

Where, P;U and q respectively represent the pseudo-range observation, carrier
phase observation and the calculated distance of acoustic signal from transducer to
transponder; xsat; ysat; zsatð Þ is the coordinate of GNSS satellite, x; y; zð Þ is the coordi-
nate of shipborne antenna, xq; yq; zq

� �
is the coordinate of responder and xt; yt; ztð Þ is

the coordinate of transducer; cdT and zpdwMw respectively represent the influence of
clock offset on the receiving device of the vessel and the influence of tropospheric
zenith path delay, kN represent the influence of the integer ambiguity, dqd represent the
systematic error caused by the receiving time delay of the transducer, and dqv represent
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the systematic error caused by the space-time change of the sound velocity structure.
eP; eU and e respectively represent the unmodeled errors of the two parts.

After linearization of Eq. (6), the error equation can be written as follows:

VP

VU

Vq

2
4

3
5 ¼

AP

AU

Aq

2
4

3
5dX �

LP

LU

Lq

2
4

3
5 ð7Þ

This is the error equation of GNSS/acoustic one-step method calculation model.
Where V ¼ VP VU Vq½ �T, L ¼ LP LU Lq½ �T respectively represent residual
and free terms of the error equation, and the specific form of the parameters to be

estimated is dX ¼ dx dy dz dtr dzpdw dxq dyq dzq dNi
ði2 1;nsat½ �Þ

h iT
.

3.3 Introduction of Attitude Parameters

In the actual data processing, GNSS positioning can only obtain the GNSS antenna
central geographic coordinates, which cannot be directly used as the surface datum for
underwater positioning. In the traditional “step-by-step method”, coordinate transfor-
mation is carried out before underwater positioning. In order to describe the “one-step
method” function model more accurately, this paper proposes to take attitude param-
eters as estimated parameters to participate in the joint adjustment.

To get the error equation with attitude parameters, we can start from the process of
coordinate transformation. As shown in Fig. 3, GNSS dynamic positioning can obtain
the GNSS antenna central geographic coordinates in the WGS-84 coordinate system.
After the coordinate transformation, the final need is the transducer geographic coor-
dinates in the WGS-84 coordinate system. This process is also accompanied by the
coordinate offset caused by the attitude changes of the hull at any time (mainly
referring to the influence of roll, pitch and heading angle).

From the analysis above, coordinate transformation includes two steps [8]. First, it
is necessary to solve the problem of coordinate transformation of the same point in
different coordinate systems. To make better use of the obtained GNSS antenna
coordinates, the subsequent hull coordinate system will be defined with the GNSS

Fig. 3. Coordinate transformation
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antenna center point as the ordinate origin instead of the gravity point of the hull. After
some axis rotation (including the opposite of the Y-axis, a rotation around the reverse
Y-axis and the Z-axis), the transducer coordinates in the hull coordinate system can be
transformed into the WGS-84 coordinate system. However, considering the attitude
change, there are also coordinate offsets in the inner hull system. To solve this problem,
an un-deformable “connecting rod” is assumed to connect the GNSS antenna center
and the transducer center. When the initial relative positions of various sensors are
calibrated before departure, its lengths can be obtained. Then, when the hull’s attitude
changes, the “connecting rod” can play a transmission role. The coordinate offset of
GNSS antenna center is reflected by the coordinate offset of the transducer. Formula (8)
can be used to summarize the above coordinate transformation process:

xt
yt
zt

2
4

3
5 ¼ RL � RB �

1
�1

1

2
4

3
5 � Rheading � Rpitch � Rroll �

0
0
l

2
4

3
5þ

x
y
z

2
4

3
5 ð8Þ

where L is longitude, B is latitude, head is heading angle, pitch is pitch angle, roll is
roll angle, l is the assumed length of “connecting rod”.

According to Eq. (8), the underwater observation equation can be rewritten as:

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþDxÞ � xq
� �2 þ ðyþDyÞ � yq

� �2 þ ðzþDzÞ � zq
� �2q

þ dqd þ dqv þ e ð9Þ

Dxðroll; pitch; headingÞ; Dyðroll; pitch; headingÞ and Dzðroll; pitch; headingÞ are
coordinates increments determined by three attitude parameters jointly. Based on
Eq. (7), three attitude parameters are added to the estimated parameters. The results of
partial derivatives of attitude parameters are obtained according to Eq. (9), and the
corresponding terms of each attitude parameter are added to the coefficient matrix.
Then the GNSS/acoustic “one-step” positioning model with attitude parameters can be
obtained.

4 Experiments and Results Analysis

In order to evaluate the effect of attitude error on the results of seafloor transponder
positioning, and the application effect of GNSS/acoustic joint filtering with attitude
parameters, a group of measured data are used in the subsequent experiments based on
the software GNSSer under the different conditions of error ranges.

The data was measured in the waters of Lingshan island on December 1, 2017.
Carrying sensors such as Applanix’s POS-MV positioning system, the sound velocity
profiler, etc., the ship made about 75 min of observations on the sea. The depth in the
area is about 25 m, and the sampling interval of all the observed data is preprocessed to
2 s. The surface sound velocity of the transducer is obtained by gradient formula each
epoch, and the initial incident angle is obtained by iteration using the method in
literature [9]. In advance, Bernese software was used for the preliminary calculation of
the GNSS observations. In addition, the coordinate of the transponder is determined by
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the equal-gradient sound velocity tracking algorithm in the same layer [10], which is
used as the reference value for the comparison of experimental results

In subsequent experiments, the three kinds of measured attitude angles are added
with random errors in each epoch, the errors range in [−0.02°, 0.02°], [−0.03°, 0.03°],
[−0.05°, 0.05°], [−0.08°, 0.08°] and [−0.1°, 0.1°], corresponding to scheme 1, 2, 3, 4
and 5 respectively. The 3D coordinate errors of the experimental results are obtained by
using the formula 3D ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DX2 þDY2 þDZ2
p

. The comparison results are shown as
follows:

As shown in Fig. 4:

(1) With the addition of random attitude errors, the three-dimensional coordinate
errors of the transponder in each scheme are significantly increased. When the
change of the attitude error range within [−0.03°, 0.03°], the amplified errors
compared with the results without attitude errors has exceeded 1.5 m in some
epochs. This is consistent with the conclusions in Sect. 2.2.

(2) After the attitude parameters are added to the filtering model for estimation, the
3D transponder coordinate error results of each scheme are improved to varying
degrees due to the more realistic description of the inner function relations and the
more accurate description of the motion state. and the greater the variation interval
of the attitude error is, the more obvious the improvement effect is. Besides, when

Fig. 4. The comparison results of the three-dimensional (3D) positioning errors under different
conditions of attitude error ranges. Green curves in the left panels denote the effect of attitude
errors on 3D positioning results, which is the deviation sequence between the situation with
attitude errors and the original positioning results. Red curves in the right panels denote the
improvement of positioning effect after the introduction of attitude parameters, which is the
deviation sequence between the new model’s positioning results and the situation with attitude
errors.
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the range of attitude error is larger, the improvement effect is more obvious. When
the change of the attitude error range within [−0.1°, 0.1°], the three-dimensional
point position accuracy of the transponder can be improved by nearly 2 m in some
epochs.

In addition, the STD value and RMS value of positioning deviation in scheme 1 to
scheme 5 are counted, and the results are shown in the following table:

By analyzing the results in Table 1, it can be seen that:

(1) With the expansion of attitude error range, the STD value and RMS value of
GNSS/acoustic joint positioning results also show a trend of gradual increase.
When the random errors range within [−0.1°, 0.1°], the RMS value of deviation
results of transponder coordinates in X, Y and Z direction is close to 1.2 m, 0.9 m
and 2 m respectively;

(2) After the introduction of attitude parameters, the STD value and RMS value in
three directions are reduced to different degrees in each scheme. This indicates
that the fluctuation and the obvious jumps of filtering result sequence decreases,
the result is relatively more stable and the positioning effect is significantly
improved. Among them, the improvement effect of scheme 5 is the most obvious.
In terms of positioning stability, it has been improved by 24.34%, 23.81% and
21.82% in X, Y and Z direction respectively. In terms of positioning accuracy, it
has been improved by 24.62%, 23.69% and 21.75% in X, Y and Z direction
respectively. The above results show that introducing attitude parameters into the
estimation can make the function model more accurate and the result of
transponder positioning more precise.

Table 1. The STD and RMS values of the deviation results under different schemes in three
directions. ① Denotes the difference between the positioning results with the introduction of
attitude errors and the reference value. ② Denotes the statistical results of the deviation between
the positioning results of the model proposed this paper and the reference value.

STD/m RMS/m
ΔX ΔY ΔZ ΔX ΔY ΔZ

Scheme 1 ① 0.9577 0.7153 1.5645 0.9719 0.7304 1.5698
② 0.8633 0.6952 1.4947 0.8777 0.7111 1.4998

Scheme 2 ① 1.0080 0.7051 1.5947 1.0291 0.7211 1.5977
② 0.8722 0.6960 1.5057 0.8872 0.7119 1.5108

Scheme 3 ① 1.0980 0.8489 1.8374 1.1208 0.8667 1.8427
② 0.8800 0.6879 1.5102 0.8959 0.7035 1.5152

Scheme 4 ① 1.1726 0.8215 1.8687 1.1992 0.8393 1.8716
② 0.8808 0.6699 1.5017 0.8972 0.6850 1.5068

Scheme 5 ① 1.1703 0.8757 1.9325 1.1962 0.8937 1.9374
② 0.8854 0.6672 1.5108 0.9017 0.6820 1.5161
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5 Conclusion

One of the important factors affecting the accuracy of dynamic positioning is the
adequacy of the assumptions of the motion model. The GNSS/acoustic joint posi-
tioning model considering attitude parameters is more reasonable and realistic to
describe the information of motion state, especially when there are attitude errors in the
movement process. The model proposed in this paper can effectively reduce the
influence of gross errors, obtain more stable filtering result sequence and higher
accuracy of the transponder coordinate. Precision in X and Y direction is within 1 m,
which can reach about 1.5 m in Z direction.
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Abstract. This paper focuses on the approach to attitude estimation. When
describing the attitude of a dynamic object, the quaternion has a better numerical
continuity and stability compared with other conventional Euler angles’ meth-
ods. However, acceleration observation vector has a nonlinear relation to atti-
tude quaternion and as a result, the representative linear methods e.g. Kalman
filter (KF) and complementary filter (CF) are no longer applicable. In addition,
the disturbances of accelerometers and magnetometers also greatly degrade the
attitude estimation reliability, leading to solution biased even divergence. In this
contribution, the general heterogeneous MARG data fusion strategy is proposed,
to minimize the noises influences of nonlinear system imposing on the attitude
estimation of MARG sensors. To overcome the nonlinear estimation problem,
the unscented Kalman filter (UKF) for attitude determination is proposed based
on the unscented transformation. Furthermore, a real-time disturbance detection
rules are established for the external acceleration and magnetic field distortion.
Finally, the real experiments are carried out to evaluate performances of our
proposed attitude estimation method.

Keywords: Attitude estimation � MARG � Unscented Kalman filter �
Magnetometer

1 Introduction

Characterized by lost cost, low consumption and lightweight, Micro-electro-
mechanical systems (MEMS) magnetic angular rate and gravity (MARG) sensors
have been widely applied in the industrial fields and scientific research to provide the
location and attitude information (Lee and Jung 2012; Luinge et al. 2005; Odry et al.
2018; Zhou et al. 2018). It has many advantages by combining tri-axial magnetometers,
gyroscopes and accelerometers into a MARG module where the accumulated errors of
attitude angles derived from inertial sensors can be well suppressed. It can continuously
provide the real-time, accurate and reliable orientation even can endure a long period.
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To improve the attitude estimation accuracy and reliability, many fusion methods
have been developed in the past few decades. One of the representative approaches is
complementary filter (CF), which consumes less computation time and is east-to-run on
the low-cost hardware platforms (Wang et al. 2014; Wu et al. 2016b; Yang et al. 2018).
Generally, the basic structure of complementary filter is to combine information from
gyroscope and accelerometer, which have complementary frequency characteristics (Li
and Li 2017; Kottath et al. 2017). In addition, the yaw angle can be corrected further
with magnetometer (Ghasemi-Moghadam and Homaeinezhad 2018). Recently, the
quaternion-type complementary filter is also designed by Wu et al. (2016a). However,
CF can only provide suboptimal estimation. To achieve more accurate attitude esti-
mation, another popular fusion method centralized Kalman Filter (CKF) is utilized,
which produces an optimal recursive solution in the sense of minimum mean square
estimation in the fusion center (Feng 2017; Jalali et al. 2017; Zhou et al. 2013). In
addition, Gao et al. (2017), Suh (2010) and Hemerly et al. (2012) propose the indirect
Kalman filter to estimate the quaternion error state subsequently correcting the attitude
quaternion. In the base of Wu’s Fast Liner quaternion Attitude Estimation (2018), we
proposed the FLAE-based KF recently to reduce the computation burdens and generate
the virtual-gyro output in the case of gyroscope failures. (Zhang et al. 2018). However,
similar to other KF- and CF-based methods, the attitude estimation is accomplished
based on the liner relation. Obviously, there is a non-linear relationship between
acceleration observation vector and attitude quaternion, and as a result, the represen-
tative linear methods KF and CF are no longer available thus the nonlinear filter should
be applied.

Furthermore, the attitude estimation accuracy of MARG is easily affected by the
non-gravity acceleration and magnetic field disturbances which frequently occurs on a
moving platform in the time-variant observation environments. The result of the
interference is that the observational errors cannot satisfy the assumption of Kalman
filtering, and therefore, the attitude estimates will be biased or even divergent (Bird and
Arden 2011; Koo et al. 2009; Lee et al. 2012). To solve these problems, the detection
rules should be established, so that the information of sensors is introduced only in the
absence of interference.

To achieve robust attitude estimation, the paper proposed the unscented Kalman
filter (UKF) based attitude estimation method. By establishing real-time detection rules
for the external acceleration and magnetic field distortion, the general heterogeneous
MARG data fusion strategy is proposed to minimize the noises influences of nonlinear
system imposing on the attitude estimation of MARG sensors. The rest of paper is
organized as follows: Sect. 2 depicts the principle of attitude determination with KF.
UKF based attitude estimation strategy is proposed in Sect. 3. The detection rules of
external acceleration and magnetic field disturbance is presented in Sect. 4. Experi-
ments and analysis are given in Sect. 5 and finally, conclusions Sect. 6.
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2 MARG System Model and Its Linear Kalman Filter
Solution

The rotation relationship between the body frame (denoted as b-frame, right-front-up)
and the navigation frame (denoted as n-frame, east-north-up, i.e. ENU) can be repre-
sented by the quaternion, composed of a real number and three imaginary units. Its
complex form is as follows:

q ¼ q0 þ q1iþ q2jþ q3k ð1Þ

where, i, j, k are the unit vectors corresponding to the three axis of the vector coordinate
system, and the quaternion differential equation is as follows:

_q ¼ 1
2
q� x ð2Þ

where x is quaternion type angular rate vector, i.e. x ¼ 0þxxiþxyjþxzk, and
xx;xy;xz are angular rate of x, y and z axis, respectively. � represents the quaternion
product. The matrix form of (2) is given by

dq
dt ¼ 1

2 X�½ �q
_q0
_q1
_q2
_q3

0
BBB@

1
CCCA¼ 1

2

0 �xx �xy �xz

xx 0 xz �xy

xy �xz 0 xx

xz xy �xx 0

0
BBB@

1
CCCA

q0
q1
q2
q3

0
BBB@

1
CCCA ð3Þ

Discretized equation can be modelled as:

qk ¼ I4 þ 1
2
dt X�½ �k

� �
qk�1 þwk ð4Þ

where subscript k denotes the time epoch index. dt represents sampling interval and wk

denotes the zero-mean process noise with variance of Qwk
.

The observation vectors of accelerometers a and magnetometers m related to the
transformation between b- and r-frames can be established as follows:

ab ¼ Cb
na

n

mb ¼ Cb
nm

n

�
ð5Þ
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In which

ab ¼ abx aby abz
� �T

an ¼ 0 0 �g½ �T
mb ¼ mb

x mb
y mb

z

� �T
mn ¼ 0 mN mU½ �T

8>>><
>>>:

where superscript b and n represent the vector in b-frame and n-frame respectively. g is
the norm of local gravity; mN and mU are the magnetic field strength in north and up in
n-frame respectively. The transformation matrix Cb

n represents the rotation from the n-
frame to the b-frame, and it can be expressed as follows:

Cb
n ¼

q20 þ q21 � q22 � q23 2ðq1q2 þ q0q3Þ 2ðq1q3 � q0q2Þ
2ðq1q2 � q0q3Þ q20 � q21 þ q22 � q23 2ðq2q3 þ q0q1Þ
2ðq1q3 þ q0q2Þ 2ðq2q3 � q0q1Þ q20 � q21 � q22 þ q23

0
@

1
A ð6Þ

Our previous work solves the Eqs. (5–6) through FLAE-KF (Zhang et al. 2018), in
which attitude quaternion is invoked for parameterization of orientation in the filter.
The system state model is established with (4) and the corresponding observation
model is constructed by

lk ¼ Hqk þ ek ð7Þ

Where the observation vector lk is the quaternion solution of (4) derived from FLAE,
H connecting the state vector with the observation vector becomes unit identity matrix
I with the dimension of 4 � 4; ek is Gaussian distributed with the variance of Qek .

Then the predicted state and its covariance matrix are respectively computed by:

�xk ¼ Uk;k�1x̂k�1 ð8Þ

Q�xk ¼ Uk;k�1Qx̂k�1
ðUk;k�1ÞT þQwk

ð9Þ

in which Uk ¼ I4 þ 1
2 dt X�½ �k .

The time update set of KF equations are:

Kk ¼ Q�xkH
T
k ðHkQ�xkH

T
k Þ�1 þQek ð10Þ

x̂k ¼ �xk þKkðlk �Hk�xkÞ ð11Þ

Qx̂k ¼ ðI � KkHkÞQ�xk ð12Þ

where x̂k ¼ q̂k and Qx̂k ¼ Qq̂k are KF estimate and its covariance, respectively and Kk is
so-called gain matrix.
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3 Nonlinear Kalman Filtering for Attitude Estimation

During the FLAE-KF, the observation vector is obtained with the Wahba’s solution of
(4). In order to avoid the linearization error during the calculation, the measurement
equation can be established directly with (4), where the observation vectors are:

zk ¼ yTak yTmk

� �T

in which yak and ymk
denote accelerometer and magnetometer outputs at epoch

k respectively.
Apparently, the observation vectors are a nonlinear function of state quaternion. To

achieve the better attitude accuracy, the unscented transformation (UT) is introduced to
estimate the nonlinear Kalman filter.

As there is a liner relationship in the state equation, the predicted state and its
covariance matrix can still be computed by (9) and (10) respectively.

Then a set of weighted Sigma points are obtained based on (9) and (10):

ni;k ¼ �xk i ¼ 0

ni;k ¼ �xk þ a
ffiffiffiffiffiffiffiffiffi
nQ�xk

p� 	
i

i ¼ 1; 2; � � � ; n
ni;k ¼ �xk � a

ffiffiffiffiffiffiffiffiffi
nQ�xk

p� 	
i

i ¼ nþ 1; nþ 2; � � � ; 2n

8>><
>>:

ð13Þ

where a is the adjustment parameter to regulate the Sigma points distribution around

�xk; n denotes the dimension of �xk and
ffiffiffiffiffiffiffiffiffi
nQ�xk

p� 	
i
is the i-th column of root mean square

of the matrix nQ�xk .
The Sigma points after UT of nonlinear observation Eq. (4) (denoted as f(�)) are as

follows:

ci;k ¼ f ni;k

 �

i ¼ 0; 1; . . .; 2nð Þ ð14Þ

and then calculate the predicted observation and its covariance by

ẑk ¼
X2n
i¼0

pici;k ð15Þ

Qẑk ¼
X2n
i¼0

piðci;k � ẑkÞðci;k � ẑkÞT þQek ð16Þ

with

pi ¼ 1� 1
a2 i ¼ 0

pi ¼ 1
2na2 i ¼ 1; 2; � � � ; 2n

�
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The cross-correlation between predicted state and predicted observation is com-
puted through

Q�xk ẑk ¼
X2n
i¼0

piðni;k � �xkÞðci;k � ẑkÞT ð17Þ

Finally, the quaternion state and its variance are estimated by following equations:

Kk ¼ Q�xk ẑkQ
�1
ẑk ð18Þ

x̂k ¼ �xk þKkðzk � ẑkÞ ð19Þ

Qx̂k ¼ Q�xk � KkQẑkK
T
k ð20Þ

4 Disturbance Detection Rules for External Acceleration
and Magnetic Field Distortion

For a moving platform in the time-variant observation environments, the attitude
estimation accuracy of MARG is quite easily affected by disturbances due to the
external acceleration and magnetic field distortion. While, compared with accelerom-
eter and magnetometer, gyroscope has the smallest risk suffering from the outer
environment influences. Therefore, it can be used to detect the abnormality of obser-
vation vector pairs of accelerometer and magnetometer models. The disturbance
detection rules are given as follows (Table 1):

It should be pointed out that: Condition 1 is used to detect the abnormality of
acceleration norm. The threshold s1 is set based on 3r-criterion according to the
variance of accelerometer noises. Once the Condition 1 is satisfied, the Condition 2 is
triggered for detecting the external acceleration. The threshold relation between s1 and
sax, say saz is

s1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2ax þ s2bx þ s2cx

q
ð21Þ

Where sax ¼ 3
ffiffiffiffiffiffiffi
Qax

p
, say ¼ 3

ffiffiffiffiffiffiffi
Qay

p
and saz ¼ 3

ffiffiffiffiffiffiffi
Qaz

p
, in which Qax ;Qay and Qaz are

the acceleration variances of x, y and z axis respectively. Similarly, the threshold s2 for
detecting magnetic field distortion is given by

s2¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2mx þ s2mx þ s2mx

q
ð22Þ

Where smx ¼ 3
ffiffiffiffiffiffiffiffi
Qmx

p
, smy ¼ 3

ffiffiffiffiffiffiffiffi
Qmy

p
and smz ¼ 3

ffiffiffiffiffiffiffiffi
Qmz

p
, in which Qmx

;Qmy
and Qmz

are the magnetic field strength variances of x, y and z axis respectively.
Based on the rules mentioned above, the observation model can be real-time

switched with the four system working modes for latter UKF estimating.
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5 Experimental Results and Analysis

The proposed UKF based attitude estimation method is compiled on the Uranus 2,
which is equipped with tri-axial accelerometer, magnetometer, and gyroscope. The
commercial software output is used as the reference value. After calibrated beforehand,
the MARG module is mounted on the top of the shoe to collect walking data and one
set of raw data is shown in Fig. 1:

It can be seen that periodically external accelerations during the walking process. In
this section, three methods are computed for comparison purposes:

Table 1. The profile of disturbance detection at time epoch k

Acquired observations and state information
The outputs of MARG sensor at time epoch k: , ,a mωy y y
Attitude quaternion solution at time epoch k-1: 1ˆk −q

Detection rules
IF Condition 1 ( 1a g τ− <y ) is satisfied, calculate b b n

n 1ˆ             ˆ( )k −=a C q a

IF Condition 2 ( a ˆb
ax ay azτ τ τ

Τ
⎡ ⎤− < ⎣ ⎦y a ) is satisfied, accelerometer observation is 

valid
ELSE  Accelerometer observation is invalid

ELSE Accelerometer observation is invalid
IF  Condition 3 ( n

2m τ− <y m )is satisfied, calculate: b b n
nˆ             ˆ( )=m C q m

IF  Condition 4 ( ˆ b
m mx my mzτ τ τ

Τ
⎡ ⎤− < ⎣ ⎦y m ) is satisfied, no magnetic field dis-

turbance and then magnetometer observation is valid
ELSE Magnetometer observation is invalid

ELSE Magnetometer observation is invalid
IF Both of accelerometer observation and magnetometer observation are invalid, 

select Mode 1 
ELSE IF Accelerometer observation is valid and magnetometer observation is invalid,

select Mode 2 
ELSE IF  Accelerometer observation is invalid and magnetometer observation is valid, 

select Mode 3 
ELSE  (Both of accelerometer observation and magnetometer observation are valid) 

select Mode 4
System working mode selection

Mode 1 Gyro: attitude updating with gyroscope only
Mode 2 Gyro + Acc: the observation model b n

na a= +y C a ε
Mode 3 Gyro + Mag: the observation model b n

nm m= +y C m ε

Mode 4 Gyro + Acc +Mag: the observation model
b n
n

b n
n

=a a

mm

⎛ ⎞⎛ ⎞⎛ ⎞ ⎛ ⎞
+⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠

y εC 0 a
εy 0 C m
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(1) UKF based attitude estimation with disturbance detection (AD-UKF);
(2) UKF based method without disturbance detection (ND-UKF)
(3) FLAE-KF based method without disturbance detection (FLAE-KF)

In AD-UKF, with the aid of acceleration and magnetic field disturbance detection
rules, the system working mode changes as the disturbance occurs. The system
working mode flag is shown in Fig. 2 and the attitude estimation results are drawn in
Fig. 3.

Fig. 1. Raw data of MARG sensors

Fig. 2. Detection result of the external acceleration and magnetic field disturbance
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Seen from Fig. 2, when the platform is in static, the attitude is estimated with all
sensors at most of time. While during walking process, the external accelerations are
detected thus the accelerometer outputs will not be incorporated into the filter.

To show the efficiency of the proposed UKF based method, we compute the results
of AD-UKF and FLAE-KF with the standing still dataset which is free of external
acceleration and magnetic field disturbances. The attitude errors and statistic results are
presented in Fig. 4 and root mean square errors (RMSE) are shown in Table 2. It can
be inferred from Fig. 4 and Table 2 that UKF always outperforms the FLAE-KF. This
is because the unscented transformation achieves the better stochastic model during the
filtering progress. On the contrary, the FLAE-KF does not take into account the
influences by nonlinear model imposing on the stochastic model. Therefore, AD-UKF
is superior to FLAE-KF in MARG sensors nonlinear fusion.

Fig. 3. Attitude estimation results of MARG based on AD-UKF (quaternion and Euler angle)

Fig. 4. Attitude Euler angle errors of AD-UKF and FLAE-KF
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In order to validate disturbance detection rules, we further compute and analyze the
results of AD-UKF and ND-UKF (see Fig. 5 and Table 3). It shows that the Euler
angle estimation errors of AD-UKF is much smaller, indicating that the disturbance
detection is efficient and significantly minimize the unexpected influences on the
estimation results.

In addition, we test the implementation efficiency of our proposed method.
The MARG attitude estimation program is implemented (Inter i5 1.70-GHz CPU, 4G-
RAM, MATLAB R2016a). The execution time for AD-UKF and FLAE-KF is shown
in Fig. 6. It is worthy of pointing out that FLAE has been proven to be a very efficient
attitude estimation method which outperforms many representative methods (Chouk-
roun et al. 2002; Markley 1993; Shuster and Oh 1981). Compared with FLAE-KF, our
proposed method only has a slightly higher time-consumption (Average time con-
sumptions of AD-UKF and FLAE-KF are 5.4510 � 10−4 s and 5.2382 � 10−4 s,
respectively). This can meet the computation requirements of low-cost hardware
platform.

Table 2. RMSE of AD-UKF and FLAE-KF (unit: degree)

Pitch Roll Yaw

AD-UKF 0.27 0.94 0.97
FLAE-KF 0.47 1.21 2.89

Fig. 5. Attitude estimation errors of AD-UKF and ND-UKF
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6 Conclusion

Based on the unscented Kalman filter (UKF) theory, the nonlinear attitude estimation
for MARG sensors is investigated. By establishing the real-time disturbance detection
rules of the platform acceleration and magnetic field disturbance, the robust hetero-
geneous data fusion method is proposed to minimize the influences their influences
imposing on the attitude estimation of the MARG systems. The experiment results
show that the nonlinear observation models degrade the accuracy of conventional KF.
In contrast, with the aid of unscented transformation, AD-UKF produces the better
estimation accuracy and exhibit the robustness in the case of outer disturbances occurs.
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Table 3. RMSE of AD-UKF and ND-UKF (unit: degree)

Pitch Roll Yaw

AD-UKF 6.83 7.94 7.83
ND-UKF 33.90 135.80 140.90

Fig. 6. Time consumptions of AD-UKF and FLAE-KF
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Abstract. Nowadays, the navigation systems, such as phone-based and vehicle
navigation, are developing, and techniques of GNSS/INS loosely and tightly
coupled navigation are under widely used. Compared with loosely coupled
navigation, the tightly coupled navigation shows more and more superiorities in
urban canyons, because it can provide continuous integrated navigation solution
even with less than four satellites. Conventional tightly coupled navigation only
use pseudo range and Doppler observations, while the time-differenced carrier
phase (TDCP)/Inertial navigation system (INS) tightly coupled navigation uses
an extra TDCP observation; this can provides higher attitude accuracy than the
conventional tightly coupled navigation. However, the mathematical model of
the conventional TDCP/INS tightly coupled navigation makes difference
between the reference epoch and current epoch, this creates poor real-time. To
improve the accuracy and reduce the computation burden, this paper presents a
modified TDCP/INS tightly coupled navigation method, infers a modified
mathematical model of TDCP, which can make difference between the current
0.1 s epoch. The experimental results show that, compared with the loosely
coupled navigation, the modified TDCP/INS tightly coupled navigation method
provides higher accuracy of position, velocity and attitude. As expected, com-
pared with the conventional tightly coupled navigation, the attitude accuracy is
significantly improved, meanwhile the accuracy of position and velocity are
slightly improved. In the face of few observable satellites and turning, the
modified TDCP/INS tightly coupled navigation method shows a clear advantage.

Keywords: Tightly coupled navigation � TDCP � Kalman filter �
Attitude accuracy � Real-time

1 Introduction

In recent years, the GNSS/INS loosely and tightly coupled navigations are under
widely used in many applications, such as vehicle navigation and mobile phone nav-
igation. Compared with the loosely coupled navigation system, the GNSS/INS tightly
coupled navigation system can work smoothly even when the number of observed
GNSS satellites drops below 4. In the traditional tightly coupled navigation system,
pseudo range and Doppler are the main observations. However, the high noise of
pseudo range makes the positioning result of the traditional tightly coupled navigation
close to the precision of single point positioning (SPP). Compared with the pseudo
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range, carrier phase observation information is more accurate, it can take the tightly
coupled navigation system to centimeter-level positioning, speed accuracy and higher
attitude accuracy [6].

When the carrier phase observation information is used in the tightly coupled
navigation system, correcting the ambiguity is always a difficult problem. To avoid
complex calculations, the time-differenced carrier phase (TDCP) technique emerged.
Due to the carrier phase ambiguity which can remain unchanged when there is no cycle
jump between two continuous GNSS moments, the application of TDCP can avoid
correcting the ambiguity. Theoretically, the TDCP technique could achieve centimeter-
level, even millimeter-level positioning accuracy [1], and the attitude accuracy could
improve significantly. However, the TDCP information is a relative measurement.
When the TDCP information is taken as the only observation quantity in GNSS/IMU
tightly coupled navigation system, the absolute positioning information will be lost [1],
resulting in a large position drift. In order to restrain the position drift, pseudo range
should be extended as the observation information in Kalman filter to achieve absolute
position estimation. To further improve the accuracy of the TDCP/INS tightly coupled
navigation, scholars have done a lot of research and made some achievements. Han
et al. [6] designed a further two-speed Kalman filter, and Ding et al. [3] proposed a two-
step correction method. However, the absolute position accuracy of these two methods
is only slightly better than SPP, there is no helpful to improve the accuracy of speed
and attitude. For this reason, Zhao et al. [1] proposed a further method. In the further
method, the TDCP measurement equation is derived based on speed error, and the
difference is between the current epoch and reference epoch, so the position drift could
be avoid, then the position accuracy could be improved. However, when the carrier
enters urban streets, canyons and woods, the satellite signal is often blocked. Then lots
of weekly jumps make the reference epoch change frequently. That greatly limits the
accuracy of TDCP/INS tightly coupled navigation system. In fact, when the satellite
signal is often blocked, if the TDCP measurement equation can be derived based on the
position error, and the difference is between the current 0.1 s epoch, the TDCP/INS
tightly coupled navigation system could work effectively. Then the calculation speed
and accuracy could be higher [1].

Inspired by the above traditional TDCP/INS tightly coupled navigation methods, a
modified TDCP/INS tightly coupled navigation method is proposed in the first half of
this paper, and a modified TDCP equation is derived. In order to verify the effec-
tiveness and advantages of the modified method, the latter part of this paper designs a
comparative test for the modified TDCP/INS tightly coupled navigation, loosely
coupled navigation and traditional tightly coupled navigation.

2 Scheme Design and Mathematical Modeling

2.1 Overall Scheme

The modified TDCP/INS coupled navigation method uses satellites-difference pseudo
range, satellites-difference Doppler and satellites-difference TDCP as the observation
information. The observation equations of satellites-difference pseudo range and
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Doppler are referred to literature [2]. In this paper, the modified satellites-difference
TDCP observation equation is mainly studied.

The error state vector dX could be selected as follows:

dX15�1¼ dr3�1; dv3�1; dh3�1; dx
b
ib;3�1; df

b
;3�1

h iT
ð1Þ

Where dr3�1 is the difference between the predicted value and true value of the
position vector in WGS84 coordinates, and it include latitude error (rad), longitude
error (rad) and elevation error (m). dv3�1 is the difference between the predicted value
and true value of the velocity vector (m/s) in navigation frame (North-East-Down),
dh3�1 is misalignment angle error vector between the true navigation frame ~n and
predicted navigation frame n, and it include dhx, dhy and dhz (rad). dxb

ib;3�1 is the
difference between the predicted value and true value of the gyro zero deviation error
vector (rad/s), df b;3�1 is the difference between the predicted value and true value of the
accelerometer zero deviation error vector (m/s2).

A low-cost MIMU (STIM300) is used to collect inertial data, and the bias insta-
bility of accelerometer noise characteristics is 0.05 mg.

2.2 The Modified TDCP Mathematical Modeling

In the GPS/IMU tightly coupled navigation system, due to the GPS sampling rate
which can be up to 10 Hz, the TDCP can be made within 0.1 s. In fact, within the time
of 0.1 s, the variation of tropospheric delay error and ionospheric delay error is in the
same order as the measurement error of carrier phase. Then the tropospheric and
ionospheric delay error can be ignored in the modified TDCP. Therefore, the modified
TDCP equation deriving is shown as follows:

ku jðt2Þ � ku jðt1Þ ¼ ðr jðt2Þ � e jðt2Þ � r jðt1Þ � e jðt1ÞÞ
� ðrkðt1Þ � e jðt2Þ � rkðt1Þ � e jðt1ÞÞ

� ðrkðt2Þ � rkðt1ÞkÞ � e jðt2Þþ c � dtu � c � dt j21 þDn j

ð2Þ

Where dtu represents the variation of the clock difference between the ephemeris of
a receiver, then the error state x(t) expands from 15 to 16 dimensions. Due to the
variation of clock difference which is the same for all satellites, the TDCP equation
could eliminate the estimated parameters dtu for faster calculating by differentiating
between satellites.
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Fig. 1. GNSS and IMU measurement time
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Figure 1 shows the GNSS and IMU measurement time not same. Considering that,
the observable yji/12 need be modified as follows:

yji/12 ,/ji
12 � 1
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� �� �

ð3Þ

Where the meanings of related parameters are referred to the literature [10]. Where
r*g0 and v*g0 represent the position and speed of GNSS antenna center, they need
calculate from the predicted value of MIMU antenna center by compensating the lever
arm vector. That can be show as follows:

dr*g Tk
� � ¼ dr*m Tk

� �þ Cn
b
~lb

� �
�

h i
� dh* ð4Þ

In view of dx* T1;k
� �

¼ U1;2 � dx* T2;k
� �

, where U1;2 is the error state transition

matrix from time T2;k to time T1;k, and U1;2ð15�15Þ ¼ U�1
2;1ðIMUÞ.

At last, the Eq. (2) is modified as follows:

yji/12 ¼ 1
k � e*

ji0
T2;k

� �h iT
�Ce

n � A T2;k
� �

� e*
ji0

T1;k
� �h iT

�Ce
n � A T1;k

� �
� U1;2

	 


� dx* T2;k
� �

þ ejirD/

ð5Þ

Where rrD/ ¼ 0:03 cycle, and

A3�15 ¼
RM þH 0 0

0 RN þHð Þ cosB 0
0 0 �1

03�3 Cn
b
~lb

� �
� 03�6

2

4

3

5 ð6Þ

3 Comparative Test

In order to verify the effectiveness and advantages of the modified TDCP/INS tightly
coupled navigation method, this paper designs a comparative experiment. The exper-
imental data is about 30 min from the off-road vehicle. In this test, the low-cost MIMU
(STIM300) comes from Sensonor Company, and the sampling frequency is 125 Hz.
The GNSS receiver is multi-frequency measuring antenna based on nanometer antenna
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array LiDAR, which is used to store and process GNSS data of reference station or
mobile station. The GNSS data update rate is 10 Hz. The standard data come from the
POS system based on high precision laser gyro LD-A15 of Wuhan University. The
movement is “Z” shape, and the carrier speed is not exceeding 72 km/h. Figure 2
shows the real route.

The test objects are loosely coupled navigation and traditional tightly coupled
navigation from literature [2], and the modified TDCP/INS tightly coupled navigation
of this paper. All the three coupled navigation systems use mobile station data for
navigation calculation. The traditional tightly coupled navigation system uses the
satellites-difference pseudo range and satellites-difference Doppler as the observation
information for measurement update. The modified TDCP/INS tightly coupled navi-
gation not only uses the satellites-difference pseudo range and satellites-difference
Doppler observation information, but also uses the modified satellites-difference TDCP
for measurement update, as Eq. (5).

Fig. 2. Experimental actual route
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To make the result clear, this paper delete the initial alignment range and the first
800 s data. Then only the later 1500 s data is retained for the result analysis. During
this period, the number of satellites is shown in Fig. 3. It is not difficult to find there are
two cases of satellites fewer than 4 from 300 s to 1100 s, and longest one lasts about
30 s around 300 s. Figure 4 shows the position and attitude results drawn by the POS
system data. Figure 4(a) shows the plane position trajectory is consistent with the real
trajectory in Fig. 2. Figure 4(b) shows that the carrier makes three large turns around
70 s, 1200 s and 1400 s.

3.1 Result Analysis of Position Errors

The 3D position error curve Fig. 5(a) shows the position error of the modified
TDCP/INS tightly coupled navigation is smoother and smaller than the other methods.
Combined with the statistical data in Table 1, it can be seen that the 3D position error
mean of the modified TDCP/INS tightly coupled navigation is significantly less than
the loosely coupled navigation, slightly less than the traditional tightly coupled navi-
gation. Figure 5(b) shows, in any direction, the position error mean, error standard
deviation and RMSE of the modified TDCP/INS tightly coupled navigation are
smallest. The positioning accuracy of the modified TDCP/INS tightly coupled navi-
gation is highest, within 1 m.
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Fig. 5. Comparison of position errors from the three integrated navigation methods
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Figure 5(b) shows that, in the period of 300 s–400 s, too few observable satellites
could lead to the increase of positioning error of the three methods. But the modified
TDCP/INS tightly coupled navigation shows better positioning than the others. The
blue line shows that loosely coupled navigation has largest positioning error, because
its’ measurement updating needs the SPP results of satellites, so the number of effective
satellites can be not less than 4. To its credit, the tightly coupled navigation does not
rely on SPP, even if the number of effective satellites is less than four, can also work.

Figure 4(b) shows, around 70 s, the carrier makes a big turn. Then Fig. 5(b) shows
that the positioning error of the modified TDCP/INS tightly coupled navigation method
is almost same and close to zero, while the error of loosely combination and traditional
tightly coupled navigation is significantly increased.

3.2 Result Analysis of Velocity Errors

The 3D velocity error curve Fig. 6(a) shows the modified TDCP/INS tightly coupled
navigation has lower velocity error than the other methods. Combined with the sta-
tistical data in Table 1, it can be seen that the velocity error mean, error standard
deviation and RMSE of the modified TDCP/INS tightly coupled navigation is signif-
icantly smaller than these of the loosely coupled navigation, slightly smaller than these
of the traditional tightly coupled navigation. The modified TDCP/INS tightly coupled
navigation can achieve a speed accuracy level of 1 cm/s in any direction.

Table 1. Statistical table of position and velocity error results from the three integrated
navigation methods

Form Direction Error mean Error standard
deviation

RMSE

Position
(m)

Velocity
(m/s)

Position Velocity Position Velocity

The loosely coupled
navigation

North 1.837 −0.0657 9.602 1.04 17.8710 1.5372
East 1.271 −0.1333 10.51 1.083
Down −0.7186 0.02048 10.55 0.2907
3D 6.926 0.9912 16.47 1.175

The traditional
tightly coupled
navigation

North 0.01875 −0.0194 2.008 0.2658 3.7140 0.6315
East −0.1257 0.03308 1.671 0.459
Down 0.04058 0.03865 2.636 0.3383
3D 2.492 0.4665 2.754 0.4256

The modified
TDCP/INS tightly
coupled navigation

North −0.3395 −0.0132 0.786 0.1313 1.6188 0.2516
East −0.3382 0.00911 0.712 0.1615
Down 0.1302 0.01201 1.118 0.14
3D 1.207 0.1843 1.079 1.156
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Figure 4(a) and (b) shows, in the 300 s to 400 s, the carrier is going eastward.
Figure 6(b) shows, in the 300 s to 400 s, the east velocity error changes obviously.
These show that the velocity errors of the three methods are increased with the serious
reduction of observation satellites. But the modified TDCP/INS tightly coupled navi-
gation can offer smaller change of velocity error than the other methods.

In the turning process around 70 s, Fig. 6(b) shows that the speed errors of the three
methods are increasing, but the speed error of the modified TDCP/INS tightly coupled
navigation is still significantly smaller than the other methods.

3.3 Result Analysis of Attitude Errors

The attitude error curve Fig. 7 is drawn based on the misalignment angle. The 3D
attitude error curve Fig. 7(a) shows, combined with the loosely coupled navigation and
traditional tightly coupled navigation, that the attitude error of modified TDCP/INS
tightly coupled navigation reduces obviously. From the statistical data in Table 2, it can
be seen that the attitude error mean of the modified TDCP/INS tightly coupled navi-
gation is significantly smaller than the other two methods, the 3D attitude error standard
deviation and RMSE of the modified TDCP/INS tightly coupled navigation are also
smaller than the other two methods. Those also show the three directions attitude
accuracy of the modified method can reach 1 degree level far better than other methods.
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The carrier attitude changes mainly displayed in the yaw angle, so the yaw angle
error of the coupled navigation changes most. Figure 7(b) shows that the yaw angle
error of the modified TDCP/INS tightly coupled navigation is obviously smaller than
the other methods. During 300 s to 400 s, when the observable satellite number goes
down to less than 4, the yaw Angle error of three methods has little change, but the yaw
Angle of the modified TDCP/INS tightly coupled navigation is lowest, the yaw angle
error of the loosely coupled navigation is highest.

In the turning process around 70 s, Fig. 7(b) shows that the attitude errors of the
three methods are changing, while the modified TDCP/INS tightly coupled navigation
changes least, close to zero.

4 Conclusions

In order to further improve the accuracy and calculation speed of the tightly coupled
navigation based on TDCP, a modified TDCP/INS tightly coupled navigation method
is proposed in this paper, and a modified TDCP equation is derived. Then the system
doesn’t have to calculate the state matrix multiplication of velocity integral, and the
mathematical modeling is easier than before. In order to verify the effectiveness of the
modified method, this paper designs a comparative test for loosely coupled navigation,
traditional tightly coupled navigation, and modified TDCP/INS tightly coupled navi-
gation. The test results show that the attitude accuracy of the modified TDCP/INS
tightly coupled navigation is obviously superior to the other two methods. The position
and speed accuracy of the modified method is obviously better than the loosely coupled
navigation, slightly better than the traditional tightly coupled navigation. These results

Table 2. Statistical table of attitude errors results from the three integrated navigation methods

Form Attitude
direction

Error MEAN
(degree)

Error standard
deviation

RMSE

The loosely coupled navigation Yaw −10.85 8.546 8.5897
Pitch 1.11 0.605
Roll 2.369 0.623
3D
attitude

7.463 4.253

The traditional tightly coupled
navigation

Yaw −1.818 4.537 4.5764
Pitch 2.628 0.3228
Roll −0.5364 0.5051
3D
attitude

4.005 2.214

The modified TDCP/INS tightly
coupled navigation

Yaw 0.843 0.8516 0.8927
Pitch 1.025 0.1945
Roll −1.094 0.1841
3D
attitude

0.6187 0.6435
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verify the effectiveness of the modified method in this paper. At the same time, the test
results also show that the modified TDCP/INS tightly coupled navigation has obvious
advantages, when the number of visible satellites is less than 4, or the attitude of carrier
changes significantly. Therefore, the proposed method of this paper is suitable for Real-
time navigation for vehicles and small autonomous carrier. This method has extremely
high application value and potential, especially in the environment with poor satellite
signal (such as urban streets, canyons and woods), or when the attitude of the carrier
changes greatly. It can bring better position, speed and attitude accuracy for the real-
time coupled navigation system.

In order to ensure the accuracy and reliability of the modified TDCP/INS tightly
coupled navigation, it is necessary to detect and eliminate the gross errors in the next step.
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Abstract. Multi-rotor UAVs have been highly valued in both military and
civilian applications for its low cost and excellent maneuverability in recent
year. Most multi-rotor UAVs rely on Global Navigation Satellite System
(GNSS) for navigation and the commands from ground station for control.
However, there are many environments with difficulty in receiving GNSS sig-
nals or remote control commands. To deal with such cases, we implement an
autonomous navigation system based on visual information. The proposed
navigation system is divided into two parts - state estimations and UAV control.
The first part is the state estimation, which is responsible for estimating the
position by fusing the data from an IMU and a forward-looking camera and the
velocity from the optical flow of the image sequence captured by a downward-
looking camera. In addition, an Extended Kalman Filter (EKF) is applied to fuse
the information from both sides. The second part is UAV control. We introduce
a velocity control loop in traditional PID system to obtain the desired acceler-
ation that is then converted to desired attitude. During the task of object
searching, we propose to use the pixel difference between the image center and
the object center to control the UAV. We conducted several experiments in both
simulation and real environment to evaluate our algorithms. The results show
that our system is feasible to complete tasks relying solely on onboard com-
puting in autonomous mode.

Keywords: State estimation � Extended Kalman Filter � UAV control �
Autonomous navigation system

1 Introduction

Multi-rotor UAV is a kind of unmanned helicopter capable of vertical taking-off and
landing without the need of runway and it has been widely used in many areas for its
excellent characteristics, including its simple structure, low cost and so on. Nowadays,
most professional products rely on Global Navigation Satellite System (GNSS) for
navigation in outdoor environments, but there are many environments with difficulty in
receiving GNSS signals. In addition, the UAVs also rely heavily on user’s involvement
by manually sending remote control signals to complete the missions, although in most
applications, they are supposed to perform the pre-set missions automatically, even
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independent of external position systems (e.g. GNSS signals or motion capture sys-
tems). Due to that, in this paper, we present an autonomous navigation system com-
posing of a state estimator and a controller that enables a vision-based vehicle to fulfil
tasks without any external aids.

The methods used to localize and navigate for flying robotics can be simply
classified into two types, using GNSS signals or using vision-based algorithms in
GNSS-denied environments. To the best of our knowledge, vision-based techniques,
whether they are vision-only [1–3] or vision-inertial [4, 5], are subject to the lighting
condition and texture of the scene. Therefore, in this paper, we use the extended
Kalman filter [6, 7] to fuse multiple-source navigation information to provide an
accuracy and stable state estimation for the control system in case one of the posi-
tioning method fails. We estimate the position of the drone with an IMU and a forward-
looking camera and calculate the velocity from the optical flow of the video stream
captured by a downward-looking camera. All the measurements are used to update the
EKF state and covariance.

As for control part, the inner-loop control of UAVs refers to the design of the
attitude control algorithms according to its dynamic model [8, 9]. By aligning the
current attitude with desired attitude, the vehicle can execute different flight maneuvers.
We look at the outer loop flight control merely and it is reasonable because there are
many excellent autopilots able to execute the inner control. Based on the classic PID
control algorithm, we introduce a velocity control loop into the controller to obtain
desired accelerations which is converted to the desired attitude with the dynamic model
of the drone. In addition, when performing the tasks of object searching, we make use
of the pixel difference between the image center and the object center to calculate the
desired attitude. This is also one of the contributions of this work to UAV control
algorithm.

The remainder of this paper is organized as follows. Section 2 introduces the
method to estimate pose of drone in weak GNSS environment. Section 3 firstly
introduces the dynamical model of UAVs, and then describes the proposed control
algorithm. Section 4 shows and discusses the experimental results. Finally, we draw
the conclusions of this paper.

2 State Estimation

To facilitate the description of our state estimation and controller algorithms, we clarify
the notations used in this paper firstly. We express the vectors of different coordinate
system as xe, where x ¼ b or w denotes body and world coordinate systems respectively.
Eð�Þ denotes the mean operation and a� b describing the cross multiplication of
two vectors a and b. Furthermore, we describe the position and velocity and acceleration
of the drone in the world coordinate system as P ¼ x y z½ �T, V ¼ vx vy vz½ �T
and a ¼ ax ay az½ �T. R ¼ r1 r2 r3½ � are used to represent the attitude while
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W ¼ w1 w2 w3½ �T indicates the angular speed. Note that vectors are expressed in the
world coordinate system if not specified.

2.1 State Estimator Based on Extended Kalman Filter

It is challenge to estimate the motion state of the flying robotics accurately if relying
solely on a single sensor system. To obtain the optimal state estimation, integrating the
multi-sensor data is the most intuitive method. Since the Extended Kalman Filter can
deal with the problem of state estimation with multi-variable and multi-sensor and its
computational and storage are much smaller than the optimized methods, which makes
it suitable for UAV platforms with limited computing power. By assuming that the
noises and states meet the Gaussian noise requirements and are independent of each
other, the mathematical forms of propagating the EKF state and covariance is derived
as [10]

x_ðtþ 1jtþ 1Þ ¼ x_ðtþ 1jtÞþK(tþ 1Þeðtþ 1Þ
x_ðtþ 1jtÞ ¼ Ux_ðtjtÞ
eðtþ 1Þ ¼ yðtþ 1Þ � Hx_ðtþ 1jtÞ
Kðtþ 1Þ ¼ Pðtþ 1jtÞHT ½HPðtþ 1jtÞHT þR��1

Pðtþ 1jtÞ ¼ UPðtjtÞUT + Q

Pðtþ 1jtþ 1Þ ¼ ½In � Kðtþ 1ÞH�Pðtþ 1jtÞ
x_ð0j0Þ ¼ l0
Pð0j0Þ ¼ p0

ð1Þ

where l0; p0 are the initial state and initial covariance, Q, R denote the noise matrix of
prediction and measurement, respectively, H is measurement matrix, U is state-
transition matrix and P is covariance matrix.

2.1.1 Height Compensation by the Attitude of UAVs
We make use of a LiDAR Lite v3 range sensor to estimate the height and velocity in
vertical direction. The principle of the infra-red sensor can be write as 2s ¼ cts, s is the
measured value, c indicates the speed of light, ts is the time difference between the
moment of sending the light waves and that moment of receiving the reflection. While
executing flight maneuvers, the LiDAR sensor will tilt along with the body of vehicle,
causing the measured value deviating from the truth value, as shown in Fig. 1.
Therefore, we make compensation for the vertical height. Let H ¼ 0 0 �z½ � be the
measurement vector from LiDAR sensor and R be the attitude observed by the IMU
(see Sect. 2.1.3), then the rectified vector Hrec can be derived from the attitude and the
measurement vector.
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Hrec ¼ RH ¼ 0 0 z½ � ð2Þ

2.1.2 Position Estimation
The EKF state is denoted by the vector x_

x_ ¼ x y z vx vy vz½ � ð3Þ

Since the velocity of the vehicle can be approximately treated as a constant within a
small time interval, we use the smooth-motion model to obtain a priori estimation, in
the meantime, it will introduce errors n because of the low possibility of maintaining a
uniform motion strictly for the drone.

n6�1 ¼ 0:5a � dt2 a � dt� �T ð4Þ

Q is the covariance matrix of the noise vector n and can be computed as

Q ¼ EðnnTÞ � I6�6 ð5Þ

From the motion law of constant motion, the state transition matrix U can be
constructed as

U ¼

1 0 0 dt 0 0
0 1 0 0 dt 0
0 0 1 0 0 dt
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

2
6666664

3
7777775

dt is the time interval between two consecutive frames and I is an unit matrix. Note that
we have obtained the EKF prediction state and covariance, then the update step should
follow.

z
z

Fig. 1. Effects of the UAVs’ attitude on LiDAR measurement
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The visual information from the forward-looking camera and the inertial infor-
mation from IMU are aligned by interpolation. After that the method introduced in [4]
is implemented to estimate the position and velocity of the drone, which is applied to
get the corrected state and covariance after aligning with the world coordinate system.
To simplify the subsequent description, we take the outputs for observed value from
sensor A, with a measurement matrix HA. Meanwhile, we make use of the sum of
absolute difference (SAD) block matching algorithm to compute the optical flow from
the image sequence captured by a downward-looking camera. The horizontal velocity
expressed in the body coordinate system is then calculated from the optical flow by

bVxy ¼ Flowxyz
f

ð6Þ

f denotes the focal length. Similarity to sensor A, we have to transform the velocity
from body frame to world frame using the current attitude R and consider the velocity
as measurement information from sensor B, with a measurement matrix HB.

The method in [4] requires a robust procedure for estimation initialization and then
takes the initial point as original, which makes the measurement in vertical direction
not equal to the altitude of the drone with respect to ground. On the other hand, the
optical flow is solely calculated in the horizontal direction. Therefore, the data from
sensor A and sensor B are both used to update the position and velocity in horizontal
direction but not in vertical. We use the measurements of LiDAR sensor to correct the
vertical estimated. The measurement matrices of the three sensors are designed as

HA ¼
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

2
664

3
775

HB ¼ 0 0 0 1 0 0
0 0 0 0 1 0

� �

Hlidar ¼ 0 0 1 0 0 0½ �

2.1.3 Attitude Estimation
The attitude estimator on the PX4 [11] fuses the gyroscope and acceleration mea-
surements to get the current estimation and as described in [11], the accuracy and
frequency of it satisfy the requirements of control system. Thus, we directly use the
attitude estimates from the PX4 to control the drone and compensate in height (de-
scribed in Sect. 2.1.1).
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3 UAV Control

3.1 Dynamical Model of UAVs

We build the dynamical model of UAVs under several assumptions: the quadrotor is a
rigid body which means its center of gravity is consistent with the geometric center and
the quadrotor subjects to the thrusts from four motors and the gravity, ignoring the
influence of air resistance. Noted that the collective motor thrust is always parallel to
the normal vector of the rotor plane. The model of quadrotor is illustrated in Fig. 2.

Firstly, we use W ¼ fwex; wey; wezg to represent the world coordinate frame in
right-handed system and B ¼ fbex; bey; bezg to represent the body frame in right-handed
system. The transformation from world to body frame can be described as

½bexbeybez� ¼ R � ½wexweywez� ð7Þ

The mathematic equations of dynamic model of a quadrotor are derived from the
total force:

T ¼
X4
i¼1

Ti ¼ mba ð8Þ

_V ¼ gwez � T
m
Rwez ð9Þ

Similarly, we establish the attitude dynamic model in the body coordinate system as

_W ¼ J�1s� J�1ðbW � JbWÞ ð10Þ

where T is the collective thrust and m is the mass of the quadrotor, ba is the acceleration
generated by rotor thrusts, g ¼ �9:8m=s2 is the acceleration of gravity,
s, sx sy sz½ � denotes the torque and J 2 R

3�3 indicates the moment of inertia
matrix of the quadrotor.

According to the law of kinematics, we get the following equations

_P ¼ V ð11Þ
_R ¼ R � KðbWÞ ð12Þ

the skew-symmetric matrix KðWÞ is defined as:

KðWÞ,
0 �w3 w2

w3 0 w1

�w2 w1 0

2
4

3
5
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3.2 Position Control of UAVs

Our position controller takes a reference position Pdes ¼ xdes ydes zdes½ � and an
estimated position P ¼ x y z½ � as inputs, then outputs the desired attitude, which is
finally sent to the inner loop control. The structure is illustrated in Fig. 3(a) and outputs
are computed as

u ¼ kpEðtÞþ ki

Z t

0
EðsÞdsþ kd _EðtÞ ð13Þ

where kp is the proportional gain, ki is the integral gain and kd is the derivative gain.
A high kp would have the effect of reducing the rise time but would cause oscillation. ki
term can reduce the steady state error caused by the noises in feedback measurements. kd
term decreases oscillations and yields large influence when the error changes rapidly.

3.2.1 Position-Velocity Controller
The controller described above computes the desired attitude in position loop directly.
It usually lets the drone to fly with frequent velocity changes and not so easy to tune a
precise control performance. Previous work [12] has shown that introducing a velocity
loop into the controller before attitude controller can improve the control precision and
stability. The velocity control loop takes a desired velocity as input, which is obtained
from the position control loop described in Sect. 2.1.2. Unlike in [12], we use the
output of velocity loop for the desired acceleration ades instead of the desired attitude
Rdes and compute the desired attitude from the desired acceleration and the dynamic
model of quadrotor. The position-velocity control structure is illustrated in Fig. 3(b).

Noted that the collective motor thrusts have to be parallel to the normal vector of
the rotor plane, which forces the direction of the desired acceleration to be same with
the desired body z axis, namely, bez;des ¼ DðadesÞ. Furthermore, to get full desired
attitude, the world frame should rotate around its z axis by the remaining heading error
h, by which a intermediate coordinate system m is derived. The projection of the
desired body z axis in world frame has to lie in the plane spanned by mex and wez. Since
that, bex;des should be perpendicular to both mey and bez;des, we can construct the desired
body x and y axis and then the desired attitude, respectively, as

w
xe

w
ye

w
ze
World frame

2T

3T

4T

1T

w

b
xe

b
ze

Body  frame

Fig. 2. Model of the quadrotor
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bex;des ¼ Dðmey � bez;desÞ ð14Þ
bey;des ¼ Dðbex;des � bez;desÞ ð15Þ

Rdes ¼ bex;des bey;des bez;des
� � ð16Þ

3.2.2 Image-Guided Controller
The controller described in Sect. 3.2.1 improves the control performance with both
precision and stability and can be used to command the drone when there is no strict
requirement in control accuracy. In the cases that require high control accuracy, such as
landing in designated area or flying through narrow gaps, a more accurate controller is
required. Here, we propose an image-guided control method (Table 1).

Suppose the transformation between the center of the camera and quadrotor is cali-
brated as long as the camera is installed. Therefore, we can obtain the rotation ~R and
translation ~t¼ Dx Dy Dz½ �T in advance. Without loss of generality, let the rotation
matrix ~R be an identitymatrix, which can be easily satisfied by a designed installation. The
coordinates puav u; vð Þ of the quadrotor in the image coordinate system is calculated by

puavðu; vÞ ¼
u
v
1

2
4

3
5 ¼ 1

Dz

fx 0 cx
0 fy cy
0 0 1

2
4

3
5 Dx

Dy
Dz

2
4

3
5 ¼ 1

Dz
K~t ð17Þ

where K is the camera intrinsic matrix.
When the target is detected, the image processing module outputs the coordinates

of the target center in the image coordinate system, represented as pobject �u;�vð Þ. From
the puav u; vð Þ and pobject �u;�vð Þ, we can compute the desired attitude using (13) but set the
integral gain to zero. If the desired attitude is within a reasonable range, we update the
command sent to attitude controller. An example of the image-guided controller is
show in Fig. 4. In Fig. 4(a), the quadrotor detects the circular gate and switches the
control mode from position-velocity to image-guided mode. As shown in Fig. 4(d), the
quadrotor has reached the desired pose and can fly through the circular gate with the
maximum safe distance of the drone to the edge of the gate.

Fig. 3. UAV controller
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Fig. 4. Example of image-guided UAV controller

Table 1. Image-guided UAV control algorithm

Algorithm：Image-guided UAV control algorithm
Input: image sequence Ii , odometry measures Ui
Output: reference accelerations for each pose

UavMassCenter ← getUavMassCenter ()
InitController()

for t = 1: n do
// object detected
if Obj ←  ObjectDetect(Ii) 
ObjectCenter ← getObjectCenter(Ii) 
Error ← ComputeError(UavMassCenter, ObjectCenter ) 
ReferenceAcc ← PIDcontroller(Error)
end 
else 

UAVstate ← getOdometryMeasurement() 
UAVReferenceStae ← getReferenceState()
ErrorXYZ ←

ComputeError(UAVReferenceStae.pos, UAVstate.pos)
ErrorVxVyVz ← Comput-

eError(UAVReferenceStae.vel,PIDcontroller(ErrorXYZ))

ReferenceAcc ← PIDcontroller(ErrorVxVyVz)
end

end

An Image-Guided Autonomous Navigation System for Multi-rotor UAVs 521



4 Experiments

This section describes the experiments we designed to evaluate our state estimation and
control algorithms, followed by the analysis of experimental results.

4.1 Experimental Platform

We built our UAV platform using the airframe of DJI F550 and the matched motors
and propellers. PX4 autopilot is used for attitude stabilization control. To estimate the
state of the drone as described in Sect. 2, we make use of a forward-looking camera,
Intel Realsense ZR300, which consists of an IMU and a fish-eye camera. The range
sensor LiDAR lite v3 as well as the downward-looking color camera with 640*480
resolution are installed in the bottom of the drone. State estimation and controlling are
done on an onboard computer (Intel NUC) where the Ubuntu 16.04 LTS system is
installed. The framework of our system is based on the Robot Operating System
(ROS). The platform is illustrated in Fig. 5.

In addition, we evaluate our autonomous navigation system in a simulation envi-
ronment by completing a competition task from the 2nd National Intelligent Perception
of UAVs Competition. In the competition, a drone is required to identify serval
numbered landing fields, automatically land on and take off in turn according to the
recognized numbers and fly through the circular gates as fast as possible. The com-
petition organizing committee built the simulation platform based on Airsim simulator.
They added noises to the camera and IMU sensors in order to be more realistic and
exposed APIs to retrieve data from barometer, IMU, a downward-looking camera as
well as a forward-looking RGB-D camera with measurement distance up to 5 m.
Moreover, a control API that takes the desired attitude and thrust as inputs is also
available.

Fig. 5. The six-rotor UAV platform used in the experiments
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4.2 State Estimation and Control Performance Evaluation

To evaluate the performance of the state estimator, we conducted experiments in a
small room equipped with a Vicon system, which is used for ground truth. Figure 6(a)
shows the position estimates in the X-Y axis direction (corresponding to the North and
East directions, respectively). The root-mean-square error (RMSE) is ½0:2125; 0:2703�
m, satisfying the requirements of the positioning accuracy in most applications. 4.2
(b) shows the speed estimates in the X-Y axis direction. Compared with the velocity
directly obtained from the optical flow, the filtered value is closer to the true value and
smoother with a small noise variance. Since we introduce the velocity loop into our
controller, if the estimate is noisy, it could greatly weaken the stability of the control
and even ruins the control completely. Similarly, Fig. 7 shows the position and velocity
estimates in vertical direction and the RMSE of height is 0.0704 m.

Due to the size limitation in indoor environment, we perform only the hover and
set-points tracking tests using position-velocity controller. In simulation environment,
we demonstrate that our autonomous navigation system enables the drone to fulfill
tasks described in Sect. 4.1. Figure 8(a) shows the result of the hover test. The point
with coordinates (0, 0, 0.7) (in meter) is the target point. The hover trajectory is in a
circle with a radius of 0.07 m centered at the target point. That is to say, the accuracy of
the controller can reach the level of centimeter, which meets the accuracy requirement
of control for most applications. In addition, it should be noted that an initial thrust
value is needed in vertical direction for balancing gravity and it is normalized to 0.36
from the hover experiment for our drone.

(a) Position estimates result (b) Velocity estimates result

Fig. 6. Estimates in X-Y direction from vision pipeline
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Figure 8(b) shows the result of tracking several reference points. The coordinates
are ð�0:2;�0:3Þ; ð�0:1;�1Þ; ð�0:8;�1:4Þ; ð�1:6;�0:55Þ; ð�1;�0:2Þ; ð�1:5; 0:0Þ.

Similarly, the drone can reach at these points accurately.
Figure 9(a) shows the global 2D map of simulation environment fused with images

acquired by the downward-looking camera, details are in [13]. As it is shown, there are
seven numbered landing fields and four red circular gates in the simulation
environment.

Figure 9(b) shows the trajectory when the drone performing the competition tasks
in the simulation environment automatically. Our quadrotor finished the tasks within
684 s, ranking the first among all teams, proving that the proposed system is feasible to
complete complex tasks relying solely on onboard computing in autonomous mode.

Fig. 7. State estimates in Z direction from LiDAR+ EKF

(a) hover trajectory (b) Setpoints following trajectory

Fig. 8. UAV trajectory
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5 Conclusion

In this paper, firstly, we make use of the Extended Kalman Filter to fuse the infor-
mation from different sensors to estimate the UAVs’ state in GNSS signals denied
environment. Secondly, the dynamic model of quadrotor as well as the PID control
algorithm are introduced. We add a velocity control loop in the control system using
the velocity feedback from the filter, which improves the performance of position
control of the Multi-rotor UAV. Moreover, as for the applications requiring high
precision of control, we propose an image-guided control algorithm, whose main idea
is using the pixel difference between the image center and the object center to control
the UAV. Lastly, we conduct several experiments and analyze the results. The results
demonstrate that the performance of the state estimator and control algorithms meets
the requirements of autonomous tasks.
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Abstract. Developing autonomous navigation algorithms without using extern
positioning signals is the key to allow Multi-rotor UAVs to fly in complex
environments where the GNSS signals are week or invalid. However, it is an
expensive and time consuming process to develop and test autonomous navi-
gation algorithms with real UAV platforms in the real world. It becomes even
more difficult when developing autonomous navigation algorithms based on
deep learning techniques, since it requires to collect a large amount of annotated
training data. To address such problem, we developed a simulation platform
based on Unreal Engine, providing physically and visually realistic simulations,
to validate and test navigation algorithms for Multi-rotor UAVs.

Keywords: Autonomous navigation � Multi-rotor UAVs �
Simulation platform � Unreal Engine

1 Introduction

Multi-rotor UAVs have been widely used and developed rapidly in recent years due to
its simple structure, low cost and excellent maneuverability, especially in the fields of
investigation and rescue [1], irrigated farmland [2], bridge and circuit maintenance [3],
and aerial photography. Typically, UAVs use global positioning system (GPS) for
autonomous navigation and positioning. However, GPS requires an outdoor environ-
ment, which limits the application of UAVs. At present, autonomous navigation
algorithms based on visual information and depth information has become more and
more popular for UAVs. Autonomous flight of rotorcraft UAVs can be realized by
using the visual simultaneous localization and mapping (SLAM) algorithms. This
method is generally simple in construction and low in cost, but requires to be exten-
sively tested before real application.
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One approach to test those autonomous navigation algorithms is fly the real drone
in a real-world environment. However it is a time-consuming task with extremely low
efficiency. The situation becomes even worse when machine learning based methods
are developed, since it requires to collect a large amount of annotated data for training.
To address above mentioned issues, we developed a simulation platform based on the
Unreal game engine for verification and testing autonomous navigation algorithms for
UAVs. The platform is able to simulate the physical motion of the quadcopter and
generate the data of on-board sensors in real time, while providing complex virtual
scenarios with high fidelity.

To build a high-fidelity virtual environment, firstly, we employ an accurate
dynamic model of the multi-rotor UAV. Secondly, we model typical complex envi-
ronments in the real world, such as roads, trees, buildings and electricity towers, etc.,
and include high-quality rendering with fine details, such as lighting, reflection, and so
on. Currently, simulation platforms commonly used in the robot field include Gazebo
[4], Hector [5], RotorS [6], and jMavSim [7]. All of them provide rich functions such
as sensor models, 3D scene modelling, mechanical simulation, robot mobility simu-
lation, etc., but none of them are able to provide large-scale, complex and visually rich
simulation environments of high fidelity. In our simulation platform, we create a highly
realistic and complex simulation environment based on the Unreal Engine, and develop
a more accurate dynamic model and sensor model based on Microsoft’s open source
AirSim [8]. Finally, we expose APIs that are convenient for developers to quickly
implement and test algorithms. Since those APIs are independent of real hardwires, the
users can easily migrate their implementation of algorithms from the simulation plat-
form to the real drone platform.

2 Platform Architecture

The entry point of the simulation platform is the drone flight control system (flight
controller), which also serves as the connection point between the simulation platform
and the real drone. The simulation platform is designed on the principle of modularity.
The core modules can be divided into environment model, drone model, physics engine
module, sensor model and API layer. The structure diagram is shown in Fig. 1.

In a real UAV system, the flight controller calculate the current state of the drone
from the sensors data after receiving input data from various sensors. At the same time,
the flight controller also receives the target state and calculate the difference between
the target state and the current state estimated from the sensor data. The difference is
converted into PWM signals that are directly used to regulate the motor speed of each
blade, which drives the drone to turn, climb, subduction and roll, finally makes the
drone to reach the target state steadily. Popular flight controller firmware includes PX4
[9], ROSFlight [10] and related flight controller firmware developed by DJI Company.
Since the flight controller of DJI Company has not been open sourced, we chose the
open source PX4 flight controller, which has been used by a large number of users.

In the simulation environment, after receiving the sensors data from the platform,
the flight controller calculates the power signal and sends it to the drone model. The
drone model will take the friction, gravity, air resistance and other factors into account
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to calculate the thrust and torque that the drone can generate under the current power
signal. Finally, the physics engine uses the thrust and torque to calculate the position
and state of the drone at the next moment. The environmental model in the simulation
platform also provides the physical data such as barometric pressure, GPS and mag-
netometer signals. After the sensor module, the optimized noise model will be added,
and finally used as the input data of the flight controller.

There are two ways to input the target position and target attitude. The user can use
the remote control to input through the model of hardware in the loop simulation, or
input it through an external computation board. The computation board runs the
autonomous navigation and high-level control algorithms, such as such as SLAM
algorithms, path planning, and collision avoidance. Those algorithms acquire the
sensor data of the simulation environment and the current state of the drone, and sends
control commands to the virtual drone through the platform APIs.

The APIs provided in our platform is kept as close as to those provided in the real
UAV platforms, which enables the algorithm implementation and testing to be seam-
lessly switched between the simulation and the real world. Since most existing SLAM
algorithms are running under the Linux platform, while the Unreal Engine works best
under the Windows platform, we add RPC network communication at the API layer, to
make the algorithm and the simulation platform to be able to run on different platforms,
and let the speed of data transmission meet the real-time requirements of the SLAM
algorithms.

Next, we present the detail of each module.

Fig. 1. The structure diagram of simulation platform
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2.1 Environment Model

In the simulation platform, we design virtual 3D scenes with great texture details and
make them as close as possible to the real world scenes. Meanwhile those scenes are
optimized as much as possible to meet the requirements of real-time rendering. In the
real world, drones are exposed to various physical phenomena at all times. Our
environment model of the simulation platform focuses on four main simulation models:
magnetic field, gravity field, air pressure and visual scene.

2.1.1 Air Pressure and Density
The model of air pressure and density are mainly based on international standards.
There are many different layers in the atmosphere and each layer has its own char-
acteristics. The relationship between altitude and air pressure is therefore segmented
into different layers. The international standard atmospheric pressure model of 1976
[12] is used below 51 km. Another model [13] is used between 51 km–86 km. From
the standard temperature T and the standard pressure P, we can calculate Air density q
in each model:

q ¼ P
R � T ð2:1Þ

Where R is the fixed constant of the gas. According to the specific environmental
information in the simulation scenario, we set it to 8314.3 J (mol.k).

2.1.2 Magnetic Field
Accurately simulating the magnetic field of a complex object like the Earth is a
computationally expensive task. For the real-time requirements, we adopted a simpli-
fied version of the tilt dipole model [14]. We assume that the earth is a dipole sphere,
ignoring the first-order term of the magnetic field estimation derived from the spherical
geometry. This model allows us to simulate changes in the magnetic field. Given the
geographic latitude h, longitude /, and altitude h (relative to the Earth’s surface), we
first calculate the magnetic latitude hm:

coshm ¼ cos h cos h0 þ sin h sin h0 cosð/� /0Þ ð2:2Þ

Where h0, /0 represent the latitude and longitude of the magnetic north pole.
The total intensity of the magnetic field can be expressed as:

jBj ¼ B0ð Re

Re þ h
Þ3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3 cos2hm

p
ð2:3Þ

B0 represents the average value of the magnetic field at the equator and Re rep-
resents the radius of the Earth. Next, we use a, b to define the dip:
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tan a ¼ 2 cot hm

sin b ¼ sinð/� /0Þ cos h0sin hm
; cos hm [ sinh sinh0

cosð/� /0Þ cos h0sin hm
; others

(
ð2:4Þ

Finally, we can calculate the magnetic field strength in the horizontal direction (H),
and also the field strengths in the latitude (X) and longitude (Y) directions, as well as
the vertical direction (Z):

H ¼ jBjcos a Z ¼ jBjsin a
X ¼ H cos a Y ¼ H sin a ð2:5Þ

2.1.3 Gravity
In existing simulation platforms, the gravity is represented by a constant value, and the
error for doing this is negligible when the simulation platform is used for ground and
low-altitude applications. However, considering that the drone may fly at high altitude,
we adopt the gravity model proposed by GRACE [11], using the binomial theorem of
Newton’s law of gravity, ignoring the higher power, and approximating the gravita-
tional acceleration g at height h:

g ¼ g0 � R2
e

ðReþ hÞ2 � g0 � ð1� 2
h
Re
Þ ð2:6Þ

Which Re represents the radius of the Earth and g0 represents the constant gravity of
the Earth’s surface.

2.1.4 Virtual Scenes
Many autonomous navigation algorithms rely on visual information. It therefore
requires rich and complex visual scenes with high fidelity provided by the simulation
platform. Aiming at the specific scenes currently targeted by real drone applications,
we construct texture-rich indoor and outdoor scenes, including trees, buildings, and
electricity towers, as well as sophisticated lighting conditions, to mimic reflection,
shadows happened in real life. We use the Unreal engine to render those scenes and the
realistic pictures generated in real time is shown in Fig. 2.

Fig. 2. Example diagrams of indoor and outdoor scenarios
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Considering that it is necessary for machine learning to collect data under different
conditions, we randomly generate 300 different settings by randomly arranging dif-
ferent objects and changing their appearances. The setting can be configured by setting
one variable in the configuration file, which is convenient for developers to choose the
specific scene.

2.2 Sensor Model

The sensor models of the simulation platform are mainly constructed according to the
sensors that are usually seen on the real drone. Those sensors include GNSS receivers,
accelerometers, magnetometers, gyroscopes, barometers and cameras. For each sensor
we add one noise model. The sensor model and the environmental model are inde-
pendent of each other. All sensors model are declared and implemented in relevant C++
files, where old sensors can be replaced and new sensors can be added.

2.2.1 Gyroscope and Accelerometer
The gyroscopes and accelerometers are the core components of an inertial measurement
unit (IMU). We model these by adding white noise and bias drift over time to the
ground truth. For gyroscope, when given the true angular velocity in the body coor-
dinate system, the specific formula x is:

xout ¼ xþ ga þ bt ga �N 0; rað Þ

bt ¼ bt�1 þ gb gb �N 0; b0

ffiffiffiffi
dt
ta

r� �
ð2:7Þ

The xout represents output values of the gyroscope, parameters ra, deviations b0,
and the time constant for drift deviations ta can be obtained from the gyroscope
manufacturer’s datasheet. Accelerometers are calculated in a similar way, we obtain the
real linear acceleration in the world coordinate system from the simulation platform.
After subtracting the gravity, the result is converted into the coordinate system of the
body. Finally, the white noise and drift deviation are added. The highest frequency of
IMU data acquisition can be set to 1000 Hz by the API.

2.2.2 Magnetometer
According to the description in Sect. 2.1.2, we know that if latitude and longitude are
known, we can calculate the component of the magnetic field strength in each com-
ponent direction. Similarly, we can calculate the magnetic field strength at the current
time by transforming the coordinate system. Finally, we also add white noise to the
data to produce the final outputs. The upper limit of the output frequency of the
magnetometer data is set to 500 Hz in our APIs.
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2.2.3 Barometer
According to the description in Sect. 2.1.1, the air pressure output in the environmental
model is the actual pressure on the ground, but the real barometer measurement has
accumulated errors. We use a Markov process to simulate the error and set the deviation
error at the current moment as bk. The accumulative error model can be expressed as:

bkþ 1 ¼¼ w � bk þð1� wÞ � g

w ¼ e�
dt
s g � N 0; s2

� � ð2:8Þ

Where s represents a time constant. We set it to 1 h in our simulation platform. g
represents a standard Gaussian distribution [15]. The mean is zero and the variance is
0.0135. Based on the above noise model and the true value of the barometric pressure
value, we can calculate the output value h of the barometer:

h ¼ T0
a

p
p0

� �� a�R
gð Þ
�1

" #
ð2:9Þ

Where T0 is the constant 15/C, a is −6.5 * 10−3, g is gravity, R is the gas constant,
p0 is the current sea level pressure value, p is the barometric pressure value added the
noise.

2.2.4 Global Positioning System (GPS)
The GPS data in the simulation platform is converted according to the coordinate system
of the sphere. We set the current latitude and longitude according to the origin in the
simulation platform. The GPS coordinates of the origin in the simulation platform is set
to be 31° north latitude, 121° east longitude, and 10 m altitude. The coordinates in the
simulation platform coordinate system are converted into latitude and longitude
according to the conversion relationship of the sphere. At the same time, our GPS model
simulates the transmission delay (200 ms). The sensor data update frequency in the API
interface is as fast as 10 Hz. Considering the difference of latitude and longitude, we
adopted different Gaussian noise models for longitude and latitude. The mean values of
longitude and latitude directions were all zero, among which, the variance in longitude
direction was 0.000004, and the error in dimension direction was 0.0000047. The
attenuation rate was parameterized separately by first-order low-pass filter.

2.2.5 Camera
In the simulation platform, the process of the virtual camera to capture images is very
different from that of the real camera. The real camera will always encounter inter-
ference, noise and other situations. In order to make the picture rendered by the 3D
engine fit the real situation, we add random noise and horizontal line distortion noise to
the acquired picture. The noise model is set to: the noise speed of random noise is set to
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0.16 (up to 1, indicating full fluctuation, the lowest is 0, indicating no fluctuation). For
the overall display effect of the image, we set a noise value for every 1000 pixels.
Horizontal noise is divided into three types, horizontal line area noise, horizontal line
fluctuation noise, and horizontal bump distortion. Horizontal bump distortion is to
increase the flicker, ghost and horizontal bulge of the image. We set the intensity to
0.08 (the highest intensity is 1, the lowest intensity is 0), the convex effect affects the
upper and lower pixels; the horizontal noise is mainly set to how many pixels are
affected on the horizontal line and how many lines of the image are affected, we set the
parameters to 64 pixels per line, a total of 240 lines; horizontal line fluctuation noise,
we set the intensity of the noise fluctuation to 0.002 (the highest intensity is 1, the
lowest intensity is 0). At the same time, we open the setting interface of the above
parameters to the script file of the scene, which is convenient for developers to set up
autonomously. The result of effect is shown in Fig. 3:

In addition, visual SLAM algorithms require camera calibration parameters. To
simulate the calibration process, we placed a calibration board in the scene, as shown in
Fig. 4. The developer can obtain the camera’s internal and external parameters by
collecting images of the calibration board in the simulation environment. In addition,
the camera’s real parameters are provided along with the scene, which is available
through the API and the developers can use them to compare the results of their own
calibration.

Fig. 3. Contrast the original image (left) with the image added noise (right)
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We placed a front camera and a bottom camera on the drone. Each camera can
capture both color images and depth images. In order to mimic the performance of the
real-world depth sensor, we limit the range of the captured depth image to 5 m.

3 Experimental Results

The simulation platform is designed for the fast implementing and testing the visual
navigation algorithms of UAV. In the experimental stage, we first compare the sensor
in the simulation platform with the real sensor. Next, we realize the indoor project from
the second Smart UAV IntelliSensing Technical Competition [16] in the simulation
platform. In the project, the drone needs to fly autonomously in indoor scenes, to land
on the parking pads and pass through obstacle circles in the correct order by recog-
nizing the printed numbers. After that, the drone starts to search for the printed ArUco
codes in the fake woods, and finally returns to the starting point. We use the simulation
platform to refine and optimize the relevant recognition and location algorithms and
migrate the codes to the real drone platform in the end.

3.1 Sensor Model Comparison

Our hardware platform for sensors model comparison is PixhawkV2.4.8 [17]. In this
hardware platform, the IMU model is MPU9250, the barometer model is MS5611, and
the magnetometer model is LSM303D. The GPS signal is not included in comparison
as we are focusing on visual navigation algorithms.

The comparison test results of the accelerometer and the gyroscope are shown in
Table 1. The gyroscope error unit is rad2=s2 the accelerometer error unit m2=s2.

Fig. 4. Calibration board
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As can be seen from the above table, the large difference of accelerometer may be
caused by the vibration effect during the movement of the drone. As we can see, in the
static state, the noise model of virtual sensors is similar to that of real sensors. But the
noise model differs much from that of real world because of the vibrations when the
drone is flying. We leave this issue to be addressed in the future.

In the experiment of comparison of noise models for the magnetometer and the
barometer, the actions of the UAV in the simulation platform are kept consistent with
those of real drones equipped with the PX4 flight controller. Firstly, we rotated the
drone 90° on the ground and rotated it four times, and rotated it back to its original
state, for comparing the changes of the magnetometer data. Secondly, the drone took
off and stayed at an altitude of two meters. We then compared the changes of the
barometer data during this process. In this process, we found that the trend and variance
of the simulation platform are basically the same as the real hardware platform.

3.2 SLAM Algorithm Implementation

The virtual scene for the projects in The Second Smart UAV IntelliSensing Technical
Competition is shown in Fig. 5, where the aprons, obstacle circles can be seen.

Table 1. Sensor comparison experiment results

Fig. 5. Indoor simulation scene
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In the simulation platform, the texture of visual scene is rich and many feature
points are available. We use the monocular ORB-SLAM [18] algorithm for positioning.
The effect diagram of ORB-SLAM is shown in Fig. 6:

With reliable visual positioning, we add the recognition and detection algorithms,
and successfully complete the project task. At last, the trajectory of the UAV in the
simulation platform is shown in Fig. 7.

The * mark indicates the real position of the apron, and the o mark indicates the
actual position of the obstacle circle. The red trajectory is the flight path of the drone
successfully completing the tasks of autonomous landing and passing through circles.

Fig. 6. Results of ORB-SLAM

Fig. 7. UAV trajectory map
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3.3 Algorithm Migration

In the second Smart UAV IntelliSensing Technical Competition, the venue of the real
drone competition is shown in Fig. 8:

It can be seen that the entire competition venue is very close to the simulation
platform. The recognition and detection algorithms and the positioning algorithms can
still be used after a simple modification according to the real environment.

We use the DJI F550 and PixhawkV2.4.8 flight controller to build our quadrotor.
The on-board sensors include the front and bottom color cameras, liteLiarV3 module.
The layout of the hardware platform is basically the same as the drone in the simulation
platform.

The trained networks and optimized algorithms in the simulation environment can
be quickly migrated to real drones. It hence reduces the probability of drone damage
and injury during debugging the algorithms in real platforms.

4 Conclusion and Future Work

Developing autonomous navigation algorithms requires a lot of tasks of debugging and
testing. It is an expensive and time consuming process to do such tasks with real UAV
platforms in the real world. To address such issue, we present a simulation platform
based on Unreal Engine to quickly validate and test navigation algorithms for Multi-
rotor UAVs. The platform can simulate the movement of UAV and the generation of
sensor data in real time, and provide realistic and complex virtual scenes for algorithm
verification and testing.

In future work, we will further improve sensor models and expand the types of
flight controllers in the simulation platform. At present, the types of simulation plat-
form sensors are mainly for commercial drones. We will increase the types of sensors,
such as the Intel RealSense camera, the ZED binocular camera and so on, which are
commonly used by autonomous drones. At the same time, we will further enrich the
visual scenes and build visual scenes to meet special tasks. We will update and
maintain the simulation platform on the website regularly (http://drone.sjtu.edu.cn/
contest/).

Fig. 8. Offline venue
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Abstract. The code division multiple access (CDMA) is widely used in GNSS.
Although its spectrum utilization efficiency is high, serious multiple access
interference is caused by strong deception jamming signals, which make it
difficult for navigation receivers to capture real satellite navigation signals with
weak power. So the anti-deception receiving and processing are very imprac-
ticable. In order to solve these problems, the batch processing method based on
CDMA signals intensity is proposed. Firstly, the strong signals are captured and
tracked, and their waveforms are reconstructed by the de-spread and demodu-
lated results of each strong signal. Then the strong signals are eliminated by
subtracting the reconstructed signals out of the mixed ones. Through above
processing, the satellite navigation receiver can reduce the additional suppres-
sion effect caused by deception signals with strong power, and find out the real
satellite navigation signals which are concealed by the deception ones. It pro-
vides more complete measurement data for the deception signals identification
and elimination, as well as the pseudo-range measurement and positioning
solution based on the real navigation satellite signals. The validity and practi-
cability of the above method is verified by simulations. It provides a new
technique approach for GNSS anti-jamming and anti-deception processing.

Keywords: Satellite navigation � Code division multi access �
Interference from multi access � Navigation deception jamming �
Anti-jamming receiving � Signal reconstruction � Deception signal recognition �
Batch processing according to intensity

1 Introduction

GPS, BD and Galileo are typical CDMA systems in the four major GNSS. Although
the combination of FDMA and CDMA is used in GLONASS now, it is gradually
evolving to the CDMA main system for modern advancement and signal interoper-
ability [1, 2]. There are many advantages in the CDMA system, such as high spectrum
efficiency and high communication capacity by different pseudo-codes, and so on. But
its cross correlation interference is a major inherent shortcoming. This often occurs in
the third generation terrestrial mobile communication systems, also known as multiple
access interference of CDMA signals [3]. In order to diminish interference among

© Springer Nature Singapore Pte Ltd. 2019
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CDMA signals, many restrictions are introduced in the overall design for navigation
systems. For example, the beamforming of the satellite transmitting antenna makes the
gain of the main beam centre lower and the edge gain slightly higher, like a crescent
shape. In this way, the intensity of received signals can be approximately equal when
the satellite signals reach the earth surface. On the other hand, the transmitting power of
each satellite must be strictly limited within a certain range to avoid interfering with
each other. Because of above measures, the normal PNT services are guaranteed in
GNSS. But under the deception jamming conditions, whether it is self-produced or
repeated, the deception signals have the same pseudo-code sequences as the navigation
satellites and they also become legitimate CDMA signal components in GNSS [4–6].
At this time, the intensity of deception signals is much greater than that of normal
navigation satellite signal. It makes the strong jamming signal suppress the weak
normal signal in CDMA system. The navigation receiver can not capture and track the
real satellite navigation signal with weak power according to the traditional procedure
[7]. In this paper, the anti-jamming receiving technology based on batch processing
according to CDMA signals intensity is proposed. The capture and tracking of CDMA
navigation signals are completed in two batches. The satellite navigation receiver can
eliminate the additional suppression effect caused by the deception jamming signals
with strong power, and discover the real navigation satellite signals which are con-
cealed by jamming. It will benefit for the recognition and elimination of deception
jamming, as well as the pseudo range measurement and positioning calculation based
on the real navigation satellite signals.

2 CDMA Multiple Access Interference in Satellite Navigation
System

There are N signals with different pseudo-codes, which complex baseband components
are denoted as Si tð Þ, i ¼ 1; 2; � � � ;N. The N signals are completely orthogonal to each
other in the ideal state. That is to say, the cross correlation, Ri;j tð Þ, between any two
signals is zero.

Ri;j tð Þ ¼
Z
T

Si tð Þ � S�j tð Þdt ¼ 0 ð1Þ

Where “*” represents the conjugate operation, and T is the cross correlation integral
time. In practical applications, Eq. (1) is only approximate, which means that the
signals emitted by navigation satellites have no ideal cross correlation characteristics
with zero, Ri;j tð Þ � 0. For example, the C/A code of GPA is a GOLD code. The peak
cross correlation level difference between any two codes is −24 dB when the Doppler
frequency is zero. With the increase of Doppler frequency, the cross correlation level
becomes higher sometimes. It is only −21.1 dB in the worst period with 1 kHz Doppler
frequency difference. The maximum cross correlation peaks are summarized in the
Table 1 for all 32 C/A codes of GPS [8]. The unit in the Table 1 is dB, and the Doppler
frequency difference delta increment is 1 kHz.
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If in the whole CDMA signal set, there is a very strong signal, Sbig tð Þ, which power
is at least 30 dB stronger than weak signals, Ssmall tð Þ, the cross correlation level
between other weak signals and this strong one will be much higher than the auto-
correlation level of weak signals, as shown below.

Z
T

Sbig tð Þ � S�small tð Þdt
������

������[
Z
T

Ssmall tð Þk k2dt ð2Þ

So in the capture process, it is always impossible to capture weak signals effec-
tively. This is the typical effect of strong signal suppressing weak one in satellite
navigation systems using CDMA. Whether it is self-generated or repeated, the
deception jamming signals have the same pseudo-code sequences as the real navigation
satellite signal. Therefore, the deception signal will enter the subsequent correlation
processing for signal capture and tracking. The transmission power of the jammer is
very stronger. Moreover, the jamming distance is much shorter than that between the
navigation satellite and the receivers. So the deception jamming signal intensity is
usually much higher than that of the real one. In this way, the deception jamming
signals have the suppression effect on the normal satellite navigation signals, so that the
receivers are forced to capture and track the deception signals and neglect the real ones.

3 Batch Processing Method for Signals

(1) Capture, tracking and waveform reconstruction for the first batch of signals

The real navigation satellite signals and the deception jamming signals are received
together to form the mixture signal, which complex baseband component is denoted by
H1 tð Þ. It is processed for capture and tracking the pseudo-code phase, carrier frequency
and phase. It is obvious that the strong signals with high power, Sg;k tð Þ,
k ¼ 1; 2; � � � ;M, can be captured and tracked firstly, where M is the number of the first
batch of processing signals. The demodulation data of these signals entering the
pseudo-code tracking stage are denoted by bk tð Þ respectively. Through the code
sequence PNk tð Þ by the code tracking loop, the Doppler frequency offset fk outputted
by the frequency-locked loop and the phase value /k outputted by the phase-locked
loop, the signal can be reconstructed as follows, denoted by Ŝg;k tð Þ.

Table 1. Maximum cross correlation peak of C/A codes with various Doppler frequency
differences

Probability △ = 1 kHz △ = 2 kHz △ = 3 kHz △ = 4 kHz △ = 5 kHz

0.1% −21.1 −21.1 −21.6 −21.1 −21.9
2% −24.2 −24.2 −24.2 −24.2 −24.2
10% −26.4 −26.4 −26.4 −26.4 −26.4
40% −30.4 −30.4 −30.4 −30.4 −30.4

GNSS Anti-jamming Receiving Technology 545



Ŝg;k tð Þ ¼ Ak � bk tð Þ � PNk tð Þ � exp j 2pfktþ/kð Þð Þ ð3Þ

Where Ak is the estimation of the signal amplitude. It is determined by the corre-
lation peak of the capture and tracking loop.

(2) The second batch of signals processing after the strong signal elimination

After reconstructing M strong signals, these signals are removed out of the mixed
signal H1 tð Þ, and the output signal H2 tð Þ is expressed as follows.

H2 tð Þ ¼ H1 tð Þ �
XM
k¼1

Ŝg;k tð Þ ð4Þ

Then H2 tð Þ goes into correlative receiving channels for capture and tracking of
pseudo-code phase, carrier frequency and phase, so that the receiver can find the
relatively weak navigation satellite signals, denoted by Ss;l tð Þ, l ¼ 1; 2; � � � ; L, where L
is the number of the second tracking signals.

There is a step delay between signal reconstruction and strong signal cancellation in
the above two batches of capture and tracking processes. Because complete signal
reconstruction requires bit values after de-spreading and demodulation, the signal can
be accurately reconstructed only after a datum bit is fully received. For example, the
modulation rate of the navigation message is 50 bps for GPS and one bit datum can be
demodulated every 20 ms. Due to the different distances of the navigation satellites or
Deception Jammers and the receiver, the flip of the navigation message bits in each
signal does not occur synchronously. In order to ensure the reconstruction of all the
received strong signals, the interval of 25–40 ms is necessary between the first batch
and the second batch. This can ensure high probability to reconstruct and cancel strong
signals effectively and completely.

(3) Analysis on the degree of strong signal cancellation

In the theory, if a signal is reconstructed completely and accurately, the signal can be
entirely eliminated from the mixed signal. However, in practical engineering applica-
tions, the parameters estimation accuracy for the strong signal determines the accuracy
of the signal reconstruction. After the receiver captures and tracks a strong signal
Sg;k tð Þ, due to the relative motion between the platform and the jammer, the carrier
phase /k becomes the parameter which has a great influence on signal reconstruction.
The parameter estimation error is denoted by Dfk. The residual dk of the reconstructed
signal due to this error is expressed as follows.

dk ¼
Z
t2s

Ak sinðtþDfkÞ � sinðtÞð Þ½ �2dt=s � A2
k 1� cosDfkð Þ ð5Þ

Where s is integral time. Theoretically, when the carrier phase estimation error
Dfk ¼ 0, the strong signal can be completely cancelled. When Dfk 6¼ 0, there will be
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some residual signals due to the signal reconstruction error. So the cancellation ratio ck
(unit dB) is expressed by the following formula.

ck ¼ 10 � log10
A2
k

dk

� �
¼ �10 � log10 1� cosDfkð Þ ð6Þ

The relationship between the phase estimation error of the reconstructed signal and
the cancellation ratio is shown in Fig. 1. It can be seen that the cancellation ratio could
reach more than 20 dB, when Dfk\8o.

4 Detection and Elimination of Deception Jamming Signals
Based on Intensity

In satellite navigation applications, a typical beam pattern of a receiver antenna is
shown in Fig. 2, where the gain (unit dB) is normalized.

In Fig. 2, the gain difference in the whole angle range is about 9 dB, when the
receiving elevation angle is higher than 15°. Despite this difference, the beam patterns
of the transmitting antennas for various navigation satellites have been specially shaped
during the overall design of the GNSS. The gain of the central main beam is low and
the gain of edge is high so as to compensate the attenuation during the low elevation
angle receiving [2]. On the other hand, the power transmitted by each navigation
satellite is basically equal. For example, in GPS the power level of C/A code signal
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Fig. 1. Relationship between phase estimation error and cancellation ratio

Fig. 2. A typical beam pattern of a satellite navigation receiver antenna
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received by ground-based navigation receivers at L1 frequency is generally between
−127 dBm and −130 dBm, and the power level of P code signal received at L1
frequency is between −130 dBm and −133 dBm. Moreover, the signal power of each
navigation satellite is max at the initial stage of the satellites operation. With the
increase of the satellites working period, the signal power will be reduced year by year,
but the maximum of reduction will not exceed 8 dB. If the intensity of the navigation
satellite signal is measured within a week or a month, it is usually relatively stable.

So the signal intensity is accurately measured in the receiving process for the
satellite navigation signal which has been captured and tracked. In the above two
batches signal processing, the power of the corresponding signal can be measured,
either in the first stage for strong signals or in the second stage for weak ones, as
follows.

Pi ¼ 0:5A2
i ð7Þ

Then a decision threshold, Pth, is set up. If the intensity of received signals exceeds
this threshold, these signals can be judged as deception jamming ones. Although they
are also captured and tracked by the navigation receiver, the pseudo-range measure-
ment will not be carried out. Therefore, even if the deception jamming signal enters the
navigation reception and the signal tracking loop, it will not affect any subsequent
positioning solution.

For the remaining navigation signals whose intensity is less than the threshold,
further detection and identification for deception are needed. A lot of research results in
various literatures have been published in this field, and we can refer these results.
After identifying and eliminating the deception jamming signals, the pseudo-ranges are
measured with the remaining navigation satellite signals, and the positioning equations
are solved. So the accurate position coordinates of the receivers can be finally obtained.

5 Simulations

The simulation scene is set up as follows. The simulation time is set at 10:00 a.m. on
September 20, 2018. A satellite navigation jammer generates signals of four inde-
pendent GPS satellites for a GPS C/A code receiver at the Changsha Experimental
Station in China. The azimuth angle haz, elevation angle hel of each real GPS signal, its
relative power Pre and Doppler frequency fd of the signals arriving at the receiver are
shown in Table 2. Here PRN represents the pseudo-code number of the GPS satellite
signal, and the relative power of the received signal is normalized by the largest one,
denoted by 0 dB.
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We can see from Table 2 that the elevation angles of four satellites with PRN 15,
20, 21 and 24 are all over 50°, and their signal powers are relatively larger. The
navigation deception jammer produces C/A signals of above four GPS satellites to
deceive the navigation receiver. The relative signal power Pre;J of these four deception
signals (referring to the signal with PRN = 24 in Table 2) and the modulated Doppler
shift fd;J are shown in Table 3.

The GPS navigation receiver implements the capture of C/A code signals by the
traditional method, and the results are shown in Fig. 3.

We can see from Fig. 3 that GPS signals with PRN 15, 20, 21 and 24 can be
captured by traditional methods, but all these four signals are deception jamming ones,
and none of the real satellite navigation signals is captured. As shown in Table 3, the
powers of deception jamming signals are 12 dB higher than the maximum of the
normal one. Due to the multiple access interference effect of CDMA, the strong
deception jamming signal suppresses the weak real ones, and the receiver cannot
receive the real signals at all. This suppressing effect has a strong negative impact on
the anti-jamming and anti-deception operations.

Table 2. PRN, azimuth angle, elevation angle, relative power and Doppler frequency of the
visible GPS satellites

No. PRN haz/° hel/° Pre/dB fd/kHz

1 5 107.6 10.0 −12 2.195
2 10 309.6 18.1 −9 −1.636
3 12 141.7 6.3 −14 1.727
4 13 48.7 13.8 −11 −2.399
5 15 29.0 50.1 −2 −1.350
6 20 323.3 42.8 −3 −0.299
7 21 273.2 61.7 −1 1.470
8 24 108.2 70.8 0 −0.991
9 29 200.9 6.1 −14 2.845
10 32 254.5 10.9 −12 −0.207

Table 3. PRN, relative power and Doppler frequency of deception jamming signals

No. PRN Pre;J/dB fd;J/kHz

1 15 12 2.6
2 20 12 −1.8
3 21 12 −2.0
4 24 12 1.6
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According to the method proposed in this paper, four strong signals captured in the
first batch are tracked, de-spread and demodulated. Their waveforms are reconstructed.
Then they are subtracted out of the received signals. After strong signal elimination, the
second batch of signal capture is performed, and the correlated processing results are
shown in Fig. 4.

Comparing with Fig. 4 and Fig. 3, the ten weaker real satellite navigation signals
have been all captured after strong ones elimination. In this way, not only four
deception jamming signals captured in the first batch can be identified by intensity
parameters, but also ten real GPS satellite signals captured in the second batch can be
used for pseudo range measurement and positioning calculation, so that the real
position coordinates of the satellite navigation receiver can be obtained in the end.
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Fig. 3. Capture results of time-frequency correlation by traditional methods
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6 Conclusions

A novel method of batch processing based on CDMA signal intensity is proposed in
the paper, which eliminates the additional suppression effect caused by the strong
deception jamming signal in CDMA GNSS and extracts the weak real satellite navi-
gation signals concealed by strong one. It benefits on the identification and rejection of
deception jamming signals, the pseudo range measurement and location calculation
based on the real navigation satellite signals. The validity and practicability of the
method are verified by simulations. It provides a new technical approach for GNSS
anti-jamming and anti-deception process.
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Detection on Satellite Navigation Deception
Signals Based on Multi Platforms Cooperation
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Abstract. Effective detection on deception signals in satellite navigation is the
important foundation and premise for subsequent deception signal rejection and
location based on real navigation signals. At present, most of the proposed
methods are based on the single platform application. Due to various reasons,
the further improvement of effectiveness and applicability is difficult. In order to
solve above problems, a conical constraint condition of two platforms is
established by using the advantage of multi platforms networking cooperation
and the time difference measurement of the received signals. Then the direction
of signal arrival in the coordinate system of multi platforms spatial configuration
is obtained by several conical constraint equations. The cross-angle matrix of
signals direction can be gotten naturally. At the same time, the cross-angle
matrix of standard signals direction is obtained from the known navigation
satellite almanac. Therefore, the difference between the actual matrix and the
reference one is contrasted to detect navigation deception signals. Finally, the
validity and practicability of this method are verified by simulations. It provides
a new technical approach for satellite navigation deception signals recognition
and anti-deception processing.

Keywords: Satellite navigation � Navigation deception �
Detection on deception signals � Multi platforms cooperation �
Direction finding based on time difference � Almanac �
Angle constraint condition � Cross-angle contrast

1 Introduction

After detecting and eliminating deception jamming components from the received
satellite navigation signals, the authenticity-verified signals can be used to implement
pseudo-range measurement and position process. This is one of the important methods
for anti-deception and positioning credibility improvement of satellite navigation [1].
In recent years, many detection methods on navigation deception jamming have been
proposed in various kinds of public literatures, such as: deception jamming suppression
based on cross-correlation projection [2], carrier phase difference of antenna array [3],
clock frequency drift test [4], the shortest transmission path and signal strength [5],
main beam pointing and null constraint optimization for satellite navigation nulling
antenna [6]. All above methods are only suitable for the single platform application.
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Because of the platform space constraint conditions, the effectiveness and applicability
of these methods are difficult to further improve. In this paper, a new method about
detection on navigation deception signals based on multi platforms cooperation has
been proposed, in which the data links with information exchange and time synchro-
nization are equipped. It has many advantages of high measurement accuracy, good
low elevation-angle characteristics and wide applications. It is very helpful for detec-
tion and recognition of deception signals in satellite navigation.

2 Conical Constraint Condition Based on Time Difference
Measure

The data links with capability of information transmission and exchange, distance
measurement and time synchronization, are the bases of multi platform cooperative
networking. In this system, the distance between any two platforms, denoted by A1 and
A2 respectively, is known, and the whole network has a uniform clock. The spatial
connection between A1 and A2 constitutes a baseline, which length is denoted by l1;2.
The satellite navigation receivers on the platforms measure the time difference of
arrival for the captured navigation signals with the same pseudo-random code
sequence, and the arrival time of A1 minus that of A2 is denoted by s1;2. Since the
distance from the navigation satellite to the platform is much longer than that between
these two platforms, it is an approximate plane wave. The distance difference d1;2 can
be derived from the time difference measurement expressed in the following formula.

d1;2 ¼ c � s1;2 ð1Þ

Where c ¼ 3� 108 m=s is the velocity of electromagnetic wave propagation. The
above spatial measurement scene is shown in Fig. 1.

The baseline l1;2 between the two platforms is the bevel edge, and the distance
difference line d1;2 is the right-angled edge in the triangle in Fig. 1. Therefore, the angle
between the direction of the signal arrival and the baseline can be calculated by the
following formula.

A1 A2

1,2l

1,2d
Direction of 

signal arrival

θ

Fig. 1. Time difference measurement for two platforms
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h ¼ cos�1 d1;2=l1;2
� � ð2Þ

If we observe in three-dimensional space, the direction of signal arrival is located
on a conical surface with A1 as the vertex, the line between A1 and A2 as the rotation
axis, and h as the half-cone angle. It is shown in Fig. 2. This is the spatial conical
constraint condition formed by the time difference measurement between the two
platforms.

3 Direction Finding Based on Multi Conical Constraint
Equations

From the above analysis, we know that a conical constraint condition can be formed by
time difference measurement between any two platforms. If there are three platforms
denoted by A1, A2 and A3, two spatial cones with A1 as the common vertex, A1, A2
and A1, A3 as the rotation axis, can be formed by two time difference measurements of
signals arrival. Their half conical angles are denoted by h1 and h2 respectively. The two
conical surfaces with the common vertex will produce one or two intersecting lines in
three-dimensional space through the vertex A1, which is the direction of signal arrival,
as shown in Fig. 3.

A1 A2θ

Fig. 2. Space conical constraint condition

A1

A2

A3

1θ

2θ

X

YZ

O

Direction of 
signal arrival

Direction of 
signal arrival

Fig. 3. Two space conical constraint conditions from 3 platforms
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When two conical surfaces are tangent, only one intersecting line is formed, and
this line is in the plane determined by A1, A2 and A3. Otherwise, two intersecting lines
are formed, and they are symmetrical up and down on this plane. To show the above
spatial geometry more clearly, two conical surfaces with the common vertices are
projected from point A1 to the direction of the signal arrival as shown in Fig. 4. The
just tangent case of two conical surfaces is in Fig. 4(a) and the intersecting case is in
Fig. 4(b).

In Fig. 3, the OXYZ Cartesian coordinate system is established with A1 point as
the origin and A1A2 as X axis forward. The Y axis and the X axis are located in the
plane determined by A1, A2 and A3. The Z axis is perpendicular to the plane and forms
a right Cartesian coordinate system with the X and Y axes. The coordinate system is
also known as the multi platform spatial coordinate system, in which the unit direction
vector of A1 to A2 is n*1;2 ¼ ð1; 0; 0Þ, the unit direction vector of A1 to A3 is
n*1;3 ¼ ðcos/; sin/; 0Þ, and the angle / can be obtained by the cosine theorem.

/ ¼ cos�1 d21;2 þ d21;3 � d22;3
2d1;2d1;3

 !
ð3Þ

Where d1;2, d1;3 and d2;3 are the distances among platforms, which are measured in
real time through the data links. The pitch angle of the direction of signal arrival
relative to the XOY plane is denoted by a, and the projection angle relative to the X
positive direction is denoted by b. Then the unit vector of the direction of signal arrival
is n*s ¼ ðcos a cos b; cos a sin b; sin aÞ. From the above analysis of spatial geometry,
n*1;2, n

*

1;3 and n*s satisfy the following relations.

n*s � n*1;2 ¼ cosh1
n*s � n*1;3 ¼ cosh2

�
ð4Þ

Where “�” represents the dot product between two vectors. a and b can be solved
from formula (4). Thus, the arrival direction of signal received by the satellite navi-
gation receiver in the OXYZ coordinate system can be determined.

There are probably two solutions in formula (4): one is the real solution and the
other is the mirror solution, which can be removed according to additional constraints,

A1

(a)

A1

(b)

Fig. 4. Projection of two space conical surfaces
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such as more platforms for the same application, or applying boundary conditions. In
this way, time difference of arrival for the signal with the same pseudo-random code
sequence is measured by three platforms, and the direction can be determined. Simi-
larly, this operation is repeated for the different signals and then the spatial multi
conical constraint equations for each signal, similar to Eq. (4), can be established. Then
the direction of signal arrival is obtained. If the number of platforms involved in the
measurement is more, the constraint equation will be more increased, and the more
accurate angle of arrival can be obtained by the least square method. These angle
values are important data for subsequent satellite navigation deception signal detection.

4 Deception Signals Identification by Cross-Angle Contrast

In the overall design of GNSS, in order to achieve higher positioning accuracy under
the limited number of navigation satellites, the satellite constellations and orbit
parameters are carefully designed to ensure better GDOP conditions at any point on the
earth surface. In fact, the cross-angle between directions of signal arrival for any two
navigation satellites can be calculated by the almanac for an observation point on the
earth at a certain time. The almanac can be publicly downloaded on the Internet.
Therefore, the true or deception navigation signal can be identified by the cross-angle
contrast. On the other hand, the calibration of absolute direction of arrival is avoided in
this method. As long as all signals are in the same coordinate system, the cross-angle
can be easily calculated by using the relative direction of arrival.

(1) Calculation of reference direction for the satellite navigation signal.

The position coordinates of N navigation satellites in the earth geostationary coordinate
system at the certain time can be calculated from the previously downloaded almanac,
which are denoted as xj; yj; zj

� �
, j ¼ 1; 2; � � � ;N. If the position coordinates of platform

A1 at the current moment are xA1; yA1; zA1ð Þ, the unit vector n*r;j ¼ ðcx;j; cy;j; cz;jÞ of the
direction of signal arrival for the j th navigation satellite can be calculated by the
following formula.

cx;j ¼ xj � xA1
� �

=rj
cy;j ¼ yj � yA1

� �
=rj

cz;j ¼ zj � zA1
� �

=rj

rj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xj � xA1
� �2 þ yj � yA1

� �2 þ zj � zA1
� �2q

8>>>><
>>>>:

ð5Þ

The current position coordinates of platform A1 need to be used in the Eq. (5),
which can be provided by other sensors with a very rough estimation. The platform is
on the earth surface. The distance between the platform and the navigation satellite is
very far, almost 20,000 km or more. If the coordinate error of A1 reaches the order of
100 km, the error of the direction of arrival from Eq. (5) does not exceed 0.005 rad.

After obtaining the direction of arrival for the above N navigation satellite signals
in the earth geostationary coordinate system, a N � N dimensional cross-angle matrix
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Mref can be generated. The element mk1;k2 in the matrix represents the cross-angle
between the direction of the k1th signal and that of the k2th signal, k1; k2 2 1; 2;f
� � � ;Ng, and it can be expressed by the following formula.

mk1;k2 ¼ cos�1 cx;k1 � cx;k2 þ cy;k1 � cy;k2 þ cz;k1 � cz;k2
� � ð6Þ

It is obvious that the cross-angle matrix Mref is symmetrical, i.e. mk1;k2 ¼ mk2;k1,
and the elements on the diagonal are all zeros, i.e. mk1;k1 ¼ 0. Therefore, the number of
independent components in Mref is N � N � 1ð Þ=2.
(2) Calculation of the direction angle of actual signals arrival.

According to the method proposed in the previous section, the direction of arrival for
each received signal in the multi platform spatial coordinate system can be obtained
through time difference measurement and multi conical constraint equations in the
networking cooperative application. Its unit direction vector is denoted by
n*s;j ¼ ðfx;j; fy;j; fz;jÞ. In the same way, the N � N dimension cross-angle matrix RM for
the actual signals can be obtained too. The element rk1;k2 in the matrix represents the
cross-angle between the direction of the k1th signal and that of the k2th signal, and it
can be expressed by the following formula.

rk1;k2 ¼ cos�1 fx;k1 � fx;k2 þ fy;k1 � fy;k2 þ fz;k1 � fz;k2
� � ð7Þ

The cross-angle matrix RM formed by the actual signals is also symmetrical, and the
diagonal elements are all zero. The number of independent components is
N � N � 1ð Þ=2.
(3) Deception signal recognition based on cross-angle contrast.

The cross-angle matrix Mref from the almanac is obtained in the earth geostationary
coordinate system. The cross-angle matrix RM for the actual signals is calculated in the
multi platform spatial coordinate system. Although these two coordinate systems are
different, the cross-angle between the directions of arrival does not change. Therefore,
if the N received signals are all from the real navigation satellites, and the measurement
and approximate calculation error are neglected, it is absolutely RM ¼ Mref in theory.
The deception jamming signals can be detected by the difference between RM and Mref .
The absolute value matrix Gdiff of the difference between these two matrices can be
expressed as following.

Gdiff ¼ RM �Mrefj j ð8Þ

The judgment threshold Ts is set. If the element gk1;k2 in Gdiff is greater than the
threshold, the cross-angle is abnormal. The abnormal element in matrix is denoted by 1
and the other is denoted by 0. In this way, a new binary matrix Hdiff is formed, in which
each element hk1;k2 is expressed as follows.
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hk1;k2 ¼ 0 gk1;k2\Ts
1 gk1;k2 � Ts

�
ð9Þ

The number of ones in every column of Hdiff is counted up, and the most abnormal
column with maximum is found. The signal corresponding to this column can be
judged as deception jamming signal. Then the corresponding row and column are
deleted from Hdiff to form a new matrix Hdiff;1 with dimension N � 1ð Þ � N � 1ð Þ. By
counting the number of ones in each column of Hdiff;1, the column with maximum is
found. The corresponding signal of this column can be judged as deception jamming
signal. Then the corresponding row and column are deleted from Hdiff;1 to form a new
matrix Hdiff;2 with dimension N � 2ð Þ � N � 2ð Þ. The process is repeated until the
remaining elements in the matrix are all zeros. The signals corresponding to the zero
matrix are all from the real navigation satellites, and the other signals are the deception
ones. Based on these real signals for pseudo-range measurement and location calcu-
lation, the real coordinate positions of each platform can be obtained in the end.

5 Simulations

Simulation Scene: Four UAVs are flying in Changsha, China, at 8:00 a.m. on
September 12, 2018. The location of the airspace is about 113° east longitude, 28°
north latitude and 806 m altitude. The GPS satellite almanac downloaded from the
Internet on September 9, 2018 is used to calculate the direction of visible GPS satellites
signal arrival in the earth geostationary coordinate system at the current time, as shown
in Table 1. The PRN in the Table 1 represents the pseudo-code number of the GPS
satellite. It is obvious that the above four UAVs can receive signals from 8 GPS
satellites at this time.

At this time, two jammers send out the navigation deception jamming signals from
352°, 5°, 95° and 8° of azimuth and pitch angles respectively. They imitate the signals
of PRN = 21, 30 for deception jamming. In the eight signals captured by the four
UAVs, there are six signals from real navigation satellites and two signals from
deception jammers. The four UAVs (denoted by A1, A2, A3, A4, respectively) fly at
the same altitude (806 m) in a diamond fleet to the east by 30° north, as shown in
Fig. 5.

Table 1. The direction of GPS satellite signals from the UAV view

NO. PRN Azimuth angle/° Pitch angle/° NO. PRN Azimuth angle/° Pitch angle/°

1 2 120.4302 46.3273 5 21 315.7177 12.1702
2 5 40.2070 44.8216 6 24 178.7720 10.6525
3 13 63.5891 76.7717 7 29 270.6242 49.0662
4 15 228.6458 56.5698 8 30 57.7486 13.0538
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In Fig. 5, the distance between two adjacent UAVs in the fleet is 980 m, which can
be measured by the inter-aircraft data link. It also forms a unified timing clock too.

The angle between A1A2 and A1A3 is 30° and the angle between A1A3 and A1A4
is also 30°.

According to the above method, A1A2, A1A3 and A1A4 are used as three base-
lines to measure the time difference of eight currently captured satellite navigation
signals. The measurement results are shown in Table 2.

By using the measurements in Table 2 for formulas (1) and (2), the angles between
the directions of the eight signals captured by the navigation receivers and the baselines
can be calculated. Then, the direction of these signals arrival in the spatial coordinate
system of UAV platforms can be obtained by formula (4). Next, the cross-angle matrix
RM of the actual signals is calculated from the formula (7). Based on the data in
Table 1, the cross-angle matrix Mref of the reference signals in the region at this time is
obtained. Then the absolute value matrix Gdiff of the difference between RM and Mref

can be gotten from formula (8) as follows (unit: degree).

Gdiff ¼

0:00 0:22 0:29 0:22 74:87 0:08 0:00 44:83
0:22 0:00 0:02 0:17 14:62 0:33 0:06 18:19
0:29 0:02 0:00 0:23 8:54 0:09 0:36 13:05
0:22 0:17 0:23 0:00 27:95 0:10 0:28 8:41
74:87 14:62 8:54 27:95 0:00 51:13 72:43 2:37
0:08 0:33 0:09 0:10 51:13 0:00 0:13 43:66
0:00 0:06 0:36 0:28 72:43 0:13 0:00 31:19
44:83 18:19 13:05 8:41 2:37 43:66 31:19 0:00

2
66666666664

3
77777777775

V

980
m

A1

A2

A3

A4

Fig. 5. Four-UAV fleet flying diagram

Table 2. Time difference measurement results of UAV fleet for each signal

NO. PRN A1A2/ns A1A3/ns A1A4/ns NO. PRN A1A2/ns A1A3/ns A1A4/ns

1 2 2264 1698 1132 5 21 3002 2792 2582
2 5 424 1309 2193 6 24 1666 63 −1540
3 13 405 579 753 7 29 −1856 −1840 −1825
4 15 −580 −1164 −1748 8 30 −1836 −225 1386
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The judgment threshold is set to Ts ¼ 1:2�. Through the formula (9), the two-
valued matrix Hdiff can be expressed as follows.

Hdiff ¼

0 0 0 0 1 0 0 1
0 0 0 0 1 0 0 1
0 0 0 0 1 0 0 1
0 0 0 0 1 0 0 1
1 1 1 1 0 1 1 1
0 0 0 0 1 0 0 1
0 0 0 0 1 0 0 1
1 1 1 1 1 1 1 0

2
66666666664

3
77777777775

It is obvious that after removing the fifth and eighth columns and rows of Hdiff , a
6 � 6 dimensional zero matrix can be obtained. This shows that the two signals
captured by UAVs, which PRNs are 21 and 30, are abnormal. They can be judged as
deception jamming signals. In this way, the satellite navigation deception jamming
signal can be detected effectively through UAVs cooperation mode. After removing
two deception jamming signals with PRN of 21 and 30, pseudo range measurement and
positioning calculation are implemented in the satellite navigation receivers on the
UAVs. The real and accurate positions are obtained in the end.

6 Conclusions

In this paper, the satellite navigation deception jamming signal detection method based
on multi platforms cooperation is put forward, and the advantages of networking
cooperation are fully utilized. After the direction finding by time difference measure-
ment among platforms for signals arrival, the deception jamming signals can be
effectively detected by contrasting the cross-angle matrix of the received signals and
that of standard reference signals. The simulation results show the validity and prac-
ticability of this technique, which provides a new approach for the deception jamming
signal identification and anti-deception processing in the satellite navigation.
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Optimization Algorithm Implemented Based
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Abstract. Adaptive antenna array technology used to improve the anti-
jamming ability of navigation receiver now. Inversion process in adaptive
antenna array anti-jamming is complicated in FPGA, which takes up a lot of
hardware resources and increases the power consumption of the system. The
navigation anti-jamming resource optimization algorithm, which implemented
base on wiener filtering (WF) structure, is presented to solve this problem.
Firstly, taking the four-channel signal as an example, the model of the traditional
power inversion (PI) algorithm is introduced. The fourth-order covariance
matrix is inversed by matrix decomposition when power inversion algorithm
implements on FPGA. Then, a wiener filtering structure is proposed, which
same order as power inversion algorithm. When implementing the wiener fil-
tering algorithm, we only need to use the matrix decomposition to invert the
third-order covariance matrix to filter the four-channel signals. Wiener filtering
algorithm reduces dimensions of the weight calculation in the matrix inversion,
and simplifies the calculation. Numerical simulations show that, power inversion
algorithm and wiener filtering structure solve the optimal weight in navigation
anti-jamming has equivalence. Moreover, through resource comparison after
synthesize and implement, it can be seen that all resources in FPGA have been
significantly reduced.

Keywords: Wiener filtering � Satellite navigation � Anti-jamming �
Resource optimization � FPGA

1 Introduction

The fragility of satellite signals makes navigation receivers highly vulnerable to human
and natural interference. At present, the adaptive antenna array processing technology
is relatively mature, but the process of weight calculation is complicated, which has
always been one of the main problem of this technology [1]. In paper [2], the space-
time navigation anti-jamming technology is studied. Based on the power inversion
constraint optimal weight, the beamforming algorithm of feedback orientation infor-
mation is introduced. The algorithm improves the anti-jamming performance by about

© Springer Nature Singapore Pte Ltd. 2019
J. Sun et al. (Eds.): CSNC 2019, LNEE 563, pp. 562–571, 2019.
https://doi.org/10.1007/978-981-13-7759-4_49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7759-4_49&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7759-4_49&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7759-4_49&amp;domain=pdf
https://doi.org/10.1007/978-981-13-7759-4_49


15 dB. In paper [3], a normalized power inversion algorithm for tracking random
features of interference is proposed. The optimal parameters of the low-pass filter are
determined by adaptively adjusting the loop step. The algorithm converges quickly and
forms a deeper depression, making GPS receiver is more adaptable to complex elec-
tromagnetic environments. The main research target of the paper [4] is weak signal
interference. The subspace projection method is introduced in the process of interfer-
ence suppression using the power inversion algorithm, but it will inevitably bring more
computational complexity. It can be seen from the paper [2–4] that the power inversion
algorithm has been widely used in navigation anti-jamming technology, but the
algorithm has a large amount of computation and storage in the process of engineering
implementation. The wiener filtering structure can physically reduce the dimensionality
and the degree without loss the freedom of the algorithm. In the process of image
denoising using BM3D algorithm, the paper [5] uses the wiener filtering structure for
dimensionality reduction, which simplifies the calculation process while ensuring the
optimal performance of the image denoising algorithm. In paper [6], frequency hopping
technology is used to improve the anti-jamming performance of the system, but the
tracking accuracy is reduced. To solve this problem, the loop structure of wiener
filtering is introduced. This structure reduces the number of filtering coefficients and
makes tracking speed has increased by 3 times. Both the paper [5] and the paper [6] use
the wiener filtering structure to reduce the number of filtering coefficients in the
optimization algorithm proposed in their respective fields, and obtain the dimension-
ality reduction processing and system performance improvement. In paper [7], a novel
wiener structure named Poisson non-local wiener filter (PNL-Winner) is proposed for
the image damaged by noise. The filter estimation parameters are degraded. The weight
of the estimation function is calculated by a random sequence of images, which enables
the image edges and details to be better processed.

This paper establishes a system model for anti-jamming algorithm resources opti-
mization in adaptive array processing technology. Firstly, in the navigation anti-
jamming, the theory and algorithm implementation process of solving the optimal
weight by power inversion is given. Then, the wiener filtering structure with wide
application range, easy to understand and use is proposed instead of power inversion
algorithm. When the algorithm is implemented, the dimension can go down and the
storage and computing resources in the FPGA can be reduced.

2 Power Inversion Algorithm

2.1 Algorithm Model

The power inversion algorithm is used to filter the four-channel signal, and the sche-
matic diagram is shown in Fig. 1.
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At time t, assume that the signal received by the four channels is given by

X tð Þ ¼ x1 tð Þ; x2 tð Þ; x3 tð Þ; x4 tð Þ½ �T ð1:1Þ

Where “T” indicates transposition.
The covariance matrix of the received signal can be expressed as

RXX ¼
XK
k¼1

XðtÞXTðtÞ ð1:2Þ

Where K is the number of snapshots.
According to the linear constraint minimum variance criterion, under the constraint

of the steering vector S, the optimal weight is given by

WPI
opt ¼

R�1
XXS

SHR�1
XXS

ð1:3Þ

In the above formula, the steering vector S selects the first channel to be con-
strained. To reflect the equivalence, the wiener filtering structure below also selects the
first channel as the main channel.

The output after filtering the four-channel signal is given by

yðtÞ ¼ WPIH
opt XðtÞ ð1:4Þ

2.2 Implementation Steps

Figure 2 shows the process of solving the optimal weight on the FPGA using the power
inversion algorithm.

Fig. 1. Schematic diagram of power inversion algorithm
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3 Wiener Filtering Algorithm

3.1 Algorithm Model

The four-channel signal is filtered by the wiener filtering algorithm, and its structure is
shown in Fig. 3.

Suppose all signals received at time t are given by

DðtÞ ¼ ½dðtÞ; v1ðtÞ; v2ðtÞ; v3ðtÞ�T ð1:5Þ

The signal can be divided into two parts, dðtÞ is the signal received by the main
channel, and the signal received by the accessory channel can be recorded as

Fig. 2. Power inversion algorithm implementation process

Fig. 3. Schematic diagram of wiener filtering algorithm
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VðtÞ ¼ ½v1ðtÞ; v2ðtÞ; v3ðtÞ�T ð1:6Þ

From the structural model of the algorithm, it can be concluded that the signal on
the accessory channel is weighted by the optimal weight and summed with the main
channel signal. The filtered output is given by

zðtÞ ¼ d tð Þ �WWFH
opt VðtÞ ð1:7Þ

It can be seen from Eq. (1.7) that the filtered output is obtained by subtracting the
weighted sum of the weight vector and the accessory channel signal from the main
channel. It can be considered that the main channel signal contains the useful signal and
interference, and the accessory channel signal is only subjected to interference after
weighted summation. Eliminating the interfering signal from the main channel signal
can output the desired signal.

Using the Least Mean Square (LMS), the output power after cancellation of the
primary and secondary channels is given by

Pres ¼ E z tð Þj j2
h i

¼ E d tð Þ �WWFH
opt VðtÞ

� �
d� tð Þ � VHðtÞWWF

opt

� �h i

¼ E d tð Þj j2
h i

�WWFH
opt rVd � rHVdW

WF
opt þWWFH

opt RVVW
WF
opt

ð1:8Þ

In the above formula, RVV is the covariance matrix of the accessory channel signal,
expressed as

RVV ¼
XK
k¼1

VðtÞVTðtÞ ð1:9Þ

rVd is the cross-correlation matrix of the main channel and the accessory channel
signal, expressed as

rVd ¼
XK
k¼1

VðtÞd�ðtÞ ð1:10Þ

In order to minimize the power, the Eq. (1.8) is respectively subjected to gradients
for WWF

opt .

rWWF
opt

Presð Þ ¼ 2RVVW
WF
opt � 2rVd ð1:11Þ
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The above formula is equal to zero, we can get

RVVW
WF
opt � rVd ¼ 0 ð1:12Þ

Solving the above Wiener-Hopf equation matrix, the optimal weight of the
accessory channels can be obtained.

WWF
opt ¼ R�1

VV rVd ð1:13Þ

3.2 Implementation Steps

The process of solving the optimal weight on the FPGA using the wiener filtering
algorithm is shown in Fig. 4.

Compared with the power inversion algorithm, there are three main differences
between the optimal weight calculations using the wiener filtering algorithm.

(a) The order of the covariance matrix R changes from four to three, and the solution
of the cross-correlation matrix rVd is added.

(b) The computational resources and storage resources used in the matrix decom-
position and inversion process are changed from fourth to third.

(c) The computational complexity of the weight matrix is reduced.

The following describes the implementation process of each module in the wiener
filtering algorithm.

Fig. 4. Wiener filtering algorithm implementation process
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Step1. RVV and rVd
Select the channel that is constrained by the steering vector S in the power inversion

algorithm as the main channel. The covariance matrix of the accessory channel and the
cross-correlation matrix of the main and accessory channels are obtained by using the

formula RVV ¼ PK
k¼1

VðtÞVTðtÞ and the formula rVd ¼
PK
k¼1

VðtÞd�ðtÞ , respectively. An
example, the fourth channel as the main channel, can get the following formula

RVV ¼
v1
v2
v3

2
4

3
5 v1 v2 v3½ �H¼

v1vH1 v1vH2 v1vH3
v2xH1 v2vH2 v2vH3
v3vH1 v3vH2 v3vH3

2
4

3
5 ð1:14Þ

rVd ¼
v1
v2
v3

2
4

3
5vH4 ¼

v1vH4
v2vH4
v3vH4

2
4

3
5 ð1:15Þ

From formula (1.14), RVV is a Hermit matrix, so RVV and rVd can be written as

RVV ¼
r11 r12 r13
rH12 r22 r23
rH13 rH23 r33

2
4

3
5 rVd ¼

r14
r24
r34

2
4

3
5 ð1:16Þ

Step2. RVV matrix decomposition
Decompose the covariance matrix into RVV ¼ L3LH3 , where L3 is the lower trian-

gular matrix, denoted as

L3 ¼
l11 0 0
l21 l22 0
l31 l32 l33

2
4

3
5 ð1:17Þ

Step3. Lower triangular matrix inversion
Inverting the lower triangular matrix L3, the inverse matrix can be recorded as

L�1
3 ¼

l011 0 0
l021 l022 0
l031 l032 l033

2
4

3
5 ð1:18Þ

Step4. Covariance matrix inversion
According to the inverse matrix L�1

3 of the lower triangular matrix, we can get the
following formula
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R�1
VV ¼ L�1

3

� �H
L�1
3 ¼

l0H11 l0H21 l0H31
0 l0H22 l0H32
0 0 l0H33

2
64

3
75

l011 0 0

l021 l022 0

l031 l032 l033

2
64

3
75

¼
l0H11l

0
11 þ l0H21l

0
21 þ l0H31l

0
31 l0H21l

0
22 þ l0H31l

0
32 l0H31l

0
33

l0H22l
0
21 þ l0H32l

0
31 l0H22l

0
22 þ l0H32l

0
32 l0H32l

0
33

l0H33l
0
31 l0H33l

0
32 l0H33l

0
33

2
64

3
75

,
R0
11 R0

12 R0
13

R0
21 R0

22 R0
23

R0
31 R0

32 R0
33

2
64

3
75

ð1:19Þ

Step5. Multiplication module
The stored R�1

VV and rVd data are read, and the optimal weight is obtained after
multiplication.

WWF
opt ¼ R�1

VV � rVd ¼
R0
11r14 þR0

12r24 þR0
13r34

R0
21r14 þR0

22r24 þR0
23r34

R0
31r14 þR0

32r24 þR0
33r34

2
4

3
5,

w1

w2

w3

2
4

3
5 ð1:20Þ

4 Numerical Simulations

Firstly, the equivalence between the power inversion algorithm and the wiener filtering
algorithm is verified. Then, the effects of the two algorithms on the interference per-
formance are compared. Finally, the resource usage of the two algorithms in the FPGA
is compared. In the simulation, the number of signal channels N ¼ 4, the first channel
is selected as the main channel, and a wideband interference signal with interference-
signal ratio (ISR) of 70 dB is added to the signal data. The optimal weights obtained by
the two algorithms are compared as follows.

a) Power inversion b) Wiener filtering
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Fig. 5. Contrast of the real part of the optimal weight
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It can be seen from the comparison between Figs. 5 and 6 that the real and
imaginary values of the optimal weight obtained by the power inversion and wiener
filtering algorithms are the same. The optimal weight of the two algorithms are con-
sistent, indicating that the two algorithms are equivalent.

In order to compare the anti-jamming performance of power inversion and wiener
filtering, Fig. 7 shows the energy contrast of the two algorithms after filtering under
different ISR. The simulation data is added to a wideband interference signal, which
ISR is 40 dB, 50 dB, 60 dB, and 70 dB, respectively. It can be seen from Fig. 7, after
the anti-jamming filtering process, the signal residual energy of the two algorithms is
the same magnitude when the ISR is the same, that is, the anti-jamming performance of
the two algorithms is consistent.

The power inversion algorithm and the wiener filtering algorithm are respectively
coded on the FPGA. The FPGA model is XC7K410T. The resource usage is shown in
Table 1.

a) Power inversion b) Wiener filtering
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Table 1 shows the statistics of resource usage after synthesis and implementation on
the FPGA. It can be seen that after the wiener filtering algorithm, the FF resource is
reduced from 18% to 16%, the LUT resource is reduced from 31% to 27%, the BRAM
resource is reduced from 14% to 13%, and theDSP48 resource is reduced by 30% to 26%.

5 Summary

The adaptive antenna array processing technology can effectively against the high
power interference when receiving satellite signals. Firstly, this paper introduces the
filtering algorithm model and implementation process with traditional power inversion.
Secondly, the process of anti-jamming filtering using wiener filtering algorithm
structure is researched without loss of freedom. The numerical simulation results show
that the optimal weight obtained by wiener filtering and power inversion is equivalent
to the multi-channel signal filtering, and the implementation resource by the wiener
filtering algorithm proposed in this paper is reduced. The practical performance of the
FPGA has been improved.
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Abstract. Under spoofing attacks, the positioning results of GNSS receivers
will be towed away. In this study, based on the correlation results of mixed
signals, a novel processing model for Kalman Filter-based GNSS code delay
tracking loop is proposed. The proposed tracking loop aims to estimate the two
sets of correlation peaks and code delays of both GNSS authentic signals and
spoofing signals. In the observing model, different from the common KF-based
GNSS tracking loop, the measurements are the coherent integrations rather than
the DLL discriminator output. Experimental results show that the proposed
method is able to estimate the parameters of both authentic signals and coun-
terfeited signals simultaneously. The method can obtain information about the
spoofing signal in time, which improves the anti-interference ability of GNSS
receiver.

Keywords: GNSS receiver � Anti-spoofing method � GNSS tracking loop �
Extended kalman filter

1 Introduction

In the past few years, Global Navigation Satellite System (GNSS) has been increas-
ingly applied in military and civil fields. However, since the power of the received
GNSS signal on Earth surface is weak, GNSS receivers are susceptible to various radio
wave signals, such as spoofing signals, which have the similar signal structure to the
authentic signals. Spoofing signals are able to mislead GNSS receiver, resulting in an
erroneous position, velocity and time (PVT) solution.

Anti-spoofing technique is a potential direction and research hotspots in the field of
navigation and positioning. It is generally carried out at the RF front end and the
baseband signal processing part of the receiver. After the estimation of the spoofing
signal and the authentic signal, the identification and culling of the spoofing signal can
be finally realized. The GNSS spoofing detection technique based on monitoring
carrier-to-noise ratio is given by [1]. Such methods can be easy to implement as they
are software-defined, but they cannot achieve the identification results of the spoofing
signals. They cannot suppress the spoofing signals, either. The multi-antenna defense
strategy is proposed in [2]. Assuming that the spoofing signals are transmitted from the
same direction, the spoofing device is unique and stationary; the strategy can partially
detect and suppress the spoofing signals [3]. However, it weakens the useful signals in
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the same direction. Multipath mitigation techniques, represented by multipath esti-
mating delay locked loop (MEDLL), have attracted widespread attention to be used for
anti-spoofing technology [4]. Through using maximum likelihood estimation, it can
estimate the parameters of direct path and multipath signals simultaneously. In order to
estimate the parameters of spoofing signals, the observation information must be as
complete as possible. Multi-correlator structure can meet the above requirements. In
Dierendonck [5], it has been proved that multi-correlator structure with narrow code
chip spacing is an effective measure to weaken the multipath effect. The conventional
Kalman filter-based receiver cannot detect spoofing signals and has no anti-spoofing
capability [6], because it does not consider the existence of spoofing signals in the
filtering model. This makes the application scenario of the Kalman filter-based receiver
limited.

In this paper, a novel GNSS signal tracking loop based on Extended Kalman Filter
(EKF) is proposed. The algorithm aims to estimate the correlation peak and code delay
of the GNSS signals and the spoofing signals when they are mixed. Different from the
general KF-based GNSS tracking loop [7–9], the proposed tracking loop can simul-
taneously estimate the parameters of the GNSS signals and the spoofing signals, which
has a significant contribution to the suppression of the spoofing signals.

This paper consists of five sections. A brief overview of the KF-based GNSS
tracking loop is given in Sect. 2. The model of spoofing signal is presented in Sect. 3.
The core principle of the tracking loop based on EKF is presented in Sect. 4. The
results of spoofing signal tracking experiments are presented in Sect. 5. Finally, a short
conclusion and further works are given in Sect. 6.

2 GNSS Tracking Loop Based on Kalman Filter

The receiver uses the traditional Delay Lock Loop (DLL) to track the C/A code and
solve the accurate code delay. However, due to the weak GNSS signal power, the
classical second/third-order tracking loop has insufficient ability to suppress the jitter
noise. In order to solve the problem, there exists a common method to estimate the
GNSS signal parameters using the Kalman filter.

The block diagram of DLL, which exploits the Kalman filter, is depicted in Fig. 1,
where the measurements are represented by values of the DLL discriminator.

Fig. 1. Block diagram of a KF-based delay tracking loop
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In Fig. 1, the output of the DLL discriminator is the only observation of the Kalman
filter. By filtering white noise in the observation band more effectively, the Kalman
filter achieves a higher estimation accuracy of the C/A code delay error than traditional
tracking loop.

In order to keep the loop steady, the dynamic model of the system must be
established accurately. The discrete code phase model is a second-order model,
according to the following formula:

xk ¼ Dsk
fk

� �
¼ 1 T

0 1

� �
Dsk�1

fk�1

� �
þ �T

0

� �
_Dsrek�1 þw ð1Þ

where xk is state vector, Dsk�1 is the code delay error, fk�1 is the rate of change of code
delay at the start of the (k − 1)-th update interval, and T is predetection integration time
(PIT) in unit of seconds, which is nominally 0.001 s. The item _Dsrek�1 is the recon-
structed code Doppler rate, and w is the process noise vector, which satisfies the form
of AWGN (Additive White Gaussian Noise).

The measurement model is written as:

yk ¼ 1� 1
2
T

� �
dDsk

fk
eþ 1

2
T _Dsrek�1 þ v ð2Þ

where yk is the code phase error, measured from the DLL discriminator, and v is
observation noise vector. The value of the noise variance is related to the type of the
discriminator.

The core of the traditional KF-based GNSS tracking loop is to reduce the effects of
the jitter noise of the receiver. However, due to the indirectness of the observation and
the loss of correlation result, it is impossible to estimate the parameters of the spoofing
signals. The observation source of KF-based GNSS tracking loop is the original DLL
discriminator output instead of the correlation output. A commonly used DLL dis-
criminator function satisfies the following formula:

dcp ¼ E2 � L2
� �

= E2 þ L2
� � ð3Þ

Essentially, it attempts to lock the code delay of the GNSS signal only through two
correlators, which is feasible and efficient in the case of pure GNSS signal. Never-
theless, if the receiver tracks the spoofing signal at the same time, the discriminator will
lead to incorrect estimation for code delay. Under spoofing attacks, E and L are
changed by the spoofing signals and contain both correlation values of the local replica
with authentic signals and spoofing signals. However, the traditional phase discrimi-
nator is unable to cancel the spoofing signal-induced change. Therefore, it is necessary
to replace the original phase discriminator and take into account the impact of the
spoofing signal on the correlation result with a new structure. The KF will be a good
choice. The KF-based tracking loop will be introduced in Sect. 5 in detail.

574 S. Yue et al.



3 Spoofing Signal Model

The input of the GNSS tracking loop sIF tð Þ can be modeled as:

sIFðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
2PðtÞ

p
C tð ÞD tð Þsin 2pftþ hIFð Þþw tð Þ: ð4Þ

where P(t) is GNSS signal power, C(t) is C/A code, D(t) is navigation data; f is the
local carrier frequency, which consists of the IF signal frequency and the Doppler
frequency in Hz, hIF is carrier phase; and w tð Þ is the additive white Gaussian noise
(AWGN).

The structure of the spoofing signals is similar to that of the GNSS signals, but the
spoofing signals have different code time delay and signal power. Under spoofing
attack, the target receiver will receive mixed signals of authentic signals and spoofing
signals transmitted from the spoofer. In this case, the mixed signal received by the
target receiver can be expressed as:

sðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2PauðtÞ

p
C tð ÞD tð Þsin 2pftþ hIFð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2PspðtÞ

q
C t � að ÞD tð Þsin 2pftþ hIFð Þ: ð5Þ

where, the subscript au refers to the GNSS authentic signal, and the subscript sp
identifies the spoofing signal.

After the IF signal being mixed with the local carrier replica and correlated with the
local code replica, a small part of the final correlation result is also the input of the code
phase discriminator. The correlation result of mixed signal is given in Fig. 2.

From Fig. 2, the spoofing signal power is usually higher than the authentic signal
power, which can be inferred from the comparison results of the peak values of the two
signals. The estimating code delay distance a between authentic and spoofing signals
can be seen from Fig. 2. aa is the code chip offset between GNSS signal and the
specific code chip delay of mixed signal,and as is the code chip offset distance between
spoofing signal and the specific code chip delay of mixed signal. The correlation peak
of the mixed signal will be dragged from that of the authentic signal to that of the

Fig. 2. Correlation result of received signal and the local repeat under spoofing attack
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spoofing signal. The process will not stop until the output of code phase discriminator
chatters around 0.

To study the influence of the spoofing signal, the influence of other error sources
and the additive white Gaussian noise are simplified. The In-phase Idi and the Quadra
phase Qdi of the correlation output under spoofing for i-th channel is modeled as:

Idi ¼ ½AaR di; a
að ÞþAsR di; a

sð Þ�Dcos D/ð Þ ð6Þ

Qdi ¼ ½AaR di; a
að ÞþAsR di; a

sð Þ�D sin D/ð Þ ð7Þ

where di is the i-th code delay space from Prompt code, which is determined by multi-
correlator structure. Aa and As are the amplitude of correlation peak of authentic and
counterfeited signal, respectively. D is navigation data, the items of R di; aað Þ and
R di; asð Þ are the code correlation function of authentic and spoofing signal; and D/ is
the carrier phase error.

4 EKF-Based Tracking Loop to Estimate Spoofing
Parameters

The EKF-based tracking loop is improved through the KF-based tracking loop’s
modeling framework. Compared to the KF-based tracking loop, the new tracking loop
discards the traditional phase discriminator. By directly observing the results of the
coherent integration, the EKF-based tracking loop can expand the dimension of the
state vector so that the parameters of the two signals can be tracked simultaneously.

Figure 3 shows the block diagram of the signal-tracking loop based on Extended
Kalman Filter, where the measurements are derived from the multi-correlator structure.

Fig. 3. Block diagram of the EKF-based tracking loop
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The time update equation is given by the following equation:

Xkþ 1 ¼ FXk þBUk þQ ð8Þ

where the state column vector X ¼ Ds _Ds Aa As aa as
	 
T

comprises the code

delay error Ds, the code Doppler rate _Ds, amplitude of correlation peak of GNSS signal
Aa, amplitude of correlation peak of spoofing signal As, the code chip offset between
GNSS signal and the specific code chip delay of mixed signal aa, and the code chip
offset distance between spoofing signal and the specific code chip delay of mixed signal
as.

The value of the state transition matrix F is:

F ¼

1 Tcoh 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

0
BBBBBB@

1
CCCCCCA

ð9Þ

The state transition matrix F is used to update the value of the Xk state across PIT.
Moreover, Q is the process noise. Tcoh is predetection integration time (PIT) in unit of
seconds. The value of the control-input matrix B is:

B ¼ �Tcoh0 0 0 0 0½ �T ð10Þ

B is applied to the control vector Uk. And Uk comprises the reconstructed code
Doppler rate Dsre. At time k + 1, the observation of the true state Xk is made according
to:

Zkþ 1 ¼ h Xkð ÞþRk: ð11Þ

where h is the function which can calculate the predicted measurements Z from pre-
dicted state vector X. The measurement update equations can be modeled by:

~Idikþ 1 ¼ Aa
kR di;Dsk; akð ÞþAs

kR di;Dsk; a
s
k

� �	 
 � cos D/kð ÞþRwi
dki ð12Þ

~Qdi
kþ 1 ¼ Aa

kR di;Dsk; akð ÞþAs
kR di;Dsk; a

s
k

� �	 
 � sin D/kð ÞþRwq
dki ð13Þ

where the measurement ~Idik , ~Q
di
k is derived from Idi;Qdi after culling navigation data.

The dimension of the observation vector is determined by multi-correlator structure.
Rdki is the observation noise.
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5 Experiments and Analysis

5.1 Experiment Method and Environment

In order to test the performance of the proposed tracking loop, the simulation verifi-
cation work was implemented. The GNSS signal was generated by the GNSS Receiver
on the roof of college of automation engineering, NUAA, on July 2017.

The specification of the target receiver and signals are shown in Table 1.

To elaborate on the performance of the proposed EKF-based tracking loop, the case
of the mixed signal with a ISR of 6.02 dB (The signal strength of spoofing signal was
set to be 6.02 dB stronger than the GNSS signal, in other words, The former is twice
that of the latter.) and a code delay offset of 0.5 chip was simulated and used in detail.
Then the paper uses the same analysis steps to test other types of spoofing signals, and
gives statistical results of EKF estimation ability. In the final test, this paper will test
with LOA (Lift-of-aligned) using the proposed method.

5.2 Simulation Verification and Analysis

Figure 4 shows the spoofing and GNSS signal parameter estimation results of PRN 28
from the mixed signal using the proposed tracking loop.

Table 1. The specification of the GNSS receiver

Parameter Value

Intermediate frequency 4.123968 MHz
Sampling frequency 16.3676 MHz
PLL bandwidth 25 Hz
DLL bandwidth 2 Hz
Predetection integration time 1 ms
Correlator chip spacing 0.0625 chip

(a) Code delay estimation of mixed signal (b) Amplitude estimation of mixed signal
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Fig. 4. Parameter estimation results of EKF-based tracking loop
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In order to obtain a mixed signal correlation model, the EKF is introduced into the
loop at 5000 ms. As shown in Fig. 4(a), the average estimated value of aa was 0.166
chip, and the average estimated value of as was 0.329 chip. Based on the above results,
the estimated code chip offset can be obtained, about 0.494 chip. Figure 4(b) shows the
spoofing and the authentic signal amplitude of correlation peak estimation of PRN 28
from the mixed signal using the proposed tracking loop. As shown in Fig. 4 (b), the
value of GNSS and spoofing signals’ coherent integration amplitudes are estimated by
EKF. Based on the above results, the estimated ISR can be obtained, about 5.872 dB.
In other words, the amplitude ratio of spoofing signal to GNSS signal is about 1.966.

Based on the same analysis steps, Fig. 5 shows the statistical curves of EKF’s
estimation accuracy for the two parameters (amplitude ratio and code delay) as they
change.

The data in Fig. 5 shows that the EKF-based GNSS tracking loop can estimate the
parameters of the spoofing signal relatively accurately, although it is a biased estimate.
For a spoofing signal with a preset spoofing distance between 0.3 and 0.7 chip and an
amplitude ratio between 1 and 4, EKF-based GNSS tracking loop has high estimation
accuracy.

For LOA, EKF also has a certain estimation effect. For the spoofing signal with a
traction rate of 0.1 chip/s and an initial code delay offset of 0.4 chip, the parameter
estimation results of EKF are shown in Fig. 6.

(a) RMSE with delay offset change (b) RMSE with amplitude ratio change

(c) RMSE(chip) with delay offset change (d) RMSE(chip) with amplitude ratio change
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As shown in Fig. 6(a), after 3000 ms of EKF estimation, the code delay gradually
changed from a value of about 0.4 chip to about 0.7 chip at a certain rate, which is
consistent with the preset value. Figure 6(b) shows the amplitude ratio estimation of the
spoofing signal to GNSS signal. Compared with the preset value of 2, the amplitude
ratio has a certain deviation from the estimation and has a certain change trend, which
may be related to the LOA’s own traction rate and external interference.

6 Conclusion

In this paper, an innovative GNSS tracking loop based on extended Kalman filter with
increased dimensions to estimate the amplitude of correlation peak and code delay of
the spoofing signal is presented. Compared to the traditional KF-based tracking loop,
the proposed method can additionally estimate the code chip offset between GNSS and
mixed signal. After obtaining the estimated amplitude of correlation peak and code
delay of the spoofing signal, the receiver will be able to avoid the influence of the
spoofing signal through calculating the pseudoranges of the authentic signals.

Future work will focus on exploring the coupling relationship between the
amplitude of correlation peak and code delay. Based on the relationship, the proposed
EKF-based loop can reduce the number of dimensions and calculations. Designing the
feedback is also a promising research point. It makes the tracking loop gradually re-
track the GNSS signal after getting the parameters of the spoofing signal by EKF. After
that, converting the observation model of the EKF allows the loop to stably track the
GNSS signals.
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Abstract. The GNSS signals are vulnerable to radio frequency interferences.
Among these interferences, continuous wave interferences (CWIs) are able to
jam the GNSS signals. After pulse-modulation, the CWIs further cause the
useful signal losses. To smooth the effects of useful signal losses, a notch filter
with detection algorithm based on power switching tracking loop is proposed.
The algorithm uses a time domain detector in order to reduce the computation
cost. What’s more, the periodically switches of the notch filter and the tracking
loop are able to smooth the fluctuations of the Doppler frequencies and posi-
tioning estimation. A series of tests show that the method mitigates the effects of
pulsed CWIs and improves the anti-jamming capability of the receiver.

Keywords: GNSS receiver � Notch filter � Pulsed CWIs �
Anti-jamming technique � Blanket jamming

1 Introduction

GNSS receivers have become fundamental instrument since they provide accurate
positioning service. However, due to the low power (−130 dBm) of the GNSS signals,
the receivers are vulnerable to in-band radio frequency (RF) interferences [1–3].
Among different RF interferences, pulsed Continuous Wave Interferences (CWIs)
strongly affect the tracking loops, resulting in reduction of correlator outputs, abnormal
fluctuations of Doppler frequencies and even loss of lock.

To mitigate pulsed CWIs, various methods based on space, time and frequency
domain are proposed. Within them, space domain methods are effective for mitigating
most interferences [4–6]. However, the methods also attenuate the useful signals from
the similar direction of the jammer. Their anti-interference performances are superior to
the time and frequency domain methods. For example, the space domain methods aid
receivers keep signal tracking under −70 dBm interference [7], while most time and
frequency domain methods mitigate the effects of CWIs with power � � 75 dBm [8–
10]. However, time and frequency domain methods are easy to implement without
requirement of multiple antennas of antenna array [9, 11, 12]. They indeed keep signals
in all directions. In the two types of methods, the time domain methods provide lower
improve ratio compared with the frequency domain methods [13]. Thus, the frequency
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domain methods become optimal alternatives. The notch filter is the most known
frequency domain method. It effectively suppresses the CWIs but hardly smoothes the
abnormal periodic fluctuations of Doppler frequencies under pulsed CWIs.

To improve the anti-interference performances of the receivers under pulsed CWIs,
a fast interference detector is proposed to control the states of the notch filter and
tracking loops. Besides, a switched tracking loop is exploited to substitute the tradi-
tional closed tracking loop. The detector compares the signal magnitude with its normal
level. If the signal magnitude significantly exceeds the level, it is considered that the
receiver is under interference. Once the interference detected, the notch filter begins
working and the closed tracking loop switches to the open tracking loop. When the
interference leave, the open loop returns to the closed loop and the notch filter stops
working. The notch filter and the switched tracking loop together smooth the abnormal
periodic fluctuations of Doppler frequencies and hence eliminate the possibilities of
loss of lock.

The signal model and mathematical analysis is presented in Sect. 2. The structure
of the algorithm is introduced in Sect. 3. The performance of the algorithm is analyzed
in Sect. 4, and the conclusion is given in the final Section.

2 Signal Model and Mathematical Analysis

The signal r tð Þ is the input of the receiver. It can be modeled as the sum of the GNSS
signal Si tð Þ, the pulsed CWI Ji tð Þ and the noise n tð Þ, and written as

r tð Þ ¼
XL

i¼1
Si tð Þþ Ji tð Þþ n tð Þ ð2:1Þ

where i is Pseudo Random Noise (PRN) number and L is total number of the available
satellites.

The GNSS signal Si tð Þ can be expressed by

Si tð Þ ¼
ffiffiffiffiffiffiffiffi
2Pi

G

q
ci t � siG
� �

di t � siG
� �

sin 2p fL1 þ f idop
� �

t � siG
� �þ hiG

h i
ð2:2Þ

where Pi
G is power of the i-th satellite signal; ci is C/A code of the i-th satellite; siG is

signal-reference code phase difference in code chips; fL1 is frequency of L1 carrier; f idop
is frequency of the estimated Doppler frequency; di is the navigation message of the i-th
satellite; and, hiG is initial phase of the GPS L1 carrier.

The jamming signal Ji tð Þ can be expressed by

Ji tð Þ ¼
ffiffiffiffiffiffiffiffi
2Pi

J

p
sin 2pf iLJ t � siJ

� �þ hiJ
� �

; t 2 n; nT � DCð Þ
0; t 62 n; nT � DCð Þ

	
ð2:3Þ

where Pi
J is power of jamming signal; f iLJ is frequency of pulsed CWI, equaling to the

nominal center frequency of carrier wave; siJ is interference-reference code phase
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difference in code chips; hiJ is initial phase of the jamming signal; and, T is pulse
repetition period, DC is duty cycle of the pulsed CWI.

In the front-end, the RF signal is down-converted to intermediate frequency
(IF) signal by mixing with local oscillator. When t 2 n; nT � DCð Þ, the IF signal can be
expressed by

SiIF tð Þ ¼ 1
2
ALO

ffiffiffiffiffiffiffiffi
2Pi

G

q
ci t � siG
� �

di t � siG
� �

cos 2p fL1 þ f idop � fLO
� �

tþ hiG � hLO
� �

þ 1
2
ALO

ffiffiffiffiffiffiffiffi
2Pi

J

q
cos 2p f iLJ � fLO

� �
tþ hiJ � hLO

� �

ð2:4Þ

where fLO is frequency of the local oscillator; hLO is initial phase of the local oscillator.
After baseband processing, the IF signal is converted to in-phase and quadrate

components and can be expressed by

rip tð Þ ¼aiGR0 siG
� �

sinc Df iGTcoh
� �

ej 2pDf iG tþ Tcoh
2ð Þþ hiGð Þ

þ aiJ 1=Nð Þsinc Df iJTcoh
� �

ej 2pDf iJ tþ Tcoh
2ð Þþ hiJð Þ ð2:5Þ

where N is number of sample; Tcoh is integration period; t is initial time of integration
period; R0 siG

� �
is the cross correlation of the received C/A code and the receiver esti-

mate of the code; aiG ¼ 1=2ð ÞALO

ffiffiffiffiffiffiffiffi
2Pi

G

p
; aiJ ¼ 1=2ð ÞALO

ffiffiffiffiffiffiffiffi
2Pi

J

p
; Df iG ¼ fL1 þ f idop � fLO

and Df iJ ¼ f iLJ � fLO.
Take a derivative with respect to discriminator output and the fluctuations of the

Doppler frequencies can be expressed by

Df id tð Þ ¼ A cos 2pDf iG tþ Tcoh=2ð Þþ hiG
� �þA

� �

1þ 2Acos 2pDf iG tþ Tcoh=2ð Þþ hiG
� �þA2

Df iJ ð2:6Þ

where A ¼ 1=Nð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffi
Pi
J=P

i
G

p
sinc Df iJTcoh

� �
.

3 Proposed Algorithm

In this section, an algorithm designed for mitigating the effects of the pulsed CWIs on
positioning is proposed.

3.1 Architecture of Detector Aided Interference Mitigation Algorithm

As is shown in Eq. (2.6), the pulsed CWIs can lead to abnormal fluctuations of Doppler
frequencies in the traditional closed tracking loop. Different from the closed tracking
loop, the open tracking loop is able to keep the Doppler frequencies the same as the
input. Therefore, during the pulse period, the notch filter works and the normally used
closed tracking loop switches to open tracking loop. The point which is noticeable is
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that the input frequency of the open loop is the estimated frequency of the previous
moment, since the Doppler frequency changes little in a short pulse period. Moreover,
when the pulsed CWIs leave, the open tracking loop returns to the closed loop and the
notch filter stops working.

The algorithm with low complexity can provide the references for engineering
applications. The structure of the algorithm is shown in Fig. 1.

3.2 Fast Detection Module

The common detector based on Fast Fourier Transform (FFT) causes large amounts of
computation. To improve the efficiency of the interference detection, a time domain
detector is exploited. The detector determines interference occurrence by comparing the
signal magnitude with the normal level. Since the integration period of the tracking
loop is 1 ms, if the signal magnitude integrated in 1 ms exceeds its normal level, the
CWI is detected. The normal level 1:8� 106

� �
is obtained from normal signals, as is

shown in Fig. 2.

The result of the time domain detection method is compared with that of the time-
frequency distribution of the interfered signal based on the short-time Fourier transform
(STFT), as is shown in Fig. 3.

Fig. 1. The structure of the algorithm.

Fig. 2. Result of time domain detection method.
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Both Figs. 2 and 3 show that the CWI appears at the 2nd, 3rd, 7th and 8th ms. The
consistency between two detection methods indicate that the time domain detector
accurately detects the CWI. The time domain method requires less computational
complexity than the FFT method for no need of Fourier Transform.

3.3 Structure of Notch Filter

Notch filter can attenuate the power of the signal at certain frequency. The ideal
frequency response of the notch filter is:

H ej2pf0
� �

 

 ¼ 1; f 6¼ f0

0; f ¼ f0

	
ð3:1Þ

where f0 is the notch frequency.
The Z-domain transfer function of the notch filter is characterized by:

H zð Þ ¼ 1� 2Re z0f gz�1 þ z0j j2z�2

1� 2kaRe z0f gz�1 þ k2a z0j j2z�2
ð3:2Þ

where Re z0f g represents the real part of the parameter z0, the parameter ka influences
the bandwidth B and the trap depth of the notch filter. The parameter z0 is determined
by the notch frequency and can be expressed as

z0 ¼ exp 2pf0ð Þ ¼ exp 2pfIFð Þ ð3:3Þ

where fIF is the nominal frequency of GNSS carrier wave. Notch filter is used to
remove the pulsed CWI and its notch frequency should be equal to CWI’s center
frequency. Commonly, CWI has the same frequency to the nominal frequency of
GNSS carrier wave. Hence, notch frequency equals the GNSS IF frequency.

Fig. 3. Time-frequency distribution of the interfered signal.

586 Q. Yan et al.



The parameter ka should be adjusted according to the bandwidth and the trap depth
of the notch filter. It can be estimated by using −3-dB bandwidth B and can be
expressed by

ka ¼ 1� tan B=2ð Þ
1þ tan B=2ð Þ ð3:4Þ

Figure 1 shows the frequency response of the notch filter. When ka decreases, the
bandwidth becomes wider and the trap depth becomes deeper (Fig. 4).

In order to filter out the pulsed CWI and retain the useful signal, the bandwidth of
the notch filter must be narrow and the trap depth of the notch filter should be adjusted.
Tests are conducted to obtain the optimal parameter ka.

4 Experiments and Tests

To test the performance of the algorithm for mitigating pulsed CWIs, experiments
based on actual signals were conducted.

4.1 Experiment Environment

The actual signals are collected on September 26th. Figure 5 shows the hardware setup
for experiments. The jammer generates pulsed CWIs with different power Pi

J

� �
, duty

cycle (DC) and pulse repetition period (T). The GNSS signals received by an antenna
were mixed with the pulsed CWIs via a combiner. The mixed signals were connected
to a signal sampler. The output of the sampler is transmitted to a GNSS receiver.

Pulsed CWIs with different parameters have different influences on receivers [14].
In the case of T = 10 ms, when Pi

J\� 60 dBm, the Root Mean Square Error (RMSE)
of Doppler frequencies is smaller than 2 Hz. However, when Pi

J � � 60 dBm, the
RMSE increases 3 Hz. To smooth the abnormal fluctuations of the Doppler

Fig. 4. Frequency characteristic of the notch filter with different parameter ka.
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frequencies, an algorithm is proposed and its performance is tested based on the
software receiver. Parameters of the receiver are given in Table 1.

During pulse period, the frequency spectrogram of the IF signal is shown in Fig. 6.
The notch filter removes the interference and the useful signal maintains. The per-
formance of the notch filter depends on ka. The optimal parameter ka ¼ 0:99ð Þ is
determined by a series of tests.

4.2 Performance of the Algorithm for Mitigating Pulsed CWIs

Figure 7 shows the Doppler frequencies estimated by the receiver without any anti-
interference algorithm, with notch filer, and with the proposed algorithm, under
−60 dBm pulsed CWIs with different DC.

Fig. 5. The picture of the physical equipment connected.

Table 1. Parameters of GNSS receiver.

Symbol Quantity

Center frequency 1575.42 MHz
Sampling rate 16.367667 MHz
Bandwidth 2 MHz
Quantization bits 2bit
IF of GNSS signal 4.123968 MHz
PLL bandwidth @ integral time 20 Hz@1 ms
DLL bandwidth @ integral time 1 Hz@1 ms

588 Q. Yan et al.



As is shown in Fig. 7, the Doppler frequencies fluctuate periodically. In the case
that T remains unchanged, the fluctuation frequency increases when DC increases.
Moreover, the RMSE of the Doppler frequencies of the signals under CWIs is
approximately 5 Hz; meanwhile the maximum value of the fluctuations reaches 18 Hz.
After notch filtering, the fluctuation decreases but still exists. The RMSE decreases to
3.5 Hz. With the assistance of the open tracking loop, the fluctuation is significantly
eliminated. The RMSE decreases to 1.5 Hz and the maximum value of the fluctuations
greatly reduced to about 2 Hz. Generally, the RMSE and the maximum value of the
Doppler frequencies of the protected signals under −60 dBm CWIs are the same as
those of the normal signals.

As is shown in Eq. (2.5), the Doppler fluctuations induce the adverse phase of the
in-phase correlator outputs.

Fig. 6. Spectrogram of IF signal interfered by pulsed CWI and filtered by notch filter.

Fig. 7. Doppler frequencies estimated by the receiver without any anti-interference algorithm,
with notch filer, and with proposed algorithm, under −60 dBm pulsed CWIs with different DC.
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As is shown in Fig. 8, under the CWIs, the signs of some in-phase correlator
outputs change about. When DC increases, the changes become more severely. Since
the adverse phase frequently happens, some satellites become unavailable and when the
number of the available satellites is smaller than 4, the GNSS receivers cannot position.
After notch filtering, the incorrect sign changes are partly modified and the receivers
can achieve correct positioning results. With the assistance of the switched tracking
loop, the incorrect sign changes are further modified. When the positioning errors of the
filtered signals are higher than that of the normal signals, the errors can be decreased by
the algorithm in the paper.

Fig. 8. In-phase correlator outputs of GNSS signals without any anti-interference algorithm,
with notch filer, and with proposed algorithm, under −60 dBm pulsed CWIs with different DC.

Fig. 9. Positioning velocities of GNSS signal with notch filer, and with the proposed algorithm,
under −60 dBm pulsed CWIs with different DC.

590 Q. Yan et al.



As is show in Fig. 9, the GNSS receivers cannot position due to the adverse phase
of the in-phase correlator outputs. After notch filtering, in the case of DC < 0.7, the
positioning velocities are smaller than 2 m/s. When DC = 0.7, the positioning veloc-
ities are larger than 5 m/s, and the maximum value reaches 10 m/s. With the assistance
of the switched tracking loop, the positioning velocities decrease by 8 m/s. Generally,
the notch filter and the switched tracking loop together enable the positioning velocities
less than 2 m/s.

5 Conclusions

Strong interferences cause the Doppler fluctuations and increase the changes of the
signs of some in-phase correlator outputs of the victim receiver. The notch filter is able
to improve the robustness of the GNSS receiver, while the proposed algorithm
improves the accuracy of Doppler frequency estimation and significantly reduces the
adverse phase of the in-phase correlator outputs under strong pulsed CWIs
Pi
J ¼ �60 dBm; DC ¼ 0:3� 0:7

� �
. The proposed method also keeps the velocity

estimation error within 2 m/s under the pulsed CWIs Pi
J ¼ �60 dBm;

�

DC ¼ 0:3� 0:7Þ.
The present work is just a preliminary demonstration of the suitability of the

algorithm in mitigating the effects of the pulsed CWIs on the GNSS signals. Future
work will focus on a more thorough statistical analysis and more methods for miti-
gating the effects of many other jamming signals on receivers.
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Abstract. Spoofing attack is one of the main security threats faced by Global
Satellite Navigation System (GNSS). If the spoofing signal is regarded as the
fault satellite signal, the conventional Receiver Autonomous Integrity Moni-
toring (RAIM) algorithm can be used for spoofing detection, but its performance
is limited by the number of spoofing signals. In this paper, a random traversal
RAIM method is proposed for anti-spoofing applications. In the method, the
conventional RAIM algorithm is used as the core, and spoofing signals are
detected and eliminated by random signal removal and iteration. When there are
more than four real signals, the method can effectively eliminate spoofing sig-
nals and get correct positioning results by using real signals. So it solves the
problem effectively that conventional RAIM algorithm can only detect but not
eliminate spoofing signals to get correct positioning results. Finally, simulation
and actual signal test results verify the effectiveness of the proposed method.

Keywords: GNSS � Spoofing detection � RAIM � Random traversal

1 Introduction

With the rapid development of GNSS, navigation and positioning services have been
widely used in transportation, energy, communication, agriculture and other fields.
However, with the increase of security threats such as jamming and spoofing, people
pay more and more attention to the security of navigation and positioning. Jamming
will make the GNSS receiver unavailable, while spoofing will make the GNSS receiver
get wrong positioning results, which will lead to more serious consequences [3, 4].

If the spoofing signal is regarded as a fault satellite signal, the spoofing detection
can be realized by using the RAIM algorithm. The conventional RAIM algorithm is
mainly applied to fault detection and elimination (FDE). It detects faults and excludes
them by detecting the consistency among the measured values of each satellite’s
pseudorange [2]. The performance of conventional RAIM is influenced by the
redundancy of satellites and the geometric distribution of satellites [5, 8]. When the
number of satellites is greater than or equal to 6 and there is only one satellite fault, the
conventional RAIM can detect and eliminate the fault [9]. When there are multiple
satellite faults, the conventional RAIM algorithm can only detect whether there are
faults. The probability of a single satellite fault is relatively little, while the probability
of two or more satellites faults at the same time is much less. So the application of
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conventional RAIM algorithm in satellite fault detection is feasible. However, unlike
satellite faults, spoofing attacks can have multiple spoofing signals at the same time,
and generally there is a good synergy among spoofing signals. So the performance of
the conventional RAIM algorithm in spoofing detection and elimination (SDE) will be
very limited.

Since the RAIM algorithm has been put forward, there have been many researches
on its development and optimization. The weighted RAIM algorithm proposed by
Walter and Enge in 1995 effectively improves positioning accuracy and integrity by
using the prior information to weight different satellite’s information [11]. The author
analyses the performance of RAIM when two-satellite faults occur simultaneously in
the paper [6]. An iterative RAIM algorithm is proposed, which can be well applied to
the occurrence of simultaneous two-satellite faults [10]. The method and performance
analysis of detecting multiple satellite faults through RAIM features on different epochs
are described in detail in the paper [7].

So aiming at spoofing detection and mitigation, the paper proposed a random
traversal RAIM method which takes the conventional RAIM algorithm as the core. The
basic idea is that the conventional RAIM algorithm will be invoked in each iteration. If
the conventional RAIM algorithm is effective, the traversal will end and the correct
positioning result is got. On the contrary, the traversal iteration will continue by
removing the signal randomly. In this paper, the conventional RAIM algorithm is
considered as effective if it can detect and mitigate spoofing to get the correct posi-
tioning result. The introduction of the random traversal method will improve the
application scope of RAIM algorithm, so that it has a strong ability of SDE. If the
number of real signals is more than 4 and spoofing signals are not entirely consistent,
the algorithm can get the correct positioning result by randomly removing the signal,
traversing and iteration. To satisfy the requirement of entirely consistency, the number
of spoofing signals is more than four and more than four of all spoofing signals can be
solved to obtain a spoofing location that makes conventional RAIM effective. In
addition, the performance and complexity of the random traversal RAIM method are
affected by the number of real signals and spoofing signals. The article has carried on
the detailed theory analysis and the discussion on this issue.

The following chapters are organized as follows. At first, we introduce in detail the
implementation of the random traversal RAIM method in Sect. 2. Then in Sect. 3, the
algorithm complexity of the method is analysed. In Sect. 4, the simulation results about
the performance of the random traversal RAIM method and the actual signal test results
are given. Finally, the paper is summarized in Sect. 5.

2 The Random Traversal RAIM Method

2.1 Introduction to Conventional RAIM

The conventional RAIM uses the redundant information of the measured values to
detect the consistency among all pseudorange values. In GNSS receiver, only 4 visible
satellites are enough to achieve positioning and timing. However, when the conven-
tional RAIM algorithm is implemented effectively, the receiver needs to observe at
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least five satellites at the same time. In the paper, the least square residual method
proposed by Parkinson is used to introduce the conventional RAIM theory [8].

The pseudorange residual observations in the GNSS receiver are as follows:

y ¼ ðd� q� cMt � 1Þ ¼ Gxþ e ð1:1Þ

where d is a n� 1 vector. Its ith element represents the distance between the ith visible
satellite position and the user position. q is a n� 1 vector. Its ith element represents the
pseudorange value of the ith visible satellite. Mt is the receiver clock error while c is the
speed of light. 1 is a n� 1 vector and each element is 1. x is the 4� 1 state vector. e is
a n� 1 vector, representing the measurement error, and each element obeys the
independent Gauss distribution. G is the geometric matrix.

Further, the least squares estimate x̂ of x can be obtained:

x̂ ¼ ðGTGÞ�1GTy ð1:2Þ

ŷ, the estimation of y, can be obtained based on x̂:

ŷ ¼ GðGTGÞ�1GTy ð1:3Þ

The pseudorange residual error vector is the pseudorange residual observation
minus the pseudorange residual estimation and its expression is as follows:

w ¼ y� ŷ ¼ Sy ð1:4Þ

where S matrix is:

S ¼ I�GðGTGÞ�1GT ð1:5Þ

I is a identity matrix of order n.
The detection statistic SSE is the sum of the squares of pseudorange residual errors.

It can be expressed as:

SSE ¼ wTw ð1:6Þ

In the case of no satellite fault, each element of e obeys independent and identical
Gauss distribution which is zero-mean. SSE obeys the chi square distribution and its
degree of freedom is N � 4, where N is the number of visible satellites. Therefore, the
detection threshold TSSE of the conventional RAIM algorithm can be determined
according to the false alarm probability Pfa. If the detection statistic obtained from
GNSS receivers is larger than the detection threshold, satellite faults are considered to
exist, and vice versa.
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In the case of only one satellite fault, the conventional RAIM can also be used for
fault elimination [1]. The following method is included.

FDE ¼ arg max
1� i�N

w2
i

sii

� �
ð1:7Þ

where FDE indicates the satellite pseudorandom noise code (PRN) number that will be
excluded. N is the number of visible satellites. wi represents the ith element of the w
vector while sii represents the ith element on the diagonal line of the S matrix.

Assuming that there are NðN� 5Þ visible satellites, the process of conventional
RAIM algorithm is summarized as follows:

(1) The value of the detection statistic SSE is calculated and compare it with the
detection threshold TSSE. If SSE\TSSE, there is no satellite fault and the algorithm
comes to an end. Conversely, there is a satellite fault and the alarm is given.

(2) If N ¼ 5, the algorithm will be finished. If N[ 5, FDE is calculated and the
corresponding satellite is labeled as the fault satellite.

(3) The remaining N � 1 visible satellites are used to position, velocity and time
(PVT) solution and SSE is calculated. If SSE\TSSE , it indicates that only one
satellite fault exists and is successfully eliminated. Conversely, it indicates that
there are multiple satellite faults, and RAIM fails to eliminate fault satellites.

In the paper, effective cRAIM (conventional RAIM) is defined as: when there is no
satellite fault, it can output PVT results normally; when there is a satellite fault, it can
eliminate the fault and output PVT results normally.

2.2 The Random Traversal RAIM Method

Due to the limitation of cRAIM in the case of multiple-spoofing signals, the paper
proposes a random traversal RAIM method. In the method,the conventional RAIM
algorithm is used every iteration as the core, and spoofing signals are detected and
eliminate by random signal removal and iteration.

The method performs cRAIM verification every time, and if the cRAIM is effec-
tive, then the method will be finished. If the cRAIM is invalid, partial signals are
randomly removed and the method continues. Removing signals is a traversal process.
So as long as there are more than four real satellite signals, there must be a traversal
situation to make cRAIM effective, and then the correct PVT results can be obtained.
When the number of visible satellite is greater than 4, the random traversal RAIM
method is enabled (Fig. 1).
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The method removes the signal by the traversal sequence shown below:

In the Fig. 2, n is the number of visible satellites while m is the number of spoofing
signals, and n visible satellites are numbered 1; 2; � � � ; n. The arrow direction is the
traversal order. The removed satellite signal numbers are showed in the ellipse for this
traversal period. When there are two spoofing signals, the traversal ends at the first level;
when there are three spoofing signals, the traversal ends at the second level; and so on.

N(N>4) pseudorange measurements 
and other information

N>5

Is the cRAIM 
effective

PVT results

Remove signals
according to 

traversal order

Is there one 
faultWarning

N=5

Does the cRAIM 
detect the spoofing

Y

Y

Y

Y

Y

N

N

N

N

Fig. 1. Flow chart of the random traversal RAIM method

1 2 n

1,2 1,3 n-1,n

1,2,3 1,2,4 n-2,n-1,n

m=2

m=3

m=4

Fig. 2. Traversal sequence diagram
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3 The Complexity Analysis of the Random Traversal RAIM
Method

In the chapter, we mainly analyze the complexity of the random traversal RAIM
method. The complexity of random traversal RAIM method is mainly affected by
traversal times. The cRAIM algorithm is used once in each traversal. Therefore, the
paper takes the number of calling the cRAIM algorithm (traversal times) as the mea-
surement of random traversal RAIM method’s complexity.

Suppose the number of visible satellite is n, of which there are m spoofing signals.
Because cRAIM can eliminate a spoofing signal when it is valid, the traversal will end
at the ðm� 1Þth level. According to the theory of permutation and combination, we can
figure out that the traversal number of the ðm� 1Þth layer in Fig. 2 is q ¼ Cm�1

n . If the

traversal ends at the ðm� 1Þth level, there will be p ¼ Cm�1
m combinations that make

the cRAIM effective. The minimum, maximum and mathematical expectation of
traversal times are derived and given below.

Smin ¼ 1þ nþ � � � þCm�2
n þ 1 ¼

Xm�2

k¼0

Ck
n þ 1

Smax ¼ 1þ nþ � � � þCm�1
n � Cm�1

m þ 1 ¼
Xm�1

k¼0

Ck
n � mþ 1

ð1:8Þ

where Smin; Smax represent the minimum and maximum of traversal times respectively.
In the Eq. (1.8), the first 1 on the right side of the equal sign denotes a cRAIM done
before signals removal, n denotes the n cRAIM done when traversing the first level in
Fig. 2, and so on. In the best case, the cRAIM takes effect after traversing the first
position of the ðm� 1Þth layer. So it only needs to add one time on the basis of
traversing the first m� 2 layers. In the worst case, the cRAIM is effective only after
traversing all the combinations in the ðm� 1Þth layer that will make the cRAIM
ineffective. So the number of traversals in the ðm� 1Þth layer is Cm�1

n � Cm�1
m þ 1.

According to the knowledge of permutation and combination, we can see that the
probability of traversing k times on the ðm� 1Þth level is Cp�1

q�k=C
p
q . So the mathe-

matical expectation Em�1ðp; qÞ of traversal times for traversing the ðm� 1Þth level is
derived as follows:

Em�1ðp; qÞ ¼ 1 � C
p�1
q�1

Cp
q

þ 2 � C
p�1
q�2

Cp
q

þ � � � þ ðq� pþ 1Þ � C
p�1
p�1

Cp
q

¼ ðCp
q þCp

q�1 þ � � � þCp
pÞ=Cp

q ¼ Cpþ 1
qþ 1=C

p
q

where; q ¼ Cm�1
n ; p ¼ Cm�1

m ¼ m

ð1:9Þ
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We further derive the mathematical expectation of traversal times EðSÞ:

EðSÞ ¼
Xm�2

k¼0

Ck
n þCmþ 1

Cm�1
n þ 1=C

m
Cm�1
n

ð1:10Þ

where
Pm�2

k¼0
Ck
n is the mathematical expectation of traversal times for the first m� 2

layers.
The traversal times under some common scenarios are listed in Table 1.

Approximately, with the increase of n, the number of traversals increases with a
growth rate of the power function, and with the increase of m, the number of traversals
increases with the a growth rate of the exponential function. Therefore, although the
effectiveness of the method is not limited by the number of spoofing signals, the
computational complexity of the method will increase significantly.

4 Simulation and Actual Signal Test Results

In the chapter, we will show a pseudorange spoofing deviation model. Further, the
influence of the number of spoofing signals, the pseudorange spoofing deviation and
the difference of pseudorange spoofing deviation among different satellite signals on
detection performance is analyzed by the simulation experiments. Finally, the random
traversal RAIM method is implemented on the hardware receiver, and the feasibility of
the method is verified by the actual GNSS signal.

Table 1. Index table for the traversals times in common scenarios

(n, m) Smin Smax E Sð Þ
(7, 2) 2 7 3.667
(8, 2) 2 8 4
(9, 2) 2 9 4.333
(8, 3) 10 35 16.25
(9, 3) 11 44 19.25
(10, 3) 12 54 22.5
(9, 4) 47 127 63
(10, 4) 57 173 80.2
(11, 4) 68 229 100.2
(10, 5) 177 382 211.167
(11, 5) 233 558 287.167
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4.1 The Simulation Data Description

In the paper, the Global Positioning System (GPS) ephemeris in February 23, 2018 is
downloaded. According to the GPS ephemeris, the positions of all GPS satellites are
calculated and saved every 10 min. The coordinates of the GPS receiver in World
Geodetic System (WGS)-84 is ð40:001487� N; 116:330482� E; 96:69 mÞ. Ten visible
satellites are randomly selected from the stored GPS position data and the corre-
sponding pseudorange data are calculated. Gaussian noise is added to pseudorange and
the corresponding data are saved. Generally speaking, the size of the pseudorange
spoofing deviation will affect the performance of the cRAIM algorithm, and then affect
the performance of the random traversal RAIM method. At the same time, the dif-
ference of pseudorange spoofing deviation among different satellite signals may also
affect the detection performance. A recursive RAIM method proposed in [10] is used to
deal with spoofing scenarios where two satellite faults exist simultaneously. When the
size of two pseudorange spoofing deviations are basically the same, the detection
performance will decrease.

So the pseudorange deviation of spoofing signal is modeled as:

qðiÞs ¼ qðiÞa þ dðiÞ

dðiÞ ¼ ds þ dd � randð1ÞðiÞ
ð1:11Þ

where qðiÞa represents the authentic pseudorange value of the ith satellite while qðiÞs
represents the false pseudorange value of the ith satellite. dðiÞ is the pseudorange
spoofing deviation of the ith satellite. ds is the same deviation, which is used to measure
the influence of the spoofing deviation on the detection results. randð1Þ can generate
random numbers which conform to the uniform distribution between 0 and 1. dd is the
difference deviation, which is used to measure the influence of different pseudorange
spoofing deviations on the detection results.

4.2 The Simulation Result One

The effect of the same deviation on the detection performance is simulated in this
part. ds takes the eight values of 50; 100; 200; 400; 800; 1600; 3200; 6400½ 	. Monte
Carlo simulation experiments are carried out for 1000 times, in which dd is 400 m and
cRAIM sets the threshold according to false alarm rate of one in a thousand. If the
random traversal RAIM can eliminate all spoofing signals and get the correct posi-
tioning results, the method is considered to be successful in SDE. The SDE rate is the
ratio of successful spoofing detection and elimination in all Monte Carlo simulation
experiments. The simulation results are shown below:
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Simulation results show that the successful SDE probability increases rapidly with
the increase of ds. When ds increases to nearly 200 m, the successful SDE probability is
basically near 1. When ds is small, its influence on the positioning results is relatively
small, and SSE calculated may be less than the threshold, resulting in missed detection.
From the simulation results, the number of spoofing signal has a great impact on the
successful SDE probability when ds is small and the impact is very small when ds is
large. However, the essence is that the number of satellites is different when the last
cRAIM is effective, rather than the number of spoofing signals is different. In con-
clusion, the size of the pseudorange spoofing deviation will affect the performance of
the proposed method, while the number of spoofing signals will affect the computa-
tional complexity.

4.3 The Simulation Result Two

The effect of the difference deviation on the detection performance is simulated in this
part. dd takes the eight values of 50; 100; 200; 400; 800; 1600; 3200; 6400½ 	. Monte
Carlo simulation experiments are carried out for 1000 times, in which ds is 180 m and
cRAIM sets threshold according to false alarm rate of one in a thousand. The simu-
lation results are shown below (Fig. 4):

Fig. 3. Trend chart of the same deviation’s influence on detection performance
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Simulation results show that the successful SDE probability increases rapidly with
the increase of dd . When dd increases to nearly 500 m, the successful SDE probability
is basically near 1. When dd increases, the probability of smaller pseudorange deviation
becomes smaller. And the speed of the successful SDE probability’s increase is slower
than it in Fig. 3. From the simulation results, the number of spoofing signal has a great
impact on the successful SDE probability when dd is small and the impact is relatively
small when dd is large. Its essence is the influence of pseudorange spoofing deviations
on detection performance because the size of dd affects the size of dðiÞ indirectly. The
difference of pseudorange spoofing deviations among different satellite has little effect
on detection performance. And with the increase of the false satellites number, the
complexity of the proposed method will increase greatly.

4.4 The Experimental Design and Result Verification

In this part, the random traversal RAIM method is implemented on the hardware
receiver and tested in the actual GNSS signal environment, compared with the cRAIM
algorithm.

In the experiment, three satellite signals are randomly selected to transmit by the
receiver-based spoofer in Fig. 5. Then the transmitted GPS signals are transmitted to
the sky by up-converter, power amplifier and transmitting antenna. The receiving
antenna in Fig. 5 can receive real GPS signal and transmitted GPS signal in the sky at
the same time, and process them in the GPS receiver after down conversion. The
coordinates of the receiver antenna in WGS-84 is ð40:001487� N; 116:330482� E;
96:69 mÞ.

Fig. 4. Trend chart of the difference deviation’s influence on detection performance
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In the experiment, the signals of satellites PRN 14, 18 and 20 are transmitted, with
the delay of about 3 us. The left part in Fig. 6 is the result of applying the cRAIM
algorithm, which results in the wrong position. The detection statistic RaimSSE is
1399.607339, much larger than the threshold. So the cRAIM can detect that the
spoofing exists, but it can’t recognize and eliminate spoofing signals to get the correct
positioning results. The position obtained is more than one kilometer different from the
real location. The right part in Fig. 6 is the result of applying the random traversal
RAIM method. FaultsNum indicates that the identified spoofing signals are in channel
2, 3 and 4, corresponding to the satellite PRN 14, 18 and 20, respectively. This shows
that spoofing signals can be effectively identified. After identifying the spoofing sig-
nals, the residual real signals are used to PVT solution, and the positon is basically
consistent with the real position. The experimental results show that the random
traversal RAIM proposed in the paper is effective, and can detect and identify spoofing
and further get the correct positioning results.

Up Converter

Down Converter

Receiver 
Antenna

Spoofer Transmitting 
Antenna

Power Amplifier

Receiver-Based Spoofer Real-time GPS Receiver

Fig. 5. The experimental platform and signal environment
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5 Conclusion

The paper proposes a random traversal RAIM method, where the cRAIM algorithm is
used as the core, and spoofing signals are detected and eliminate by random signal
removal and iteration. In each traversal, the cRAIM algorithm is invoked until it is
effective. As long as there are more than four real signals and spoofing signals are not
entirely consistent, the method can eliminate the spoofing signals and get the correct
location results through PVT calculation, solving the limitation of cRAIM algorithm in
the spoofing environment. Through simulation and experimental demonstration, the
validity of random traversal RAIM method is verified.

If spoofing signals are entirely consistent, the method in the paper may converge to
the false location. In this case, we need further identification of the positioning results
by other anti-spoofing methods. At the same time, when the number of spoofing signals
is relatively large, the complexity of the method will increase dramatically, which
requires receivers to have a good computing power.
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Abstract. With modern society’s increasing dependence on Global Navigation
Satellite System (GNSS), the potential harm caused by spoofing attacks on
GNSS is also increasing. In order to effectively resist possible spoofing threats, a
series of anti-spoofing algorithms have been developed. The Receiver Auton-
omous Integrity Monitoring (RAIM) is a commonly used anti-spoofing method
and has been widely used in various fields. The algorithm exploits the consis-
tency among satellites and utilizes the transmit time of each navigation signal to
perform spoofing detection. However, RAIM only focuses on the code phase
information of the navigation signal and does not utilize the carrier portion. In
some scenarios, it is feasible and effective to utilize the information held in the
carrier. In this paper, carrier doppler check are integrated with RAIM by using
time-domain difference method, which makes the algorithm applicable to more
spoofing scenarios. Simulation and field test verify the effectiveness of the
algorithm in different spoofing scenarios.

Keywords: Receiver spoofing detection � Autonomous Integrity Monitoring �
Time domain difference

1 Introduction

With the advancement of technology and the development of economy, globalization
has gradually become a major trend. In such context, the importance of Global Nav-
igation Satellite Systems (GNSS) is becoming increasingly apparent, and the possible
damage caused by GNSS interference are increasing. Among GNSS interference
methods, GNSS spoofing has become the focus of research because of its good con-
cealment and strong interference ability.

As a typical representative of anti-spoofing algorithm, the Receiver Autonomous
Integrity Monitoring method (RAIM) has been widely used in various fields. It detects
spoofing through checking the consistency of the pseudoranges between receiver and
satellites. Many other anti-spoofing algorithms based on RAIM have been designed and
proposed. For example, reference [1] replaces the pseudorange measurement used in
RAIM with carrier smoothed pseudorange; reference [2] uses carrier integral doppler as
an alternative to pseudorange measurement; reference [3] takes information collected
by IMU as redundant observation to perform spoofing detection.
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In fact, the utilization of carrier doppler in spoofing detection can be meaningful:
firstly, as described in reference [4], when the spoofer attempts to align spoofing signal
with the authentic signal, the code doppler and the carrier doppler of spoofing signal
will not be consistent anymore; secondly, the non-ideality of spoofer components will
also cause inconsistency between code doppler and carrier doppler. However, the
instantaneous carrier doppler measurement contains non-ignorable noise [5] and it is
time varying because of receiver’s movement, thus the change of carrier phase over a
period of time is adopted in this paper instead of the instantaneous carrier doppler.

In this paper, a receiver autonomous integrity detection method based on time
domain difference is designed and proposed. It utilizes pseudoranges at two adjacent
moments and the integral carrier doppler during this period of time. This method can
detect inconsistency between code doppler and carrier doppler as small as 0.3 Hz.
Based on the principle of statistical inference, the solution to the problem of judging the
existence of spoofing signal will also be given in this paper. The validity of this method
is verified by simulation and field test.

The content of this paper is arranged as follow: the second section will introduce
RAIM briefly; the third section will introduce the time domain difference based RAIM
method proposed in this paper; the fourth section will provide the simulation and field
test results; the fifth section comprises summary and outlook.

2 Traditional RAIM

Traditional RAIM method performs spoofing detection by exploiting the consistency
among pseudoranges of each satellite. As is shown in Eq. (1).

y ¼ Hxþwþ b ð1Þ

In the equation above, y represents the difference between the observed pseudor-
anges and the estimated one; H denotes the line-of-sight matrix between receiver and
satellites; x represents the increment of user position and clock bias; w represents the
observation noise; b denotes the offset introduced by spoofer.

One can detect spoofing using the residual shown in Eq. (2).

f ¼ I�HHy� �
y ð2Þ

Where Hy represents the pseudo inverse of H. In the absence of spoofing, the
magnitude of the residual should satisfy the centralized chi-square distribution, while in
the presence of spoofing, the magnitude of the residual satisfies the decentralized chi-
square distribution with the same degree of freedom. Therefore, the corresponding
detection threshold can be designed according to the preset false alarm probability.

More details about traditional RAIM can be found in reference [6].
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3 RAIM Method Based on Time Difference

As described in introduction, the transmit time sðsÞk;i and carrier integral doppler Duk;i are
utilized to conduct spoofing detection, where subscript k stands for the measurement
moment and subscript i stands for the identifier of satellite. Pseudorange qk;i can be

drawn from corresponding transmit time sðsÞk;i , as shown in Eq. (3).

qk;i ¼ c � sðuÞk � sðsÞk;i

� �
ð3Þ

Where c represents the speed of light; sðuÞk represents the reading of receiver clock at
time k. It should be noticed that the pseudorange measurement contains errors caused
by clock bias, ionospheric delay, tropospheric delay, etc.

Under the condition of stable signal tracking, the pseudorange measurement of each
satellite at two adjacent moment and the change of carrier phase over the period of time
can be integrated to obtain the overall observation as shown in Eq. (4).

qT0 ; q
T
1 ;Du

T� �T ð4Þ

As is shown in traditional RAIM, the pseudorange and integrated carrier doppler in
Eq. (4) are associated with receiver’s position and its clock parameters.

Take the position of the GNSS receiver at time k as xðuÞk , the clock bias of the
receiver as dt, and the clock drift of the receiver as df , the Jacobian matrix of the
observation shown in Eq. (4) to variables introduced above can be shown in Eq. (5).

H ¼
1M�1 0M�1 G0 0
1M�1 cT1M�1 0 G1

0M�1 �acT1M�1 G0 �G1

0
@

1
A

dt
df
xðuÞ0

xðuÞ1

0
BB@

1
CCA ð5Þ

Where T is the time interval between two measurement moments; a represents the
effect of clock drift on the integral doppler measurement; G0;G1 represent the line-of-
sight matrix between receiver and satellites; 1; 0 represent matrix with all one and all
zero; M represents the number of available satellites.

The error terms in pseudorange measurements include DLL error, multipath error,
ephemeris error, tropospheric delay error, ionospheric delay error, etc. The error terms
contained in integrated carrier doppler measurements include PLL error, RF down
conversion error, phase cycle slip error, etc. The covariance matrix of these error terms
can be obtained as:

C ¼ E wwT
� � ¼

r2DLLIþ r2EPHI r2EPHI 0
r2EPHI r2DLLIþ r2EPHI 0
0 0 r2PLLIþ r2RF1

0
@

1
A ð6Þ
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In Eq. (6), rDLL corresponds to time-uncorrelated errors in pseudorange measure-
ments such as DLL error and multipath error; rEPH corresponds to time-correlated
errors such as ionospheric delay error, tropospheric delay error and ephemeris error;
rPLL corresponds to time-uncorrelated errors in integrated carrier doppler measure-
ments, e.g. PLL error and phase cycle slip error; rRF corresponds to error caused by RF
down converter.

The whitening matrix can be obtained through covariance matrix in Eq. (6).

W ¼ C�1
2 ð7Þ

Whitening both sides of Eq. (1) obtains:

~y ¼ ~Hxþ ~wþ ~b ð8Þ

Where ~y; ~H; ~w; ~b correspond to the whitening result of y;H;w; b. The residual can
be obtained by applying weighted least square algorithm iteratively:

f ¼ PPT ~wþ ~b
� � ð9Þ

Matrix P corresponds to the projection matrix on null space of matrix ~H and PT ~w is
of standard Gaussian distribution. The variable used for spoofing detection can be
drawn from the residual as:

t ¼ PTf ¼ PT ~wþPTWb ð10Þ

As can be seen from Eq. (10), the variable t is in fact a linear combination of b,
which is the offset introduced by spoofing signals.

Through Eq. (10), the spoofing detection problem can be simplified as a hypothesis
test problem:

H0 : b ¼ 0

H1 : b 6¼ 0
ð11Þ

Where H1 declares the existence of spoofing while H0 declares the opposites. By
making use of Generalized Likelihood Ratio Test (GLRT), the test statistic of spoofing
detection problem can be drawn as:

c ¼ tk k2 ð12Þ

The distribution of the test statistic under two hypotheses are:

H0 : c� v2ð0; 3M � 8Þ
H1 : c� v2ð PTWb

�� ��2; 3M � 8Þ
ð13Þ
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Based on distribution shown in Eq. (13), the detect threshold corresponding to the
preset false alarm rate can be determined.

4 Simulation and Experiment

4.1 Simulation

The simulation is conducted based on real data collected by GNSS receiver and
spoofing is simulated by manually modification. The data was collected at 15:10 on
September 28, 2018. 7 satellites are available at that time and the PRN numbers are 5,
13, 15, 20, 21, 24, and 29 respectively.

The parameters of the algorithm is shown in Table 1.

Firstly, the spoofing detection performance of the algorithm is simulated. Signal
transmitted by satellite 13, 15 and 20 is supposed to be spoofing signal and different
spoofing scenarios are simulated by changing the carrier doppler. On this basis, the
amplitude of test statistic is shown in Fig. 1.

Table 1. Parameters of the anti-spoofing algorithm

T 60 s

rDLL 5 m
rEPH 5 m
rPLL 1 m
rRF 9 m

Fig. 1. Simulation results of test statistic for spoofing detection
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It can be seen from Fig. 1 that the algorithm can detect offset in carrier doppler
sensitively: when the carrier doppler frequency offset reaches 0.3 Hz, the algorithm can
detect spoofing at most times; when the carrier doppler frequency offset reaches
0.6 Hz, the corresponding test statistics are far beyond the detection threshold.

To verify the improvement of this algorithm over RAIM algorithm, signal trans-
mitted by satellite 15 are supposed to be spoofing signal and the Receiver Operating
Characteristic (ROC) are compared, which is shown in Fig. 2.

The method presented in this paper can improve the detection probability obviously
with the carrier frequency deviation of spoofing signal. From Figs. 1 and 2, it can be
seen that the algorithm proposed in this paper improves the traditional RAIM method
by integrating sensitive carrier doppler detection, which can detect carrier doppler
offset as small as 0.3 Hz.

4.2 Experiment

The spoofing detection algorithm introduced in this paper is deployed on the hardwire
platform and experiments are performed with the existing spoofing signal generator, as
can be seen in Fig. 3.

Fig. 2. Comparison of spoofing detection performance between RAIM and proposed algorithm
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The experiment is carrier out at 20:21 on November 1, 2018. There are 7 satellites
available and the PRN numbers are 10, 14, 22, 25, 26, 31 and 32, respectively. The
satellite signals with PRN number 14 and 25 are generated by the spoofing signal
generator. The code phase of the spoofing signal is controllable and varies during the
experiment. The experiment result are shown in Figs. 4 and 5.

Transmit
AttennaReceiver 

Attenna

Generate Spoofing 
Signal

Receive Spoofing
 Signal

Fig. 3. Spoofing experiment

Fig. 4. Height solution during experiment

612 Y. Wei et al.



The spoofer started transmitting spoofing signals before receiver start up and
stopped transmitting at the 280 s. The receiver is placed at 85 m height. It can be seen
from Fig. 4 that the positioning height of the receiver changes when spoofing signal
exists. Meanwhile, the test statistic obtained by the spoofing detection algorithm far
exceeds the threshold, as can be seen in Fig. 5. The positioning height returns to 85 m
after the spoofer stops transmitting spoofing signals, and the test statistic obtained by
the spoofing detection algorithm also returns below the detection threshold, which
illustrates the effectiveness of the proposed algorithm in dealing with spoofing attacks
in actual scenarios.

5 Conclusion

The association between pseudorange, integrated carrier doppler and receiver states are
exploited to develop a RAIM method based on time domain difference. The method
integrates carrier doppler detection into traditional RAIM method and can detect carrier
doppler offset as small as 0.3 Hz. The simulation and field test results further verify its
spoofing detection performance.
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China (Grant No. 61571255).
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Abstract. Intermediate spoofing is capable of converting receiver’s tracking
loop from locking on genuine signal to spoofing signal without disturbing
normal working state. This kind of attack requires precise target information,
which is difficult to meet in actual attack scenario. In order to improve the
feasibility of intermediate spoofing, factors affecting intermediate spoofing such
as power, carrier frequency and code phase will be evaluated through theoretical
analysis combined with experimental verification. Besides, we will analyze the
reasons for loss of lock in intermediate spoofing. Based on the above analysis,
we developed an intermediate spoofing attack device and successfully perform
wireless spoofing attack against commercial u-blox receiver without knowing its
accurate information.

Keywords: Intermediate spoofing � Tracking loop � Carrier frequency

1 Introduction

The Global Positioning System (GPS) is now playing an increasingly important role in
our life due to its widely application. However, civilian GPS signals have been facing
serious spoofing threats for its public signal structure and low signal power. Since GPS
spoofing attack was proposed [1] and demonstrated [2] for the first time, various
spoofing attacks have emerged. They can be roughly divided into meaconing and
autonomous generation. These spoofing attacks are easy to launch, but generally rely
on high power jamming to trigger loss of lock. Spoofing signal will be tracked by
receiver after re-acquisition due to its power advantage. Abnormal jamming may alert
target receiver to spoofing attacks.

While intermediate spoofing which works in tracking stage can effectively avoid
this defect and achieve covert spoofing. Humphreys first proposed the concept of
intermediate spoofing [3] and carried spoofing attack against smart grid and UAV [4,
5]. He pointed out that after knowing the precise position and velocity information of
target receiver, a low power spoofing signal synchronized with genuine signal can be
generated. Power of spoofing signal is then gradually increased to control the tracking
loop of target receiver. This spoofing attack utilizes the characteristics of tracking loop,
thus achieving high performance in both concealment and efficiency. However, in some
application scenarios, parameters of spoofing signal deviate from real signal for lacking
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accurate state information, which may result in loss of lock instead of taking over
without being detected [6, 7].

To this end, the application scenario of intermediate spoofing must be expanded. In
this paper, we will review the basic principle of intermediate spoofing, study the
influence of various signal parameters through simulation attack on software GPS
receiver and elaborate how parameter error causes receiver to lose lock. On the basis of
previous results, we will further research intermediate spoofing attack under the cir-
cumstance when accurate target information is unknown and exploit the developed
spoofing attack device to conduct spoofing attack against commercial u-blox receivers.

2 Basic Principles of Intermediate Spoofing

2.1 Principle Introduction

Before analyzing intermediate spoofing without accurate target information, let’s first
review the basic principles of intermediate spoofing.

Inside GPS receiver, RF GPS signal is down-converted, sampled and quantized.
Resulting digital signal is multiplied by local carrier and then correlated with different
local C/A code. To synchronize local signal with GPS signal, local carrier NCO and
pseudo code generator are adjusted in real time according to correlation results. When
receiver is tracking real signal, it is equivalent to filtering received signal on the
frequency and code phase of real signal. Only when the parameter deviation of
spoofing signal is within a certain range can it enters tracking loop and affects corre-
lation value, thus achieving control of tracking loop.

In the presence of spoofing signal, the output of P correlator can be expressed as
follows:

Ip ¼
ffiffiffiffiffi

Pa
p

DaR spa
� �

sin c feaTcohð Þ cos ueað Þ
þ ffiffiffiffiffi

Ps
p

DsR sps
� �

sin c fesTcohð Þ cos uesð Þþ gI
ð1Þ

Qp ¼
ffiffiffiffiffi

Pa
p

DaR spa
� �

sin c feaTcohð Þ sin ueað Þ
þ ffiffiffiffiffi

Ps
p

DsR sps
� �

sin c fesTcohð Þ sin uesð Þþ gQ
ð2Þ

where P is signal power, D stands for navigation message, R represents code auto-
correlation function, sp and fe indicate code phase deviation and carrier frequency offset
respectively, Tcoh is coherent integration time, ue is carrier phase tracking error, gI , gQ
represents Gaussian noises on I and Q channel, subscript a and s denote real signal and
spoofing signal. Output values of E and L correlator are similar to above formula
except for code phase deviation.

With precise information of target receiver’s position and motion, we can generate
the spoofing signal whose carrier frequency and code phase are consistent with real
signal. Power of spoofing signal is set higher than real signal, so as to dominate E, P, L
correlators and consequently tracking loop of target receiver. The code phase of

616 C. Peng et al.



spoofing signal is then adjusted to move off genuine signal to achieve complete control
of target receiver.

2.2 Analysis of Influencing Factors

For navigation message D, it remains constant during coherent integration and can be
accurately predicted after short time observation. Ephemeris part of navigation message
repeats every 30 s and updates every 2 h. While repetition period of almanac part is
12.5 min, it is renewed once a week [8]. After collecting ephemeris and almanac data,
the next message bit can be conveniently predicted. For carrier phase control of
spoofing signal, it is required to measure the position and speed of target receiver at cm
level. On the other hand, carrier phase error of spoofing signal leads to randomly
dispersing of signal energy on both I and Q channel, which can be compensated by
increasing signal power. If the receiver adopts non-coherent phase discrimination
formula, energy dispersed in I, Q channels will be collected, thus leaving no effect on
the success rate of spoofing attack.

Therefore, we will mainly analyze other factors such as power, carrier frequency
and code phase in the following part and carry out simulation attack on software GPS
receiver. A recorded IF GPS signal is used here as real signal. Signal parameters are
calculated in advance to generate different spoofing scenarios. Tracking loop param-
eters of software receiver are as follows. The coherent integration time is 1 ms. DLL
uses the non-coherent early minus late power method for phase discrimination with 0.5
chips correlator space and 10 Hz bandwidth. PLL adopts a third-order phase-locked
loop with 20 Hz bandwidth. Non-coherent code loop reduces the dependence of code
loop on carrier loop and avoids being influenced by PLL phase discrimination fluc-
tuation during spoofing process.

Considering that different receivers have their own criterion for loss of lock, we
adopt PLL loop lock value that characterizes the energy concentration on I channel to
quantify the degree of locking on GPS signal. The formula is shown in Eqs. (3) and (4).
Calculation of Ipll adopts an iterative form. Ip is the newly obtained I correlation value
after each integration. The calculation of Qpll is similar.

Ipll ¼ Ipll
255
256

þ Ip
1

256
ð3Þ

L ¼ I2pll � Q2
pll

I2pll þQ2
pll

ð4Þ

The loop lock value L is between 0 and 1. The closer the value is to 1, the better the
degree of locking on GPS signal. We don’t set any condition for loss of lock here but
use the minimum PLL lock value during spoofing attack to compare the impact of
different attack scenarios on tracking loop. Smaller PLL lock value indicates that target
receiver is easier to lose lock during spoofing attack.
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3 Simulation Test

3.1 Power Effect

Power control is a crucial part in intermediate spoofing. High spoofing signal power
turns target receiver from tracking genuine signal to spoofing signal during spoofing
process. However, abnormal high power signal will be perceived as potential threat.
Since the effect of power is influenced by code phase offset and carrier frequency
deviation, power setting of intermediate spoofing will be analysed together with carrier
and pseudo-code in the subsequent section.

3.2 Code Phase Effect

GPS C/A code consists of 1023 chips and repeats every 1 ms. If the precise position of
target receiver is unknown, code phase of real signal at the target receiver and trans-
mission delay of the spoofing signal cannot be estimated, making it impossible to align
the code phase of spoofing signal with genuine signal. Considering the periodicity of
civilian GPS signal, if the code phase of spoofing signal is adjusted in a certain
direction relative to real signal, namely, scan all the possible code phase of real signal,
it will inevitably collide with real signal, and thus achieve successful control of target
receiver.

The method of code phase scanning is slightly different from aligning code phase
and then increasing signal power. When the code phase of spoofing signal is within 1.5
chips of real signal, correlation value of early correlator or late correlator will increase
under the influence of spoofing signal. According to phase discrimination formula,
code loop will adjust local code to approach and eventually lock on spoofing signal
before the correlation peaks completely overlap. In order to study the influence of
spoofing strategies on carrier loop, we set up the following simulation scenario. The
spoofing authentic power ratio (SAR) is 3 dB. Code pulling rate is 4 Hz, that is, the
code rate of spoofing signal is 4 Hz higher than real signal. Code rate is modified here
to adjust the relative code phase between spoofing signal and real signal. The duration
of modifying code rate, which we called pulling time here, is set to 1 s. Initially, the
code phase of spoofing signal lags real signal by 2 chips. Therefore, it can be calculated
that the code phase of spoofing signal leads real signal by 2 chips when the attack is
completed.

Simulation results are shown in Table 1. Spoofing signal took control of target
receiver successfully in all spoofing scenario. But with the increase of carrier frequency
offset, target receiver is more likely to lose lock in the process of taking over. In

Table 1. Minimum PLL lock value under different spoofing strategy

Frequency offset 0 Hz 10 Hz 20 Hz 30 Hz 40 Hz 50 Hz

Spoof strategy
Aligned 0.906 0.668 0.664 0.550 0.552 0.395
Scan 0.918 0.622 0.633 0.636 0.342 0.450
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general, under different strategies, the probability of losing lock caused by carrier
frequency offset are almost the same.

The pull-in range of code loop is generally 0.5 chips. Considering code phase
measurement error and dynamic stress error, the relative offset of pseudo code in one
integration cannot exceed 0.5 chips. In order to avoid consistency check between code
Doppler and carrier Doppler [9], code pulling rate should also be as low as possible.
Therefore, we discussed the effects of power and code pulling rate here. Following
experiment is designed. Initially, the code phase of spoofing signal lags real signal by 2
chips. Carrier frequency is aligned with real signal.

Experimental results are shown in Table 2. “A” indicates that target receiver keeps
tracking real signal, while “S” represents that target receiver is under the control of
spoofing signal. It can be seen from Table 2 that as the code pulling rate increases, it
gets more difficult for target receiver to lock on spoofing signal. But for spoofing signal
with higher SAR, even if there exists certain code phase difference between real signal
and spoofing signal, correlation value at EPL correlator of spoofing signal may still be
higher than that of real signal. Wider affecting range of correlation peak of spoofing
signal results in higher allowable code pulling rate, so increasing signal power can
increase the success rate under high code pulling rate.

3.3 Carrier Frequency Effect

The carrier Doppler of GPS signal can be expressed as follows:

fd ¼ ðm� mðsÞÞ � 1ðsÞ
k

¼ m � 1ðsÞ
k

� fs ð5Þ

Where 1ðsÞ stands for line-of-sight vector, v and vðsÞ represent velocity vector of
receiver and satellite respectively, fs represents Doppler frequency due to satellite
motion. The altitude of GPS navigation satellite is about 20,000 km. Therefore,
position change of receiver has little influence on 1ðsÞ. After deriving vðsÞ from ephe-
meris, fs can be accurately calculated using roughly estimated receiver position. The
uncertainty of carrier frequency mainly lies on motion of target receiver. In order to
research the influence of carrier frequency offset, we set up the spoofing experiment
with 4 Hz code pulling rate and 1 s pulling time. Initially, the code phase of spoofing
signal lags real signal by 2 chips.

Table 2. Response to different code rate and SAR

Code pulling rate 2 Hz 8 Hz 16 Hz 24 Hz 32 Hz 42 Hz

SAR
2 dB S S S A A A
3 dB S S S S A A
5 dB S S S S S A
8 dB S S S S S A
10 dB S S S S S S
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According to the experimental results in Table 3, the possibility of losing lock in
intermediate spoofing attack is determined by carrier frequency deviation between
spoofing signal and real signal. As the frequency offset increases, target receiver gets
more vulnerable to loss of lock. From the overall trend, response of carrier loop during
the pulling process is independent of SAR. In the pulling process, spoofing signal gains
control of code loop through code phase scanning. Response of carrier loop falls
slightly behind code loop. Once code loop is under the control of spoofing signal, EPL
correlation value and consequent phase discrimination result of carrier loop is domi-
nated by spoofing signal. Carrier loop will gradually change the frequency of local
carrier from real signal to spoofing signal. Frequency adjustment gets carrier loop into
an unstable state. Therefore, as frequency deviation increases, carrier loop needs more
time to adjust itself to tracking spoofing signal and undergo longer unstable state,
leading to higher probability of declaring loss of lock. Carrier loop adjusts its carrier
frequency according to phase discrimination result influenced by relative magnitude of
I and Q correlation values instead of absolute power, so power has little effect on carrier
loop during the pulling process.

Continue to increase the carrier frequency deviation of spoofing signal, we studied
relock time under different carrier frequency offsets here. Time elapsed from PLL
fluctuation to finally tracking spoofing signal is defined as relock time. SAR is set to
3 dB in this experiment.

Experimental results in Table 4 demonstrate that when carrier frequency offset is
within the pull-in range of PLL, PLL needs longer time to track spoofing signal as
carrier frequency offset increases. However, if frequency offset exceeds pull-in range,
such as the case of 150 Hz, PLL will not be able to track spoofing signal. Relock time
of PLL also depends on parameters such as integration time, loop bandwidth, and loop
gain.

Table 3. Minimum PLL lock value under different intermediate spoofing attack

Frequency offset 0 Hz 10 Hz 20 Hz 30 Hz 40 Hz 50 Hz

SAR
2 dB 0.918 0.659 0.503 0.584 0.642 0.398
3 dB 0.918 0.653 0.621 0.646 0.579 0.449
5 dB 0.918 0.622 0.678 0.619 0.503 0.325
8 dB 0.918 0.664 0.586 0.575 0.441 0.315
10 dB 0.918 0.602 0.673 0.607 0.293 0.225

Table 4. PLL relock time under different frequency offset

Frequency offset/Hz 75 90 105 120 135 150
Relock time/s 0.226 0.313 0.439 0.658 0.857 Inf
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4 Verification with Commercial Receiver

It can be concluded from the above analysis and simulation experiment that during
intermediate spoofing, power advantage of spoofing signal should be matched with
code pulling rate to ensure that code loop of target receiver can lock on spoofing signal.
Meanwhile, carrier frequency offset should be kept within pull-in range for carrier to
track spoofing signal. Moreover, smaller carrier frequency offset help mitigate the risk
of losing lock during the attack. Based on the above analysis, we developed an
intermediate spoofing device and carried out wireless attack against commercial u-blox
receiver. The spoofing attack platform is shown in Fig. 1.

Spoofing device generates IF spoofing signal in real time according to solved real
signal parameters and specific spoofing scenario. IF spoofing signal is up-converted
and transmitted through transmitting antenna. Spoofing signal is mixed with real signal
in the process of transmission and feed into target receiver.

For stationary target receiver whose accurate information is unknown, we can’t
calculate the code phase of real signal at target receiver. But the calculation of carrier
frequency is feasible using approximate position of target receiver. When spoofing
device is close to target receiver, carrier frequency solved by spoofing device can be
directly used in generation of spoofing signal.

We first carried out the spoofing experiment with only one spoofing signal whose
PRN is 31. Figure 2(a) shows the state of u-blox receiver before attack. At this time,
pseudo-range residual of different satellites is nearly zero. Through manipulating of
spoofing signal, we successfully complete spoofing attack. Result is shown in Fig. 2(b).
Spoofing signal replaces real signal, but is not used for navigation because of its large
pseudo-range residual. This indicates that the receiver has certain anti-spoofing ability.

Fig. 1. Spoof platform
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From the results of above experiment, it can be seen that anti-spoofing algorithm
may be used in u-blox receiver. In order to achieve effective spoofing, we simulta-
neously generate multiple spoofing signal. Strong synergy between different spoofing
signals can effectively evade spoofing detection technique. When positioning result is
controlled by spoofing signal, real signal will be excluded for large pseudo-range
residual and no longer used in positioning.

In this spoofing attack experiment, six spoofing signals with PRN 2, 5, 13, 21, 29
and 30 are generated at the same time. In the beginning, multiple spoofing signal
cooperates to locate target receiver in its estimated position, but is delayed compared
with real signal. Then the code phase of multiple spoofing signal is controlled to slide
relative to real signal. The sliding of code phase causes the transmission time of
different spoofing signal to change uniformly. Positioning result of spoofing signal
remains unchanged, but solved clock offset keeps changing. When spoofing signal get
close to real signal in both code phase and transmitting time, they will take the place of
corresponding real signal in target receiver. At this point, six spoofing signals cooperate
with two genuine signal to local target receiver near its real position. As the adjustment
of code phase continues, spoofing signal now deviates from real signal. Since the
number of spoofing signals is dominant, target receiver will gradually be completely
controlled by spoofing signals. The pseudo-range residuals of real signal are increased
little by little and no longer used for positioning calculation. The state of the u-blox
receiver before and after the attack is shown in Fig. 3(a) and (b).

After being fully taken over, target receiver can be spoofed to any preset position.
The ECEF X, Y, and Z coordinate values throughout the attack are shown in Fig. 4(a),
(b), (c). Red vertical lines in the figure indicate value of 200 s and 1000 s in time

Fig. 2. Response of u-blox receiver to single spoofing signal

Fig. 3. Response of u-blox receiver to multiple spoofing signals
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coordinate. At about 200 s, spoofing signal collides with real signal and achieve control
of target receiver. From 200 s to 1000 s, spoofing signal competes with real signal for
positioning result of target receiver, causing the positioning result to fluctuate. How-
ever, target receiver tends to trust spoofing signal for its numerical superiority. After
1000 s, spoofing signal took complete control of target receiver. According to preset
spoofing position, spoofing device calculates the adjustment of different spoofing signal
and applies corresponding code phase control until spoofing position is reached.
During the entire spoofing attack, target receiver can continuously solve its position
without being interrupted.

The ECEF coordinate of spoofing position is (−2170192.66, 4385133.93,
4078090.15). Figure 5(a), (b) presents the positioning result of u-blox receiver before
and after spoofing attack. As can be seen from this figure, the spoofed positioning result
is nearly the same as preset spoofing position.

5 Analysis and Conclusion

In this paper, we researched the requirements for power, pseudo code and carrier
frequency of spoofing signal to successfully carry out intermediate spoofing attack.
Further, we studied the impact of signal parameter error on intermediate spoofing when
exact target information is unknown. It’s found that code tracking loop is relatively
independent of carrier tracking loop during the spoofing process. Because of its high
power, spoofing signal is capable of controlling code tracking loop through code phase
scanning, and then influences EPL correlation value. Carrier tracking loop adjusts the

Fig. 4. Changes of ECEF coordinate in spoofing attacks

Fig. 5. ECEF coordinate before and after spoofing attack
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frequency of local replica carrier according to correlation value and undergo an
unstable state during this adjustment process. The larger the carrier frequency deviation
of spoofing signal is, the longer the unstable state lasts, and the easier it is to be
determined in the state of loss of lock. On the basis of the above conclusion, we
developed the intermediate spoofing device, and successfully carried out spoofing
experiment against commercial receiver without knowing its accurate information. The
research results provide the basis for further research on intermediate spoofing and
corresponding defensive measures.
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Abstract. The miniaturization and low-cost of GNSS spoofing equipment have
made the security of GNSS more concerned. The demand, research and appli-
cation of anti-spoofing technology have also attracted more attention. For the
spoofing signals transmitted by a single radiation source, it is a feasible anti-
spoofing way to distinguish the authentic and counterfeit signals using the signal
space characteristics. The anti-spoofing technology with single-antenna and
dual-antenna are two typical representatives among them. This paper analyzes
and compares the above two existing anti-spoofing technique. They are classi-
fied into two categories of spoofing detection and recognition algorithms, which
are based on the correlation of amplitudes with single-antenna and the consis-
tency of arrival time differences with dual-antenna. At the same time, this paper
implements an anti-spoofing receiver architecture, and builds an experiment
platform combined with sophisticated receiver-based spoofer. It is used to test
and evaluate the performance of the above anti-spoofing technologies. A series
of experiments were carried out with the single-antenna and dual-antenna anti-
spoofing algorithms in different modes. Then the influence factors of perfor-
mance and the advantages and disadvantages of the algorithms were analyzed
and summarized. The results of this research have reference value for the
development of anti-spoofing receiving equipment.

Keywords: GNSS � Anti-spoofing � Single-antenna � Correlation �
Dual-antenna � Consistency

1 Introduction

The Global Navigation Satellite System (GNSS) provides a precise positioning and
timing service for a large number of users. Since the civil navigation signal has an open
structure and no encryption function, it is possible to spoof the positioning result of the
ordinary targets. The University of Texas team has verified this with a series of
spoofing attack tests. The tracking loop is captured and replaced when aligning the
counterfeit signals with the authentic signals. The spoofing attack is successfully
accomplished when the receiver is still locked. The drone is controlled by the coun-
terfeit signal and the yacht is deviated from the predetermined route [1]. Therefore, the
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common commercial receiver is fragile and can be easily spoofed under the precisely
designed spoofing attack. Even if the counterfeit signal, which is broadcasted by the
GNSS signal simulator or the replay-with-delay device, can disturb the receiver output.
The satellite navigation technology has been widely used, and the GNSS signal sim-
ulators can meet the demands of miniaturization and low cost. However, the posi-
tioning and timing service of the user segments in satellite navigation systems is
confronted by a serious threat. The concept of ‘navigation security’ has attracted more
and more attention from researchers. For the key areas of the national economy and
national security, how to give correct and reliable positioning and timing results in the
spoofing scene is an urgent problem to be solved.

In response to the above situation, various anti-spoofing algorithms have been
proposed to spoofing countermeasures. At the present stage, the proposed anti-spoofing
algorithms can be formed by the consistency of auxiliary information, the character-
istics of signal structure, the signal spatial characteristics and so on. In terms of the
characteristics of signal structure, the algorithm mainly includes signal power moni-
toring and signal quality monitoring [2]. In terms of signal spatial characteristics, it
mainly includes the moving antenna method for space-time domain processing and the
multi-antenna method for spatial domain processing [3]. In terms of the consistency of
auxiliary information, the inertial measurement unit and the barometric altimeter are
mainly sensors which are combined to form a RAIM algorithm with additional
observations [4]. The algorithm, which is formed by signal spatial characteristics, can
achieve better results in dealing with counterfeit signals emitted by a single source.

The single-antenna and dual-antenna anti-spoofing techniques are simpler and less
expensive than the antenna array anti-spoofing techniques. At present, the proposed
single-antenna anti-spoofing technology mainly includes the moving antenna method
and the rotating antenna method. Analysing from the basic principle, the single-antenna
users with these two modes both perform spoofing detection and recognition according
to the correlation of signal amplitudes between different channels. Therefore, it is
feasible to analyse these two methods using a unified model. The dual-antenna users
perform spoofing detection and recognition according to the consistency of signal
arrival time differences between different channels. Through theoretical analysis and
experimental verification, the cumulative average of observation can be used to reduce
the influence of noise and improve performance. The above techniques have not yet
deployed and applied in receivers. Therefore, there is a lack of the performance testing
and evaluation. Focusing on this problem, this paper constructs a spoofing and anti-
spoofing test platform, and uses the authentic and counterfeit signal to conduct the
experimental evaluation and comparison on the performance of the above two anti-
spoofing technologies in different application environments. At the same time, we also
designed and implemented an anti-spoofing receiver architecture, which can give
correct positioning and timing results through grouping solution based on spoofing
detection and recognition.

The rest of the paper is as follows: The second section is the model and analysis of
the authentic and counterfeit signals, as well as the single-antenna and dual-antenna
anti-spoofing detection techniques. The third section details the architecture of the anti-
spoofing receiver and the spoofing and anti-spoofing test platform. The fourth section
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analyses and evaluates the spoofing and anti-spoofing experiments. Then the advan-
tages and disadvantages, such as the performance, cost, and so on, are compared and
concluded. At last, the fifth section is the conclusion.

2 Single-Antenna and Dual-Antenna Anti-spoofing
Technology

2.1 Authentic and Counterfeit Signal Model

In the outdoor environment where both the authentic and counterfeit signal exist, it is
assumed that there are LA authentic signals and LS counterfeit signals. The global
navigation satellite signal model is as follows:

r tð Þ ¼
XLA
i¼1

aAi tð ÞbAi tð ÞAA
i tð Þci t � sAi

� �
ej 2pf

A
i t�sAið ÞþuA

i½ �

þ
XLS
i¼1

aSi tð ÞbSi tð ÞAS
i tð Þci t � sSi

� �
ej 2pf

S
i t�sSið ÞþuS

i½ � þ u tð Þ
ð1:1Þ

where t represents time. The superscript A and S are used to distinguish the authentic
signal from the counterfeit signal. The subscript i is used to represent the i-th channel
signal. a tð Þ indicates the influence of path attenuation. b tð Þ represents the influence of
receiving antenna gain. A tð Þ denotes the signal emission amplitude. c t � sð Þ is the
navigation message and the spreading code. s represents the delay to arrive at the
receiving antenna. f represents the Doppler frequency. u represents the carrier phase.
u tð Þ represents the noise term.

The space-time domain information is obtained by single-antenna with translational
motion or rotational motion, while the tracking correlation values can provide channel
fading or antenna gain characteristics. The spatial domain information is obtained by
the dual-antenna, while the carrier phase double differences between different signals
can provide time differences of arrival. The detection statistic is generated and the
detection algorithm is formed by the above observation. The single-antenna users
utilize the correlation between signal amplitudes to detect and recognize the authentic
and counterfeit signals. The dual-antenna users utilize the consistency between the
signal arrival time differences to detect and recognize the authentic and counterfeit
signals.

2.2 Correlation Detection of Signal Amplitudes with Single-Antenna

On the basis of the above signal model, after the i-th channel signal dispreading, the
receiver output, tracking correlation value, is as follows:

Ii nð Þ ¼ ai tnð Þbi tnð ÞAi tnð ÞR seið Þ sinc feiTcohð Þ cos uei

� ��� ��þ vi tnð Þ ð1:2Þ
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where tn represents the time corresponding to n. R seð Þ represents the autocorrelation
function of the pseudo code c t � sð Þ. se represents the phase difference between the
received and the local pseudo code, that is, the pseudo code loop tracking error, and fe
indicates the frequency difference between the received and the local carrier, that is, the
carrier loop tracking error. Tcoh represents the coherent integration time. ue represents
the phase difference between the received and the local carrier, that is, the carrier phase-
locked loop tracking error. v tnð Þ represents the noise term after dispreading.

Assuming that the impact of tracking error is small, R seð Þ and sinc feTcohð Þ cos ueð Þj j
can be considered as a stable item in a short time. Under the premise that the signal
emission amplitude A tð Þ remains stable, the tracking correlation values of the moving
antenna and the rotating antenna vary with a tð Þ and b tð Þ, respectively.

When the antenna only undergoes translational motion without rotational motion
[5], b tð Þ can be regarded as a stable item in a short time. ai tnð Þ is a function of the
variation which is affected by the i-th signal transmitter position pi tnð Þ and the receiver
position pr tnð Þ.

When the antenna only undergoes rotation motion without translational motion [6],
a tð Þ can be regarded as a stable item in a short time. bi tnð Þ is a function of the variation
which is affected byss the i-th signal receiving azimuth li tnð Þ and pitch ti tnð Þ.

When the antenna is static without any translational or rotational motion, a tð Þ and
b tð Þ can be regarded as stable items in a short time. The tracking correlation values
remain stable for a period of time.

The authentic signals have different propagation paths. This means that they have
different path losses or antenna gains, as the antenna performs translational or rotational
motion. The counterfeit signals have the same propagation path. This means that they
have the same path losses or antenna gains. The correlation coefficient of the tracking
correlation values is used as the correlation detection statistic to characterize the cor-
relation of the two signal amplitudes. According to this, the spoofing detection and
recognition works. The correlation detection statistic calculated according to the cor-
relation coefficient is defined as:

qi;j ¼
PN
n¼1

Ii nð Þ � Ii
� � � Ij nð Þ � Ij

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
n¼1

Ii nð Þ � Ii
� �2 � PN

n¼1
Ij nð Þ � Ij
� �2s ð1:3Þ

where Ii ¼ 1
N

PN
n¼1

Ii nð Þ, N is the accumulation time of the tracking correlation values.

The single-antenna anti-spoofing algorithm uses the signal amplitude correlation to
generate detection statistic, then uses it to detect and recognize the counterfeit signals.
The correlation detection statistics are obtained with other different channels based on
each channel. When the correlation detection statistics of more than one channel are
greater than or equal to the threshold, that is qi;j �Vcorr;th, the i-th and j-th channel are
marked as counterfeit signals. The remains whose correlation detection statistics are
less than the threshold, are marked as authentic signals.
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2.3 Consistency Detection of Signal Arrival Time Differences with Dual-
Antenna

On the basis of the above signal model, after the i-th channel signal has been stably
tracking, the receiver phase-locked loop output, carrier phase, is as follows:

ui nð Þ ¼ 1
k
di tnð ÞþNi þ c

k
DTi � DTrð Þþ c

k
strop;i tnð Þ � sion;i tnð Þ� �þwi tnð Þ ð1:4Þ

where tn denotes the time corresponding to n. d tnð Þ denotes the distance from the
satellite to the receiver. k denotes the signal wavelength, and N denotes the full-
circumference ambiguity, which is an integer. c represents the speed of light. DTi and
DTr represent the satellite clock and receiver clock, respectively. strop tnð Þ and sion tnð Þ
represent the tropospheric and ionospheric delays, respectively. w tð Þ represents the
noise term of the carrier phase-locked loop.

The two antennas of dual-antenna are nearby and use the same clock. The carrier
phase double difference [7] between the i-th and j-th channel is expressed as:

Dui;j nð Þ ¼ Dui nð Þ � Duj nð Þ
¼ b

k
cos hi tnð Þ � cos hj tnð Þ� �þ DNi � DNj

� �þ Dwi tnð Þ � Dwj tnð Þ� � ð1:5Þ

which can be denoted as Dui nð Þ ¼ b
k cos hi tnð ÞþDNi þDwi tnð Þ. The symbol D indi-

cates that the variables correspond to the two antennas are subtracted. b is the distance
between the two antennas. It is the length of baseline. h indicates the angle between
satellite-to-receiver vector and dual-antenna baseline. The dual-antenna carrier phase
double difference eliminates the satellite clock error and receiver clock error, as well as
the effects of tropospheric and ionospheric delays, leaving the influence of satellite and
receiver geometry, integer ambiguity and noise effects.

The authentic signals have different propagation paths with different angles of
arrival respect to the baseline. It means that the arrival time differences are unequal.
The spoofing signals have the same propagation paths and have the same angles of
arrival respect to the baseline. It means that the arrival time differences are equal. The
fractional part /i;j of the carrier phase double difference Dui;j is used as the consistency
detection statistic to characterize the consistency of the two signal arrival time differ-
ences. It represents the relationship between the angles of arrival hi and hj. According
to this, the spoofing detection and recognition works.

In order to further eliminate the influence of the Integer ambiguity in the carrier
phase double difference, the single-point consistency detection statistic is obtained by
taking the decimal frac �ð Þ and limiting it to −0.5–0.5. Only the influence of the satellite
and receiver geometry is preserved.

/i;j ¼ frac Dui;j

� �
¼ frac DBi;j

� �þ frac DWi;j � frac DBi;j
� �� � ð1:6Þ
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In order to reduce the influence of measurement noise and further improve the
detection performance, Dui;j can be averaged and recorded as Dui;j ¼ DBi;j þDNi;j þ
DWi;j. Also, the average consistency detection statistic /i;j = frac Dui;j

� �
is obtained by

take the decimal frac �ð Þ and limit it to −0.5–0.5.
The single-antenna anti-spoofing algorithm uses the signal amplitude correlation to

generate detection statistic, then use it to detect and recognize the counterfeit signals.
Calculating with other different channels based on each channel.

The dual-antenna anti-spoofing algorithm uses the arrival time difference to gen-
erate consistency detection statistic, then uses it to detect and recognize the counterfeit
signals. The consistency detection statistics are obtained with other different channels
based on each channel. When the absolute values which apply to the consistency
detection statistics of more than one channel are less than or equal to the threshold, that
is /i;j

�� ���Vcons;th, the i-th and j-th channel are marked as counterfeit signals. The
remains are marked as authentic signals.

3 Spoofing and Anti-spoofing Platform

3.1 Spoofer and Scenarios

The counterfeit signal generated by a sophisticated receiver-based spoofer is trans-
mitted through a single source antenna. The process of spoofing attack is mainly
divided into two stages. The first stage is adjusting the counterfeit signal power to
capture the target receiver’s tracking loop. The second stage is adjusting the pseudo-
range and Doppler shift of counterfeit signal in order to traction and deflection. The test
carried out in this paper is mainly after the stage of traction and deflection.

Fig. 1. Anti-spoofing receiver configurations
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3.2 Anti-spoofing Receiver Architecture

The anti-spoofing receiver involved in the experiment can receive and process the B1I
signal of the Beidou navigation satellite system. The anti-spoofing receiver, as well as
the single-antenna and the dual-antenna, are shown in Fig. 1. Also, a turntable for
rotating the antenna and a computer for running display and control software are
included. The workflow for the anti-spoofing receiver architecture are as follows:

(a) Multi-peak acquisition and tracking. A multi-peak acquisition and tracking
algorithm is used, that is, for each satellite number, not only the maximum peak
but also the second largest peak channel is tracked [8].

(b) Multi-channel anti-spoofing strategy with the same radiation source. The anti-
spoofing technology is used to detect and recognize the channel signal. When the
detection statistics of multiple channel signals are not within the threshold, the
channels are marked as spoofing signals, otherwise they are marked as authentic
signals.

(c) Clustering and grouping strategy. The channels are clustered according to the
label. The channels with the same label and the same satellite number are grouped
into group Nf g. The channels marked as counterfeit or authentic signals are
grouped into group Sf g and group Af g.

(d) PVT estimation and detection. Using the pseudo-range of group Af g and Sf g to
obtain the PVT solutions RA and RS. If the PVT solutions pass the RAIM
detection algorithm [9]. The pseudo-range residuals of group Nf g are calculated
separately and then dropped into group Af g or Sf g. Finally, the PVT solutions are
calculated again.

4 Experiment Analysis and Evaluation

When both authentic and counterfeit signals exist and the correlation peaks are separated,
the anti-spoofing receiver can simultaneously receive and process the authentic and
counterfeit signals. A series of experiments are designed for single-antenna and dual-
antenna anti-spoofing techniques in order to test and evaluate the performance. The anti-
spoofing technology in this paper can be divided into three categories: the correlation
detection with stationary and moving single-antenna, the correlation detection with fixed
point rotating antenna, and consistency detectionwith stationary andmoving dual-antenna.

4.1 Correlation Detection with Stationary and Moving Single-Antenna

In this experiment, the test and analysis of static and moving single-antenna correlation
detection are mainly carried out. The authentic signals are tracking in the channels
including 2, 3, 7, 10, 13, 16, which amount to 6 channels. The counterfeit signals are
tracking in the channels including 0, 1, 5, 8, 11, 12, 21, 23, which amount to 8
channels. The states of antenna motion are divided into two segments. The single
antenna is stationary at 0 s–16 s, then the single antenna is moving at 20 s–60 s.
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The tracking correlation value curves are shown in Fig. 2a. When the single-
antenna is stationary, the tracking correlation values of all channels are relatively
stable. When the single-antenna is in translational motion, the tracking correlation
values of different counterfeit signal channels have similar fluctuations. The tracking
correlation values of different authentic signal channels have different fluctuations.

When the single-antenna is stationary, the correlation detection statistics of both the
authentic signal and counterfeit signal are under the threshold. The authentic and
counterfeit signals cannot be recognized. The receiver can give neither correct grouping
nor reliable positioning and timing results. However, the receiver can detect and alarm
according to either the multi-correlation peak acquisition and tracking or the RAIM
algorithm. When the single-antenna is in translational motion, the correlation detection
statistics are shown in Fig. 2b. The correlation detection statistics of the counterfeit
signals are above the threshold. Then, the counterfeit signals are marked in red, and the
authentic signals are marked in green. At the same time, the receiver can give both
correct grouping and reliable positioning and timing results.

We found that the user-side influence factors of the correlation detection statistics
with moving single-antenna mainly include the channel fading variation and accu-
mulation time. The channel fading is usually caused by the motion antenna and
changes in the surrounding environment. If the accumulation time is relatively small,
the detection performance is poor. On the contrary, if the accumulation time is rela-
tively large, the detection response is slow.

Fig. 2. a. The tracking correlation value curves with stationary and moving single-antenna
b. The correlation detection statistics with moving single-antenna
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4.2 Correlation Detection with Fixed Point Rotating Antenna

In this experiment, the test and analysis of static and rotating single-antenna correlation
detection are mainly carried out. The authentic signals are tracking in the channels
including 3, 5, 7, 8, 13, 14, 17, 18, 19, 20, 22, which amount to 11 channels. The
counterfeit signals are tracking in the channels including 0, 1, 2, 6, 9, 10, 12, 23, which
amount to 8 channels. The single-antenna rotation period is 68 s and the single-antenna
slope angle is 10°.

The tracking correlation value curves are shown in Fig. 3a. Due to the rotation of
the single antenna, the tracking correlation values of the counterfeit signals incomed
with the same direction have similar fluctuations. The tracking correlation values of
authentic signals incomed with the different directions have different fluctuations.
Using the correlation detection statistic in Fig. 3b to detect and recognize, the receiver
can give correct grouping results, then provide reliable positioning and timing results.

Similar to the previous section, as the rotational motion mode is selected, the user-
side influence factors of the correlation detection statistics mainly include slope angle
and accumulation time. The slope angle determines the magnitude of the signal
amplitude change, which directly affects the magnitude of the correlation detection
statistic. However, when the signal amplitude changes too much, it will affect the
performance of the receiver tracking loop. A better result can be obtained when the
length of cumulative time and rotation period are the same.

Fig. 3. a. The tracking correlation value curves with fixed point rotating antenna b. The
correlation detection statistics with fixed point rotating antenna
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4.3 Consistency Detection with Stationary and Moving Dual-Antenna

The consistency detection with stational and moving dual-antenna is mainly tested and
analysed in this experiment. The authentic signals are tracking in the channels
including 3, 5, 6, 7, 8, 10, 11, 15, which amount to 8 channels. The counterfeit signals
are tracking in the channels including 0, 1, 2, 4, 12, 14, 18, 23, which amount to 8
channels. The states of antenna motion are divided into three segments. The dual-
antenna is randomly moving at 0 s–30 s, then the dual-antenna is stationary at 30 s–
42 s. The dual-antenna is reciprocating moving at 42 s–52 s.

The carrier phase double difference curves are shown in Fig. 4a, and their values
are the double differences between channel 1 and the others. The dual-antenna is
whether stationary or moving does not affect the double differences between the
counterfeit signal channels. The double differences between the counterfeit signal
channels are concentrated near the zero. The double differences between the authentic
signal channels are dispersed within the value range. Using the average consistency
detection statistics in Fig. 4b to detect and recognize, the receiver can give correct
grouping results, then provide reliable positioning and timing results.

In contrast, the user-side influence factors are mainly the length of dual-antenna
baseline in the dual-antenna consistency experiment. The translational motion of the
dual-antenna does not change the value of the consistency detection statistics, and the
rotational motion does not change the statistical distribution of the consistency
detection statistics. Thus, the dual-antenna anti-spoofing algorithm can ensure the
effectiveness.

Fig. 4. a. The carrier phase double difference curves with stationary and moving dual-antenna
b. The consistency detection statistics with stationary and moving dual-antenna
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Monte Carlo simulation is used to reveal the performance of dual-antenna con-
sistency detection affected by the length of baseline. It is assumed that the directions of
satellite signal arrivals are independent of each other and subject to uniform distribu-
tion, hi �U �p; pð Þ. The carrier phase measurement errors of different channels are
independent of each other and obey the Gaussian distribution, wi �N 0; 0:0042ð Þ:

Figure 5 shows the ROC curves of single point consistency detection with different
baseline lengths. As the baseline length increases, its detection performance increases.
However, the performance increases gradually become slow. When the baseline length
is greater than 1=4 wavelength, the consistency detection statistic can be distributed
between −0.5–0.5.

4.4 Performance of Technologies and Comparison of Advantages
and Disadvantages

The correlation detection method of the single-antenna anti-spoofing technology has
the advantages of low hardware and software implementation complexity, and the
convenient of expansion on existing commercial receivers. However, the performance
of the moving antenna anti-spoofing algorithm is heavily dependent on the channel
fading variations caused by the motion mode and the surrounding environment. These
features result in poor stability and reliability of detection and recognition. Moreover,
this technique may be invalid, when the antenna is stationary. The rotating antenna
anti-spoofing algorithm can solve the anti-spoofing demand of fixed point. The
detection performance can be adjusted by changing the slope angle, and the response
time can be adjusted by changing the rotation period. However, the signal amplitude
changes with the rotation of antenna, there is a problem that the tracking of received

Fig. 5. The ROC curve of dual-antenna consistency detection
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signal is unstable when the antenna slope angle is too large. The consistency detection
method of the dual-antenna anti-spoofing technology has the advantages of stable and
reliable performance, and no constraint on the motion of the user antenna. The average
consistency detection has better performance than the single point consistency detec-
tion. However, compared to the single-antenna method, the dual-antenna method needs
double the hardware and software resources, which increases the cost of implemen-
tation. The analysis and comparison of the above two anti-spoofing method are sum-
marized in Table 1.

Table 1. The comparison of single-antenna and dual-antenna anti-spoofing technology

Anti-
spoofing

Mode Statistic Influence factor Advantages Disadvantages

Single-
antenna

Translational
motion

Correlation
detection
statistic

Accumulation
time

Motion
channel fading

The algorithm is
the easiest to
implement, and it
is convenient to
obtain tracking
correlation values

It requires the
motion of antenna
or the change of
surrounding
environment,
which would
cause channel
fading variations.
The stability and
reliability of the
algorithm is poor

Rotational
motion

Slope angle This can handle
fixed point
antennas, and is
further improved
compared to the
translational one

Need antenna
turntable. The
rotational
variations affect
the performance
of tracking

Dual-
antenna

Single-point Single-point
consistency
detection
statistic

Length of
baseline

—— The adaptability
of user
environment is
good. The
detection
performance is
stable and
reliable, and
response time is
short

The receiver is
costly to
implement and is
required to
provide carrier
phase. The
performance of
single point is
slightly worse
than the average
one

Average Average
consistency
detection
statistic

Accumulation
time

The adaptability
of user
environment is
better. The
performance of
the average one is
better than the
single point one

The receiver
implementation
cost is high and
the response time
is long
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5 Conclusions

This paper designs and implements an anti-spoofing receiver architecture, builds a
spoofing and anti-spoofing test platform. Using the open area signal environment to
evaluate the performance and capability of the existing single-antenna and dual-antenna
anti-spoofing technology. It is found that the single-antenna correlation detection,
which is contributed by signal amplitude, can be divided into two types: translational
motion mode and rotational motion mode. The performance of single-antenna corre-
lation detection with translational motion is mainly affected by the channel fading
variation. The performance of single-antenna correlation detection in with rotational
motion is mainly affected by the slope angle. The dual-antenna consistency detection,
which is contributed by signal arrival time difference, includes the single point mode
and the average mode. The detection performance in both modes is affected by the
length of baseline. The performance of dual-antenna consistency detection with aver-
age mode is also affected by the accumulation time.

Finally, the paper also analyses the advantages and disadvantages of the above anti-
spoofing technologies. The single-antenna anti-spoofing algorithm has the advantages
of simplest to implement, and easy to obtain tracking correlation value. However, the
stability and reliability of this algorithm are poor. The dual-antenna anti-spoofing
algorithm has the stable and reliable performance of detection, but requires the receiver
to provide carrier phase. The demand of double hardware and software resources
means high cost. The results of this research have reference value for the development
of anti-spoofing receiving equipment.
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Abstract. At present, China’s BDS has entered a new era of global networking,
and the application industry has shown a rapid development trend. With the
rapid development of BDS’ global system construction and industrial devel-
opment, Beidou’s R&D and innovation activities increasing fast, international
exchanges are becoming more frequent. As a technology highly concentrated
industry, satellite navigation related companies will encounter a variety of IP
litigations in this process. Enterprises face high IP risks in daily operations,
international exchanges and corporate IPO. It is essential for the enterprises to
pay attention in advance and respond appropriately. This paper searches the
typical cases of IP lawsuits in satellite navigation enterprises, and analyses the
problems that satellite navigation enterprises reflected in patent litigation,
trademark litigation, software copyright litigation, trade secret litigation and IPO
process. In combination with IP regulations and domestic & foreign litigation
practices, strategies such as strengthen core patent R&D applications, attach
importance to product trademarks and copyright rights, improve corporate IP
management, attach importance to IP due diligence of core patents, apply
overseas IP rights in advance, and explore ways to establish IP insurance system
are listed. Thus, Satellite navigation enterprises can attach importance to and
properly solve various IP issues, which enable IPR to safeguard the long-term
development of satellite navigation enterprises.

Keywords: Satellite navigation enterprise � Intellectual property litigation �
Countermeasures

1 Introduction

Since entering 2018, China’s Beidou satellite has completed 11 launch missions and
sent 20 satellites into the orbit. The intensive launch of the Beidou satellite marks the
successful completion of the Beidou-III basic system constellation deployment and
takes a “significant milestone” from the region to the world. On December 27 2018,
Chengqi Ran announced that the basic system of the Beidou-III was completed and
began to provide global services. With the construction of Beidou satellite navigation
system, the basic products of satellite navigation in China are controllable, and a
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complete industrial chain has been formed. Beidou is gradually applied to various fields
including national transportation, agriculture, forestry, fisheries, electric power, finance,
public security, disaster prevention and mitigation, special population care, mobile
phones and wearable devices, covering various fields of national economy and social
development. According to the data disclosed in the “White Paper on the Development
of China’s Satellite Navigation and Location Services Industry in 2018”, the total
output value of China’s satellite navigation and location service industry has reached
255 billion yuan in 2017. As of January 2018, the total number of satellite navigation
and Beidou application-related listed companies (including New OTC Market) has
reached 58. Along with the construction and application development of China’s
Beidou satellite navigation system, domestic satellite navigation and Beidou
application-related enterprises will achieve rapid development, the industrial chain will
improved increasingly. The industrial scale will continue to expand as well.

As a technology-highly concentrated industry, satellite navigation-related enter-
prises will inevitably incur intellectual property disputes as they own or use other
people’s patents, trademarks, copyrights and other intellectual property rights.
According to the legal research result, satellite navigation related enterprises may
encounter intellectual property lawsuits in daily operations, mergers and acquisitions,
and IPOs. Some type of cases is commonplace. Through several typical cases ana-
lyzing and litigation countermeasures summarizing, we wish this could enhance the
ability of satellite navigation enterprises to respond to intellectual property risks and
promote the long-term development of enterprises.

2 Intellectual Property Litigations in the Daily Operation
of Satellite Navigation Enterprises Introduction

After searching on the public network and judicial case database like Pkulaw.cn and
China Judgments Online, etc., Beidou related enterprises face certain litigation risks in
various types of IPR. The top priority of management work in satellite navigation-
related enterprises is to prevent and cope with such IPR risks.

2.1 Patent Infringement Litigation

In satellite navigation industry, patents play a vital role in enterprises’ development.
Patent information can provide technical reference for enterprises, innovate the way of
working, avoid duplication of research, prevent infringement disputes, warn competi-
tors and protect intellectual property rights. Patent infringement disputes in the field of
satellite navigation are also very common. Both the SIRF and Global Locate patent
foreign litigation and the domestic Shenzhen SEG Navigation v. Toyota G-BOOK
patent infringement litigation reflect the important value of the core patent for navi-
gation companies.

In August 2010, SEG Navigation sued Guangzhou Automobile Toyota in Shen-
zhen Intermediate People’s Court, claiming that the technology used in its G-BOOK
system infringed SEG’s “an interactive navigation and vehicle security system patent
(Patent No.: ZL200610157027.7)”. The court decided to conduct an infringement
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judicial appraisal by the Shanghai Intellectual Property Judicial Appraisal Center.
During this period, GAC Toyota applied to the court to declare the SEG navigation
patent invalid, but it was not supported. In December 2013, after the long process of
five trials, forensics, and third-party appraisal of the Toyota SEG case, the Shenzhen
Intermediate People’s Court ruled that the Toyota G-BOOK smart co-driver system
was infringed. The focus of the dispute in this case is whether the alleged infringing
product falls within the scope of patent protection of SEG Navigation. The current
patent infringement judgement basis is mainly the provisions of Article 56 of the Patent
Law. In practice, the determination of patent infringement is extremely complicated,
and in the process of judgment, the court may need assistance from technical judgments
such as the judicial appraisal center to draw a conclusion. This case enlightens satellite
navigation enterprises to strengthen the patent layout, and to develop a reasonable
litigation strategy when facing patent litigations (Fig. 1).

2.2 Copyright Infringement Litigation

In the process of product production and operation, enterprises inevitably need to use
the software or parts of upstream and downstream enterprises. If they neglect the
intellectual property licenses in this process, they may bring infringement risks to
themselves. Take Microsoft’s and Unistrong’s software copyright dispute case as an
example, in 2011, Microsoft sued Beijing Unistrong Technology Co., Ltd. (hereinafter
referred to as Unistrong) for software copyright infringement, because Microsoft found
Windows CE 6.0 computer software used in Unistrong’s car navigation devices was
not authorize. According to the No. TX7-261-726 registration certificate of the US

Fig. 1. SEG v. Toyota G-BOOK patent infringement case process map
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Copyright Office, both the author and copyright applicant of the work “Win-
dowsCE6.0” are all Microsoft. In this case, Unistrong did install Windows CE software
in the car navigation system which it produced and sold, but Unistrong defended on the
grounds of having a legitimate source. Microsoft Corporation recognizes that Lian-
qiang Corporation is one of its three authorized agents in Taiwan. However, the serial
number of WindowsCE6.0 software is not reflected in the software license agreement.
It is only recorded in the genuine label, and the evidence in the case cannot prove
Unistrong’s products have genuine labels and thus cannot prove it had legal sources.
Therefore, the court found that it constituted a software copyright infringement, and
sentenced Unistrong to stop the infringement and compensate Microsoft for more than
1.93 million yuan.

This case is a typical external source of intellectual property infringement cases.
Enterprises need to pay more attention to software copyrights. The copyright produced
by itself need to register while copyright from external sources must obtain legal
authorization.

2.3 Trademark Reverse Confusion Litigation

The reverse confusion of trademarks means that trademark users in the post-production
makes the trademarks have a high reputation, so that consumers will mistakenly believe
that the products of former trademark users are derived from the post or there is a
connection between the two. In the field of Beidou satellite navigation, there are well-
known enterprises established earlier. In the process of development, they have gained
high reputation through huge commercial investment and operation. At the same time,
some well-known trademarks they own have often become objects of people who profit
from litigation.

The “Ren Wo You” trademark case of Beijing Unistrong Technology Co., Ltd.
endorsed by Yao Ming is a typical trademark litigation case in satellite navigation
enterprises. On August 15, 2003, Zhang Chunlong, a natural person, applied for reg-
istration of the “Ren Yi You” trademark, which was approved in 2005. The trademark
is approved to use on communication devices such as internet communication. In
December 2006, Zhang Chunlong licensed Beijing Lakeway Company to use its
trademark on GPS car navigation devices and other equipment. Zhang Chunlong
alleged that the company found in the product sales that consumers would confuse the
“Ren Yi You” communication products with the source of “Ren Wo You” navigation
products, affecting the normal sales of their products, and believed that Unistrong’s
registering “Ren Wo You” trademark on similar products without permission consti-
tutes trademark infringement. According to the investigation, the “Ren Yi You”
trademark authorization time is April 14, 2005, and the “Ren Wo You” trademark
authorization time is June 6, 2008. On this condition, Zhang Chunlong believes that the
behavior of Unistrong constitutes a reverse confusion, which makes the relevant public
mistakenly believe that the products of its authorized company are from Unistrong,
which has affected the development of its trademarks and products. The current judging
criteria of trademark infringement is whether the trademarks are the same or similar and
whether the goods are the same or similar. In this case, the court held that the network
communication equipment products and the vehicle navigation products do not
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constitute similar goods in terms of functions, uses and consumption groups. And in the
case, as the plaintiff does not regulate the use of registered trademarks, even if the
relevant public has reverse confusion, the responsibility is also on the plaintiff. The
court ruled that the plaintiff’s claim was rejected.

The case is a typical case on the ground of reverse confusion. In the process of
expanding, satellite navigation enterprises need to strengthen the operation and man-
agement of their brands and trademarks. In face of litigation, they must adopt proper
litigation strategies to protect their legitimate rights and interests.

2.4 Trade Secret Infringement Litigation

For the core technology of enterprises, some choose to obtain protection through patent
application, and some choose to protect their rights through method of trade secrets
because they do not want to disclose technical solutions. The biggest risk of trade secret
protection is leaking. For satellite navigation enterprises, if they choose to protect
technical solutions by trade secrets, they need to pay special attention to the secret
management.

In the 11th issue of the People’s Justice Case in 2016, a case concerning
infringement of trade secrets was announced. Defendants Zhang Yong and Ze Hong
were the product division and R&D manager of Yiluo Company, a subsidiary of
Beijing Unistrong Company. They signed an employee confidentiality contract when
they joined the company. In 2010, as the core personnel, the two mastered the relevant
technical secrets of the Yiluo GIS collector. In 2011, the two defendants joined the
Haowei Company, and assembled the GIS data collector with the technical secrets and
PCBA boards previously acquired, produced S10 and sold the products. The investi-
gating agency entrusted the Judicial Appraisal Center to conduct the appraisal. The
appraisal object is the E750 GIS data collector developed by Yiluo Company and the
S10 and S12 GIS data collector PCBA board produced by Haowei Company. It is
intended to identify whether the two are identical or substantive similar. Finally, it was
identified that there is more than 95% similarity between the PCBA board of the two
company, which could confirm the direct use of Yiluo Company’s relevant trade
secrets. The S12 type has 81.9% similarity with the PCBA board produced by Yiluo
company and does not have independence. It can be determined that it is produced after
using the relevant trade secrets of Yiluo Company. In the end, the court found that the
two defendants had violated Yiluo’s trade secrets rights and constituted a crime of trade
secrets infringement. They were sentenced to fixed-term imprisonment (probation) and
fined.

This case is a criminal lawsuit. The satellite navigation enterprises should
strengthen the management of their own trade secrets, regulate the IPR ownership of
the core technical personnel, service invention problems. On the other hand, they need
to strengthen the provisions of the confidentiality agreement and the competition
restriction agreement to prevent leakage.
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3 Intellectual Property Litigation in Satellite Navigation
Enterprises M&A

Enterprise M&A can realize the complementary and resource integration between
enterprises, and can concentrate on the advantages and strengths to improve the
competitive advantage of enterprises. In a certain sense, it is a shortcut for the
development of enterprises. M&A cases in the field of satellite navigation are also
commonplace. As satellite navigation enterprises have plenty of IPR, IP litigation often
becomes a roadblock in mergers and acquisitions.

In the field of Beidou satellite navigation, a classic case of the industry is the
acquisition of Huaxin Antenna Company by BDStar Navigation. In August 2014,
BDStar Navigation announced that it intends to purchase 100% equity of Huaxin
Antenna by means of issuing shares and paying cash to enter the antenna field of
satellite navigation. The total value of the underlying assets of the transaction is
expected to be 1.3 billion yuan. From September to December 2014, Huaying Ruixing
Company issued a statement to the China Securities Regulatory Commission on “Wang
Chunhua and Huaxin Antenna Violate Huaying Ruixing’s Trade Secrets and Patent
Rights” and sued Huaxin to the Shenzhen Intermediate People’s Court on the ground of
9 antenna patent infringements and 1 patent application right infringement. The report
and lawsuit of Huaying Ruixing Company led to the failure of the first merger
application of BDStar Navigation. Afterwards, in response to the issue of intellectual
property legal disputes, the parties of the dispute conducted full and effective com-
munication, eventually eliminating disputes and reaching a settlement. After success-
fully resolving patent litigation and equity disputes, on March 23 2017, BDStar
Navigation announced the succession of acquiring Shenzhen Huaxin Antenna Tech-
nology Co., Ltd., as a wholly-owned subsidiary which lasted for more than two years.

Merge and acquisition cases like BDStar Navigation occurs occasionally, this
suggests that Beidou related enterprises should do a detailed job in IPR due diligence in
the process of mergers and acquisitions.

4 Intellectual Property Litigation in the Process of Satellite
Navigation Enterprises IPO

As a relatively new industry, BDS related enterprises require huge financial support for
technology research and product operation. The capital chain is an extremely important
part. Through IPO,enterprises can obtain stable and long-term financing channels for
the company’s sustainable development and improve corporate reputation and indus-
trial competitiveness. Therefore, many satellite navigation enterprises choose to go
public. However, the company’s IPO process will also often be attacked by intellectual
property such as patents.

In the satellite navigation post-installation market, there have been patent dispute
cases arising from the IPO, which includes many issues such as corporate qualification
review, patent stability and litigation strategies. For example, on March 18, 2015,
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Wang Enhui sued Beijing StarNeto Technology Development Co., Ltd. (hereinafter
referred to as “StarNeto”) which was in the preparatory period for IPO for patent
infringement, claiming that, on the purpose of production and operation, StarNeto has
manufactured, used, sold and promised to sell models of XW-ETS2231 in-vehicle
mobile devices and related systems without any permission. Those conducts have
infringed its patent named as “GPS-based driving test system” (patent number
ZL201110382103.5), thus she requires compensation for various economic losses
totaling 10.5 million yuan. Two days later, Wang Enhui reported to the China Secu-
rities Regulatory Commission for a real name, requesting the suspension of the IPO
review of StarNeto. StarNeto filed a request to the Patent Reexamination Board for
invalidation of the patent. On September 16, 2015, the Patent Reexamination Board
determined that all six patents held by Wang Enhui were not creative or novel, the
patent in question was invalid and the plaintiff lost the case.

The victory of the patent litigation cleared the obstacles for the IPO of StarNeto and
warned Beidou satellite navigation enterprises to figure out their own intellectual prop-
erty rights before IPO and to ensure the validity of patents related to the main business.

5 Countermeasures for IP Litigation in Satellite Navigation
Enterprises

As mentioned above, satellite navigation enterprises are facing litigation risks at the
stages of production, operation, mergers and acquisitions, and IPO. In combination
with intellectual property laws and regulations and litigation practices from home and
abroad, satellite navigation enterprises can take the following measures to strengthen
IPR risk management and to properly handle intellectual property litigation issues.

5.1 Strengthening Core Patent R&D and Patent Litigation Strategies

Take SEG as an example, SEG’s patents are mainly improved innovations and the
characteristics of such patents are generally high. After Toyota decided to terminate the
cooperation with SEG, it should circumvent some technical features in product design
to avoid infringement. However, the “big patent” Toyota did not take any measures
which lead to the loss of the infringement case. Satellite navigation related enterprises
should learn from the experience of this case. SEG Navigation successfully defended
its rights with GAC Toyota through its own patents, warning some leading companies
in the industry to maintain a certain number of core patents is the core competitiveness.
Enterprises need to increase investment in technology research and development, form
their own core patents as soon as possible. Strengthen patent layout, build patent pools
and improve their ability to respond to intellectual property litigation are also essential
for them. Patent litigations can be solved through the following aspects: First, conduct
patent search to clarify the specific conditions and rights status of the plaintiff’s patent;
second, formulate a response strategy, properly arrange from personnel to procedures;
third, review whether the conduct of the enterprise is considered as non-infringement;
the fourth is trying to declare the other party’s patent invalid; the fifth is to seek cross-
licensing of intellectual property rights.
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5.2 Pay Attention to Copyright and Trademark Protection

Enterprises have a certain advanced warning awareness of patent rights while often pay
less attention to the copyrights and trademark rights that are generated during the
production and development process. The software copyright dispute between Uni-
strong Company and Microsoft Corporation reminds relevant enterprises to strengthen
their awareness of prevention when using other products and must confirm that the
software has a legitimate source. At the same time, the software copyright developed
by itself should be registered and protected as soon as possible. The status of the rights
should be fixed in case of emergency. Cases involving software copyright like this one,
should sign license agreement with the right holder, obtain authorization to use and
develop. Besides, evidence of legitimate legal source and genuine software purchasing
invoices should be retained.

As satellite navigation enterprises expanding quickly, cases such as brand-name
and free-riding occurred from time to time. The typical case of Zhang Chunlong suing
Unistrong Company has sounded the alarm for large-scale satellite navigation com-
panies. Satellite navigation enterprises should strengthen the management of corporate
brands and trademarks. First, when applying for a trademark, we should try to embody
the distinctiveness of the trademark; second, we must prevent the trademark from being
maliciously squatted; third, it is essential to actively use the trademark and preserve the
valid evidence and renew it on time to prevent it from being revoked; fourth, try to
avoid trademark fraud. Satellite navigation enterprises should clearly understand the
number of trademarks, its rights status, licensing conditions, etc. of the enterprise. In
case of others getting free ride, enterprises can also apply for partial defense trademarks
to strengthen the defensiveness of their trademarks.

5.3 Intensifying the Protection of Trade Secrets and Improving
Corporate Intellectual Property Management

Satellite navigation-related high-tech enterprises should set up intellectual property
management departments, independently formulate their intellectual property man-
agement systems, and maintain long-term cooperation mechanisms with intellectual
property agencies and law firms in the early stage of establishment. Beidou satellite
navigation related enterprises should expand funding in intellectual property compli-
ance work, establish a sound intellectual property management mechanism and
incorporate intellectual property work into all aspects of enterprise such as product
development, manufacturing, market development and asset management. First,
enterprises should deepen the cultivation of patents and independent IPR, multiple the
intellectual property reserves of enterprises, and form the core competitiveness of
enterprises. Second, it is necessary to establish and complete business secret man-
agement, improve the provisions of confidentiality agreements, non-competition
clauses, etc., and strengthen the management and restrictions on secret-related people.
The third is to build cooperative intellectual property management system. In the
external cooperation, the initial signing of the non-disclosure agreement must clarify
the attribution of IPR; in the process of subsequent research, it is necessary to stipulate
the right to apply for intellectual property and ownership matters, and pay attention to
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relevant evidence such as who proves the technical plan or evidence of delivering data
to the other party, etc. In addition, compliance and intellectual property risk reviews are
required during technology development, software purchases, and product operations.

5.4 Prudently Promote IP Due Diligence: Focus on the Effectiveness
of Key Patents

In the development of Beidou satellite navigation enterprises, corporate M&A and IPO
transactions are common means. It can be seen from the above cases that patent
litigation incurred by IPR due diligence will hinder the pace of enterprise development.
In the process of mergers and acquisitions, Beidou satellite navigation related enter-
prises must first examine the impact of the transaction structure of mergers and
acquisitions on the ownership, licensing and transfer of IPR; in addition, they should
also examine the validity of IPR, analyze the real rights holders of IPR, and examine
the scope of IPR. It needs to be determined whether the purpose of the merger and
acquisition can be effectively implemented. Whether the target company has
infringement of the intellectual property rights of others should also be examined.
Taking the IPO of StarNeto Company as an example, in the process of IPO, satellite
navigation enterprises must first ensure the validity of patents related to the main
business. Meanwhile, it is necessary to ensure that the disclosed intellectual property
information is in line with the facts. Whether the IPR owned by the company will bring
litigation and whether the litigation has a significant impact on the main business
should be valued. The intellectual property issues of internal sources especially
between the parent company and the child company often play a big role.

Pay attention to possible risks of external licensing of IPR, properly resolve
intellectual property issues of departing employees, and patent ownership issues in
technology development contracts. To regulate corporate intellectual property man-
agement is necessary.

5.5 Applying Overseas Intellectual Property in Advance

China’s Beidou-III basic system has been completed now, and global services have been
provided since December 27, 2018. At the same time, the pace of “going out” of satellite
navigation enterprises is accelerating. Under the background of the increasingly com-
plete intellectual property protection around the world, special attention needs to be paid
to the global layout of IPR. First, satellite navigation enterprises must choose the right
time to apply for foreign patents. Most countries or regions currently follow the “first
application principle”, filing patent applications as early as possible will have a time
advantage. Second, the target countries need to properly consider in the overseas layout.
Enterprises need to consider how to obtain the most effective protection with limited
investment. It can be laid out according to the enterprise’s overseas business scope, such
as the manufacturing country and the sales market country. Moreover, regional orga-
nizations can be selected for layout, and patent authorizations obtained in regional
organizations can be effective in each member state, which simplifies the application
process and reduces costs. Notable regional organizations include Eurasian Patent,
African Regional Intellectual Property Organization (ARIPO), and African (French
Country) Intellectual Property Organization (OAPI).
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5.6 Exploring Intellectual Property Insurance System

Through the typical cases listed, we can found that the amount of intellectual property
litigation claims faced by satellite navigation enterprises is often very significant. Once
loss, it is a huge burden for enterprises, there are also expenses such as litigation costs.
Enterprises should speculate how to share intellectual property litigation risks. At
present, the United States has established an intellectual property insurance system to
decentralize the costs of intellectual property disputes. The so-called intellectual
property insurance is an insurance that uses intellectual property as the subject of
insurance. US intellectual property insurance is mainly divided into intellectual prop-
erty enforcement insurance and intellectual property infringement insurance. With the
accelerating pace of China’s satellite navigation enterprises going abroad, the number
of overseas intellectual property litigations faced by enterprises will also increase, and
the establishment of an intellectual property insurance system is a possible route. In the
design of specific systems, efforts should be made to avoid the disadvantages of
excessive premiums in the current US system and delays in litigation by large enter-
prises. Strive to share risks rationally and provide strong guarantee for the development
of small and medium-sized enterprises.

6 Conclusion

The intellectual property risk runs through the whole process of satellite navigation
enterprises’ business activities. Enterprises should pay close attention to the risks and
properly solve various intellectual property issues. Enterprises can explore the estab-
lishment of a sound IPR risk response system by strengthening patent R&D, attaching
importance to trademark and copyright protection, improving corporate IP manage-
ment, prudent IPR due diligence, and strengthening overseas distribution. At the policy
level, intellectual property insurance system can be introduced to share risks. Through
all the efforts above, it is promising that intellectual property rights may safeguard the
long-term development of satellite navigation companies.
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Abstract. In the past 20 years, various innovative technology patents of BeiDou
Navigation Satellite System (BDS) emerge in endlessly. Patent analysis is a
practical method in enterprise strategy and competition analysis, serving
decision-making. This paper describes how to use patent analysis method to
process, compose and analyze the relevant patents of Beidou industry, convert
these patent data into valuable technical information and market competition
information. It provides supplementary means to formulate technological inno-
vation, technology import plans and market strategy. Patent analysis technology
is playing its potential as a management tool, which should be taken seriously.
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1 Introduction

Beidou (hereinafter referred to as BD) Satellite Navigation System (hereinafter referred
to as BD System) is a global satellite navigation system independently developed and
operated by our country. BD System has been open for civilian application for 15 years
since 2003. BD industry has emerged from scratch, showing a flourishing development
trend. BD system has been widely used in transportation, maritime, power, civil affairs,
meteorology, fisheries, surveying and mapping, miner, public security, agriculture,
forestry, land, water conservancy, finance and other industries. BD industry has
become an important strategic emerging industry in China.

Throughout the development process of BD industry, technological innovation is the
main means of development. With the promotion and policy support of the national
science and technology innovation strategy, the technological innovation of BD industry
in China is more active. The innovators actively transform the achievements of inde-
pendent innovation into intellectual property rights, and carry out a comprehensive
strategic layout around the BD industry chain. In recent years, the number of patent
applications in BD area has increased dramatically in China. The number of patents
related to BD has reached nearly 40,000 by searching the contents of patent specifications
with the keyword “Beidou” on the website of the State Intellectual Property Office.
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Patentees (hereinafter mainly referred to as enterprises) protect their own techno-
logical innovation achievements and intellectual property rights through patents. At the
same time, as an important and effective carrier of technological information, patent
documents also reveal the technological strength of patentees to the outside world.
Therefore, patents can be used as an important information resource for the techno-
logical competitiveness of enterprises, which can be deeply excavated to analyze and
evaluate the technological competitiveness of enterprises. Patent analysis method is a
unique and practical analysis method in enterprise strategy and competition analysis.
Enterprises can constantly extract valuable competitive intelligence from patent data to
serve enterprise decision-making.

With the continuous development and improvement of information technology,
network technology and patent database since 1990s, patent analysis method has been
applied to enterprise strategy and competition analysis, and gradually applied in other
industries at home and abroad, but it has not attracted enough attention in many
enterprises of BD industry yet.

This paper describes how to use patent analysis method to extract relevant patent
information from a large number of patent data of BD industry, process, combine and
analyze, and convert it into technical information with overall and predictive functions,
further then judge the technical competitiveness, and predict related technological
development trends. Through patent analysis, we can also get competitors’ R&D
ability, their technological innovation ability and so on, which can provide supple-
mentary means for enterprises to formulate technological innovation and technology
introduction plan, and competition plan based on new technology. Furthermore, it can
predict the market competition information of BD industry and provide valuable ref-
erence information for the formulation of enterprise market strategy.

2 The Significance and Role of Patent Analysis in Enterprise
Strategy

The statistics of the World Intellectual Property Organization show that 90–95% of the
latest inventions and creations in the world can be retrieved in patent documents every
year, and spread completely and rapidly through patent specifications. 70% of the
technical contents have not been published in other non-patent documents. Although
patent documents are timeliness from invention to publication, patent documents are
the fastest and most authoritative source of information to understand invention and
creation. Because the first report from any other channel will destroy the patentability
of invention and creation, which means abandoning the monopoly of the market and
abandoning the economic benefits of invention and creation. Therefore, the analysis of
technology patents is an important means for enterprises to obtain technical information
from industries and competitors.

The antennas, chips and boards in the upstream of BD industrial chain, the system
integration and terminal integration in the midstream, and the operation services in the
downstream have been fully matched. But in fact, due to the late start of BDS in China,
domestic navigation chips and terminal manufacturers have less core technology and
insufficient patent strength, mainly based on the U.S. GPS system. Therefore, some BD
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technology pioneers do not have domestic references, GPS related patent technology
literature is the best reference, we should use patent analysis method to absorb foreign
advanced technology for our use.

Learning to carry out R&D activities on the shoulders of “giants” and make good
use of relevant patent documents at home and abroad can effectively save research
funds and research and development time. At the same time, the effective introduction
of patented technology, in the fierce market competition, can quickly develop products
needed by the market, and improve product function and performance. Patent analysis
can also effectively avoid patent risks.

Beidou industry has great attraction. There has been lots of enterprises in Beidou
industry, but many new enterprises still want to enter it every year. New entrepreneurs
with a lot of capital and entrepreneurial courage can not be underestimated. How to
stand out among lots enterprises, dominate and maintain the leading edge? Enterprises
with core competitiveness of technology or market are often more invincible. There are
many ways to improve the technology and market competitiveness of enterprises, but
patent analysis can be an important auxiliary means. The analysis of patent literature on
technology and market competition information can help enterprises evaluate com-
petitors, grasp the competitive environment and industry development trend, and
improve the pertinence and scientificity of enterprise competition strategy. Without a
systematic understanding of competitors and industry technology development, tech-
nology strategy (technological innovation and technology introduction) falls into
blindness and non pertinence. The application of patents to the analysis of techno-
logical factors in competition, related R&D and technological status of competitors can
help formulate R&D strategies and market competition strategies.

3 Patent Data Source and Retrieval Analysis Method

Following is the introduction of data sources, analysis process and selection of retrieval
objects for patent analysis.

3.1 Patent Retrieval and Analysis Process

The number of BD patents or reference patents applied at home and abroad is huge.
How can we find the patents needed for analysis in a large number of patents? Patent
retrieval for the purpose of obtaining competitive intelligence can be roughly divided
into three steps:

Firstly, enterprises need to define the scope of analysis. Lock in international or
domestic patents, and lock in the subdivision of the industry. For example, BD industry
can be subdivided into chips, modules, terminals, system integration, terminal inte-
gration, operation services, etc. System integration, terminal integration and operation
services can also continue to be subdivided according to the user scope of product
services.

Secondly, we need to clarify the main technical fields. The scope of patent analysis
for new entrants or existing old enterprises in the industry is different. New entrants of
BD industry need to fully understand the technical status, technical hot spots and trends
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of the industry, to find entry points and obtain long-term development. Existing
enterprises need to regularly review their existing technological competitive position,
competitors’ technological status and technological trends in order to continuously
improve existing products and enhance the core competitiveness of products. or con-
versely, enterprises need to consider how to set obstacles to competitors through patent
means in the case of leading technology.

Finally, we use effective tools to make statistical analysis of patents. In addition to
the website of the State Intellectual Property Office, there are many manufacturers who
can provide patent retrieval and analysis, so it can be assisted by selecting appropriate
retrieval and analysis tools.

3.2 Patent Retrieval Analysis Tools and Data Sources

To assist in illustration, the contents of the pictures and texts shown in this paper
mainly depend on the results of Chinese retrieval statistics of the National Intellectual
Property Office Network. The purpose of this paper is to illustrate the method and
function of patent analysis applied to competitive intelligence of BD industry.
Therefore, the retrieval tools, data sources and data retrieval results are not verified in
detail.

3.3 Selection of Patent Retrieval Objects

Enterprises should select one or more retrieval objects according to their own needs and
strive to be comprehensive when selecting technical topics for retrieval.

In order to assist the patent analysis method in this paper, the topic of BD Intel-
ligent Agriculture, one of the current BD hot applications, will be selected in this paper.
The retrieval time will be after BD Satellite Navigation System opened for civilian
applications in 2003. With “BD Agriculture” as the key word, 289 patents were
searched, including 182 invention patents and 107 utility model patents. The following
patent analysis methods illustrate that all the data are taken as objects.

Of course, only using “BD Agriculture” as the search keyword will filter out the
relevant technical patents in this field that do not contain this keyword, that is, the
search will be incomplete. This article only selected the scope for illustrating the need.
If “BD agriculture” is subdivided into “BD soil”, “BD cultivation”, “BD aquaculture”
and other information, more comprehensive search results will be obtained.

4 Contents and Methods of Technology Patent Analysis
in BD Industry

Patent analysis of BD industry includes: analysis of competitive environment of BD
industry, analysis of competitive technology of BD industry, analysis of competitors of
BD industry, analysis of technological competitiveness of enterprises themselves,
analysis and mining of partners.
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4.1 Analysis on Competitive Environment of BD Industry

When a new entrant tries to enter the BD industry or an existing enterprise tries to enter
a new technology field, it is necessary to analyze the whole competitive environment of
the technology field in the industry in order to understand the overall situation of the
field. From the perspective of patent technology, the industry technology competition
environment faced by enterprises mainly includes four aspects: current technology
development trend, technology life cycle, technology situation of countries or regions,
competitor identification and so on.

4.1.1 Analysis of Technology Development Trend
Through the analysis of the number of patents and the application trend in the specific
technology field, we can understand the development situation and the overall trend of
the industry technology.

From the trend chart of BD’s patent application in agriculture, it can be concluded
that BD’s research on agricultural application began in 2008, and made significant
progress after 2013. The number of patent applications has increased year by year and is
in the developing stage. From the number of patents, BD’s agricultural application is still
at a low level. Therefore, pioneer enterprises in this field need to further analyze foreign
patents and learn from developed countries such as the United States, which has a small
population and a wide area, how to use GPS satellite to assist agricultural production.

4.1.2 Patent Technology Life Cycle
Patent technology life cycle refers to the general periodic law between the number of
patent applications and the number of patent applicants, which can be divided into
germination period, development period, maturity period, recession period and
recovery period. The number of patents or the number of patent applicants in different
periods can represent the technological development of that period, showing the state
of “appearing and a small amount”, “gradually rising”, “slowly growing or maintaining
stability”, “gradually declining until zero”, “appearing a small amount again”.

Fig. 1. Example: patent quantity trend of BDS in agricultural application
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Understanding the development stage of technology is very helpful for a company
to judge whether it should intervene in the business of this technology field. If a
technology has entered a mature stage, it means that the space for technological
development has been relatively small. It is difficult for enterprises to make techno-
logical breakthroughs. On the contrary, if the technology is in the development stage, it
indicates that there is still a large space for R&D and the return of technological
investment will be relatively large.

From the above “Fig. 1”, it can be seen that BD’s application in agriculture is still
in its infancy (the annual patent application volume is maintained at 1–5 items in 2008–
2013) and is entering the development period (the rapid increase year by year after
2013). The number of patent applications and the number of patent applications are
small. China is a large agricultural country, limited by thousands of years of cultivation
methods, agricultural mechanization level is low. With the increase of agricultural
equipment, BD’s application in agriculture should have a rapid development trend,
which deserves the attention of new enterprises or industries.

4.1.3 Technical Distribution in Countries or Regions
Patent technology distribution in different countries or regions can be used as a tech-
nical index to measure regional innovation ability and competitiveness, and reflect the
potential of market application.

We will continue to analyze the regional distribution of patented technology based
on the search results of domestic BDS applied technology patents in agriculture, in
order to determine which provinces and municipalities take the lead in the application
of BDS in agriculture and whether the technology level in this region has advantages. It
is concluded that the strong or weak distribution of patents serves enterprises in
choosing market development decision-making. Of course, other market research
methods are needed to draw a conclusion, but patent analysis can indeed be used as an
effective supplementary means (Fig. 2).

Fig. 2. Example: top ten regional contrast maps of BDS in agricultural application
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4.1.4 Competitor (or Potential Competitor) Identification
Let’s start with a list of the top ten patent applicants for BDS in agricultural applica-
tions in China (Fig. 3).

The top 10 companies accounted for 33.2% of the total patent applications. Among
them, there are 3 enterprises, 5 universities and scientific research institutes, and 2
individuals. Potential competitors may come from these three enterprises, and then
through the following competitor analysis methods for in-depth analysis.

Taking “Wuxi Tongchun New Energy Technology Co., Ltd” as an example,
through searching its patentee, we find that there are 90 patents applied for by the
company, of which 50 are related to “BD” and 7 are related to “BD Agriculture”. In
fact, the company has adopted dozens of patents related to BD’s application in agri-
culture, and no “agriculture” keywords have appeared. For example, wheat maturity
monitoring with BDS belongs to agriculture. Therefore, in the detailed analysis, the
patent analysis tools may not be accurate, and need manual addition and statistics.

Through a detailed analysis of the company’s patents, the BD patents mainly focus
on UAV agriculture, UAV fish swarm monitoring, UAV marine resources monitoring,
UAV forest fire monitoring, UAV agricultural pest monitoring and so on. The com-
pany’s patent layout mainly uses BDS high-precision positioning UAV applications, its
core technology is BDS UAV applications, and still shows a strong development trend.

Through analysis, we can judge whether the enterprise has become a competitor of
the enterprise.

4.2 Competitive Technology Analysis of BD Industry

The patent classification number of patent applications for invention and utility model
is identified by IPC International Patent Classification Table. IPC is divided into
departments, large groups, small groups, large groups and small groups. Each patent is
assigned a patent classification number indicating the technical subject of the patent.

Fig. 3. Example: top ten patent applicants of BDS in agricultural application
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A patent may have a different classification number. Through the statistical analysis of
patent classification number, we can know the technical hotspots of the industry and
find out the competitive technology, that is, to understand the key technology, core
technology and potential technology in the technical field, and to judge its development
trend.

The distribution map of IPC reveals the distribution of patents in each IPC category
in a technology field. The more patents clustered in a certain IPC category, the more
important this type of technology is, and it belongs to the research hotspot, and vice
versa. When making detailed analysis, the IPC distribution map should be as detailed
as possible to large groups or groups. The more detailed the IPC distribution map is, the
more favorable it will be for your analysis (Fig. 4).

4.3 Analysis of Competitors in BD Industry

Know the enemy and know yourself, and you can fight a hundred battles with no
danger of defeat. In today’s market economy of economic globalization, competition is
becoming more and more fierce. Enterprises want to survive and develop, adopt
effective competition strategy, understand the industry and market of enterprises and
competitors, which can improve the success rate of decision-making.

Enterprises with strong technological strength in the industry are often the ones
with strong competitive strength in this field, and they are the main competitors.
Competition analysis includes many methods, and technology patent analysis can be
used as an important auxiliary means. Through in-depth study and analysis of com-
petitors’patents, we can understand competitors’ technological layout and focus,
technological trends, potential links between competitors, competitors’positioning and
technological strength.

4.3.1 Analysis of Patent Layout of Competitors
Through the display and analysis of patented radar or function matrix diagrams in
different technical fields of different competitors, we can understand the technological
overlap and main technological layout among competitors, the technological emphasis

Fig. 4. Example: the patent IPC distribution map of BDS in agricultural application
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and strength difference between competitors, and analyze the technological strength
difference between our enterprises and competitors, so as to provide support for
technological strategy (Fig. 5).

4.3.2 Analysis of Patent Layout of Competitors
When we lock in competitors, we can understand the development trend of competitors
in the whole technology field by analyzing the trend of their patent applications
(Fig. 6).

The technology trend map of a single competitor can also be detailed to each IPC
classification or specific technology.

Fig. 5. Example: patent radar map of competitors

Fig. 6. Example: patent quantity trend of competitors
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4.4 Analysis of Enterprise’s Own Technical Competitiveness

Know the other and know yourself too. Through the patent analysis method, we can
understand the technological competition pressure we are facing. At the same time,
through the analysis of patent citation rate, we can understand the importance and
intrinsic value of patent technology owned by our own enterprises, and help to judge
the technological competition situation and technological development trend faced by
our own enterprises (Fig. 7).

Patent citation rate can be divided into self-citation rate and cited rate. Self-citation
rate describes the situation of subsequent patents citing their own patents. The higher
the citation rate, the stronger the autonomy of R&D; the higher the citation rate, the
higher the content of the technology.

4.5 Partner Analysis and Mining

Through the ranking of patent applicants in a certain technology field, we can find
some universities, research institutes or individuals with technical strength. When
enterprises try to enter this field, they can cooperate with them and introduce patented
technology to quickly develop competitive products.

Through the list of patent inventors, we can find the most active people in the field
of technology, and track their journal papers and technical activities, so that we can
understand the development trend of technology more abundantly. Business managers
can also seek partners or engage in headhunting activities.

At the same time, we can also find satisfactory partners by analyzing the patents of
upstream suppliers and downstream customers.

5 Notices for Competition Analysis with Patents

The methods and functions of patent analysis in obtaining technology and market
competition information in BD industry are described above. Through patent analysis,
we can find out the technical status and development trend of competitors in the field,
but not absolutely. Not all patents have commercial value and strategic guiding

Fig. 7. Schematic diagram of the relationship between patent citation and citation
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significance, and need eye recognition. Patent analysts also need to have relevant
industry knowledge, analysis and judgment ability, and a certain foreign language
ability when analyzing international patents.

6 Concluding Remarks

At present, comprehensive patent database can be easily accessed through the Internet,
and a large number of data can be effectively analyzed. Patent analysis technology is
playing a more and more potential as a management tool, which should be taken
seriously by enterprises in BD industry. By means of patent analysis, we can under-
stand the situation and development trend in the field of technology, effectively for-
mulate enterprise technology and market competition strategy, reduce the probability of
blind duplication of R&D and failure, avoid waste of resources, and jointly promote the
healthy and orderly development.
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Abstract. Satellite navigation industry has become a global new and high
technology industry, which has achieved the cross-border integration in many
livelihood fields and penetrated into every aspect of our lives, with the rapid
development of beidou satellite navigation system, the beidou satellite naviga-
tion industry is facing great opportunities and challenges, although patent
applications of beidou are growing fast, but the proportion of valid patents is not
high, the number and layout of core patents are limited, most of enterprises are
small scale, the ability of overseas risk management and response capacity are
relatively weak, that are all urgent to sort out and plan beidou’s related intel-
lectual property work. This paper analyzed the present situation in the field of
satellite navigation, and then explored the application trend, regional distribu-
tion, main applicants and industry application distribution, selected representa-
tive innovation applicant for analysis, including its patents situation, foreign
layout, transfer and transformation work, acquisition, merge or listed situation
etc., by analyzing the overall situation and detailed case, discussed the ‘going
out’ intellectual property risk of beidou enterprises, put forward some corre-
sponding countermeasures and suggestions as a reference for the development
of satellite navigation autonomy and internationalization in China.

Keywords: Satellite navigation � Beidou � Patent layout � Risk prevention �
Warning advices

1 Introduction

Global navigation satellite system (GNSS) is one of the national important infras-
tructures in the information era, common examples are America’s Global Positioning
System (GPS), China’s Beidou System (BDS), Russian’s GLONASS system (GLO-
NASS), European’s Galileo system (GALILEO), Japan’s Quasi-Zenith Satellite Sys-
tem (QZSS) and India’s Regional Navigation Satellite System (IRNSS) [1].

Beidou is a global satellite navigation system which independently build and
operated by China, it can be compatible with other global satellite navigation systems.
Beidou can provide all kinds of users with high-precision, high-reliable positioning,
navigation and timing services around the world and at all hours of the day. Beidou is
also capable of short message communication. In the late 20th century, China began to
explore the development path of satellite navigation system suited to its national
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conditions, and a three-step development strategy has been gradually formed. By the
end of 2000, the bds-1 was completed to provide services to China. By the end of 2012,
the bds-2 was completed to provide services to the asia-pacific region. The bds-3 global
system is scheduled to be completed around 2020. On the basis of bds-2, new functions
such as high-precision service, satellite-based enhancement service, large-capacity
RDSS service, mid-orbit search, rescue service and global location report will be added
to broadcast better navigation signals and further enrich the functions of the satellite
navigation system.

The “global” satellite navigation patent mentioned in this paper only refers to six
country’s relevant patents, including China, the United States, Europe, Russia, Japan
and India. The deadline for patent searching and data update is June 30, 2018. The
patent data comes from the Thomson Innovation database and Innojoy patent database.

2 Patent Layout of Global Satellite Navigation

2.1 Application Trend Analysis of Global Satellite Navigation

Figure 1 is the statistical graph of the annual development trend of global and Chinese
patent applications in the field of satellite navigation (Chinese patent applications
include foreign applications entered into China and domestic applications, the pro-
portions are shown in Fig. 1). Up to the June 30, 2018, a total of 110,986 patent
applications were applied for global satellite navigation. China has received a total of
54,350 satellite navigation patent applications, ranking first in the world. In 2016,
China received 10,678 annual applications for satellite navigation, accounting for 80
percent of annual global applications that year.

Fig. 1. Annual development trend of patent applications of global and China
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Figure 2 shows the comparison of application and authorization amount in various
countries around the world. As can be seen from this figure, the proportion of valid
patents in China is not high (the number of granted and valid patents accounted for
only 42% of the total number of applications), more patents are in the process of
examination or not paid after authorization. However, the proportion of valid patents in
the United States is up to 57%, indicating that the US patents’ quality and practical
value are relatively high.

2.2 Layout Analysis of Main Applicants of Global Satellite Navigation

Based on the statistical analysis of the main applicants in the field of global satellite
navigation, the ranking of the main applicants (the data was statistical of patent fam-
ilies) was obtained as shown in Fig. 3. It can be seen from the figure that the top ten
innovation applicants include three American enterprises, four Japanese enterprises,
two Korean enterprises and one Finnish enterprise.

These enterprises are all the leading enterprises in the field of satellite navigation,
and most of them are traditional communication or internet enterprises, Chinese
company did not enter the top 10 ranking, mainly due to that the satellite navigation
enterprise in China started late and have not yet formed a certain scale, beidou
enterprises will compete with traditional communication or internet companies in the
market, enterprise scale and enterprise competitiveness need to be further improved.

Fig. 2. Comparison of application and authorization amount
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On this basis, this is a further analysis on the main applicants that have been active
in the satellite navigation markets of the world, and it has been discovered that:

Qualcomm inc. of the United States ranks in the forefront of satellite navigation in
the world and enjoys an absolute advantage in this field. In addition to Qualcomm inc.,
the Japanese market is almost occupied by domestic enterprises, such as: Seiko Epson,
Panasonic, Sony, Mitsubishi, Toshiba and so on, patent barrier is strong and the
monopoly situation has been formed. Most of the major innovations subjects in the
Indian market are American enterprises, the advantages of local applicants are not
obvious. Major innovation subjects in China include some universities and some
emerging enterprises, foreign innovation subjects and international manufacturers also
have a certain market share. However, different from India, domestic applicants in
China have a higher market share and obvious advantages, although they are small,
dispersed and a monopoly situation have not been formed.

3 Patent Layout of Satellite Navigation in China

3.1 Application Trend Analysis of China Satellite Navigation

Patents in China in the field of satellite navigation include foreign applications entered
into China and domestic applications, as shown in Fig. 4. As can be seen from the
application trend curve, the number of domestic applications account for more than
90% of the total number of patents accepted in China, while domestic applications in
this field mostly involves the technology of beidou, therefore, the above data shows
that since the end of the 20th century, beidou technology had developed rapidly and its
technical strength and intellectual property level had been continuously improved.

Fig. 3. Distribution of top10 applicants of global satellite navigation
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3.2 Regional Distribution Analysis of China Satellite Navigation

In this paper, the main application regions of satellite navigation patents in China are
statistically analyzed, as shown in Fig. 5.

The top three regions in terms of patent application are guangdong, Beijing and
jiangsu. With the development of beidou technology, the emerging enterprises in the
above-mentioned regions have rapidly risen and applied for a large number of patents.
In general, the number of patent applications in each region is basically equivalent to

Fig. 4. Patent application trend in China satellite navigation

Fig. 5. The main application regions of satellite navigation patents in China
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the level of the local satellite navigation industry, which indicates that economically
developed regions play a crucial role in promoting the development of beidou satellite
navigation industry.

3.3 Application Distribution Analysis of Beidou Industry

This paper further discusses the application of beidou industry, and studies its devel-
opment and patent layout characteristics.

Industry applications include: science and technology applications, personal
applications, social applications, transportation applications, agricultural, forestry and
fishery applications and environmental applications.

In which:
The application fields of science and technology include geographical mapping,

monitoring of bridges, landslides and dams, management of smart cities and crustal
deformation etc.

Personal application fields include real-time positioning terminals for the elderly or
children, shared bicycles etc.

Social applications include disaster early warning or management, medical ser-
vices, rescue and timing services;

Traffic applications include navigation or monitoring of roads or vehicles, traffic
control, tracking and driving tests, etc.

Agricultural, forestry and fishery applications include information connectivity and
sharing between agricultural, forestry and fishery enterprises and administrative
departments, also include port operations, agriculture, tillage, soil sampling, equipment
navigation, etc.

Environmental applications include automatic monitoring of the environment
through positioning and navigation, especially in environmental emergency monitor-
ing, fire and earthquake monitoring etc.

Through the above division method to confirm the patent search strategy, the
application distribution trend of beidou industry is obtained as shown in Fig. 6. As can
be seen from Fig. 6, the key industrial application fields of beidou industry are science
and technology application field and personal application field. The corresponding
patent applications are 4277 and 3841, accounting for 30.30% and 26.97% respec-
tively. In addition, the number of applications in the above two industries have
been increasing year by year, with broad application prospects and bright market
prospects.
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Although the number of patent applications for transportation applications, agri-
cultural, forestry and fishery applications, environmental applications are not high, but
applications involving national security and infrastructure such as road traffic, disaster
monitoring, agriculture, forestry and fisheries are also particularly important. The
application of beidou system in the above fields cannot be ignored.

In a word, satellite navigation has been widely used at present. The beidou system
has achieved cross-border integration in many areas of people’s livelihood and pene-
trated into all aspects of our lives.

4 Discussion on Patent Layout of Qualcomm Inc.

It can be seen from the above analysis that in the field of satellite navigation, Qual-
comm inc. of the United States has absolute technical advantages and patent layout
advantages both in America or the other countries, is the leading enterprise in satellite
navigation field. Therefore, Qualcomm inc. was selected as the representative of
innovative subjects, its market layout and intellectual property development strategy
are analyzed in detail for reference or risk prevention of beidou enterprises in China.

Figure 7 shows the application amount and layout country of Qualcomm, as can be
seen from the trend of the application, before 1995, Qualcomm applied for few patents
in the field of satellite navigation, which was in the embryonic stage of technology,
technologies of this time mainly focused on radio transmission and positioning tech-
nologies. During the period from 1996 to 2014, Qualcomm’s patent application in this
field grew rapidly and reached its peak in 2014. The number of applications in 2014
was almost 25 times higher than that in 1996.

Fig. 6. Application distribution of beidou industry
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The rapid patent accumulation during this period was related to Qualcomm’s
launch of two types of 64-bit mobile system chips – Snapdragon 610 and 615 in 2014.
Snapdragon 610 and 615 are highly recognized and welcomed by consumers, which
showed significant advantages in both product development and market occupancy. In
addition, Qualcomm acquired Atheros Communications in 2011, completed 2,400
patent transactions with HP in 2014, and conducted investment and acquisition
negotiations with Israeli chip manufacturers in 2014, all of this accelerated Qual-
comm’s rapid technology accumulation and patent accumulation in the field of satellite
navigation and formed a solid patent barrier. Qualcomm’s leading position in the
industry thus formed.

Since 2015, Qualcomm has entered the adjustment period after a substantial
increase in the early stage, and the annual application volume shows a downward trend.
The reasons are analyzed as follows: first, Qualcomm has finished a large number of
patent layouts for core technologies; second, Qualcomm’s massive layoffs and response
to a number of lawsuits during this period have also affected the company’s accu-
mulation of patent applications. It can also be seen from the figure that the number of
Qualcomm’s patent applications in China has been steadily increasing since 2005, the
number of Qualcomm’s patent applications in China accounts for 17.68% of its total
patent applications, only less than the United States and Japan, so China is the main
market that Qualcomm has focus on in recent years.

In addition, this paper further analyzes IPC (International Patent Classification) and
key technologies of Qualcomm patents in the field of satellite navigation, and obtained
Table 1.

Table 1 shows the ranking of IPC classification of Qualcomm’s relevant patent.
According to the ipc ranking, patent class of G01S, H04L, H04W, H04B and G06F are
the main classification. These main classification mainly involve radio direction,
navigation, digital transmission, communication network and data processing, etc.

Fig. 7. Qualcomm’s application and patent layout
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Through the selection and analysis of Qualcomm’s core patents, it is found that this
company’s patents in the field of satellite navigation are mostly concentrated on
receiver structure, auxiliary system and RF front-end, which is due to Qualcomm itself
is a radio communication technology research and development company. The above
key research directions are the company’s mainstream business directions, and also the
key layout directions of the patents.

Through the above analysis of Qualcomm, it can be seen that this company has the
largest number of patent applications in the field of satellite navigation in the world,
with prominent key technical fields. It had made patent layout in all major countries,
had obvious market advantages and formed certain patent barriers. Innovation subjects
in China should pay full attention to its core technologies and avoid intellectual
property risks when making patent layout in related technical directions.

5 Intellectual Property Warning Advice of Beidou Industry

Based on the macro analysis of satellite navigation and the micro analysis of qualcomm
inc., this paper will propose the following measures and suggestions for the risk
avoidance and early warning of beidou enterprises:

5.1 Continue Patent Layout and Increase the Number of Core Patents

Due to the risks such as lower proportion of effective patents and insufficient core
patent technology in China, it is urgent to develop the cultivation and layout of beidou
high-value patents and form a high-value core patents pool. It not only pays attention to
the number of patent applications, but also focus on the operation and transformation of
patents after granted, speeds up the industrialization of core technologies, avoid the
intellectual property risks of beidou navigation technology export, truly implements the
strategy of “technology export, patent first”, reduces the risk of patent litigation, and
provides intellectual property protection and core technology reserve for beidou system
to participate in global competition.

Table 1. IPC of Qualcomm’s patent in satellite navigation

IPC The IPC instructions

G01S Radio orientation; radio navigation; using radio wave ranging or velocity
measurement; similar devices for other waves are used

H04L The transmission of digital information, as by telegraph
H04W Wireless communication network
H04B Transmission
G06F Electrical digital data processing
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5.2 Give Full Play to the Unique Advantages of Beidou System
and Continuously Carry Out Independent Research
and Development

At the end of 2011 to early 2013, a patent dispute surrounding satellite navigation
signal broke out between Britain and the United States, in the end, the two countries
issued a joint statement. In order to avoid risks, BDS must be avoid the British and
American patent layout in navigation signal, give full play to the unique advantages,
eliminate potential threat on technology and implement independent intellectual
property protection as soon as possible.

5.3 Introduce New Rules of International Competition for Beidou
Enterprise

In view of the intellectual property risks faced by beidou enterprises “going out” and
foreign enterprises “coming in”, through domestic media, intellectual property public
service platform, industry associations and other channels, and by means of intellectual
property publicity week, international conference BBS, industry training activities,
white paper publishing, BDS will promote China’s satellite navigation experience and
achievements of intellectual property protection, guide enterprises to carry out targeted
improvements.

At the same time, enterprises should be guided to master basic intellectual property
risk avoidance and coping strategies, strengthen risk prevention awareness.

The basic process of intellectual property risk avoidance and response is shown in
Fig. 8:

Fig. 8. Risk avoidance and response of intellectual property
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5.4 Track Core Technology, Grasy the Dynamics of Competitors
in Real-Time

On the one hand, we can track the countries/regions, litigation-related companies, or
potential litigation-related patents by means of patent analysis, make intellectual
property warning, avoid risks in advance, and minimize the risks of intellectual
property in the areas where enterprises have advantages. On the other hand, beidou
enterprises in China should track and investigate the application status, legal status and
litigation status of basic patents with infringement risks, analyze and determine the
protection scope of the granted patent claims in detail, and grasp the development trend
of competitors in real time.

5.5 Improve the Intellectual Property Practical Ability of Beidou’s
Innovative Applicants

Beidou intellectual property cultivation is still in the primary stage, focusing on the
patent front end of patent mining and patent applications, with the need of “going out”,
beidou system is urgent to enhance the capabilities on international layout, operating,
risk warning and conflict management.

6 Conclusion

At present, beidou industry is on a scale. The sales of the core foundation products of
autonomous intellectual property reached a hundred million, such as core chips and
modules, etc. High-precision products of beidou have been exported to more than 70
countries and regions in the world. As a basic system for protecting innovation and
regulating order, intellectual property is an important guarantee for China’s beidou
system to go global and the beidou industry to improve its competitiveness. This paper
discussed the general situation and specific cases of satellite navigation, and on this
basis, put forward to some early warning suggestions as a reference for the independent
and international development of China’s satellite navigation.
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