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Preface

Over the last decade, the concept of resilience has gained considerable attention
recognizing the fact that all hazards or threats cannot be averted. The efforts of
communities around the world have been to clearly define and enhance their
resilience against extreme disasters. The resilience of structures and infrastructure is
becoming an important issue for developed countries accepting the fact that they
cannot prevent future hazards, but rather they have to manage and minimize their
impacts on humans and assets. There is a large debate in the literature on how to
define resilience. The concept of resilience does not have a unique meaning and
implication in all fields of science and engineering due to its broad use. This edited
book is mainly focused on resilience related topics in the field of engineering. In
this context, the word resilience can be defined as the capability of a system to
maintain or promptly recover its functionality in the face of extreme events.

A growing number of structures are built in disaster-prone areas. To this, when a
natural or anthropogenic hazard occurs, structures and infrastructure have to be not
only capable of withstanding them but they also have to be resilient. In this context,
the concept of resilience-based design can be regarded as a prerequisite to enhance
the sustainability of modern societies through a multiscale approach: from a single
structure scale to urban environment scale.

The objective of this book is to highlight criticalities in current structural design
practice and to provide guidelines to help researchers, engineers, and policy-makers
toward more resilient structures and infrastructure. To this aim, the book content is
divided into three sections. The first part contains 11 chapters discussing the
resilient-based design in structures with an emphasis on buildings. The content
covers a wide range of topics including the resilient structural elements and fuses,
resilience-based design against earthquake, blast, flooding and other hazards, risk
management, and proposed hazard mitigation frameworks. The second part pre-
sents contributions on the resilience of infrastructure. The content covers the resi-
lience issues related to mitigation schemes, bridging multi-hazard, and critical
infrastructure. The last part presents fundamental works related to the concept of
resilience and its mathematical formulation.
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It is our hope that this book, which integrates the concept and theoretical aspects
of resilience, will serve as a comprehensive guide and reference for practicing
engineers, researchers, educators, and recent graduates entering the civil engi-
neering profession by assuring them that they have discovered an exciting world of
challenges and opportunities.

Kerman, Iran Ehsan Noroozinejad Farsangi
Kyoto, Japan Izuru Takewaki
Vancouver, Canada Tony Y. Yang
Berkeley, USA Abolhassan Astaneh-Asl
Urbana, USA Paolo Gardoni
January 2019
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Part I
Resilience in Structures



Application of Steel Shear Walls Toward
More Resilient Structures

Abolhassan Astaneh-Asl, Xin Qian and Yongjiu Shi

1 Introduction

Steel shear wall systems are one of the main steel lateral force-resisting systems in
buildings. Other commonly used steel lateral force resisting systems are the moment
frame, concentrically braced frame, and eccentrically braced frame. Figure 1 shows
the main components of a steel plate shear wall, which are the steel infill plate, the
surrounding boundary beams and boundary columns, connections of the infill plate
to boundary columns and beams, beam-to-column connections, stiffeners if any, the
base connections of the columns, and the splices of the boundary columns.

Steel shear walls are divided into stiffened and unstiffened. In unstiffened shear
walls, the infill plate has no stiffeners, as shown in Fig. 2a, while in the stiffened
steel shear walls, there are horizontal or vertical stiffeners on one side, or both
horizontal and vertical stiffeners either on one side or each on one side of the steel
infill plate, Fig. 2b.

Early steel shear walls used in the 1960s and ’70s were stiffened to prevent
buckling of relatively thin infill plates until the plate yields in shear. Later, during
the 1980s, the thin unstiffened steel plate shear walls became popular after the
post-buckling capacity from the diagonal tension field action of the unstiffened infill
plates was recognized. The superior shear resistance, stable hysteresis behavior,
high-energy dissipation capability, and high ductility, as well as the inherent redun-
dancy, have made the steel plate shear walls a promising alternative to conventional
lateral load-resisting systems in high seismic and wind regions. Unstiffened shear
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Fig. 2 Components of typical unstiffened and stiffened steel shear walls
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Fig. 3 Shear buckling strength of unstiffened and stiffened steel shear walls

walls are quite popular in the U.S. and Canada, while the steel shear walls used in
China and Japan are often stiffened.

The stiffened steel shear walls, compared to unstiffened steel shear walls are
more expensive, due to the added cost of stiffeners, and occupy more floor space,
again, because of the presence of stiffeners. The loss of usable space can result in a
substantial financial loss, especially in high rise buildings.

Figure 3 shows the increase in shear strength of the unstiffened steel plate shear
wall when stiffeners added (Shi and Astaneh-Asl 2008). The study indicated that
for unstiffened shear walls when height-to-thickness ratio, h/t, is more than 300,
the critical buckling stress of the wall is less than 10% of its shear yield stress. In
most applications, today, the height/thickness ratio of unstiffened shear walls is much
more than 300 and in the order of 700–1000. The current U.S. code for unstiffened
steel shear walls (AISC 2016a) ignores the buckling capacity of the unstiffened shear
walls, and only considers the diagonal tension field capacity in the design. As Fig. 3
(Shi and Astaneh-Asl 2008) shows, for h/t of 300 adding one or two stiffeners in
vertical and horizontal directions, increased the shear buckling stress to 45 and 95%
of the shear yield stress respectively. The curves indicate that to achieve a critical
shear buckling stress equal to yield stress, which will result in yielding of the panel
before its buckling, the height to thickness ratio of the unstiffened wall needs to be
100 or less. For stiffened walls, to ensure yielding of the panels before buckling, the
same limitation applies but this time to the height-to-thickness of the panel bounded
by the stiffeners.

2 Steel Shear Wall Systems

Steel shear walls are usually placed around the elevator and staircase core of the
building, although in some cases they have been placed in the other bays even on
the façade. Figure 4 shows common steel shear wall systems, which are single bay,
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Single Bay
Steel Shear Wall

Steel Shear Wall System with Coupled 
Bays & CFT Columns

Outrigger Steel Shear WallsCoupled Steel Shear 
Walls 

Fig. 4 Typical steel shear wall systems

coupled, outrigger and coupled bays and concrete-filled tubes, respectively. The
shear wall in these systems can be either stiffened or unstiffened. The columns and
the beams are usually I-section wide flanges with the web of the section in the plane
of the steel plate, and the wall connected to the flanges of the columns and beams.
The reason for the use of wide flange beams and columns is because of almost all
early tests of steel shear walls in North America are done using such wide flange
sections. However, in Japan, concrete-filled or hollow structural steel round columns
are used as the boundary columns of steel shear wall systems.

The beam-to-column connections in a steel shear wall system are usually a rigid
connection required by the current seismic codes. More information on beam-to-
column connections in steel shear wall systems is given later in this chapter.

The most common steel shear wall system is the single bay system, where steel
plate shear wall is field-welded or bolted to boundary columns and beams. In this
system, the steel plate shear wall is designed to resist the entire story shear and the
boundary moment frame is designed to resist overturning moment. If the steel shear
wall is unstiffened, it resists the story shear by developing a diagonal tension field.
The tension field action applies lateral forces to the boundary columns and beams
causing shear forces and bending moments in them. The lateral forces applied to
the beams from the story below and above are usually slightly different and almost
cancel each other, except the roof and base beams that are subjected to lateral load
only from below or above respectively. If the steel shear wall is stiffened such that
the steel plate within the stiffened panels will yield before buckling, there will be no
tension field action and no lateral load on the boundary beams and columns.
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In a single bay steel shear wall, the steel plate is connected to the vertical bound-
ary columns and horizontal boundary beams. The beam-to-column connections are
generally moment connections as required by the seismic design codes such as the
AISC-341 standard (AISC 2016a). The moment connections do not need to be a
“Special” moment connections capable of accommodating story drift angle of at
least 0.04 radians and can be “Intermediate” moment connections. Seismic design
codes such as the AISC-341 standard (AISC 2016a) define the Special and Interme-
diate moment connections. The shear wall is designed to resist the story shear. The
entire moment frame resists overturning moment as well as the gravity loads.

In a coupled steel shear wall system, two or more single bay steel shear walls are
connected with coupling beams. The connections of coupling beams are rigid ductile
moment connection. In high seismic areas, the connections should be “Special”
moment connections as defined in seismic codes such as the AISC-341 standard
(AISC 2016a) and are developed and expected to undergo cyclic plastic rotations of
at least 0.03 radians. In coupled shear wall system, the single bay shear walls together
with the coupling beams are designed to resist the story shear, and the tension and
compression in the single bay shear walls resist overturning moment.

In an outrigger steel shear wall system, in a few floors, horizontal shear walls,
or trusses, connect the shear wall to the exterior columns. The connections of the
outriggers to the columns are usually rigid, but if the length of the outrigger is
relatively short, the connections of the outrigger to the exterior columns can be simple
(i.e., shear) connections to save in the cost of design, construction, and inspection
associated with moment connections. In high seismic areas, the beam-to-column
connections should be “Special” moment connections as per governing seismic code
such as the AISC-341 standard (AISC 2016a). In an outrigger steel shear wall, the
single bay shear walls are designed to resist the story shear only. The entire moment
frame including the axial strength of the exterior columns, brought into action by the
outriggers, resists the overturning moment as well as the gravity loads.

A Coupled Bays and Concrete-Filled Tube (CFT) Columns is an efficient steel
shearwall system, originally developed and used byMKAstructural engineering firm
(Seilie andHooper 2005) Zhao andAstaneh-Asl (2004, 2008) tested the systemunder
cyclic loading and established its behavior. The system is different from the three
systems mentioned above. The two large Concrete Filled Tube (CFT) columns on
the right and left side of the system carry a relatively large seismic shear and vertical
gravity load. The columns, beams and steel plate shear walls between the two CFT
columns primarily carry the seismic load and a negligible amount of gravity load.
Unlike all systems mentioned above, where the rule of “strong-column, weak beam
requires that the columns remain elastic, in this system the steel columns between
the two CFT composite columns are allowed to undergo significant yielding and
plastification. More information on this system is provided later in this chapter.
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3 Advantages and Disadvantages of Steel Plate Shear Walls

3.1 Advantages of Steel Plate Shear Walls

Compared to other lateral force resisting systems for buildings, such as steel braced
or moment frames, or reinforced concrete shear wall or moment frame systems, the
main advantages of steel shear wall systems are:

1. Steel shear wall systems have a relatively high shear strength-to-weight ratio
compared to reinforced concrete shear walls, which results in significant reduc-
tion of the self-weight of the structure reducing gravity and seismic forces in the
structure and its foundations.

2. The high ductility and energy dissipation capacity of steel shear walls makes
them one of the most efficient lateral force resisting systems in high seismic
areas.

3. Since steel shear walls, especially the unstiffened shear walls, have a very small
footprint, the thickness of the finished wall is relatively small compared to other
systems, enablingmore plan areas used as the occupiable floor areas. The increase
in useful floor areas can be quite significant in high-rise buildings.

4. Through prefabrication of the steel shear wall units in the shop and having bolted
field splices, the costly and time-consuming field weldings can be avoided. Also,
eliminating field welding enables the system to be constructed efficiently in cold
weather.

5. The infill plates in a steel shear wall system are the elements that experience
buckling and yielding during a major seismic event with some yielding expected
in the boundary beams as well. The damaged panels can be easily replaced with
new panels, and seismic resistance of the steel shear wall system can be restored
relatively rapidly and economically.

6. Steel shear walls can be used in new steel and composite structures and even in
new reinforced concrete buildings as themain lateral force resisting system.Also,
as the past applications indicate, steel shear walls can be used efficiently in the
retrofit of existing seismically deficient structures such as non-ductile reinforced
concrete and masonry buildings. Examples are Veterans AdministrationMedical
Center and Oregon State Library (Baldelli 1983; Robinson and Ames 2000).

7. As for stiffness, the shear stiffness of the stiffened shear walls, where buckling
of the plate is prevented until shear yielding of the plate occurs, can be quite
high. However, for unstiffened steel shear walls, due to diagonal buckling of
the unstiffened plate under relatively small story drift values of about 0.005, the
stiffness can be reduced considerably. The unstiffened steel plate shear wall is
stiffer than a steel moment frames but is more flexible than a typical steel braced
frame.
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3.2 Issues in Using Steel Shear Walls

The following items are important issues in selecting steel shear walls as the lateral
force resisting system.

1. A typical steel shear wall covers the entire width and height of the bay. From the
architectural point of view, this can be considered as a disadvantage, especially if
compared to moment frames where the bay is not obstructed. For this reason, in
many applications, steel shear walls are placed around the elevator/staircase core
of the buildings. If necessary, steel shearwalls can have openings and penetrations
as shown in Fig. 5 with added vertical and horizontal members as boundary
elements at the openings. The openings that are outside the diagonal tension and
compression fields are preferred.

2. Unstiffened shear walls, in general, end-up being relatively thin. Handling large
and thin steel plates during construction, especially fieldwelding of the thin plates
to the boundary columns and beams can pose some difficulty. Also, welding very
thin plates, even in the shop can be somewhat difficult.

3. Unstiffened shear walls need to be checked for stiffness, to ensure that under
the service design wind load the diagonal buckling of the shear wall will not
occur, and the stiffness of the shear wall after buckling is sufficient to satisfy the
inter-story drift limits for wind and earthquakes.

4. Unstiffened steel shearwalls create relatively large bendingmoments, axial force,
and shear in the boundary columns due to tension field forces applied to the
columns, making the boundary columns quite large. The solution is to eliminate
the lateral forces, which can be done by using a stiffened shear walls, composite
shear walls, and the High-Performance Steel Plate Shear Wall (Qian 2017; Qian
and Astaneh-Asl 2016a, 2017) where the unstiffened steel plate is not connected
to the boundary columns.Also, by using slit shearwalls (Cortes andLiu 2011a, b),
the lateral forces applied to the columns can be reduced. More on the new high-
performance steel plate shear wall and slit shear wall are given later in this
chapter.

Fig. 5 Openings in steel shear walls and boundary elements around the openings
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4 Examples of Constructed Steel Plate Shear Wall
Buildings

Since the 1960s, stiffened steel shear walls have been used in Japan for new con-
struction, and since the 1970s, they also found application in the U.S. in both seismic
retrofit projects and new buildings. Later in the 1980s and 1990s, unstiffened steel
shear walls became popular in the U.S and Canada, and recently in China. The first
major tall steel plate shear wall building was the 53-story Shinjuku Nomura Building
in Tokyo completed in 1978. The shear walls in this steel structure were stiffened
(Astaneh-Asl 2002b). Currently, the tallest steel shear wall building in the world is
the 74-story Tianjin World Financial Center in China (Sarkisian and Mathias 2012;
Lee et al. 2010). More information on this structure and its design are provided later
in this chapter.

In the United States, currently, the tallest steel shear wall building is the 52-story
Los Angeles Convention Center Hotel (Youssef et al. 2010, 2011). Steel shear walls
occasionally have been used in low rise residential building successfully to control
stiffness (Eatherton 2006; Eatherton and Johnson 2004). Steel shear walls have also
been used in retrofit projects. One example is the Veterans Administration Medical
Center in Charleston, South Carolina. The decision to use steel shear walls instead
of concrete walls was based on the need to minimize the disruption of services in the
hospital, which justified the higher cost of using steel shear walls instead of concrete
shear walls. The designers pointed out that wall stiffness requirements governed
the design and prevented the use of thinner walls (Baldelli 1983). The stiffness of
unstiffened steel shear walls can be an issue and was also mentioned in Design
Guide 20 (AISC 2007). Oregon State Library is an example of retrofit of reinforced
concrete moment frame with steel plate shear walls. The steel plate shear wall was
chosen because book relocation could be avoided during steel construction. Bolted
splices were used to minimize the risk of fire from welding in the library (Robinson
and Ames 2000). Steel shear walls have also been used to strengthen steel moment
frames that were damaged during the 1994 Northridge earthquake.

5 Actual Performance of Steel Shear Wall Buildings
During Earthquakes

5.1 The Sylmar County Hospital (Old Olive View Medical
Center), 1994 Northridge Earthquake

The Olive View Medical Center shown in Fig. 6, is a 6-story steel structure with
reinforced concrete shear walls in the lower two floors and steel shear walls in the
four upper floors. The floor system is a concrete slab on the steel deck. The bottom
two floors have a rectangular plan, and the plan of the upper four floors is a cross
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https://www.pererainc.com/healthcare-construction/olive-view-medical-center

Field-bolted splice

Window

opening

Fig. 6 The Olive View Medical Center and view of its typical shear walls

shape with stiffened steel shear walls in its perimeter (Troy and Richard 1979).
During the 1994 Northridge earthquake, the building sustained serious damage to its
sprinkler systems and fixed-in-place equipment, and the hospital could not function
even though no damage was reported to its structure. The California Strong, Motion
Instrumentation Program, instrumented the building.

The records obtained from the instrumentation indicated that on the East wall,
the ground acceleration was 0.8 g, and at the roof, was 1.5 g (Astaneh-Asl 2002b).
The investigation of damage to this building in the aftermath of the 1994 Northridge
earthquake, by the first author, indicated that there was severe damage to some non-
structural elements such as suspended ceilings and sprinkler system resulting in
breakage of some sprinklers and flooding of some floors. Also, most TV sets bolted
to the wall of the patient rooms had broken the connections to the wall and were
thrown to the floor. The non-structural damage was an indicator of the relatively high
stiffness of this structure, whichwas also the cause of relatively large amplification of
accelerations from the ground to roof level. More information on seismic responses
of this structure can be found in (Celebi 1997).

5.2 The 35-Story Office Building, 1995 Kobe Earthquake

One of the most important buildings with steel plate shear wall, subjected to a rel-
atively strong earthquake, was the 35-story high-rise in Kobe, Japan, Fig. 7, which
was subjected to the 1995 Kobe earthquake. The study of this building by Fujitani
et al. (1996) indicated that the damage consisted of local buckling of the stiffened
steel plate shear walls on the 26th story, Fig. 7, and a permanent roof drift of 225 mm
in northerly and 35 mm in westerly directions. The results of inelastic analyses of
this structure reported in Fujitani et al. (1996) indicates that soft stories may have
formed at floors between 24th and 28th level of the building (Fujitani et al. 1996). A
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Damaged Shear Walls

Fig. 7 The 38-story steel shear wall building and damage during the 1995 Kobe earthquake
(Astaneh-Asl and Zhao 2000)

visual inspection of the structure two weeks after the earthquake by the first author
did not show any sign of visual damage from outside.

6 A Brief Summary of the Past Research

Basler and Thurlimann (1961) proposed a theory for calculating the shear capacity
of steel plate girders, which served as the basis of several analytical models devel-
oped later for the unstiffened steel plate shear wall system (SPSWs). Starting in the
early 1980s, the post-buckling strength of steel plate shear walls was investigated at
the University of Alberta, where Thorburn et al. (1983), Timler and Kulak (1983)
and Tromposch and Kulak (1987) tested several single and multi-story specimens
under quasi-static cyclic load, and proposed the use of a strip model to compute
the post-buckling shear strength of the steel plate shear walls (Thorburn et al. 1983;
Tromposch and Kulak 1987; Timler and Kulak 1983). The initial strip model pro-
posed by Thorburn et al. (1983) was found to be capable of predicting the overall
force-displacement response well but tended to overestimate the elastic stiffness.
Based on test results, Timler and Kulak (1983) modified the tension field action
equation proposed by Thorburn et al. (1983) for multi-story systems and included
the effect of flexural stiffness of the columns.

Caccese et al. (1993) conducted tests for a series of three-story quarter-scale
specimens to study the effects of different parameters on the behavior of SPSWs.
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They recognized the difference in the governing limit state for thin and thick infill
plates—the former is governed by yielding of infill plates, and the latter is governed
by the instability of columns. Lubell (1997) tested two single panel specimens and
one four-story specimen under fully reversed cyclic quasi-static loading. They found
that the infill plates significantly reduced the rotational demand on the beam-to-
column connections by providing a redundant lateral force resisting mechanism.
The simplified strip model was again reported to be adequate in predicting post-
yield strength, but not the elastic stiffness.

Driver (1997) tested a four-story-one bay specimen including gravity effects
under cyclic loading. They reported that most of the energy dissipation occurred
by the plates yielding with limited yielding at the beam-to-column moment con-
nections. The strip model was found to be adequate for predicting ultimate strength
but underestimated the initial stiffness. A revision of the hysteretic model proposed
by Tromposch and Kulak (1987) was also proposed, in which the contributions
from the moment frame and the infill panels were explicitly separated. Schumacher
et al. (1999) studied four infill plate-to-boundary element connection details. The
load-displacement responses of all four specimens had similar force-displacement
and energy-dissipation behavior regardless of the plate-to-boundary detailing. Tears
were concentrated in the corner region of three specimens.

Lubell et al. (2000) pointed out that the Canadian code provision at that time,
CAN/CSA-S16.2-M94 (CSA 1994), may not be adequate for multi-story steel shear
wall frames since it fails to incorporate the effects of (1) large overturning moments
of multi-story frames, (2) infill panel aspect ratio and (3) the undesirable yielding
sequences of the system components.

Astaneh-Asl (2002b) developed seismic design procedures for steel shear walls,
which included Response Modification Factor, Displacement Amplification Factor,
and Overstrength Factor. Zhao and Astaneh-Asl (2004a) tested two specimens of an
innovative coupled steel shear walls system developed and used by Skilling, Ward,
Magnussen, and Berkshire, now as Magnusson Klemencic Associates, a structural
engineering firm in Seattle. This innovative system was used in at least one tall
building. In this system, the boundary columns are relatively large concrete-filled
tube composite section easily capable of resisting lateral forces of the tension field
forces applied to them. Between these two boundary columns, there are two steel
wide flange columns. These steel columns are not gravity columns and are allowed
to yield during large seismic events. Horizontal beams are connected to all four
columns. Steel shear walls are used in the two side panels. The shear walls act as
coupled shear walls. The results indicated that the system has relatively high strength,
high stiffness, ductility, and energy dissipation-capacities, reaching larger than 0.03-
radian inter-story drift and up to 15 inelastic cycles. More information on these tests
is provided later in this chapter.

Sabouri-Ghomi et al. (2005) presented a new method for calculating the shear
capacity of the steel shear walls. In their method, the shear capacity of the wall was
the sum of the shear capacity of the steel plate and the columns. They provided a
simple, mechanics-based equation to calculate these two shear capacities and then



14 A. Astaneh-Asl et al.

compared the prediction of the model to available test results, showing that the
predictions are quite close to test results.

The behavior of steel plate shear wall with reduced beam section connections and
composite floors was studied by Qu et al. (2008) through a two-phase experimental
program on a full-scale two-story specimen. The buckled panels due to progressively
increasing ground motions in Phase I was replaced by new panels before applying
additional shakings in Phase II. The study verified the reparability and redundancy
of the SPSW such that the repaired specimen can survive a subsequent earthquake
without severe boundary frame damages or overall strength degradation, and could
achieve story drifts up to 5.2% (Qu et al. 2008).

Park et al. (2007) tested five single-bay three-story specimens. They found that
the shear strength and energy dissipation capacity of the steel plate walls increased
in proportion to the width of the infill steel plate. Different infill plate-to-boundary
connections details were also studied, and the advantages and disadvantages of each
alternative were discussed (Choi and Park 2009).

Researchers proposed a plastic designmethod for theSPSW(Berman andBruneau
2003), and studied many other code-based design aspects of the steel plate shear
walls, such as the capacity design method for the boundary column (Qu and Bruneau
2010), how to avoid in-span hinges in the boundary beams (Qu and Bruneau 2009)
and the method to reduce the system over-strength by using the balanced design
concept (Purba andBruneau 2014). By using the proposed plastic and capacity design
methods, it was shown that the behavior of the SPSW system could be improved.

Shi andAstaneh-Asl (2008) investigated the design of steel plate shear walls using
different design philosophies. They found that the plate girder design procedures
applied to steel plate shear walls can predict the shear strength of thewalls reasonably
well and can lead to more economical designs. The study also established that the
lateral stiffness of the wall decreases considerably as the diagonal buckling of the
wall occurs at relatively small lateral drifts.

Bhowmick et al. (2009) studied strain rate and P–� effects and found that the
loading rate increases flexural demand mostly at the base of the steel plate shear
wall but has limited effects on the inelastic seismic demands for a suite of spectrum
compatible earthquake records for Vancouver. They also pointed out the conservative
nature of the current National Building Code of Canada stability factor approach to
include the P–� effects for steel plate shear walls, and that P–� has small effects on
seismic demand estimations.

Two-phase pseudo-dynamic tests on a two-story steel plate shear wall system con-
ducted byLin et al. (2010) showed that the steel shearwall specimens couldwithstand
three earthquakes without significant wall fracture or overall strength deterioration,
but with reduced energy-dissipating capacity when subjected to the same ground
motions again in Phase II. The horizontal restrainers used in Phase I design were
found to be effective in improving the serviceability of the steel plate shear wall
systems. The use of a strip model and equivalent brace model was also reported to be
adequate in predicting global system response provided that the boundary elements
are properly designed based on capacity design principle. Habashi and Alinia (2010)
examined the wall frame interaction for the system. They concluded that with prac-
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tical steel plate shear wall dimensions (Length/Height < 2), if the system is designed
as per the AISC Design Guide 20 rules, the frame behavior is independent of the
infill plate; therefore the shear capacity of the system can be calculated by simply
adding frame and the infill plate capacities. Baldvins et al. (2012) proposed a set of
fragility functions for steel plate shear walls for use in the performance-based design
applications.

Kharmale andGhosh (2013) proposed a performance-based plastic designmethod
for steel plate shear walls with rigid beam-to-column connections, where a specific
ductility demand and a preferred yield mechanism are chosen as the performance tar-
get. Before this work, Ghosh et al. (2009) proposed a ductility or displacement-based
design methodology for SPSW systems with simple beam-to-column connections.
They considered the target displacement ductility ratio and pre-selected yield mech-
anism with inelastic energy balance concept in the formulation. Plastic design is
performed to detail the frame members and connections to achieve the target ductil-
ity ratio and yield mechanism.

Hosseinzadeh and Tehranizadeh (2014) reviewed the code-designed SPSW
system and found that the boundary frames are effective in resisting story shear
only in a few lower stories, while in the upper stories the bulk of the story shear
is taken by the infill plates. They also found that about 70–80% of the compressive
axial force in the boundary columns results from plate tension field action. Zhang and
Guo (2014) established a reduction coefficient for the shear capacity of the system
considering the pre-compression effect from the shortening of the boundary columns.

7 Behavior of Typical Steel Plate Shear Walls

Figure 8 shows the results of the inelastic push-over of a typical unstiffened steel
plate shear wall designed according to the AISC-341 standard (AISC 2016a) and
reported in the Design Guide 20 (AISC 2007).

A, B

A 
B

C

D

C

D 

Fig. 8 Variation of story shear (left) and story lateral stiffness (right) versus story drift for a typical
unstiffened single-bay steel shear wall (Shi and Astaneh-Asl 2008)
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During the first phase of a pushover, the steel shear wall, and the boundary steel
frame are elastic. At Point A, diagonal buckling of the unstiffened plate occurs.
Due to the relatively high height-to-thickness ratio of typical steel plate shear walls,
diagonal buckling occurs under relatively small story drift in the order of 0.001
radians. The shear force causing diagonal buckling was about 12% of shear yield
strength of the shear wall. After diagonal buckling of the wall, lateral stiffness of
the wall drops from Point A to Point B, Fig. 8 (right). The drop is about 10% of the
initial stiffness of the wall. After buckling, the wall continues to resist the applied
shear due to development of the tension field action. At point C the diagonal tension
field yield, which causes a significant drop of lateral stiffness of the system to about
20% of the initial stiffness. At the point of yielding of the tension field area, the story
drift is about 0.005 radians which is relatively small.

The lateral stiffness of steel plate shear wall designed according to the current
AISC-341 standard (AISC 2016a) can be a concern and may require adding to the
thickness of the wall or adding more moment frame bays as is done in Design Guide
20 (AISC 2007) Adding to the thickness of the wall will result in the development
of larger tension field actions, which in turn will subject the columns to even larger
lateral loads, forcing the designer to increase the size of the columns. Adding more
bays of moment frames will result in higher costs since the design, construction and
inspection ofmoment connections is quite high and can add to the cost of the structure
significantly. Such solutions, which require using material and labor to increase the
stiffness to satisfy the story drift limitation of the seismic codes without a need for
such increase for strength purposes, can result in making the unstiffened steel shear
wall uneconomical compared to other lateral force resisting systems, especially the
concentrically braced frames.

As we will show later in the chapter, one solution to this problem can be to
separate the steel shear wall from the columns so that the lateral forces due to tension
field action do not act directly on the columns. Doing so will result in selecting the
thickness of the steel shear wall to satisfy both strength and stiffness requirements
without being forced to increase the size of the columns ormaking the shear beam-to-
column connections outside the boundary frame rigid moment connections. Another
solution to the problem of stiffness demand is instead of using unstiffened, use
stiffened steel shear walls, where the stiffeners are designed such that the buckling
of the steel panels will not occur before the yielding of the steel plate, then the system
will remain elastic until the wall has yielded in shear. In this case, also, there will be
no significant lateral loads acting on the columns, and the thickness of the plate can
be adjusted to satisfy the strength and stiffness requirements without changing the
size of the columns.

8 Modeling Steel Shear Walls

The history of analytical models and design concepts for steel shear walls dates
back to the 1960s and design of steel plate girders when Basler and Thurlimann
(1961), proposed analytical models and design procedures for the steel plate girders.
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These plate girder design procedures served as the basis for many analytical models
developed later for the steel plate shear walls.

In Japan, steel shear walls were modeled as concentrically braced frames, where
the shear wall infill plates were replaced with X-bracing. During 1980s research in
Canada (Tromposch and Kulak 1987; Timler and Kulak 1983; Thorburn et al. 1983)
resulted in the development of the “strip” model where the steel shear wall panel
was replaced with parallel diagonal truss members. The finite element models of the
steel shear walls have also been used in the design of steel shear walls in important
buildings such as the 73-story Jinta Building (Lee et al. 2010). In the following, the
plate girder model, the shell finite element model, the strip model, and the diagonal
truss model are summarized.

8.1 The Plate Girder Model and Design Procedure

Steel plate girders were studied during the 1960s by (Basler et al. 1960; Basler and
Thuerlimann 1961) resulting in design procedures that recognized the development
of diagonal buckling of the web plate, followed by the development of tension field
action as the mechanisms of shear resistance in plate girders with relatively high
height/thickness ratio of the web. Shi and Astaneh-Asl (2008) showed that the pre-
diction of the shear strength of steel plate shear wall, modeled as plate girder and
designed using the plate girder design equations closely matched the test results of
steel shear walls, making the application of the plate girder design equations in the
ASIC-360 standard (AISC 2016b) to design of steel shear walls a viable option.

Figure 9 shows the similarities between a plate girder and a steel shear wall. The
columns in steel shear wall act as the flange of a plate girder and the beams in the steel
shear wall act as stiffeners in a plate girder. Similar to plate girders, unstiffened steel
plate shear walls under the applied load develop diagonal shear buckling at relatively
small loads. After buckling, the applied shear is resisted primarily by the diagonal
tension field action of the shear wall.

8.2 The Shell Elements Model

Currently, one of the most commonmethods of analysis to establish seismic forces is
tomodel the structure elastically and subject it to “equivalent” static force established
by governing codes such as the ASCE-7 (ASCE 2016). Since the analysis is elastic,
the buckling phenomenon cannot be modeled directly. For design purposes, the steel
shear wall can be modeled as elastic “shell” elements and the boundary beams and
columns as elastic “beam” elements. The shell elements can be assigned isotropic
properties to simulate the stiffness of the wall before diagonal buckling occurs.
Then, a second analysis needs to be done by assigning the shell elements orthotropic
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Fig. 9 Analogous relationship of the steel plate shear wall and the plate girder

properties, with the stiffness along the compression field much smaller than the
stiffness along the tension field.

For important structures, such as high-rise buildings in high seismic areas, and
especially when performance-based design procedures are used, (Lee et al. 2010)
inelastic shell elements are used to model the steel infill plates, and inelastic beam-
column members are used to model boundary beams and columns (Fig. 10 as an
example). The boundary columns and beams can also be modeled using inelastic
shell elements. Several past studies (Elgaaly et al. 1993; Shi and Astaneh-Asl 2008;
Qian and Astaneh-Asl 2017) have shown that such “all-shell” modeling of steel
shear walls predicted the stiffness and yield capacity of the shear wall, the two
most important design parameters, quite accurately, although the strain hardening
and failure of the first floor columns, during the late stages of the loading was not
predicted by the model as accurately. Refining the material stress-strain curve and
introducing initial imperfections in the columns, can improve the prediction of strain
hardening and column failure.

8.3 The Strip Truss Modelling and Design

In 1980s researchers at the University of Alberta, investigated the actual behavior of
steel shear wall specimens subjected to monotonic and cyclic story shear (Thorburn
et al. 1983; Timler and Kulak 1983; Tromposch and Kulak 1987). They proposed
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Fig. 10 Monotonic and cyclic pushover curves obtained from inelastic FE analysis compared to
test results by Park et al. (2007) (Qian and Astaneh-Asl 2017)

a strip model, shown in Fig. 11a to be used for the shear wall in the analysis of
the structure to establish forces developed in the components of the steel shear wall
system. The walls in these studies were all unstiffened. The strip model is currently
included in the North American design codes; AISC341 standard (AISC 2016a)
and CAN/CSA S16-14 (CSA 2014). In this model of steel shear wall, the buckling
capacity of the steel shear wall is ignored, and the steel plate is replaced by 10 or
more diagonal parallel plate strips acting as pin-ended truss elements. The angle α of
the strips with the vertical boundary elements, i.e., columns. The AISC-341 standard
(AISC 2016a) has an equation to calculate α and also allows the angle α be taken as
40°. It was shown the strength of SPSW designed in compliance with current AISC
requirements is not substantially sensitive to the angle of inclination and using a value
of 40° will generally lead to slightly conservative results (Dastfan and Driver 2008).

The strip model represents the post-buckling condition of the wall and ignores the
diagonal compression capacity of the wall. The model is reasonable for predicting
maximum forces in the diagonal tension field as well as the lateral forces applied
to boundary elements only in relatively slender walls. However, by ignoring the
strength and stiffness of the compression field, the model underestimates the lateral
stiffness of the shear wall system. Since seismic forces, in reality, are dynamic forces,
underestimating stiffness of a system subjected to dynamic forces, will result in
underestimating the actual dynamic forces generated in the system, especially in tall
buildings, where the walls are relatively thick in lower floors, and their strength and
stiffness in diagonal compression field cannot be ignored.
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(a) Strip Model in the Current 
North American Design Codes

(b) Strip Model in the Current North 
American Design Codes

Fig. 11 The strip model of the steel shear wall

As Fig. 3 earlier shows, for unstiffened steel shear walls with height/thickness
ratio of 300 or more, the shear buckling stress is 10% or less of the shear yield stress,
therefore, conservatively can be ignored. A modification of the strip model is shown
in Fig. 11b, where diagonal compression strips are also added. Thismodel can correct
the shortcoming of the strip-model for walls with a height/thickness ratio of more
than 300. The width of compression strips can be equal to the width of tension strips
times the ratio of shear buckling stress to shear yield stress given in Fig. 3 earlier.

Topkaya and Atasoy (2009) studied pre- and post-buckling shear stiffness of steel
shear walls using nonlinear finite element analysis of the wall as well as the results
obtained from the strip model. They concluded that (a) the lateral stiffness obtained
from the finite element method is higher than the test results and can be considered an
upper bound solution; (b) the stripmethod of analysis offers less stiffness than the test
results and can be considered as a lower bound solution. Topkaya and Atasoy (2009)
proposed an equation to establish pre- and post-buckling stiffness of the unstiffened
steel shear walls.

8.4 The Diagonal Truss Model

The equivalent brace (EB) model shown in Fig. 12 was first proposed and recom-
mended by Thorburn et al. (1983) for preliminary design purposes and is included in
the Canadian standard CAN/CSA-S16. The inherent assumption of EB model is that
all tension strips develop the same strain and can be replaced by a single diagonal
truss member. The properties of the equivalent brace are related to the properties of
the infill plate by matching the shear strength and stiffness of the equivalent brace
to the original steel shear wall. Due to its simplicity, the EB model has also been
commonly used in the analysis of SPSWs. However, certain phenomena cannot be
captured by the EB model such as the tension field effects on the columns and the
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Fig. 12 The equivalent
brace model of the steel
shear wall

compression resistance of the panel near the corners. These concerns will be less of
an issue if the infill panels are connected to the beam only since the column is no
longer subjected to the distributed lateral tension field forces.

The brace area and yield stress for conventional unstiffened steel plate shear walls
are shown in Eqs. 1 and 2.

AEB = tpL

2

sin2(2α)

sin θ sin(2θ)
(1)

fyEB = sin(2θ)

sin(2α)

Lcf

L
fyp (2)

where α is the angle of inclination defined earlier, which can be taken as 40°, θ is the
angle between the diagonal brace and columns; tp is the infill plate thickness, and
f yp is the minimum specified yielding stress of infill plate. L is the center to center
distance between columns, Lcf is the clear distance between column faces, and h is
story height.

9 Design of Steel Shear Walls

The steel shear walls currently covered by design codes such as the AISC-341 stan-
dard (AISC 2016a) and called Special Plate Shear Walls (SPSW) consists of unstiff-
ened steel infill plates connected to the boundary steel moment frame. The design
procedures for the SPSW in the AISC-341 standard (AISC 2016a) are formulated to
make the system to behave in a ductile manner under cyclic lateral forces by primar-
ily shear yielding of the steel infill plates and development of plastic hinges at the
ends of the horizontal boundary elements, i.e., beams. The boundary columns and
all connections in the system are expected to remain essentially elastic. To achieve
the desirable ductile behavior, the unstiffened infill plates are designed to yield in
shear under themaximum applied shear force. Since the infill plates are quite slender,
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they buckle diagonally during early stages of application of the shear and develop
diagonal tension field action, which resists the applied shear.

9.1 Design of the Infill Plate Using Plate Girder Equations

The infill plates in early steel shearwallswere designed using equations developed for
steel plate girders and given in design specifications such as the AISC-341 standard
(AISC 2016a). Shi and Astaneh-Asl (2008) took the 9-story steel shear walls given
in the design example in AISC Design Guide 20 (AISC 2007) and redesigned them
using the steel plate girder equations. The shear walls in theAISCDesignGuidewere
designed using the “Strip” model procedures currently in the AISC-341 standard
(AISC 2016a). Figure 13 shows the two design cases. Case 1A is the frame included
in the AISC Design Guide 20 (AISC 2007) and designed following the procedures
in the current AISC-341 standard (AISC 2016a).

Case 1 (Strip Model) Case 2 (Plate Girder Model)

Fig. 13 Shear wall designed using “strip model” (left), and plate girder model (right) (Shi and
Astaneh-Asl 2008)
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Case 2A is designed following the procedures proposed by Astaneh-Asl and Shi
(2008). The main difference between these two cases is that the columns in Case
1A are much heavier than the Columns in Case 2A while the walls in Case 1A are
much thinner than the walls in Case 2A. The beams in Case 1A are also heavier than
the beams in Case 2A. The infill wall thickness for Case 1A was less than the wall
thickness for Case 2A. In both cases, all beam-to-column connections are moment
connections. The weight of the 9-story shear wall and boundary columns and beams
for Case 2A, designed using plate girder equations was 85% of the weight of Case
1A, which was designed using the strip model currently in the AISC-341 standard
(AISC 2016a). Since the fabrication costs for both cases were almost the same, the
comparison of the weight is a good measure of construction costs savings. By using
the plate girder equations to design the shear wall, we could save about 15% in the
cost; now, the question is what the performance of these two designs under lateral
forces.

Figure 14a shows the variation of stiffness versus story drift for the shearwall in the
4th floor of both designs. The design Case 1A, the Strip Model design, shows higher
initial stiffness until the infill plate buckles. The slightly high initial stiffness is due to
the stiffness of relatively heavy beams and columns in the boundary frame. However,
both design cases buckle diagonally at a drift level of about 0.0007. As mentioned
before, diagonal buckling of the unstiffened shear wall under such relatively small
drift values is a concern that is not addressed in the current AISC-341 standard (AISC
2016a). After buckling of the diagonal, tension field action develops and continues
to resist shear. Case 1 design based on the current Strip Model and procedures in the
AISC-341 standard (AISC 2016a) yields under a story drift of about 0.004 and drops
the lateral stiffness abruptly, while the design based on the plate girder model yields
at 0.0055 story drift and drop of the lateral stiffness is more gradual. Figure 14b
shows the variation of story shear versus story drift. Even though, Case 2A design,
based on the “Plate Girder Model” was 15% lighter than the design using the strip
model, the shear yield capacity of the Case 2 shear wall was about 25% higher than

(a) (b)

Fig. 14 a Lateral stiffness versus story drift, and b story shear versus story drift
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the shear wall designed in AISC Design Guide 20 (AISC 2007) using the AISC
(2016a) strip model procedures.

The studies by Shi andAstaneh-Asl (2008) summarized above indicated that using
the plate girder equations to design steel shear walls results in a system that behaves
better than a system designed using the strip model and provisions in the current
AISC Seismic Provisions (AISC 2016a), has about 12% higher yield strength and is
15% lighter than the system designed using strip model.

9.2 Design of the Infill Plate Using the Strip Model

In this approach, which is currently in the AISC-341 standard (AISC 2016a), the
nominal shear strength of the Special Plate ShearWalls is established by the following
equation, using only tension field action and ignoring shear buckling capacity of the
infill panel.

Vn = 0.42 fyptpLcf sin 2α (3)

where α is the angle of infill plate yielding measured relative to the vertical defined
by Eq. 3 given earlier, f yp is the specified minimum yield stress of infill plate, tp is the
thickness of the infill plate, and Lcf is the clear distance between column flanges. In
this method, there are limitations on the moment of inertia of the boundary columns
and beams. The moment of inertia of the boundary column should be larger than
0.00307 twh4/L. A φ-factor of 0.90 is used in Load and Resistance Factor (LRFD)
to compare the above shear strength to the applied shear strength resulting from the
application of factored lateral forces to the system.

While the plate girder equations can be applied to all values of depth-to-thickness
ratio, the strip model is developed using experimental data on highly slender shear
walls. It is suggested that the use of the strip model should be limited to shear walls
with a height-to-depth ratio more than 500. For walls with h/t less than 500, the plate
girder procedure can be used or a realistic inelastic finite element analysis or testing
be conducted to establish their actual behavior.

9.3 Design of the Infill Plate Using Finite Element Model

In thismethodof analysis of shearwall, the infill plate ismodeled as elastic or inelastic
shell elements. If elastic shell elements are used, to incorporate the diagonal buckling
of the infill plate, the material of the plate can be orthotropic and rotated 45° with
respect to the beams. The modulus of elasticity of the diagonal tension direction can
be the full elastic modulus, and for the compression diagonal direction, the modulus
of elasticity can be 10% of the full modulus of elasticity.
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(Photo courtesy of SOM)

Fig. 15 The Tianjin World Financial Center and its structural system (Lee et al. 2010)

In the past decade, two high-rise buildings have been designed and constructed
using steel plate shear walls. One is the 74-story Tianjin World Financial Center in
China, which has vertically stiffened steel shear walls. The other steel shear wall tall
building is the 55-story Los Angeles Convention Center Hotel, which has unstiffened
steel plate shear walls (Youssef et al. 2010). Both have heavily used finite element
methods in the analysis of the steel shear walls. In the following design procedures
used in the design of the 74-story Tianjin Building is summarized. The building is
located in high seismic and high wind area.

Design procedures used in the design of 74-story Tianjin World Financial Center

Figure 15 shows a view of the Tianjin-WFC building, its framing plan and eleva-
tion view of its typical shear wall frames. The steel shear walls in this building are
vertically stiffened outrigger, steel shear walls for lower 2/3 of the height and out-
rigger concentrically braced frames for the top 1/3 of the height. The columns are
concrete-filled composite round tube members and the beams are I-shaped girders
acting compositely with the floors. All beam-to-column connections in steel shear
wall system are rigid moment connections.

The designers (Lee et al. 2010) state that in this case, they studied other options
such as concrete shear walls, composite shear walls, and dual concentrically braced
frames. The concrete shear walls were ruled out because of the large dimensions of
the concrete walls taking too much of occupiable floor area. The composite shear
walls were not selected since the designers felt there would be a need for a significant
amount of cost and time to be spent to conduct testing and research to establish the
performance. The dual braced frame system proved to require 20–25% more steel
than the steel shear walls to satisfy the performance requirements.

Figure 16 shows a view of the shear walls in the Tianjin WFC building and the
von Mises stresses acting on a typical infill panel. In this case, the vertical stiffeners
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(a) Buckling restrained SPSW : channel stiffener with a gap between end of stiffeners to 
the boundary beams by Lee et al. (2010)

Fig. 16 Steel shear walls of the Tianjin WFC building and von Mises stresses (Lee et al. 2010)

were designed to prevent buckling of the infill panels under the code design wind
load and the “frequent” earthquakes.

The general design philosophy for steel plate shear walls in this building was
established to satisfy the requirement of the Chinese code JGJ 99-98, which requires
that the steel plates be designed not to buckle under frequent earthquakes and winds
and have the strength to resist the strong earthquakes without exceeding the limit
of inter-story drift. For the strong earthquake level, buckling of the steel plates and
the utilization of tension field action is allowed. Following is a summary of main
design considerations and limitations in the design of steel plate shear walls as given
in Lee et al. (2010).

• The structurewas designed to satisfy the Chinese code JGJ 99-98 for gravity, wind,
and earthquakes with regards to strength as well as stiffness.

• The structure was designed to carry gravity loads without the contribution of the
shear walls.

• The code design procedures utilize 50-year return wind and seismic loads. The
seismic event corresponding to this recurrence period is termed the “frequent
earthquake.”

• For wind effects, the building was designed to satisfy the code drift requirement
of 1/400 for 50-year wind (63.5% probability of exceedance in 50 years) which
corresponded to a basic wind pressure 0.5 kN/m2 in Tianjin, and strength require-
ments under the 100-year wind (basic wind pressure 0.6 kN/m2 in Tianjin). Damp-
ing ratio was set at 3.5% considering the composite effect of the CFT columns.
The building was also designed to satisfy the code wind acceleration perception
requirements based on a 10-year return event (basic wind pressure 0.3 kN/m2 in
Tianjin) with damping ratio set at 1.5% by code, once again considering the CFT
columns. Acceleration was limited by code to 0.28 m/s2 at the highest occupied
floor. Wind tunnel testing was required. By local practice, wind speeds used in the
tests were at least as high as those stipulated in the codes in the predominant wind
direction, but directional effects were permitted to be considered.



Application of Steel Shear Walls Toward More Resilient Structures 27

• The tower is located in a high seismic area, with a peak ground acceleration of
0.15 g specified in the local code for this site. Inter-story drift was 1/300 for this
seismic event. A damping ratio of 3.5% was used. Also, the codes required that
time-history analysis of the building be performed using two recorded and one
simulated site-specific ground motions.

• Cyclic tests of scaled steel shear wall specimenswere conducted to establish actual
behavior of specimens.

• The steel shear walls were designed to remain elastic and not to buckle during
the frequent earthquake and design wind loads. The steel shear walls were also
designed to be the primary lateral load resisting system during moderate or rare
earthquakes. The thickness of the infill plate satisfied the strength requirements of
the Chinese code as well as the AISC-341 standard (AISC 2016a).

• For the elastic analysis, the infill panel was modeled using full isotropic shell
elements. For inelastic time history analysis, a dual strip model, shown in Fig. 11b
earlier was used.

• The boundary beams and columns of the steel shear walls were designed for the
forces determined from elastic analyses to satisfy the Chinese code provisions.

• Development of plastic hinges at the end of boundary beams was allowed at the
moderate and rare earthquake demand levels.

• As per the requirement of the seismic experts, the first author is one of them, some
minor yielding but no plastic hinging was allowed in the boundary columns at
moderate earthquake levels, and, in the lower 16 stories, some minor yielding but
no plastic hinging was allowed in the boundary columns at rare earthquake levels.

• Because of the newness of the structural system, as the Chinese code requires, at
the end of the design process, the seismic and wind performance of the building
were reviewed by a panel of experts and additional requirements were imposed
on the design.

10 Material Used in Steel Shear Wall Systems

Thematerial of steel shearwall is usuallyASTMA36 steel, with a specifiedminimum
yield stress of 36 ksi (248 MPa), which was used in most of the steel shear wall
specimens tested in the past by researchers. The use of higher grade of steel is not
prohibited by seismic design codes. However, the use of high strength steel plate
can result in reduced ductility of steel shear wall systems. The lateral stiffness of
steel shear wall is directly proportional to the thickness of the infill plate (Thorburn
et al. 1983; Sabouri-Ghomi et al. 2005), and by using higher strength steel and the
associated reduced thickness, the stiffness of the shear wall will be reduced.

As mentioned under Construction Issues later, one of the problems with the
fabrication of steel shear wall systems is handling and welding thin steel plate shear
walls. Using higher strength steel and having even thinner walls can create problems
with handling and welding in the field. Analytical studies and cyclic tests of steel
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stiffened and unstiffened shear walls using low yield steel has shown very ductile
and desirable performance.

Chen and Jhang (2011) conducted cyclic testing of one- and two-story steel shear
walls and concluded that the specimens could tolerate cyclic lateral story drifts
exceeding 0.05 radians. The test specimens had rigid as well as pin connections
between the beams and columns of the boundary frames. They concluded that the
specimens with shear (pin) connections had 28% less strength and 18% less energy
dissipation capacity than the specimens withmoment connections and recommended
the use of moment connections in steel shear walls with low yield steel. However,
considering the current relatively high cost of design, fabrication, and inspection of
the field-welded moment connections compared to shear connections, it seems that
the above reduction in the strength and energy dissipation can be easily compensated
for by either adding to the length or thickness of the steel shear wall itself and using
shear connections instead of moment beam-to-column connections.

To satisfy strong column-weak beam design requirement, the columns in the
boundary frame are usually ASTM A913 Grade 65 or ASTM A992 Grade 65 with
a minimum specified yield stress of 448.5 MPa (65 ksi). The beams in the boundary
frame are usually ASTM A992 Grade 50, with a minimum specified yield stress of
345 MPa (50 ksi). Using grade 65 steel for columns and grade 50 steel for beams
results in satisfying the “strong column-weak beam” requirement for the boundary
frame easier.

In unstiffened steel shear walls, relatively large lateral forces act on the boundary
columns creating relatively large bending moments in the boundary columns. One
of the efficient ways to resist such bending moments is the use of the concrete-filled
tube or built-up box sections as the boundary columns. The columns of the 73-story
and 55-story steel shear wall building shown in Fig. 15 are concrete-filled tube and
built-up box sections respectively.

11 Design of Members and Connections

The boundary columns and beams in a steel shear wall are capacity-designed to resist
gravity alone and gravity plus seismic or wind load combinations. The seismic load
combinations should include overstrength load equal to strain-hardened, expected
yield strength of the tension filed equal to 1.1 RyFytw. The width-to-thickness, the b/t
ratios of the elements of the cross sections of the boundary beams and columns should
be such that these members do not develop local buckling under cyclic loading until
they yield. TheAISC-341 standard (AISC 2016a) designates suchmembers as highly
ductile members and provides the limiting values of the b/t ratio in its Table D1.1.

For the connections, like other steel systems, the type and detailing of the con-
nections of steel shear walls play a major role in the cyclic behavior of the system.
The main connections of steel shear wall system are infill plate-to-boundary element
connections, splices in the steel plate and columns, beam to column connections,
the column base connections, floor to girder connections and the connections of the
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collectors to the steel shear wall system. The following sections provide information
on the design, detailing, and construction aspects of these connections.

11.1 Infill Plate-to-Boundary Element Connection

The infill steel plate is connected to the boundary either by welds, bolts or their
combination. The elements of the connection are designed following capacity design
concepts to develop the strength of the steel plate using the expected yield strength
of the infill plate RyFytw.

In fully welded option, “fin” plates are fillet-welded to the columns and beams in
the shop. Then, the steel infill plate is welded to the fin plates with continuous fillet
welds in the field. This option is used quite often, and almost all cyclic test specimens
of steel shear walls have used this detail validating its desirable performance. In
welded-bolted option, the fin plates are still welded to the boundary elements, but
the infill plate is bolted to the fin plates by one or if needed more rows of bolts.
In bolted-bolted detail, instead of fin plates, a tee section or double-angle section
can be used, where the flange of the tee or the outstanding legs of the double-angle
are bolted to flanges of the boundary columns and beams, and the stem of the tee
or the back-to-back legs of the double angles are bolted to the steel infill plate.
The bolted-bolted detail seems to be a viable option for stiffened shear walls where
negligible tension field action forces are applied to the columns. In using this detail
in unstiffened steel shear walls, the prying action on the bolts on the column flange
needs to be considered in the design. No experimental results on the actual behavior
of bolted-bolted connections of the infill plate-to-boundary element could be located
at this writing.

Past cyclic tests of the unstiffened steel shear walls (Timler and Kulak 1983) have
shown that during the cyclic loading the corners of the wall plate fractured due to
the relatively large cyclic strain concentrations at the corners. To prevent the corner
fracture, researchers have recommended adding welded strap plates to fill the gap
between the horizontal and vertical fin plate (Tromposch andKulak 1987), to provide
corner cut-outs (Schumacher et al. 1999), or to incorporate special corner brackets
and connecting the horizontal and vertical fin plates away from the corner (Choi and
Park 2008). It appears that adding corner brackets can be an effective and economical
solution, which was done for the 73-story Tianjin-WFC building.

11.2 Splices in the Infill Plate

In many applications, the size of the infill panel is such that the steel infill plates need
to be spliced. The splices typically consist of shop-welding steel plates directly to
each other or field-bolted using two splice plates one on each side of the infill plate.
Figure 17 shows a view of a typical bolted splice. The splices of steel plate shear
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Fig. 17 A bolted steel plate
splice

walls need to be designed for the strain-hardened expected yield strength of the wall
equal to 1.1 RyFytw.

11.3 Beam-to-Column Connections

Beam-to-column connections in steel shear walls can be rigid, partially restrained
(i.e., semi-rigid), or simple shear connections. The current AISC-341 standard (AISC
2016a) specifies the use of rigidmoment connections but does not specifywhether the
connections should be Ordinary, Intermediate, or Special. In the Commentary part
of the AISC-341 standard (AISC 2016a), it is mentioned that the moment connec-
tions are Intermediate. For more details on the beam-to-column connections design
requirements and definition of the Intermediate Moment Frames; the readers are
referred to the provisions of the AISC-341 standard (AISC 2016a). The seismic pro-
visions ensure minimal ductility in the connection to enable the girders to develop
plastic moment and to prevent brittle fracture in the connection area when steel shear
wall undergoes large cyclic story drifts.

Cyclic tests done by Tromposch and Kulak (1987) showed that steel shear wall
specimenwith a fully restrained beam-to-column connection could dissipate asmuch
as three times more energy than the system using similar frames but with bolted
simple connections. The tests showed a robust rotation capacity of the bolted simple
beam-to-column shear connections. Caccese et al. (1993) found that the rigidity of
beam-to-column connections had a minor effect on the overall load-displacement
behavior of the system. Sabouri-Ghomi and Gholhaki (2008) conducted cyclic tests
of steel shear walls with the fully restrained and simple shear connection. Both
specimens were able to reach story drift of 2.7%, where the shear wall developed
corner tearing, and the tests stopped (Sabouri-Ghomi and Gholhaki 2008).

In their studies summarized in Shi and Astaneh-Asl (2008), the researchers con-
ducted nonlinear push-over analyses of two steel shear walls to compare the behavior
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Fig. 18 Variations of story shear and lateral stiffness versus story drift for frames with rigid and
pin connections

of steel shear walls with rigid and pin beam-to-column connections. One frame was
the 9-story steel shear wall in the AISC Design Guide 20 (AISC 2007), which has
rigidmoment connections and the other was the same frame, but the beam-to-column
connections were pin connections. Figure 18 shows the variation of the lateral stiff-
ness versus story drift and variation of story shear versus story drift curves for the
two frames. Both frames, one with the moment and the other with pin connections
showed almost the same initial stiffness and yield point. After yielding of the shear
wall; the frame with rigid connection showed more strain hardening.

Qu et al. (2008) and Vian et al. (2009) based on their studies of shear walls
have recommended the use of Special Moment Connections in the steel shear walls.
Higher ductility and energy-dissipation capacity of special moment connections is
a desirable property; however, the beam-to-column connections are not the main
source of energy-dissipation in a steel shear wall system and the rotational demand
on the connections of steel shear walls are less than the demand in moment frames.
The use of simple shear connection (Xue and Lu 1994; Cortes and Liu 2011b) and
bolted platemoment connection (Vatansever andYardimci 2011; Caccese et al. 1993)
in the SPSW system should be re-visited, and development of new beam-to-column
connections that fit the steel shear wall system should be encouraged. The potential
savings gained by replacing a special or an intermediate moment connection by
some other simpler and more cost-efficient beam-to-column connection need to be
considered.

One of the innovative moment connections developed recently by Qian and
Astaneh-Asl (2017) is the Gusset Plate Moment Connection (GPMC). Figure 19
shows the main elements of the new Gusset Plate Moment Connection (GPMC).
The connection has two versions: welded and bolted.

The gusset plate in the newGusset PlateMoment Connection is a vertical flat plate
in the plane of the column and beam web. The gusset plate is mainly subjected to
bending and shear, and a small amount of axial force. The plastic hinge formation is
expected to occur in the gusset plate primarily due to in-plane yielding of the gusset
plate. The gusset plate is designed to yield within a specified area—the gap between
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Fig. 19 Welded (left), and bolted (right) versions of the new Gusset Plate Moment Connection
(Qian and Astaneh-Asl 2017)

Note: Red: Gr.50, Gray: LYP steel

Fig. 20 Hysteresis curves (left) and von Mises stresses for a Gusset Plate Moment Connection

the face of the column flange and end of the beam, Fig. 19—and is the only inelastic
element of the connection. The gusset plate, being the only element of the connection
that yields and dissipates energy, acts as a “fuse” and protects all other elements of
the joint such as the beam, column, welds and bolts, which are designed to remain
essentially elastic during the seismic event. More information on the behavior and
design of new Gusset Plate Moment Connection is in Qian and Astaneh-Asl (2017).

Figure 20 shows the cyclic behavior of a gusset Plate Moment Connection with
gusset plate made of grade 50 steel (Fy= 345 MPa or 50 ksi) and low yield steel (Fy
= 131 MPa or 19 ksi).

The new connection utilizes highly ductile gusset plates to provide the necessary
bending strength, rotational stiffness, required plastic rotation, and sufficient energy
dissipation capacity. Based on the extensive analytical studies performed, the new
connection has proven to be highly ductile, easy to fabricate, and potentially cost-
effective. The proposed connection has a wide range of applications in steel and
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composite moment frames, and composite and steel shear walls (such as the new
High Performance Steel Plate Shear Wall discussed later in this chapter), as well as
in dual steel systems composed of special concentrically braced frames and moment
frames. It can be used for seismic as well as wind and gravity resistance. The most
important advantage over the field-welded moment connections used in the current
steel plate shear wall is that the new connection does not incorporate Complete Joint
Penetration (CJP) field-welds, which not only are relatively expensive to fabricate
but require costly field-inspection using ultrasonic testing equipment and expert
operators. Another Advantage is that using this connection the strong column-weak
beam design is no longer required, see Qian and Astaneh-Asl (2017).

11.4 Column Splices

Column splices in steel shear wall systems should be designed to resist at least 50%
of the bending strength of the smaller of the column section being spliced AISC-341
standard (AISC 2016a). The nominal shear strength of the splice should be equal or
greater than the �Mpc/Hc where �Mpc is the plastic moment capacity of the cross
sections of the columns above and below the splice, and Hc is the clear height of
the column between beam-to-column connections. If welds are used in the splice,
they should be complete joint penetration groove welds AISC-341 standard (AISC
2016a).

11.5 Collectors Connections

Collectors are the girders connected to the sides of the steel shear wall columns
to transfer the inertia forces from the floors to the walls. The main force to be
transferred is an axial force in the connector. The connection should be designed to
have large axial force capacity but relatively small bending moment capacity so that
the boundary columns are not subjected to additional bending. Details suggested by
Astaneh-Asl (2008) for connections of collectors to the columns of concentrically
braced frames can also be used for steel shear wall columns.

11.6 Column Base Connections

Columns in steel shear walls should remain essentially elastic. The only exception
is that they can develop plastic hinges at their base above the base plate. The base
connections of the boundary columns should be designed to transfer combined axial
and bending as well as shear strength of the plastic hinge formed at the base of the
column. The yield stress of the column used in establishing the axial, bending and
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shear strength of the column should be 1.1 RyFy. It is recommended that the transfer
of shear from the base plate to the foundation be done by using shear keys under
the base plate instead of anchor rods. The role of anchor rods should be to resist
tension due to overturning and uplift of the base plates. The grout under the base
plate should be high strength grout, not thicker than 2-in. (50 mm) and preferably be
fiber-reinforced concrete to prevent cracking of the grout under compression as was
observed in the thick unreinforced grouts under the base plates of theNorthridge State
University Library during the 1994 Northridge earthquake. In this case, eventually
the library had to be demolished and rebuilt since unlike damage to other elements
of a steel structure, that in most cases can be easily repaired, the damage to the grout
under a base plate, or even damage to a base plate or anchor rods is very difficult and
costly to repair.

11.7 The Connection of Infill Plate to the Foundation

The connection of steel shear wall to the foundation should be capable of resist-
ing the shear force in the infill plate connected to the foundation. The AISC-341
standard (AISC 2016a) does not provide specific provisions on what should be the
required strength of the base connection of the steel infill plate. However, applying
the provisions for the fin-plates connecting the infill plate to the boundary beams and
columns, the base connection of the infill plate, should be designed to resist tensile
yield strength of the tension field calculated using expected yield strength of the infill
plate,RyFy of the steel infill plate. Due to the importance of the base connection of the
infill plate to the foundation, the authors recommend that the connection be designed
to resist the tensile yield capacity of the tension field using strain-hardened, expected
yield strength, 1.1 RyFy.

The base beam is optional. If only shear studs are used, then the base beam is
allowed to bend upward due to tension field action and should be capacity-designed
to resist the expected yield strength of the infill plate. If anchor rods are used and
designed to resist the expected yield strength of the infill plate, then the base of the
shear wall can be considered fixed.

Figure 21 shows examples of details of the connection of the steel infill plate to
the foundation.

12 Construction Considerations

Currently, to construct steel shear walls, first, the boundary columns and beams are
fabricated in the shop and then erected in the filed using field-welded and bolted
moment connections. The steel infill plates are then welded to the fin plates on the
boundary beams and columns using fillet welds. Due to the relatively thin character
of the unstiffened plates, an attempt should be made to reduce the gravity loads
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supported by the unstiffened steel shear walls. Gravity loads can cause buckling of
the thin unstiffened shear walls even during construction. In the design stage, an
attempt should be made to put as little floor gravity load as possible on the horizontal
boundary elements of the shear wall system. Even if the steel shear wall is not directly
subjected to gravity loads, in highrise buildings, the possibility of column shortening
causing buckling of the unstiffened steel shear walls should be investigated.

To prevent buckling of unstiffened steel shear walls, the top of the steel plate can
be left unwelded to the horizontal beam and the welding be done after several floors
above the weld line are constructed. By doing this the effects of floor gravity load, as
well as column shortening in pushing down the thin steel plate, will be significantly
reduced.

The potential problemof burning of the infill plate during the upward fieldwelding
has been reported (Eatherton 2006). Difficulties were also encountered in construct-
ing the infill plate-to-column connection at the column splice location. Sometimes,
relatively large holes had to be cut in the infill plates to provide space and access to
the column splice connection (Youssef et al. 2011).

Steel shear walls can be prefabricated in modules in the shop and assembled in
the field. Zhao and Astaneh-Asl (2004a) tested a shop-welded, field-bolted modular
steel shear wall system, which was used in a 24-story building and proved to be a
viable option. Driver and Moghimi (2011) investigated the modular construction of
steel shear walls and proposed three different concepts. The concept of mid-height
continuous splices, similar to that shown in Fig. 17, and tested by Zhao and Astaneh-
Asl (2004a) was considered one of the most promising configurations regarding
practicality and economics.
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Fig. 21 Suggested details for the base connection of steel shear walls
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13 Recent New Developments

The current code procedure for the design of steel shear walls utilizes the post-
buckling tension field action. The use of tension field action results in the relatively
large lateral and axial forces applied to the boundary beams and especially to the
boundary columns. For columns, such lateral forces are applied only from one side,
the infill plate side, resulting in relatively large bending moments in the columns.
Such large lateral forces applied to the column make the boundary columns quite
large and costly. In recent years, a few attempts have been made to develop new
and more efficient steel shear wall systems. Two attempts focused on decreasing
the lateral loads applied to the boundary columns (Corts and Liu 2011a, b; Qian and
Astaneh-Asl 2016, 2017). The newHigh Performance Steel Plate ShearWall system,
developed by Qian and Astaneh-Asl is summarized in Sect. 13.2 of this chapter.

13.1 Coupled Bays and CFT Columns

This system was developed by Skilling Ward Magnusson Barkshire (now Magnus-
son Klemencic Associates) and was tested and studied at the University of Califor-
nia Berkeley by the first author and his research Associates (Zhao and Astaneh-Asl
2008, 2004b). Figure 22 shows components of the system. Specimen One, which
has a height to width ratio of 1.5 for the infill plate, yielded at the inter-story drift of
0.006 and showed very high cyclic ductility and was able to reach cyclic inter-story
drift of about±3.3% after undergoing 79 cycles, 35 of the cycles being inelastic. The
maximum shear force reached was about 4079 kN (917 kips) during the 79th cycle.
Throughout the test, the gravity load carrying concrete-filled steel tube remained
essentially elastic while non-gravity carrying lateral load resisting elements under-
went well-distributed and desirable yielding. The specimen failed during the 80th
cycle due to a fracture of the top coupling beam due to low-cycle fatigue fracture of
the web. Figure 23 shows Specimen One before testing and its cyclic behavior.

Similar to Specimen One, Specimen Two also behaved in a ductile and desirable
manner. Up to inter-story drifts of about 0.7%, the specimen was almost elastic. At
this drift level, someyield lines appeared on thewall plate, and the force-displacement
curve started to deviate from the straight elastic line. During later cycles, a distinct
X-shaped yield line was visible on the steel plate shear wall. The specimen could
tolerate 79 cycles, out of which 30 cycles were inelastic. The specimen reached an
inter-story drift of more than 2.2% and maximum shear force of 5449 kN (1,225
kips). At this level of drift, the upper floor-coupling beam fractured at the face of the
column (due to low-cycle fatigue), and the shear strength of the specimen dropped
to about 88% of the maximum shear force reached in previous cycles (5449 kN
or 1,225 kips). Testing continued, and when inter-story drift reached about 3.2%, the
load dropped to below 75% of maximum load and test stopped.
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Fig. 22 Components of innovative coupled wall with CFT columns

Fig. 23 Specimen one, and its shear force-drift relation

13.2 The High-Performance Steel Plate Shear Wall (Qian
and Astaneh-Asl 2017)

Figure 24 shows the main elements of the new High-Performance Steel Plate Shear
Wall (HPSPSW ) system, as well as its main advantages compared to the current steel
plate shear walls in the current design codes such as the AISC-341 standard (AISC
2016a).

The main elements of the new HPSPSW are:

a. Unstiffened steel plate shear wall: the unstiffened steel plate is designed to
satisfy two levels of performance: (1) to resist the story shear under the ultimate
factored load primarily by the strength of the tension field action; and (2) to
remain essentially elastic under the service wind and service level lateral seismic
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code design forces. The main innovation in this system is that the steel infill plate
is not connected to the boundary columns; instead, the infill plate is connected to a
vertical stiffener, usually a T-section next to the column. Separating the steel infill
plate from the column in this system frees the columns from the lateral forces of
the tension field action reducing bending moment in the columns significantly.

b. Vertical side stiffeners: As shown in Fig. 24, two vertical steel plates, T-sections,
or another steel shape, are shop-welded to the vertical sides of the infill steel plate
and are next to but not connected to the columns. These side stiffeners are located
between floors and play three important roles: (1) to prevent lateral forces of the
tension field action acting on the columns, (2) to provide out-of-plane buckling
restraint to the steel infill plate, and (3) to provide in-plane boundary constraint
to the tension field action;

c. Beam-to-column moment connections: The beam-to-column connections in
the new HPSPSW system presented here are the new innovative Gusset Plate
Moment Connection (GPMC), which is also developed by the authors (Qian and
Astaneh-Asl 2016b, 2017) and discussed in the previous section.

d. Boundary columns: The boundary columns in the HPSPSW are not connected
to the steel shear wall between the floor beams, preventing the steel plate from
applying lateral force to the columns. Since columns are not connected to the
infill plate directly, the columns can be steel rolled or built-up open or closed
sections, steel-concrete composite sections, or even reinforced concrete sections.
There is no restriction on the column orientation. The role of the column in this
system is similar to the role of the columns in concentrically braced frames—to
carry primarily axial loads; and

e. Boundary beams: in the new HPSPSW system, the boundary beams can be
fillet-welded or bolted to the steel infill panel. If welds are used, welding can
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Fig. 25 Pushover curve and von Mises stresses in the innovative, high-performance steel plate
shear wall

be done in the field or the shop in the “modular” construction option of the new
system. These welds are fillet welds, requiring only visual inspections and not
ultrasonic testing. The beams in the new system do not need to be wide flange
shape as is the case in the current SPSW system; they can be angles, channels, or
even simple flanges as long as they are strong enough to carry the gravity loads
and the tension field forces from the wall.

Figure 25 shows a comparison of pushover curves in a Steel Plate Shear Wall sys-
tem designed according to the AISC-341 standard (AISC 2016a) and same system
designed as a High-Performance Steel Plate Shear Wall as shown in Fig. 24. As also
shown in Fig. 25, the columns and beams in the HPSPSW remain essentially elastic,
very small bending moments are generated in the columns, and the bulk of yielding
takes place in the steel infill plate and some yielding in the connection gusset plate
as per intended design. More information on the behavior and design of HPSPSW
is in Qian and Astaneh-Asl (2017). To compare the HPSPSW to current SPSW sys-
tem included in the AISC-341 standard AISC-341 standard (AISC 2016a) using the
9-story SPSW building in the AISC Design Guide 20 (AISC 2007) the SPSW shear
walls were redesigned as HPSPSW system to resist the same lateral forces with
the same inter-story drift limitations. It was shown that the HPSPSW designs could
be 20% (code-based designed) to 10% (performance-based design) lighter than the
AISC SPSW design in the AISC Design Guide 20 (AISC 2007), not including the
additional savings on fabrication. The HPSPSW system had much lighter column
sections compared to the AISC SPSW design. The comparison between the perfor-
mance of the new system and the current AISC steel plate shear wall system (Qian
and Astaneh-Asl 2016a, b, 2017) showed that the new system reduces the structural
weight and column over-stress significantly, eases the design iterations and improves
the constructability, material-utilization ratio, and economy of the system efficiently
with enhanced seismic performance.
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The High-Performance Steel Plate Shear Wall system has high potential to be an
efficient, economical and easy to design, construct and inspect the system. There is
a need for actual cyclic tests of the system to establish its performance under cyclic
loading.

13.3 Buckling Restrained Steel Shear Walls

Another solution to reduce the tension field forces acting on the boundary columns
has been to add buckling-restraining braces to the steel infill plate to delay or prevent
its buckling before its yielding in shear (Nie et al. 2012; Tsai et al. 2007, 2010;
Li et al. 2010). The major forms of existing buckling restrainers published in the
literature include

a. channels welded to the infill plate but with a gap left between the restrainer and
the boundary beam (Nie et al. 2012; Lee et al. 2010),

b. square tubes bolted on both sides of the infill plate using enlarged bolt holes to
allow the relative movement of the infill plate and the buckling restrainers (Li
et al. 2010; Tsai et al. 2007, 2010),

c. concrete cover plates added to the steel shear wall infill plate, where there is
a gap around the concrete wall to prevent engagement of concrete with the
boundary frames during small and moderate, but more frequent earthquakes
(Zhao and Astaneh-Asl 2004a; Astaneh-Asl 2002a) The concrete plate engages
with the steel shear wall making the wall a composite shear wall during major
seismic events.

d. An infill steel panel sandwiched between two concrete cover plates similar to
that in a composite shear wall but with enlarged bolt holes so that the concrete
cover could slide freely relative to the steel plate (Guo et al. 2009).

13.4 Steel Slit Panel-Frame Shear Walls

Hitaka andMatsui (2003) were the first to introduce a series of slits in the unstiffened
steel shear wall. The use of a series of slits on the infill panel enables the formation
of a series of flexural links in between the slits and allows the system to provide a
fairly ductile response without the need of substantial stiffening (Hitaka and Matsui
2003). Cortes and Liu (2011a, b) further improved this concept and studied steel slit
panel—the frame, a new steel shear wall system, and developed design procedures
for the system. Themain components of the systems are columns and beams and Steel
Slit Panels (SSPs). The beam-to-column connections are simple shear connections.
The panels are not connected to the column, thus preventing the development and
application of the tension field action forces to the columns. The Steel Slit Panel has
some vertical slit cuts. The slit cuts convert the steel infill plate into a series of vertical



Application of Steel Shear Walls Toward More Resilient Structures 41

beam. The story shear is resisted by vertical beams bending in double curvature and
forming plastic hinges at the top and bottom ends of the vertical beams. The panels
have stiffeners in their vertical edges to prevent out of plane buckling of the panels.

Based on their analytical and actual cyclic testing of scaled specimens, the
researchers concluded that all specimens were able to undergo cyclic inter-story
drifts of at least 5% without the peak strength at each cycle dropping below 80%
of the maximum strength reached during the first cycle. The proposed analytical
equation could predict the stiffness and strength of the SSPF. The results also indi-
cated that the stiffness is significantly reduced by the characteristics and properties
of the boundary frames, especially by the flexural rigidity of the boundary beams.
The researchers state that “The experimental results suggest that the SSPF system
has high potential, with ductile and predictable behavior. Further studies confirming
the performance of this system must be conducted before the SSPF may be used for
lateral resistance in seismic regions.”

13.5 Perforated Steel Shear Walls

Vian et al. (2009) tested steel perforated shear walls, where multiple circular holes
were cut out of the infill plate. The holes were arranged in regularly spaced diagonal
strips within the infill panel. One of the objectives of cutting out the circular holes
was to reduce the strength and stiffness of the infill panel. The researchers stated
that: “This option may be beneficial to designers who feel an SPSW system is suited
to a particular structure, but the required solid infill plate thickness is unreasonably
small.” The steel used in the perforated panel was low yield steel, and the beam-
to-column connections were special “reduced beam section” moment connections.
The tested specimens behaved in a ductile manner and resisted cyclic lateral story
drifts of 3% or greater. The researchers state that the perforation holes reduce the
capacity of the tension field and to achieve the same shear strength for the infill panel
the thickness is increased. Ignoring the additional cost of cutting multiple holes in
the infill plate, the concept does not reduce significantly, the lateral forces acting on
boundary elements, especially columns, which is the main reason for making the
traditional steel shear walls not as cost-efficient as they can be.

14 Summary

Since 1960s steel shear walls are used as an efficient lateral force resisting system.
Steel shear walls consist of a steel infill plate connected to boundary columns and
beams by welded or bolted connections. The connection of the boundary columns
and beams are usually moment connections making the boundary frame a moment
frame. The steel plate is designed to resist the story shear, while the entire system
consisting of the steel infill plate and boundary frame resists overturning moments.
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Steel infill plate can have only horizontal or vertical stiffeners or both. Without
stiffeners, due to relatively large height-to-thickness ratio, the unstiffened steel infill
plate buckles diagonally under relatively small shear and after buckling resists the
applied shear by diagonal tension field action. Unstiffened steel shear walls are
popular in North America with a 55-story building in Los Angeles currently being
the tallest steel shear wall building in the world.

Two issues make the unstiffened steel shear walls relatively expensive compared
to the stiffened shear walls. One is that buckling of steel infill plate can occur under
service loads which is currently an unacceptable performance in some countries
like China. By adding stiffeners to the steel infill plates, we can delay the diagonal
buckling of the steel infill plate under service load, and even avoid the buckling
until the infill plate yields in shear during ultimate design loads. The second issue
with unstiffened steel shear walls is that the development of tension field action
after buckling of the compression diagonals results in the application of relatively
large lateral tension field action forces to the columns making the columns relatively
heavy. Stiffened shear walls are popular in Asia, and currently, a 73-story high-rise
building in China is the tallest steel shear wall building in the world. The building has
stiffened shear walls designed to prevent diagonal buckling of the wall under more
frequent earthquakes, but allow buckling of compression diagonal and development
of tension field action during severe earthquakes. This dual design criterion appears
to be more rational than the current approach in the North American design codes
that only considers designing the steel infill panel to resist the shear forces expected
during the strong earthquakes without any consideration given to the performance
of the wall during small but more frequent earthquakes and wind loads.

There is a great potential for new research and development activities in this area
to develop more efficient steel shear wall systems as well as more rational seismic
design procedures and modeling technics. Several new steel shear wall systems have
been developed in recent years primarily to address the main issue with the current
unstiffened steel shear wall systems which is the buckling of the diagonal compres-
sion field and development of the tension field action, which in turn results in the
application of relatively large lateral forces to the boundary columns. Two exam-
ples of such systems are the High-Performance Steel Shear Wall System (HPSSWS)
(Qian and Astaneh-Asl 2016a, b, 2017), and the steel slit panel frame shear walls
(Cortes and Liu 2011a, b). In the HPSSWS the infill plate is connected to the bound-
ary beams but not to the boundary columns eliminating any lateral force applied
to the columns. In this system, the vertical edges of the steel infill plate, instead of
being connected to the columns, are connected to the plate or Tee-section stiffeners.
In the steel slit panel-frame shear wall systems, the steel infill plate is connected to
the boundary beams and columns, but the infill wall has a series of vertical slits cut
into it making the plate act as a collection of vertical columns acting primarily in
bending.

At this time, steel plate shearwalls are oneof themost resilient lateral load resisting
systems, with sufficient initial stiffness, yield strength, and ductility to resist lateral
loads of winds and earthquakes in a cost-efficient manner. Still, there is plenty of
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room for innovative ideas to make the system more efficient by developing new and
cost-efficient concepts and detailings in the following areas:

1. More analytical and especially experimental research is needed on the two
promising steel shearwall systems, theHigh-PerformanceSteel Plate ShearWalls
(Qian and Astaneh-Asl 2016a, b, 2017) and the Slit Panel-Frames (Cortes and
Liu 2011a, b), to establish their performance and to develop design procedures
for these and other future systems that can eliminate the lateral tension field
action on the columns.

2. More analytical and experimental research is needed to establish which of the
simple, partially restrained and rigid moment connections are more efficient for
the beam-to-column and column-base connections. Then, based on the findings
of such research, new or improved cost efficient beam-to-column and column-
base connections can be developed.

3. There is a need for current codes such as the AISC-341 standard (AISC 2016a)
to have a design procedure that includes satisfactory performance under both
frequent but medium size seismic events and less frequent but large earthquakes.
This is the case in Chinese code but not in the U.S., Canada, and Eurocode.

4. There is a need to develop details that prevent the transfer of gravity loads to the
steel shear walls.

5. There is a need to develop construction procedures that increases pre-fabrication
and shop work as much as possible and reduces field work, especially field
welding, inspection, as well as erection time.
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Resilience of the Built Environment:
A Methodology to Estimate
the Downtime of Building Structures
Using Fuzzy Logic

M. De Iuliis, O. Kammouh, G. P. Cimellaro and S. Tesfamariam

1 Introduction

Natural and man-disasters have a serious impact on countries, in terms of number
of affected people and in terms of economic damages. Building and communities
are often not enough resilient to extreme natural disasters, such as earthquakes,
tsunamis, hurricanes, etc.; they can’t completely prevent all the risk but they need to
be “prepared” and less “vulnerable” in order to achieve a high “resilience” (Cimellaro
2016). Resilience is a measure of the ability of a system exposed to hazards to resist
and recover its functionality in a timely and efficient manner (ISDR 2009).

Bruneau et al. (2003) defined seismic resilience as “the ability of both physical
and social systems to reduce the impact of a shock, to absorb such a shock if it occurs,
and to quickly re-establish normal performance”. Cimellaro et al. (2010) introduced
the concept of functionality recovery and suggested that resilience is “the ability of
social units (e.g. organizations, communities) to mitigate hazards, contain the effects
of disasters when they occur, and carry out recovery activities in ways to minimize
social disruption and mitigate the effects of further earthquakes”. In the context of
this work, resilience is defined as the ability of engineering and socio-economic
systems to rebound after severe events, or disasters, such as earthquakes (Cimellaro
et al. 2008).

Estimating resilience has been performed in different fields, from engineering to
economics. Several resilience frameworks can be found in literature. Some tackled
the engineering resilience on the country level (Kammouh et al. 2017a, b) and some
on the local and community levels (Kammouh et al. 2017c; Kammouh et al. 2018b;
Kammouh and Cimellaro 2018; Kammouh et al. 2019). A quantitative method to
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evaluate the resilience at the state level was introduced in Kammouh et al. (2017b).
In their approach, the data provided by the Hyogo Framework for Action (HFA)
(ISDR 2005), which is a work developed by the United Nations (UN), is used in
the analysis. Another quantitative framework for evaluating community resilience
is the PEOPLES framework (Cimellaro et al. 2016a). PEOPLES is an expansion of
the resilience research at the Multidisciplinary Center of Earthquake Engineering
Research (MCEER). PEOPLES framework involves seven dimensions: Population,
Environment, Organized government services, Physical infrastructures, Lifestyle,
Economic, and Social capital (Renschler et al. 2010).

The absence of a concise approach makes resilience difficult to determine,
especially because the concept of resilience involves different aspects, such as
seismic prediction, vulnerability assessment, and downtime estimation (Cimellaro
et al. 2016a; Chang et al. 2014; Bonstrom and Corotis 2014). In the context of
seismic risk assessment, quantifying downtime is of importance to decision makers
and owners (Cimellaro et al. 2016b).

In the seismic resilience evaluation, downtime is “the time necessary to plan,
finance, and complete repair facilities damagedby earthquakes or other disasters and
is composed by rational and irrational components” (Comerio 2006). The “rational”
components are predictable and easily quantifiable, such as construction costs and the
time needed to repair damaged facilities. The “irrational” components, on the other
hand, consider the time required to start repairs (financing, workforce availability,
and regulatory and economic uncertainty).

The Federal Emergency Management Agency (FEMA) has performed several
studies focusing on developing earthquake loss estimation techniques. These studies
have resulted in the development of a loss estimation software “HAZUS” (Kircher
et al. 2006). HAZUS 97 was the first edition of the risk assessment software, built
using GIS technology. HAZUS, in which downtime depends on structural and non-
structural damage probabilities, provides an estimate for the damage caused by
extreme events. Moreover, an electronic tool called the Performance Assessment
Calculation Tool (PACT) was released by FEMA. The tool aims at implement-
ing probabilistic computation and accumulation of losses for individual buildings
(FEMA 2012b). It also provides a methodology to evaluate the seismic perfor-
mance of buildings in situations with high uncertainty. The methodology defines
the expected building damage and the consequences of such damage.

Currently, existingmethodologies are carried out through aprobabilistic approach.
Using suchmethodologies, quantification of downtime, and therefore resilience, uses
historical data and resources that are usually not readily available. The main reason
is that, such parameters (e.g. topology and site seismic characteristics) are not simple
to capture using traditional models because they are different in nature and lead to
complex mathematical formulation. Therefore, a simple prediction method for the
downtime and resilience of building structures needs to be developed.

This chapter proposes a new methodology to evaluate the downtime for three
recovery states (e.g. re-occupancy, functional and full recovery) of building struc-
tures after earthquakes. The methodology permits a fast and economical estimation
of downtime parameters that involve uncertainties using the Fuzzy Logic hierarchi-
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cal scheme (Tesfamariam and Saatcioglu 2010) in which information of damaged
buildings is combined. Such information is obtained from a Rapid Visual Screen-
ing, which is a questionnaire carried out by a screener to identify the design and
the components of the damaged buildings. Moreover, the use of a fuzzy inference
system allows the estimation of building damageability, which is the main parameter
to quantify downtime. The methodology can be used by owners, engineers, archi-
tects, and decision makers for managing earthquakes consequences, minimizing the
impacts of the earthquakes, and allowing the damaged buildings to recover as soon
as possible.

2 Fuzzy Logic

The fuzzy logic concept was first introduced by Zadeh (1965). The idea behind
the fuzzy theory is that systems with high complexity cannot be analyzed using
classical mathematical methods because they are not expressive to characterize the
relationships between input and output, especially in the situation where there is
imprecision and uncertainty. While classical binary logic evaluates a statement by an
integer number, zero or one, which corresponds to true or false. The fuzzy logic uses
membership grades (µ) ranging between 0 and 1, which indicate whether a variable
x belongs to a fuzzy set. That is, 0 indicates that x does not belong to the fuzzy set
and 1, instead, shows that x completely belongs to the fuzzy set (Tesfamariam and
Saatcioglu 2008).

Later on, fuzzy sets were implemented to new approaches in which numerical
variables are replaced by linguistic variables (Zadeh 1973). The use of the linguis-
tic values changed completely the way of considering the human systems. The first
application of the fuzzy logic was in the design of Fuzzy Logic Controller (FLC)
for industrial plants. Mamdani (1974) showed that the hierarchical approach and the
fuzzy rules need to be set. Fuzzy logic became a key factor in several fields such as
industrial applications in the early 1980s in Europe and Japan and, Machine Intelli-
gence Quotient (MIQ) to mimic the ability of human, and earthquake engineering.

As shown in Fig. 1, the fuzzy logic consists of three main steps: (1) Fuzzification;
(2) Fuzzy Inference System; and (3) Defuzzification.

2.1 Fuzzification

Every basic input parameter has a range of values that can be clustered into lin-
guistic terms, such as very low (VL), low (L), medium (M), high (H) and very high
(VH), which are assigned through a procedure called granulation. According to their
granularities, the input values are converted or fuzzified into a comparable scale by
assigning corresponding membership functions (Tesfamariam and Saatcioglu 2008).
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Fig. 1 Fuzzy inference system (FIS)

Fig. 2 Different shapes of membership functions

A membership function defines how input point is represented by a membership
value between 0 and 1, and it is used to quantify a linguistic term. In literature, dif-
ferent forms of membership functions are presented (e.g. the triangular, trapezoidal,
and Gaussian shapes (Fig. 2), which are the most common used). The choice of the
membership function is related to the user experience (Mendel 1995).
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2.2 Fuzzy Rules

The fuzzy rule base (FRB) is defined from expert knowledge and/or historical data
(fuzzy knowledge base). The fuzzy rule base consists of statements called rules that
express the decision maker’s opinion or judgment about an uncertain situation. The
fuzzy rule is mainly represented by the Mamdani type (Mamdani 1976), which
is a simple IF-THEN rule, which associates a condition described using linguistic
variables and fuzzy sets to an output or a conclusion. For instance, considering two
inputs xi and x2, the ith rule Ri, is shown as follows:

Ri : IF x1 is Ai1 AND x2 is Ai2 THEN y is Bi i = 1, . . . , n (1)

where x1 and x2 are the input linguistic variables (antecedent),Ai1 andAi2 are the input
sets, n is the total number of rules, y is the output linguistic variable (consequent),
Bi is the consequent fuzzy set.

In the methodology, the fuzzy rules are defined using a proposed weighted
average method in order to systematize the process. A weighting factor W, for
instance 1 or 2, defined using experts judgement, is assigned to each input. This
value represents the impact of the input towards the output (e.g. a weighting
factor 2 signifies a higher impact of the input towards the output). The output is
then identified by considering the weights of the inputs. This is mathematically
represented in Eq. 3, where Lout refers to the level of the output (low, medium or
high, which can be mathematically represented as 1, 2, and 3 respectively), Linp,i is
the level if input i, Winp,i is the weight of input i.

Consider the following example of a fuzzy rule base: IF input x1 is Low (Linp,1=1)
AND input x2 is Medium (Linp,2= 2) and the corresponding weights are Winp,1 = 1
and Winp,2 = 2 respectively THEN the output y is Lout= 1.67 (using Eq. 2) which
can be rounded to 2. Therefore, the level of the output y is medium (2 corresponds
to medium). Once Fuzzy rules are obtained, they are assigned to each parameter
required for the downtime assessment.

Lout =
∑n

i=1 Linp,i × Winp,i
∑n

i=1 Winp,i
(2)

2.3 Fuzzy Inference System (FIS)

The results of the rules are combined to obtain a final output through a process called
inference. The evaluations of the fuzzy rules and the combination of the results of the
individual rules are performed using fuzzy set operations to describe the behavior of
a complex system for all values of the inputs. Different aggregation procedures are
available: intersection, minimum, product, union, maximum, and summation (Klir
and Yuan 1995). For example, inMamdani’s inference system, three connectives can
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Fig. 3 Different defuzzification methods

be used: the aggregation of antecedents in each rule (AND connectives), implication
(IF-THEN connectives), and aggregation of the rules (ALSO connectives).

2.4 Defuzzification

Defuzzification represents the inverse of the fuzzification process. It is performed
according to the membership function of the output variable. The purpose of the
defuzzifier component of a fuzzy logic system (FLS) is to defuzzify the fuzzy output
and obtain a final crisp output. Many different techniques to perform defuzzification
are available in the literature, such as: center of the area, center of gravity, bisector
of area, etc. (Fig. 3) (Klir and Yuan 1995).

3 Methodology to Quantify the Downtime and Seismic
Resilience

The methodology starts with a Rapid Visual Screening (RVS) of the buildings. The
RVS survey form, which is performed by an expert, aims to collect information
on the building’s components that could be damaged. Building’s information from
the RVS is incorporated through a comprehensive hierarchical structure, which fol-
lows a logical order that combines specific contributors (e.g. site seismic hazard and
building vulnerability modules) to estimate the building damage. A Fuzzy system is
implemented in the procedure to translate the RVS results from linguistic terms into
numerical data.

The building damageability is carried out as five-tuple membership values (µBD
VL,

µBD
L , µBD

M , µBD
H , µBD

VH) and each membership value is associated with five damage
states, very low (VL), low (L), medium (M), high (H), and very high (VH). The
building membership can be considered as the limit state in which the structure may
be for a given site seismic hazard and building vulnerability. For this reason, the
downtime analysis is carried out for the degrees of damage membership that are
greater than zero, which represents the possibility of the building being in a limit
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Fig. 4 Evaluation of downtime

state. For instance, if the damage membership is (µBD
VL,µ

BD
L ,µBD

M ,µBD
H ,µBD

VH)= (0, 0,
0.37, 0.63, 0), the downtime is quantified for damage=Medium (0.37) and damage=
High (0.63) (Tesfamariam and Sanchez-Silva 2011). These fuzzy numbers describe
the damage expected as a result of a given earthquake and are used to calculate the
repairs, delays, and utilities disruption. That is, the downtime is the combination of
the time required for repairs (rational components), delays (irrational components),
and the time of utilities disruption Fig. 4, as follows:

DT = max((DT repairs + DT delays);DT utilities) (3)

The combination of the three parameters depends on the chosen recovery state
(i.e. re-occupancy recovery, functional recovery, and full recovery) (Bonowitz 2010).
For example, in the re-occupancy recovery state, consideration of utilities disruption
is not required, thus the downtime is the result of the time required for repairs and
delays only.

To estimate the downtime due to repairs, it is necessary to define the repair time
for each component of the analyzed building and the number of workers assigned
for the repair. Downtime due to delays is based on irrational components (Comerio
2006), which are a selection from the components used by REDI™: post-earthquake
inspection, engineering mobilization, financing, contractor’s mobilization, and
permitting. Downtime due to utilities depends on the site seismic hazard and on
infrastructure systems that are likely to be disrupted after an earthquake (e.g.
electricity, water, gas, etc.).

Finally, once the rational components, the irrational components, and the utilities
disruption are known, the total repair time can be estimated. A downtime value is
computed for each damage membership as follows:

DT =
n∑

i=1

DTi ∗ µi (4)

where DT i is the downtime for a certain granulation, i is the granulation assigned to
the damage membership, µi is the damage membership degree of granulation i. The
Seismic Resilience of a damaged building is computed through the aggregation of
the downtime and building damageability by applying the Fuzzy logic steps defined
before.
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3.1 Damage Estimation

The building damage is estimated through a hierarchical scheme that includes all
variables contributing to the building damage (Fig. 5). The proposed hierarchical
scheme for building damageability is an adaptation fromTesfamariam andSaatcioglu
(2008), in which the variables are aggregated through the fuzzy model introduced
before and the granularity assigned to the fuzzification is associated with the level
of damage state. In the methodology, the Fuzzy Logic is applied using a heuristic
model to assign membership values starting from linguistic information, which can
generate membership functions using our intelligence. The membership functions
considered in the methodology are introduced by Tesfamariam and Saatcioglu
(2008) and are based on triangular fuzzy numbers (TFNs) that are expressed by
three vertices (a; b; c) where a, b, and c represent the minimum and the maximum,
respectively. The triangular fuzzy numbers are suitable to describe linguistic param-

Fig. 5 The building damageability hierarchical scheme, adapted from Tesfamariam and Saatcioglu
(2008)
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eters since they can refer to three possible scenarios: pessimistic, most probable and
optimistic. Finally, at each level of the hierarchical scheme (Fig. 5), the weighted
average method is used for the defuzzification to obtain an index I, as follows:

I =
n∑

i=1

qi ∗ µR,i (5)

where qi is the quality-ordered weights, µR,i is the degree of membership, i is the
tuple fuzzy set (Sadiq et al. 2004; Liou and Lo 2005). The 1991 Northridge Earth-
quake damage observations are used to calibrate the quality-ordered weights in the
methodology (Tesfamariam and Saatcioglu 2008).

The defuzzification process is not required for the Building Damageability. That
is, each damage membership grade that is greater than zero is used independently
in the downtime analysis. The resulting downtimes corresponding to the different
memberships are combined to obtain a final downtime value, as described before.

Following the proposed hierarchical scheme, the Building Damageability index
(IBD) is evaluated by combining Site Seismic Hazard (SSH) and Building Vulnera-
bility (BV). Building Vulnerability index (IBV) is obtained through the integration

Fig. 6 Membership functions and granulation for: a Building damageability BD; b Building vul-
nerabilityBV; c Structural deficiency SD; dVertical irregularityVI; e Plan irregularityPI; f Increase
in demand ID; g Year of construction YC; h Construction quality CQ; i Decrease in resistance DR;
j Structural system SS; k Site seismic hazard SSH
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Table 1 Fuzzy rules for building damageabilty

Rule SSH W = 2 BV W = 1 BD

1 VL VL VL

2 VL L VL

3 VL M L

4 VL H L

5 VL VH L

6 L VL L

7 L L L

8 L M L

9 L H M

10 L VH M

11 M VL L

12 M L M

13 M M M

14 M H M

15 M VH H

16 H VL M

17 H L M

18 H M H

19 H H H

20 H VH H

21 VH VL H

22 VH L H

23 VH M H

24 VH H VH

25 VH VH VH

Table 2 Fuzzy rules for building vulnerability

Rule SD W = 2 SS W = 1 BV

1 L L L

2 L M L

3 L H M

4 M L M

5 M M M

6 M H M

7 H L M

8 H M H

9 H H H
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Table 3 Fuzzy rule for increase in demand

Rule VI W = 2 PI W = 1 ID

1 L L L

2 L M L

3 L H M

4 M L M

5 M M M

6 M H M

7 H L M

8 H M H

9 H H H

Table 4 Fuzzy rules for decrease in resistance

Rule CQ W = 2 YC W = 1 DR

1 L L L

2 L M L

3 L H M

4 M L M

5 M M M

6 M H M

7 H L M

8 H M H

9 H H H

Table 5 Fuzzy rules for structural deficiency

Rule ID W = 1 DR W = 2 SD

1 L L L

2 L M M

3 L H M

4 M L L

5 M M M

6 M H H

7 H L M

8 H M M

9 H H H



58 M. De Iuliis et al.

Table 6 Fuzzy rules for seismic resilience

Rule DT W = 2 BD W = 1 R

1 VL VL VL

2 VL L VL

3 VL M L

4 VL H L

5 VL VH L

6 L VL L

7 L L L

8 L M L

9 L H M

10 L VH M

11 M VL L

12 M L M

13 M M M

14 M H M

15 M VH H

16 H VL M

17 H L M

18 H M H

19 H H H

20 H VH H

21 VH VL H

22 VH L H

23 VH M H

24 VH H VH

25 VH VH VH

of the two components: Structural Deficiency (SD) and Structural System (SS). On
the other hand, the Site Seismic Hazard index (ISH) is computed by combining the
earthquake source conditions, source-to-site transmission path properties, and site
conditions. ISH is expressed in terms of building response acceleration, which can be
obtained as a function of the building fundamental period (T ).

Structural Deficiency is characterized by two categories (Saatcioglu et al.
2001): factors that increase the seismic demand (Increase in Demand) and factors
contributing to a reduction in ductility and energy absorption (Decrease in Resis-
tance). Parameters that contribute to the decrease in resistance are Construction
Quality (CQ) and Year of Construction (YC). In general, the year of construction
can be classified into three distinct states (Hazus 1999): low code (YC ≤ 1941),
moderate code (1941 ≤ YC ≥ 1975), and high code (YC ≥ 1975). These thresh-
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old values are derived from the North America practice. Year of Construction (YC)
is used to convey important information about the seismic design code provision.
Such information allows identifying the building behavior in ductility, strength and
detailing. Parameters that contribute to the increase in seismic demand are Vertical
Irregularity (VI) and Plan Irregularities (PI).

Three popular reinforced concrete building types are identified for the evaluation
of the structural system component: moment resisting frames (C1), shear walls (C2),
andmoment resisting frames with infill masonry walls (C3). Moment resisting frame
(C1) is a rectilinear structure with beams and columns rigidly connected, in which
the resistance to lateral forces is provided by rigid frame action (Bruneau et al. 2011).
Shear wall (C2) is a structural system with shear panels used to resist lateral forces.
Moment resisting frameswith infill masonrywalls (C3) are largely presented in older
buildings. They may work as shear walls in controlling deformations until the elastic
limit of non-ductile concrete frames is exceeded. The granulation assigned to each
parameter is shown in Fig. 6. The Fuzzy rules assigned to each parameter are listed
in Tables 1, 2, 3, 4, 5, and 6.

4 Downtime Due to Repairs

Downtime due to repairs considers rational parameters: the state of the damaged
components and the number of workers assigned (Fig. 7).

4.1 State of Components

Repair times are evaluated and collected from an electronic tool developed by FEMA
(2012a), the Performance Assessment Calculation Tool (PACT). It provides repair
times through functions that represent the distribution of losses as a function of
damage state. In this work, only data representing the 50th and 90th percentile is
used, as the 10th percentile is not desirable for downtime assessment.

Fig. 7 Downtime due to repairs (rational components)
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Fig. 8 Repair sequences from REDi

Once component repair times for each damage state are known, the values can be
used to compute total component repair time by defuzzifying the component repair
times using the corresponding membership values, as follows:

RT =
n∑

i=1

rt,i ∗µR,i (6)

where RT is the component total repair time, rti is the repair time of the component
considered, i is the damage state level,µR,I represents the damage membership value
considered in the analysis. In this methodology, the repairs sequence presented in
REDI™ (Almufti and Willford 2013), which defines the order of repairs (Fig. 8),
is used to quantify the repair time and depends on the building damage state. That
is, if the building damage state is classified as Medium, structural components can
be repaired simultaneously (in parallel); if the building damage state is classified
as High or Very High, structural repairs are done for one floor at a time (in series).
Depending on the repair scheme and on the number of floors in the building, repair
times may be in order of months (parallel repair scheme) and/or years (series repair
scheme).
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4.2 Number of Workers

Repairs can be carried faster or slower, depending on the crew number. Information
about the number of workers is obtained from FEMA P-58 and from REDi™. The
maximum number of workers indicated in FEMA P-58 ranges between 1 worker per
250 ft2. and 1 worker per 2000 ft2 (FEMA 2012b). Following the REDI™ instruc-
tions, repairs for structural components have a labor allocation limitation of 1 worker
per 500 ft2 per floor. For non-structural repairs, REDI™ recommends using 1 worker
per 1000 ft2.

The number of workers assigned to each repair sequence is determined through
the average number of workers from RS Means (Alterman et al. 2013). Equation (7)
computes the maximum number of workers for structural repairs in a building for a
gross area:

Nmax = 2.5 × 10−4Atot + 10 (7)

where Nmax is the maximum number of workers on site, Atot is the total floor area of
the building (ft2).

5 Downtime Due to Delays

Downtime due to delays is largely based on the building damage. That is, in buildings
where the expected damage state is Low, less downtime due to delays is likely to
occur. Downtime due to delays derived from several irrational components, which
were introduced by Comerio (2006).

The irrational components used in the methodology are a selection from the com-
ponents used by REDI™: Financing, Post-earthquake inspection, Engineer mobi-
lization, Contractor mobilization, and Permitting (Fig. 9).

REDi™ guidelines define the irrational components as “impeding factors”, as
they increase the time required to start repairs. Irrational components are presented
in the form of lognormal cumulative distribution functions, which are based on
data from previous earthquakes provided by engineers, contractors, bankers, and
cost estimators. In the proposed methodology, the “best estimate” approximation of
delays is used.

5.1 Financing

Delay due to financing depends on the method of financing, which can be: private
loans (e.g. bank loans), Small Business Administration (SBA), insurance, and pre-
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Fig. 9 Downtime due to delays (irrational components)

arranged credit line. Delays due to financing need to be considered in case that the
building damage membership state is greater than or equal to High.

5.2 Post-earthquake Inspection

Delays due to post-earthquake inspection depend basically on the building use. For
instance, if the building is an essential facility, inspectors are expected to arrive
earlier due to the importance of the building in the community. In order to reduce
the downtime significantly, owners can enroll in different programs, such as the
Building Occupancy Resumption Program (BORP) (Mayes et al. 2011) where there
is no necessity of official city-inspectors.

Post-earthquake inspection delays are considered for every recovery state if the
membership of building damage state is higher thanMedium.Otherwise they are not
included as there would be no structural damage.

5.3 Engineer Mobilization

Delays due to engineermobilization aremostly the time required forfinding engineers
plus the time needed to carry out engineering review and/or re-design. It depends on
the level of structural damage and the size of the building. Such delays are considered
in the analysis if the membership of building damage state is Medium, High and/or
Very High. For instance, if the building damage membership is defined as Medium,
minor structural repairs should be approved by an engineer and structural calculations
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are not necessary, or if the building damage membership is classified as High the
building should be re-designed due to the high level of the damage. Thus, the time
required for engineer mobilization is the time necessary for a new building project.

5.4 Contractor Mobilization

Different factors contribute to the increase in delays due to contractor mobiliza-
tion, such as the lack of availability contractors, materials, and equipment after the
earthquake event. Their consideration depends on the building damage state in each
recovery state: High in re-occupancy, Medium in functional recovery, and Low in
full recovery state.

5.5 Permitting

Permitting is the time needed for the local building jurisdiction to review and approve
the proposed repairs. Delays due to permitting are included in the downtime analysis
if the membership of building damage state is High for re-occupancy and functional
recovery states, and/or Medium for full recovery state.

6 Downtime Due to Utilities Disruption

Consideration of utilities service, and consequently utilities disruption is needed only
in functional and full recovery states (Fig. 10).

Utilities disruption times are defined from data about past earthquakes (Kammouh
et al. 2018a), where the authors introduces a simplified empirical model based on real
data of past earthquakes to estimate the downtime of different types of infrastructures.
Disruption of utilities should be considered if the membership value of site seismic
hazard is greater than or equal toMedium.

Fig. 10 Downtime due to utilities disruption
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6.1 Electricity

The recover time of electricity systems ranges from 2 to 14 days for full recovery.
They generally recover faster than other utility systems due to their high level of
redundancy.

6.2 Natural Gas

Natural gas systems tend to require a longer time for restoration (from 7 to 84 days).
That’s because the gas services need to be re-lighted and re-pressurized after the gas
shuts off for safety purpose.

6.3 Water

Time to recover the water system is usually considerable in all earthquakes and
ranges between 6 days and 10 weeks for full restoration. The methodology used
for determining the water disruption time follows the same criteria of natural gas
disruption.

7 Illustrative Example

The case study consists of a hypothetical three-story residential building with floor
area A = 4800 ft2, structural system SS = C1, and fundamental period T1 = 0.38 s.
The 1994NorthridgeEarthquake has been selected as the hazard event. From thewalk
down survey (RVS), information about the analyzed building has been collected and
presented in Table 7. In addition, from the response spectrum of the 1994 Northridge
Earthquake, the spectral accelerationSa has been identified as 0.50 g. In the following,
the downtime and resilience estimation procedure are illustrated in detail.

Table 7 Basic risk items and transformation

Basic risk item Field observation Transformation

Structural system (SS) C1 0.70

Vertical irregularity (VI) Yes 0.80

Plan irregularity (PI) Yes 0.80

Construction quality (CQ) Poor 0.99

Year of construction (YC) 1960 −0.01*YC + 20,25
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7.1 The Northridge Earthquake Scenario

The earthquake that hit Northridge on January 17 in 1994 is considered as the most
damaging earthquake in the history of the United States. The magnitude 6.7 earth-
quake Northridge occurred on a fault under the San Ferdinando Valley and extended
under the Santa Susana Mountains (Stein 1994). Preliminary data on the emergency
response and on the social impacts of the Northridge earthquake highlights that struc-
tural failure was the underlying cause of facilities directly assigned to the earthquake.

The earthquake caused significant damage to health facilities, such as non-
structural damage to pipes and other utilities. For example, the damage of a rooftop
water tank induced the evacuation of a psychiatric hospital, and other facilities were
left without water or power (Comerio and Blecher 2010).

Data from the Association of Bay Area Governments (ABAG) and from Assessor
for the Northridge-affected areas (Los Angeles city, Los Angeles County and the
City of Santa Monaca) estimated the status of residential building damaged by the
Northridge earthquake as repaired, demolished, or rebuilt. The building evaluation
was carried out with a red (unsafe for re-occupancy or entry) and yellow (limited
entry) indicator. Such data estimated that 3127 residential buildings were repaired,
126 were demolished, and 378 were rebuilt.

Later, around threeweeks from the seismic event, FEMA received applications for
assistance through theDisasterHousing Program, the Small BusinessAdministration
(SBA), which provide housing assistance and, if it is necessary, funds for temporary
housing.

The Northridge earthquake illustrates that the post-disaster recovery activity
started almost immediately after the hazard event. The high-priority activities
included: providing water to areas where that utility was damaged; developing an
alternative transportation system to reduce congestion; andmaking plans to deal with
the school-system disruption (Tierney et al. 1995).

Real data for damaged structural and non-structural components are not avail-
able, unfortunately. Thus, in the illustrative case study, unreal information about the
building’s components has been used.

7.2 Damage Estimation

STEP 1: Transformation

The first step is to transform the basic risk items into a comparable number, which
is mainly based on expert knowledge. The 1991 Northridge Earthquake damage
database is adopted to calibrate the transformation values for VI, PI, and CQ are
(Tesfamariam and Saatcioglu 2008). The transformation values are listed in Table 7.
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Table 8 Fuzzification process

Basic risk items Fuzzification

Vertical irregularity (µVI
L , µVI

M , µVI
H ) = (0, 0.40, 0.60)

Plan irregularity (µVI
L , µVI

M , µVI
H ) = (0, 0.40, 0.60)

Construction quality (µCQ
L , µCQ

M , µCQ
H ) = (0, 0.01, 0.99)

Year of construction (µYQ
L , µYQ

M , µYQ
H ) = (0, 0.60, 0.40)

Structural system (µSS
L , µSS

M , µSS
H ) = (0, 0.50, 0.50)

Site seismic hazard (µSSH
VL , µSSH

L , µSSH
M , µSSH

H , µSSH
VH ) = (0, 0.50, 0.50, 0, 0)

STEP 2: Fuzzification

Fuzzification is the conversion of input values into corresponding membership with
respect of their granulation. That is, after selecting a transformation value for each
parameter (Table 7), one can enter into the corresponding fuzzy sets graph and obtain
the degree of membership for each parameter. The results are presented in Table 8.

STEP 3: Inference

Mamdani’s inference system is performed through the hierarchical scheme (Fig. 5).
It is implemented using a bottom up approach, starting with R1 and R2 till R5. An
example of inference for the Increase in Demand index (IS) is given in this section.
The inference of other indices is done in a similar fashion. As mentioned before, the
increase in demand index (IID) is the combination of vertical and plan irregularities.
Using the fuzzy rule base, IID is computed to be:

ID =
µID
L = max(min(0, 0),min(0, 0.40)) = 0

µID
M = max(min(0, 0.60),min(0.40, 0),min(0.40, 0.40),min(0.40, 0.60),min(0.60, 0)) = 0.4

µID
H = max(min(0.60, 0.40),min(0.60, 0.60)) = 0.60

(8)

STEP 4: Defuzzification

Using the previously introduced quality-ordered weights factors, qi (i = 1, 2,
3)=[0.25, 0.5, 1], the IID is defuzzified as follows:

ID =
n∑

i=1

qi · µi = 0.25 × 0 + 0.5 × 0.4 + 1 × 0.6 = 0.80 (9)

Defuzzification of other indexes is given in Table 9.
For the Building Damageability index (IBD), defuzzification is not performed

because the membership values are used in the subsequent analysis (i.e., compo-
nents repair time evaluation), as we mentioned before. The membership of IBD is
given through inferencing the Site seismic hazard index (ISSH) and the Building
vulnerability index (IBV) as
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Table 9 Defuzzification
process

Index Inference/Aggregation Defuzzification

IDR (R2) = YC + CQ 0.77

ISD (R3) = IID + IDR 0.63

IBV (R4) = ISD + ISS 0.54

(
µBD
VL,µ

BD
L ,µBD

M ,µBD
H ,µBD

VH

) = (0, 0.35, 0.65, 0, 0)

Since the memberships that are greater than zero are associated with µBD
L (0.35)

and µBD
M (0.65), the downtime analysis for IBD = Low and IBD = Medium is carried

out. According to the membership degrees results, the downtime is quantified for
re-occupancy recovery state.

7.3 Downtime Due to Repairs

Repair times for each type of damaged component are provided in terms of ‘worker-
days’ from PACT. Tables 10 and 11 present the process for obtaining this information
and summarize repair times for building components related to Low and Medium
damage state in a repair sequence. The number of ‘worker-days’ of each component
is computed by multiplying the unitary worker-days value provided by PACT by
the corresponding number of units (EA, units) or area (SF, square feet), whichever
relevant. Once component repair times are known, they are defuzzified with the
corresponding membership degrees of the building damage state (in the case study
0.35 and 0.65), using Eq. (6).

7.3.1 Structural Repairs

Low andMedium building damage states implies that the structural components can
be repaired in parallel. Considering that all floors have the same area, the number of
workers required in each floor is:

no. of workers = (4800 ft2)(1worker/(500 ft2)) = 10workers (10)

Equation (7) shows that the maximum number of workers allowed to execute
structural repairs at any time is 22 workers. Thus, the number of workers computed
in Eq. (10) is considered acceptable because it is less than the maximum number
allowed. Adding up the numbers of defuzzified ‘worker-days’ related to structural
components at floor 1, floor 2 and floor 3 and dividing by the number of workers
defined using Eq. (10), one can obtain the days required for structural repairs. The
results are 2.2, 1.4, and 2.4 days, respectively for the Low damage analysis. Instead,
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Table 12 Number of workers for non-structural repairs

Repair sequence Number of workers per floor Max number of
worker per
component type

Repair sequence A #workers = (4800 ft2) (1 worker/1000 ft2) = 5
workers

15

Repair sequence B #workers = (4800 ft2) (1 worker/1000 ft2) = 5
workers

15

Repair sequence C #workers = (1 damaged unit) (3
workers/damaged unit) = 3 workers

9

Repair sequence D #workers = (1 damaged unit) (3
workers/damaged unit) = 2 workers

9

Repair sequence F #workers = (4 damaged unit) (2
workers/damaged unit) = 8 workers

6

the results are 4, 2.6, and 4.4 day, respectively forMedium damage analysis. Thus, all
the floors can be repaired in parallel in around 2.4 days (Low damage) and 4.4 days
(Medium damage).

7.3.2 Non-structural Repairs

After all structural repairs have been completed, non-structural repairs can begin.
Repair sequences considered in the case study are Repair Sequence A, B, C, D, and
F, and they are summarized in Table 12, in which the number of workers per floor
and the corresponding maximum number of workers allowed are presented.

Table 12 shows that repair sequence F requires a larger number of workers per
floor (8 workers) than the maximum allowed per Repair sequence (6 workers). When
the number of workers per floor is higher than the maximum number of worker, the
maximumnumber allowed is considered in themethodology (in the illustrative exam-
ple 6 workers). Summing the worker-days and dividing by the number of workers
assigned to the repair sequence, the repair time for each repair sequence is calculated
(Tables 13 and 14).

7.4 Downtime Due to Delays

The downtime analysis due to delays is carried out only for the Medium damage.
That is, delays can increase the downtime if the building damage is greater than Low,
otherwise irrational components don’t influence the result. The following delays are
considered: post-earthquake inspection and engineer mobilization (Table 15).
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Table 13 Repair time for each repair sequence for Low damage

Floor 1 Repair sequence A RT = (555.34 worker days)/5 workers = 111.05 days

Repair sequence B RT = (224 worker days)/5 workers = 45 days

Repair sequence D RT = (1.42 worker days)/2 workers = 0.71 day

Repair sequence F RT = (19.55 worker days)/6 workers = 2.76 days

Floor 2 Repair sequence A RT = (444.5 worker days)/5 workers = 88.9 days

Repair sequence B RT = (56 worker days)/5 workers = 11.2 days

Repair sequence D RT = (1.42 worker days)/2 workers = 0.71 day

Repair sequence F RT = (19.55 worker days)/6 workers = 2.76 days

Floor 3 Repair sequence A RT = (421.75 worker days)/5 workers = 84.4 days

Repair sequence D RT = (1.42 worker days)/2 workers = 0.71 day

Repair sequence F RT = (19.55 worker days)/6 workers = 2.76 days

Roof Repair sequence C RT = (3.88 worker days)/3 workers = 1.3 days

Table 14 Repair time for each Repair sequence for Medium damage

Floor 1 Repair sequence A RT = (1031.16 worker days)/5 workers = 206.23 days

Repair sequence B RT = (416 worker days)/5 workers = 83.2 days

Repair sequence D RT = (2.63 worker days)/2 workers = 1.31 day

Repair sequence F RT = (36.31 worker days)/6 workers = 6.05 days

Floor 2 Repair sequence A RT = (825.5 worker days)/5 workers = 165.1 days

Repair sequence B RT = (104 worker days)/5 workers = 20.8 days

Repair sequence D RT = (2.63 worker days)/2 workers = 1.31 day

Repair sequence F RT = (36.31 worker days)/6 workers = 6.05 days

Floor 3 Repair sequence A RT = (783.25 worker days)/5 workers = 156.65 days

Repair sequence D RT = (2.64 worker days)/2 workers = 1.31 day

Repair sequence F RT = (36.31 worker days)/6 workers = 6.05 days

Roof Repair sequence C RT = (7.21 worker days)/3 workers = 2.40 days

Table 15 Impeding factors
delays

Post-earthquake inspection Engineer mobilization

Building type Delays P50 Max buil.
damage

Delays P50

BORP 1 days Medium 6 weeks
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7.5 Downtime Due to Utilities Disruption

Utilities disruption is not considered in downtime assessment for re-occupancy recov-
ery state because this only affects building functionality.

7.6 Total Repair Time

As mentioned before, in the re-occupancy recovery state, downtime calculation is
carried out by aggregating DT repairs and DT delays, as follows:

DT (damage = Low) = DT repairs + DT delays = 284.3 + 0 = 284.3 days

DT (damage = Medium) = DT repairs + DT delays = 527.98 + 43 = 571 days
(11)

Once the downtimes for each damage state have been calculated, the final results
can be weighted with the damage membership values defined above, as follows:

DT =
n∑

i=1

DTi ∗ µi = (284.3 ∗ 0.35) + (571 ∗ 0.65) = 470.6 days (12)

Equation (12) shows that the final downtime of the residential building is around
470.6 days.

7.7 Seismic Resilience Estimation

STEP 1: Transformation

The downtime can be classified as Short, Average, and Long, and the corresponding
transformation values are 0.2, 0.5, and 0.8 respectively. The downtime resulted from
the previous analysis is about 471 days, thus it can be classified as Average total
repair time with a transformation value of 0.5.

STEP 2: Fuzzification

The granulation assigned for the fuzzification consists of five granules (Very Low,
Low, Medium, High, and Very High). The downtime fuzzy sets are illustrated in
Fig. 11.

The membership function of downtime is the following:

(
µDT
VL,µ

DT
L ,µDT

M ,µDT
H ,µDT

VH

) = (0, 0.25, 1, 0, 0)

The building damageability membership function, which has been obtained from
inferencing the site seismic hazard and the building vulnerability, is given as follows:
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Fig. 11 Downtime fuzzy
sets

(
µBD
VL,µ

BD
L ,µBD

M ,µBD
H ,µBD

VH

) = (0, 0.35, 0.65, 0, 0)

STEP 3: Inference

Downtime is a key aspect of resilience. In this work, downtime is considered more
influential than the building damageability and thus assigned a higher weight. Using
the fuzzy rule base listed in Table 6, the IR is computed:

IR = (
µR
VL,µ

R
L,µ

R
M,µ

R
H,µ

R
VH

) = (0, 0.20, 0.65, 0, 0)

STEP 4: Defuzzification

The resilience index IR can be defuzzified using the quality-ordered weights factors
adopted from those introduced by (Tesfamariam and Saatcioglu 2008), as follows:

IR =
n∑

i=1

qi ∗ µi = 0 ∗ 0 + 0.25 ∗ 0.20 + 0.5 ∗ 0.65 + 0.75 ∗ 0 + 1 ∗ 0 = 0.38

(13)

8 Summary and Remarks

The current chapter presented a new methodology for quantifying the downtime and
consequently the resilience of residential buildings against earthquake events. This
helps in the decision-making process during the planning phase. In the resilience
analysis, decision-making is an uncertain process since it requires complex analysis
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of parameters that contribute towards uncertainties, such as building irregularities
(topography), construction quality, and the relationship between the building damage
and the seismic hazards.

A new methodology for three recovery states (e.g. re-occupancy, functional and
full recovery), in which the Fuzzy logic is applied to overcome the uncertainty
issues, is proposed. Unlike the traditional probabilistic methodologies, the advantage
of the proposed Fuzzy method is that it is simpler and faster for the assessment
and decision-making; it accepts imprecise and fuzzy data, which includes linguistic
parameters; it can provide a downtime and resilience evaluation of buildings under
different hazards.

Themethodology canbedivided intofivemainmodules: quantification of building
damage, evaluation of repairs (rational components), delays (irrational components)
and utilities disruption, and evaluating the Resilience parameter.

Results from the case study show that irrational components increase the total
downtime. In specific, delays before construction, such as financing and engineer
mobilization, contribute significantly to the total repair time after a disastrous event.

The goal of the presented research has been to develop a new methodology for
downtime and resilience analysis. In pursuit of this goal, different implications were
taken, that although acceptable for this work, may be improved upon in future. Some
of thementioned limitations are the building structures (only three building structural
types are considered), component repair times, and delays (limited to the U.S.A).
Therefore, the authors propose as future directions to extend themethodology in order
to cover more structural types as light wood-frame system or mixed structures made
of timber framing andmasonry; to expand the library of building components, delays,
and utilities repair times to apply the methodology in other countries, and finally to
apply different fuzzy membership shapes from those used in the methodology and
compare the resulted effects.
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Resilient Design of Buildings
with Hysteretic Energy Dissipation
Devices as Seismic Fuses

Arturo Tena-Colunga, Héctor Hernández-Ramírez
and Horacio de Jesús Nangullasmú-Hernández

1 Introduction

Modern seismic design methodologies based upon the collapse prevention limit state
were proposed since the 1960s and are available in most seismic design codes world-
wide since the 1970s. To date, this design philosophy is still available in most seismic
code worldwide, including the most recent versions of the United States of America
(ASCE 7-16 2016; IBC-18 2017) and Mexico (MDOC-15 2015; NTCS-17 2017).
However, in recent strong earthquakes worldwide occurred in this century, it has been
observed that buildings designed for the collapse prevention limit state since the late
1970s to date developed extensive nonstructural and structural damage, even when
the intensity of the ground shaking was reasonable covered by the corresponding
design spectrum for the site of interest.

For example, during the September 19, 2017 Puebla-Morelos Earthquake
(Mw = 7.1), in Mexico City alone, 54 recent buildings designed with NTCS-04
(2004) experienced important damage, from moderate to severe; two of them col-
lapsed and three of them have been already demolished (Fig. 1). It is extremely
unacceptable that 53 of these 54 buildings were for residential use. The correspond-
ing building height ranges are identified in Fig. 2, where it can be observed that most
of the severely damaged buildings were low and medium-rise buildings between 5
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Fig. 1 Extent of damage of buildings built after 2004 in Mexico City during the September 19,
2017 earthquake
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Fig. 2 Range for the number of stories of buildings built after 2004 in Mexico City and damaged
during the September 19, 2017 earthquake

Fig. 3 Accelerations recorded in stationCH84 inMexicoCity during the September 19, 2017 earth-
quake. Comparison of their corresponding response spectrum for 5% equivalent viscous damping
with respect to the design spectrum for the site according to NTCS-04

and 10 stories, but there were at least eight buildings taller than 10 stories and up to
17 stories that experienced moderate or severe damage.

If one takes aside the four damaged buildings located in Tlalpan and Coyoacán
Districts, where ground motions were very intense and their corresponding response
spectra even surpassed the design spectra for those sites (i.e., Tena-Colunga 2018,
Fig. 3) and then, the extent of damage for the collapse prevention limit state was
expected for those buildings, it was unacceptable that the remaining 50 buildings
built according to NTCS-04 experienced such extent of damage.

For illustration purposes, in Figs. 4 and 5 two buildings classified by the city
authorities (https://plataforma.cdmx.gob.mx/) as having severe damaged are shown,
together with the corresponding elastic design spectrum for the site according to

https://plataforma.cdmx.gob.mx/
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(a) 6-story building (b) site response and design spectra

Fig. 4 Apartment building at Roma Sur District built in 2008 and severely damaged during the
September 19, 2017 earthquake. Comparison of the design spectrum for the site according toNTCS-
04 with respect to the response spectra for 5% equivalent viscous damping for the closest stations
to the site. The expected natural period range is marked with vertical dashed lines

NTCS-04, as well as the response spectrum for 5% damping for the closest recording
station(s) from the site. As it is observed, spectral ordinates close to both sites were
well covered by the elastic design spectra established byNTCS-04 for those sites, yet,
both buildings were severely damaged. It is worth noting that the observed interior
damage was much worse than the exterior one, particularly for the Moderna District
building.

It can be concluded that the observed extent of damage in many recent buildings
designed according to modern codes such as NTCS-04 (2004) in the September 19,
2017 earthquake is unacceptable for the society. The extent of damage seems to be
a direct consequence of both: (a) abusing on nonlinear responses (allow important
damage) in buildings in terms of the response modification factor that accounts for
“ductile” behavior and, (b) the perennial problem of allowing large story drifts in
the structural design without directly considering the participation of infill walls and
detail them properly (Figs. 4a and 5a).

Therefore, in order to satisfy today´s society need for resilient cities in seismic
zones, building codes worldwide should move forward to resilient-based seismic
design. One way to achieve a resilient seismic design is using passive energy dissi-
pation devices as structural fuses, as explained in following sections.
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(a) 17-story building (b) site response and design spectra

Fig. 5 Apartment building at Moderna District built in 2007 and severely damaged during the
September 19, 2017 earthquake. Comparison of the design spectrum for the site according to
NTCS-04 with respect to the response spectra for 5% equivalent viscous damping for the closest
stations to the site. The expected natural period range is marked with vertical dashed lines

2 Seismic Fuse Concept

For an efficient and resilient seismic design, it is required that the structural sys-
tem which carries the gravitational loads (primary system) should remain essentially
elastic after a strong earthquakes. At the same time, it is required to have a secondary
system that would be activated when an earthquake strikes, and it should be able to
withstand the earthquake ground motions in a stable manner, protecting the primary
system to remain essentially elastic or with at most an incipient damage. This sec-
ondary system should be easily replaceable after the action of a strong earthquake,
in case that the developed damage within this system is important. Therefore, this
secondary system acts as an structural fuse during the earthquake, as it takes most of
the earthquake action and, if damaged, it could be easily replaced, then minimizing
interruptions on the building usage after an strong earthquake.

Then, passive energy dissipation devices are solid candidates to be used in
resilient-based seismic design, as they can be designed as structural fuses. Among
all the passive energy dissipation devices that are now available (viscous dampers,
viscoelastic dampers, dry friction devices, hysteretic devices, etc.) and that can be
used, hysteretic energy devices are attractive because: (a) their design properties can
be easily assessed and, (b) maintenance costs may be lower than for other options.
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2.1 Pioneering Research and Applications

Hysteretic passive energy dissipation devices were proposed since they were devel-
oped to perform as seismic fuses, even when they were not named in such manner.
For example, the well-known shaking table tests at the University of California at
Berkeley for a steel moment frame with ADAS devices mounted on chevron braces
were developed under a seismic fuse concept: the frame members and supporting
braces remained elastic whereas the ADAS devices responded in the nonlinear range
in a controlled manner and behaved as seismic fuses (Whittaker et al. 1989). Other
pioneering experimental works in shaking tables, such as those conducted at Taiwan
for the TADAS devices, followed the same design philosophy (Tsai et al. 1993).

First applications of hysteretic energy dissipation devices designed as structural
fuses in existing buildings date back from the early 1990s. Perry et al. (1993) reported
the seismic retrofit of the 2-storyWells Fargo bankbuilding at SanFrancisco damaged
during the 1989 Loma Prieta Earthquake using ADAS energy dissipation devices as
structural fuses.Martínez-Romero (1993) reported the seismic retrofit and upgrading
of three reinforced concrete buildings in soft soil sites of Mexico City using ADAS
devices as structural fuses: the Izazaga building (Fig. 6a), the Cardiology Hospital
and the IMSS Reforma Headquarters (Fig. 6b). The three aforementioned buildings
remained undamaged during the September 19, 2017 earthquake. It is worth noting
that the Izazaga building was under a façade renovation process when the earthquake
stroke, but as it can be observed, there was no damage within the structural elements
(Fig. 6a).

(a) Izazaga Building (b) IMSS Reforma Headquarters

Fig. 6 Pictures taken shortly after the September 19, 2017 earthquake for two office buildings in
Mexico City retrofitted during the 1990s with ADAS energy dissipation devices as structural fuses.
The buildings survived the earthquake with no damage
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2.2 Proposed Resilient-Based Design Methods

Resilient-based design methods for new structures with metallic fuses have been
already proposed, both using code-oriented force-based methods and variations of
performance-based and displacement-based methods.

It is worth noting the study reported by Vargas and Bruneau (2006, 2009a, b),
as they proposed a design procedure based upon single degree of freedom (SDOF)
systems for the design of hysteretic devices as structural fuses. Nonlinear results
were then reported in graphs normalized to the following parameters: (a) the design
base shear versus the stiffness ratio, in the elastic range, between the bracing-fuse
and the moment frame (α) and, (b) the maximum displacement ductility (μd) for
the structural fuse that assures that the frame remains elastic. In the design process,
allowable story drift was introduced as an upper bound limit. They corroborated
their method with the design and shaking table tests of a 3-story frame with bucking-
restrained braces (BRBs) acting as seismic fuses.

About the same time, Chen et al. (2007) presented a performance-based design
method for steel frames with hysteretic devices as structural fuses using also an
equivalent SDOF methodology with a strength-demanded spectra and close-form
equations for the allocation of strength and stiffness supplied in the structure by the
hysteretic energy dissipation devices. This procedure was successfully applied to the
design of single-deck and double-deck steel portal frame piers.

Malakoutian et al. (2013) used a forced-designmethod for the linked column frame
(LCF) system, which included replaceable links (structural fuses) located between
tightly spaced columns, used together with a moment frame (secondary structure)
where the fuses were designed to develop plastic hinges earlier than the beams of
the moment frame. The LCF system has also been studied by Dimakogianni et al.
(2015). Shoeibi et al. (2017) proposed an alternate design for the LCF system using
the performance-based plastic design (PBPD) method.

Bai and Ou (2016) tested the PBPD method for buckling-restrained braced rein-
forced concrete moment-resisting frames (RC-BRBFs). This design method was
successfully verified with a five-story and ten-story RC frames with BRBs placed in
a chevron configuration.

Yang et al. (2018) proposed an equivalent energy design procedure (EEDP) for
the seismic design of fused structures in a performance-based format. The EEDP
directly takes into consideration the structural strength and ductility and it allows
designers to select multiple performance objectives at different earthquake shaking
intensities. This procedure was illustrated with the design of an earthquake resilient
fused truss moment frame.

Liu et al. (2018) have recently presented a direct displacement-based design
method who they successfully applied for the design of steel braced frame struc-
tures with self-centering buckling-restrained braces (SCBRBs).

Most of the proposed design methods have a performance-based format and are
based on extensive nonlinear SDOF simulations to adjust design variables such as
yield strength, yield displacement, hysteretic energy, ductility, etc. There are fewer
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studies on hand where global design parameters appropriate to be implemented in
the force-based design methods available in most building codes format have been
evaluated.

Vargas and Bruneau (2006 and 2009a) proposed some global design parameters
based upon SDOF simulations. Extensive parametric studies using multi-degree of
freedom (MDOF) models were used to assess global design parameters for low to
medium rise regular: (a) reinforced concrete intermediate moment-resisting frames
(RC-IMRFs) with steel fuses mounted on chevron steel bracing (Tena-Colunga and
Nangullasmú-Hernández 2015; Nangullasmú-Hernández and Tena-Colunga 2016;
Tena-Colunga and Gama-Contreras 2017) and, (b) special moment-resisting steel
frames (SMRSFs) with steel fuses mounted on chevron steel bracing (Tena-Colunga
and Hernández-Ramírez 2017). The principal objective of the cited studies was to
evaluate global seismic design parameters that could be effortlessly introduced in the
design philosophy of Mexican codes for a resilient seismic design. Various elastic
stiffness ratios between the moment frame structure and the complete structure (α)
and between the structural fuses and the bearing braces (β) were studied, among
other pertinent structural parameters, as described in following sections.

3 Code-Oriented Resilient Design Method

3.1 Evaluation of Global Design Parameters

For an efficient and resilient seismic design under a code-oriented force-based format,
global design structural parameters need to be available to warrant that the primary
system should remain essentially elastic after a strong earthquakewhile the secondary
system would be active and act as structural fuses (Fig. 7).

For this purpose, comprehensive parametric studies (Fig. 8) for building mod-
els where the structural system was composed of moment-resisting frames with
hysteretic energy devices (seismic fuses) mounted on chevron steel braces were con-

= +

Resilient System Elastic Moment Frame Bracing + HEDD as Structural Fuse

Vframe

ω

Vtotal Vfuse

ω

Fig. 7 Schematic representation of a seismic resilient structural system composed of a moment
frame which should respond essentially elastic during a strong earthquake and HEDD as structural
fuses supported on elastic chevron braces
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MODELS
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h = 3.36m
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h = 4m
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10N

15N
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Fig. 8 Schematic tree diagram to summarize the conducted parametric studies on steel and rein-
forced concrete moment-resisting buildings models with structural fuses (HEDDs) to define global
design parameters

ducted to define the following design parameters: (a) global ductility deformation
capability for the structure (R factor), (b) global overstrength factor for the structure
(� factor), (c) story drifts related to the peak ductility demand of the HEDD where
a resilient mechanism is achieved for the system (�u) and, (d) story drifts linked to
the first yielding (�y).

Buildings models ranged from 5 to 25 stories were selected with a common dis-
tribution in plan used in Mexico City for reinforced concrete (Tena-Colunga and
Nangullasmú-Hernández 2015; Nangullasmú-Hernández and Tena-Colunga 2016;
Tena-Colunga and Gama-Contreras 2017) and steel buildings (Tena-Colunga and
Hernández-Ramírez 2017). Four structural parameters (three stiffness-related) were
evaluated with the purpose of measuring their level of application for seismic regions
where the effective design base shear (after reductions for ductility, overstrength,
redundancy, soil-structure interaction, etc.) should be close to V/Wt = 0.10, a value
that mostly covers the most demanded zones in soft soils in Mexico City and many
cities in the Mexican Pacific Coast where the earthquake hazard is high. Of course,
global design parameters also depend on the value of the effective base shear (Vargas
and Bruneau 2006). The considered structural design parameters were (for exam-
ple, Tena-Colunga andNangullasmú-Hernández 2015; Nangullasmú-Hernández and
Tena-Colunga 2016; Tena-Colunga and Hernández-Ramírez 2017):

(a) The stiffness parameter α, described as the quotient between the global average
elastic lateral stiffness for the frame (Kframe) and the global average lateral
stiffness of the complete frame-bracing-fuse system (Ktotal).

(b) The stiffness parameter β, the quotient between the elastic stiffness for the
HEDDs (KELD) and the elastic lateral stiffness of the supporting chevron braces
(Kdiag).

(c) The stiffness parameter k2 ,the post to pre yielding stiffness ratio for theHEDDs.
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Table 1 Range for structural
design parameters to achieve
a full resilient design for
RC-IMRBFs with ductile
confinement when θ = 45°
and V/Wt = 0.10

Stories α K2/KELD β μd

0.25 0.50–1.0 10–8

5 0.50 0.05 0.50–1.0 10–6

0.75 0.50–1.0 12–8

0.25 0.50–1.0 12–8

10 0.50 0.05 0.50–1.0 10–8

0.75 0.50–1.0 10–8

15 0.50 0.05 0.50–1.0 12–8

0.75 0.50–1.0 12–8

20 0.50 0.05 0.50–1.0 12–8

0.75 0.50–1.0 12–8

25 0.50 0.05 0.50–1.0 12–8

0.75 0.50–1.0 12–10

(d) The angle of inclination of the chevron bracing regarding the horizontal plane (θ )
was assessed because it has an impact on the equivalent instantaneous nonlinear
effective stiffness which it is reduced as θ is smaller.

From the extensive parametric studies, it was possible to define ranges of appli-
cation and global structural design parameters for all the studied systems: (a) rein-
forced concrete intermediate moment-resisting braced frames (RC-IMRBFs) with
steel structural fuses (Tena-Colunga and Nangullasmú-Hernández 2015), (b) rein-
forced concrete intermediate moment-resisting braced frames (RC-IMRBFs) with
steel structural fuses, where ductile detailing in RC beams and columns are voluntary
applied (Nangullasmú-Hernández and Tena-Colunga 2016), (c), reinforced concrete
special moment-resisting braced frames (RC-SMRBFs) with steel structural fuses
(Tena-Colunga and Gama-Contreras 2017) and, (d) steel special moment-resisting
braced frames (SMRSBFs) with structural fuses (Tena-Colunga and Hernández-
Ramírez 2017). The details on the assessment and specific values for those parameters
for each structural system are discussed in greater detail in the cited publications.

For illustration purposes, in this chapter are only discussed the results obtained
for the structural systems that may be more attractive to apply the resilient design
methodology andmostly for the worst-case scenarios where a 100% or close to 100%
resilient design could be achieved.

According to the results reported by Nangullasmú-Hernández and Tena-Colunga
(2016) for RC-SMRBFs with voluntary ductile detailing for RC beams and columns,
full resilient seismic designs could be achieved for the combination of global struc-
tural parameters identified in Table 1 when θ = 45°. The best balances are identified
in bold letters.

As it can be observed, the application range is wide even for a relatively large
design base shear V/Wt = 0.10. For these stiffness balances, a global ductility R = 4
could be used for building with global slenderness ratio (total height over minimum
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Table 2 Range for structural design parameters to achieve a full resilient design for SMRSBFs
when θ = 40° and V/Wt = 0.10

Stories α K2/KELD R (Q)

β = 0.25 β = 0.5 β = 0.75

5 0.25–0.75 0.00 5.8 4.3–4.5 3.7–4.2

0.03 5.4–6.4 4.9 4.2–4.5

0.05 5.6–6.4 5.0–5.2 4.4–4.7

10 0.25–0.75 0.00 3.7–3.9 3.7 3.4

0.03 4.0–4.4 4.1–4.3 3.7–3.9

0.05 4.3–4.6 4.3–4.6 3.9–4.1

15 0.25–0.75 0.00 3.2 3.0–3.1 2.9–3.1

0.03 3.6 3.4–3.5 3.3–3.6

0.05 3.4–3.8 3.6–3.9 3.5–3.9

20 0.25–0.50 0.00 2.9 2.8–2.6 2.7–2.6

0.03 3.2 3.1–2.8 3.0–2.9

0.05 3.4–2.8 3.3–3.1 3.2

25 0.25–0.50 0.00 2.8 2.6 2.5–2.6

0.03 2.9 2.7–2.8 2.7–2.8

0.05 3.0 2.9–2.9 2.9

dimension in plan) H/B≤ 2.0. Global ductility for the system is reduced as the height
increases, but for the 25 story buildings (H/B= 3.2) it was reduced toR= 3.5. Global
overstrength factors mostly ranged from 1.5 to 1.8, so for practical and conservative
purposes, one could use � = 1.5 in the design process. Peak story drifts related to
the resilient mechanism can be warranted when �u ≤ 0.015 (1.5%) and story drifts
associated to the first yielding should be �y ≤ 0.003 (0.3%) for practical design
purposes.

According to the results obtained by Tena-Colunga and Hernández-Ramírez
(2017) for SMRSBFs, full resilient seismic designs could be achieved for the com-
bination of global structural parameters identified in Table 2 when θ = 40° and in
Table 3 when θ = 45°.

As it can be observed, the application range is wide even for a relatively large
design base shear V/Wt = 0.10 for θ = 40° and for θ = 45°, although as the angle of
inclination of the chevron braces (θ) increases, yielding demands on beams increase
and that is why the application range is somewhat reduced for θ = 45° as the number
of stories increases. For these stiffness balances, a global ductility R = 4 could be
used up to 10-story buildings. Global ductility for the system is reduced when the
number of stories augments, and for the 25-story buildings it was reduced to R= 2.5.

As expected, higher overstrengthswere obtained for these code-designedSMRSFs
structures with structural fuses compared to those obtained for RC-SMRBFs with
structural fuses. Assessed overstrength factors fluctuated from 1.7 ≤ Ω ≤ 2.4 for
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Table 3 Range for structural design parameters to achieve a full resilient design for SMRSBFs
when θ = 45° and V/Wt = 0.10

Stories α K2/KELD R (Q)

β = 0.25 β = 0.5 β = 0.75

5 0.25–0.75 0.00 4.7–5.2 4.0–4.1 3.8–3.5

0.03 5.1–5.6 4.5–4.7 4.2–4.0

0.05 5.3–5.7 4.7–5.0 4.4–4.2

10 0.25–0.50 0.00 3.5 3.3 3.2

0.03 4.0 3.7 3.6

0.05 4.3 4.0 3.9

15 0.25–0.50 0.00 2.9 2.8 2.7

0.03 3.3 3.1 3.1

0.05 3.5 3.3 3.4

20 0.25–0.50 0.00 2.6 2.5 2.6

0.03 3.0 2.9 2.8

0.05 3.2 3.0 2.9

25 0.25–0.50 0.00 – – –

0.03 – 2.6 2.5

0.05 – 2.6 2.5

SMRSFs with α = 0.25, 2.4 ≤ Ω ≤ 3.0 if α = 0.50, and 3.0 ≤ Ω ≤ 4.0 when α =
0.75 (Tena-Colunga and Hernández-Ramírez 2017). The most prominent stiffness
balance on overstrength is α, since as α increases, this system takes a larger portion of
the lateral load. Peak story drifts related to the resilient mechanism can be warranted
when �u ≤0.013 (1.3%) and story drifts related to the first yielding should vary in
the following range: 0.0008 �y ≤ 0.0043. For this parameter, it was observed that
Δy increases as: (a) α increases, (b) β decreases, (c) the number of stories increases
and, (d) θ increases.

3.2 Code-Oriented Design Procedure

A general design procedure suited for building codes is schematically summa-
rized in Fig. 9 and described in greater detail somewhere else (Tena-Colunga and
Nangullasmú-Hernández 2015; Tena-Colunga and Hernández-Ramírez 2017).

The first step is to define the design base shear using methods prescribed by
building codes. One can obtain the design forces from the code design spectrum
(step 1, Fig. 1) and reduce them with the global design parameters R and Ω , as
outlined by the code (step 2, Fig. 9). An assumption is taken for the elastic lateral
stiffness ratio α, (step 3, Fig. 9). The design base shear that the moment frame must
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Fig. 9 Flow chart summarizing the general proposed resilient design procedure suited for building
codes for moment frames with structural fuses (HEDDs)
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take to respond elastically in lack of the bracing-fuse substructure is calculated (step
4, Fig. 9). Lateral forces should be then allocated along the height (step 5, Fig. 9).
Beam and column sections should be preliminary designed for gravitational loads
together with their portion of lateral loads in lack of the bracing-fuse system (steps
6 and 7, Fig. 9). The frame must fulfill also with all limits for serviceability under
gravitational loads that apply.

Once beam and column elements were pre-dimensioned, the lateral stiffness for
the moment frame (Kframe) might be assessed with any recognized procedure already
on hand in the literature (step 8, Fig. 9). Next, the stiffness of an equivalent global
bracing (nKeq) is computed (step 9, Fig. 9), where n is the number of braces needed
to mount hysteretic structural fuses. The stiffness Keq takes into account the elastic
stiffness for each axial element (Kbrace) and the effective stiffness of the structural
fuse at the objective maximum local displacement ductility μ. Assumptions must be
done regarding the design parameters for the structural fuses: β, μ and η = k2/kELD
(step 10, Fig. 9). Then, the required elastic stiffnesses for the steel braces and the
structural fuses are computed (step 11, Fig. 9). The steel braces are then pre-designed
taking into consideration strength and stiffness (step 12, Fig. 9) criteria. An elastic
performance for the bracing should be insured when the seismic fuses achieve their
peak displacement ductility μ, designing the bracing with a rational factor of safety
for buckling (Tena-Colunga and Nangullasmú-Hernández 2015).

After the preliminary design for all structural elements is done, a suitable elastic
model for the complete building is assembled (step 15, Fig. 9), using the equivalent
secant stiffness at the objective ductilityμ for the hysteretic structural fuse, that must
be analyzed once more subjected to gravitational loads and the lateral load distri-
bution related to the design base-shear (step 16, Fig. 9). Three-dimensional elastic
representations can be now used for this objective. All elements must be revised for
deformation and strength again in the outlined sequence (step 17, Fig. 9) related to
a capacity design methodology to insure a design in agreement to the structural fuse
concept: firstly the HEDDs, next the braces (weak fuse—strong brace), afterwards
beams, columns and beam-column joints (weak beam—strong column—strongest
joint). The whole building must also be revised to satisfy with lateral deformation
limits set in codeguidelines or for other performancegoals. In a successful designpro-
cedure, only the structural fuses would behave nonlinearly, keeping beams elements
as emergency supply of energy dissipation if anticipated demands are surpassed.

3.3 Verification with Nonlinear Analyses

To illustrate that the proposed method is trustworthy to achieve resilient designs
for intense ground motions, pushover and nonlinear dynamic analyses conducted
for some of the 270 SMRSBFs models when subjected to an artificial record for
station CO56 (Roma Norte District) for a proposed Ms = 8.1 subduction earthquake
comparable to the September 19, 1985Michoacán earthquake in soft soils of Mexico
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Fig. 10 Simulated S56-EW acceleration record and response spectra for ζ = 2 and 5%. Inelastic
and elastic design spectra for NTCS-04 for CO56 site (Ts = 2.2 s)

City are presented. The simulated S56-EW record is shown in Fig. 10, together with
its response spectra for 2 and 5% equivalent viscous damping.

For the nonlinear dynamic simulations, an equivalent viscous damping ratio ζ =
2% was considered for all models, as experimentally, measured values for ζ have
ranged from 2 to 4% in existing steel buildings. The site period for CO56 is Ts= 2.2 s.
Themaximumpseudo-acceleration for S56-EWis near to 1.5 g for ζ =5%, exceeding
in 25% the peak pseudo-acceleration 1.2 g defined in the elastic design spectrum for
CO56 site inMexico´s FederalDistrict Code (NTCS-04 2004). However, considering
ζ = 2% for steel structures, the maximum pseudo-acceleration is Sa = 2.32 g, which
exceeds in 93% the design acceleration for the elastic design spectrum, as shown in
Fig. 10. As reference, the design spectrum according to NTC-04 considering R =
3 and Ω = 2.5 is also depicted in Fig. 10, where the effective design base shear in
the plateau of the design spectrum is Sa = 0.11 g, 10% higher than the base shear
used for designing all reference models (V/Wt = 0.10). Then, all models were under
designed by 10% if a 5% equivalent viscous damping is considered.

A scale with hot colors was employed to show up the nonlinear demands of
all structural elements, as shown in Fig. 11. Elastic responses are identified with
no color. Inelastic responses after yielding and up to a reparable damage state for
standard structural elements (φ/φu ≤ 0.25), and for HEDDs 1 <μ < 2.5 are identified
with yellow. Moderate inelastic responses for common structural elements (0.25 <
φ/φu ≤ 0.5) and for hysteretic fuses 2.5 < μ < 5 are highlighted in orange. Important
inelastic responses for beams and columns (up to peak response, 0.5 < φ/φu ≤ 0.75)
and for structural fuses 5 < μ < 7.5 are identified with red. Inelastic responses on
the descending branch of moment-curvature curves for beams and columns (0.75 <
φ/φu ≤ 1.0) and for HEDDs 7.5 < μ < 10 are highlighted in brown. Although the
nonlinear behavior of brace elements was modeled in all studied buildings, all of
them braces remained elastic in all models during the conducted nonlinear static and
dynamic analyses.

The dynamic properties of the five selected SMRSBFs to discuss within this
chapter are shown in Table 4. As it is seen, one model for studied building height
was selected for this purpose.

According to the results obtained from pushover analyses, it is possible to achieve
a 100% resilient design for all 5-story models when θ = 40° and θ = 45°, but higher
demands on beams were obtained for α = 0.75, β = 0.25, k2/kELD = 0.05 and
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(a) Hysteretic energy dissipators (b) Beams and columns 

V/Vy

1

101

10 1

Vu

Vu

1

V/Vy

2.5 5 7.5

7.5 5 2.5

M/MP

1

8 y
y 1

8 1

1

M/MP

6 4 2

2 4 6

P/Py=0.3
P/Py=0.1
P/Py=0

P/Py=0
P/Py=0.2
P/Py=0.3

0.95
0.88

0.95
0.88

Δ/Δ θ /θ

Fig. 11 Schematic color intensity scale for the inelastic responses of the assessed moment-
normalized curvature curves for HEDDs, beams and columns

Table 4 SelectedSMRSBFsbuildingmodels to help illustrate the resilient designwith the proposed
code-oriented design procedure

Model θ Stories α β k2/kELD T (s)

m5α75β25 45° 5 0.75 0.25 0.05 0.762

m10α25β25 45° 10 0.25 0.25 0.00 1.240

m15α50β50 40° 15 0.50 0.50 0.03 1.550

m20α50β75 45° 20 0.50 0.75 0.05 1.773

m25α75β75 40° 25 0.75 0.25 0.03 2.295

θ = 45° and that is why this model is presented in greater detail. The yielding
mappings obtained for model m5α75β25 from pushover analyses (to achieve μ =
μd = 10 in critical HEDDs) and from nonlinear dynamic simulations under the
action of the acceleration record S56-EW considering equivalent viscous dampings
ζ = 5% and ζ = 2% are shown and compared in Fig. 12. It is observed in Fig. 12 a
good agreement between the results obtained from pushover and nonlinear dynamic
analyses in both the special distribution and amount of yielding for the HEDDs.
Nevertheless, it is worth noting that the intensity of yielding in the results from
nonlinear dynamic analyses were smaller than those obtained from pushover analysis
because the fundamental natural period for the model (T = 0.762 s) is reasonable
away from nonlinear resonant responses. This observation is confirmedwith the peak
demands shown in Fig. 13 for each analysis (ductility demands of HEDDs μd, story
drifts � and story shears V/Wt), where it can be observed that the curve obtained
from pushover analyses basically encloses those obtained from nonlinear dynamic
analyses. As expected, higher demands are obtained for ζ = 2% than for ζ = 5%.
It is worth noting that ductility demands μd > 6 are developed in the HEDDs for
story drifts � < 1%. It is confirmed that the developed yielding only in HEDDs is
consistent with a 100% resilient design, where these devices act as structural fuses.

It is also worth noting the following aspects, as they are indeed germane for the
resilient seismic design of all structural systems, not only those with HEDDs as
structural fuses: (a) the convenience in the design process to target the natural elastic
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(a) Pushover (b) S56-EW, ζ=5% (c) S56-EW, ζ=2%

Fig. 12 Comparison of peak inelastic demands mappings for the 5-story model where α = 0.75,
β = 0.25, k2/kELD = 0.05 and θ = 45°
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Fig. 13 Comparison of peak ductility demands for the HEDD (μd), peak story drifts (�) and peak
normalized story shears (V/Wt) for the 5-story model where α = 0.75, β = 0.25, k2/kELD = 0.05
and θ = 45°

period for the structural system (T) away from the dominant period for the site (Ts), to
avoid resonant responses in the nonlinear range and, (b) when one designs buildings
for high global ductility reduction factors (R), important nonlinear demands (and
damage) would be achieved in the structural elements assumed to be the weak links
or structural fuses, and adequate detailing is required to avoid that partition walls
may be damaged, as they may work as infill walls if not properly separated from the
columns and beams of the resisting frames (for example, Figs. 4a and 5a).

For the 10-story model m10α25β25 where k2/kELD = 0 and θ = 45°, from the
observation of obtained yielding mappings from pushover and nonlinear dynamic
analysis depicted in Fig. 14, it is confirmed the good agreement between both types
of analyses in both the special distribution and intensity of yielding for the struc-
tural fuses. Again, the intensity of yielding in the results obtained from nonlinear
dynamic analyses were smaller than those obtained from pushover analysis, because
the fundamental natural period for the model (T = 1.24 s) is reasonable away from
nonlinear resonant responses.
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(a) Pushover (b) S56-EW ξ=5% (c) S56-EW ξ=2%

Fig. 14 Comparison of peak inelastic demands mappings for the 10-story model where α = 0.25,
β = 0.25, k2/kELD = 0 and θ = 45°
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Fig. 15 Comparison of peak ductility demands for the HEDD (μd), peak story drifts (�) and peak
normalized story shears (V/Wt) for the 10-story model where α = 0.25, β = 0.25, k2/kELD = 0 and
θ = 45°

This observation is also confirmed with peak ductility demands for the HEDDs,
peak story drifts and peak story shears depicted in Fig. 15 for each analysis, where
it is seen that the curve obtained from pushover analyses envelopes those obtained
from nonlinear dynamic analyses. Again, a 100% resilient design was achieved and
ductility demands μd > 6 are obtained in the structural fuses for story drifts � < 1%.

Yielding mappings traced from the results of pushover and nonlinear dynamic
analyses for the 15-story model m15α50β50 where k2/kELD = 0.03 and θ = 40° and
T = 1.55 s (Table 4) are depicted in Fig. 16. When ζ = 5% is used in the nonlinear
dynamic analyses, obtained peak responses (Fig. 16b) are in good agreement with
those obtained from pushover analyses (Fig. 16a). In fact, this can be confirmed in
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(a) Pushover (b) S56-EW ξ =5% (c) S56-EW ξ =2% 

Fig. 16 Comparison of peak inelastic demands mappings for the 15-story model where α = 0.50,
β = 0.50, k2/kELD = 0.03 and θ = 40°
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Fig. 17 Comparison of peak ductility demands for the HEDD (μd), peak story drifts (�) and peak
normalized story shears (V/Wt) for the 15-story model where α = 0.50, β = 0.50, k2/kELD = 0.03
and θ = 40°

Fig. 17, as peak responses in ductility for HEDDs, peak story drifts and peak story
shears for ζ = 5% are covered by the curves obtained from pushover analyses.

However, when ζ = 2% is considered in nonlinear dynamic analyses, obtained
peak responses (Figs. 16c and 17) surpassed those obtained from pushover analyses
(Figs. 16a and 17), and some incipient beam yielding is developed (Fig. 16c). These
results are still consistent with a resilient-based design because of the following rea-
sons. From the elastic response spectrum (Fig. 10), it is observed that: (a) the natural
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(a) Pushover (b) S56-EW ξ =5% (c) S56-EW ξ =2% 

Fig. 18 Comparison of peak inelastic demands mappings for the 20-story model where α = 0.50,
β = 0.75, k2/kELD = 0.05 and θ = 45°

elastic period for the system (T = 1.55 s) is in the ascendant branch of the response
spectrum and, (b) peak spectral accelerations for ζ = 2% are much higher than those
considered in the elastic design spectrum. Then, as an important global ductility
reduction factor was considered for the design of the building, this model entered
in near-resonant nonlinear responses, which considerably surpassed those assumed
in the design process. Nevertheless, the design is still resilient, as the second line
of nonlinear defense is activated (the beams), if the earthquake demands consider-
ably surpassed those assumed in the design process. Besides, nonlinear demands
in those beams are low. Then, it is confirmed from these results that the suggested
code-oriented design procedure is robust and reliable, as the integrity of the structure
is warrant, even when the size of the earthquake demands considered in the design
are significantly surpassed.

For the 20-story model m20α50β75, where k2/kELD = 0.05 and θ = 45°, consid-
ering elastic dynamic properties only (T = 1.773 s), one may assume near-resonant
responses (Fig. 10) thatmay avert the 100% resilient structural fuse response obtained
from pushover analyses (Fig. 18a). Nevertheless, in this case, the nonlinear dynamic
response is also 100% resilient for both ζ = 5% (Fig. 18b) and ζ = 2% (Fig. 18c),
as only incipient yielding of two interior beams was developed (Fig. 18b).
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Fig. 19 Comparison of peak ductility demands for the HEDD (μd), peak story drifts (�) and peak
normalized story shears (V/Wt) for the 20-story model where α = 0.50, β = 0.75, k2/kELD = 0.05
and θ = 45°

It is observed from the peak responses for ductility demands of HEDDs and story
drifts depicted in Fig. 19, that pushover curves envelop well the curves for ζ =
5% for the first 13 stories, but they are surpassed by the curves of ζ = 5% for the
remaining stories. This can be explained because the contributions of higher modes
in the response of buildings of this size start to be more important than for buildings
15-stories in height or lower.

From the obtained results for this model, it is also observed that for ζ = 2%,
peak demands surpass by a small amount those obtained from the pushover analysis
(Fig. 19), yet a 100% resilient yielding mapping is achieved (Fig. 18c). Nevertheless,
what attracted the attention of the authors is that, in many stories, computed peak
story shears were higher for ζ = 5% than for ζ = 2% (Fig. 19).

To understand this apparent exception to the rule (from elastic sdof systems
dynamics), obtained peak responses were dissected for this more complex structural
system. Therefore, peak dynamic story shears resisted by: (a) the frame alone,
(b) the bracing-HEDDs system alone and, (c) the complete structure (“Total”) are
depicted in Fig. 20. It can be observed that the reason that higher peak story shear
forces are developed for the whole system (“Total”) for ζ = 5% are because those
higher forces are obtained in the bracing-HEDDs system (fuse system), as they are
higher for ζ = 5% than for ζ = 2% in stories 1–18. However, for most stories, peak
shear story forces within the frame system alone are more demanded when ζ = 2%
instead of when ζ = 5%.

As a simple explanation with peak story responses may not be enough, the time-
history for the story shears were also break-down an analyzed. For illustration pur-
poses, the time vs. story shear forces for the frame alone, the bracing-HEDDs alone
and for the whole system for the second story are depicted in Fig. 21. The second
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Fig. 20 Comparison of peak story shears (V/Wt) for the frame and bracing-HEDD system for the
20-story model where α = 0.50, β = 0.75, k2/kELD = 0.05 and θ = 45°

Fig. 21 Comparison of time versus story shears (V/Wt) for the frame and bracing-HEDD system
for the second story of the 20-story model where α = 0.50, β = 0.75, k2/kELD = 0.05 and θ = 45°

story was selected as: (a) peak story shears are clearly more demanded for the frame
alone when ζ = 2%with respect to ζ = 5% (Fig. 20) and, (b) in contrast, higher peak
story shears are developed for the bracing-HEDDs systemwhen ζ = 5%with respect
to ζ = 2% (Fig. 20).

From the observation of the time vs. story-shear time-history curves depicted in
Fig. 21, it can be corroborated and elementary principle of structural dynamics: when
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the seismic excitation is considerably reduced (coda) or it is in free vibration, the
amplitudes of response for a systemwith higher equivalent viscous damping (ζ =5%)
tend to attenuate or reduce much faster than those for the same system with a smaller
equivalent viscous damping (ζ = 2%). It can be observed in Fig. 21 that this principle
is satisfied by the frame, the bracing-HEDDs and the complete structure, primarily
after 160 s of dynamic excitation (Fig. 21), when the intensity of S56-EW record
is notably reduced (Fig. 10). Therefore, it can be concluded that although a priori
it is difficult to accept that higher shear forces are developed for a given system when
the equivalent viscous damping is increased, for a complex, multi-degree of freedom
nonlinear system, this is possible in some circumstances (near resonant responses).

The yielding mappings obtained from pushover and nonlinear dynamic analysis
for the 25-story model m25α75β75, where k2/kELD = 0.03 and θ = 40° and T =
1.851 s (Table 4), are depicted in Fig. 22.When ζ = 5% is considered in the nonlinear
dynamic analyses, obtained peak responses (Fig. 22b) are in good agreement with
those obtained from pushover analyses (Fig. 22a), with only incipient yielding in
two beams of the twelfth story and yielding at corner columns at the base. Peak
responses in ductility for HEDDs, peak story drifts and peak story shears for ζ =
5% are also mostly enveloped by curves obtained from pushover analysis, except in
stories 1–3 and 16–25 (Fig. 23). However, peak story shears for ζ = 5% surpassed by
10–20% those obtained from pushover analysis. Nevertheless, it worth noting that
models were designed for V/Wt = 0.10 (10% less than the required from the design
spectrum) and that the design spectrum is surpassed by the response spectrum for
S56-EW for ζ = 5% (Fig. 10), as the building model is responding in the nonlinear
resonant response period range.

From the results obtained for ζ = 2%, one can confirm the robustness of the pro-
posed code-oriented design procedure to achieve resilient designs. This model also
entered in near-resonant nonlinear responses for earthquake actions that consider-
ably surpassed those assumed in the design process and, as consequence, the second
line of nonlinear defense was activated, and these beams only developed incipient
yielding (Fig. 22c) for such a strong ground shaking.

Finally, to highlight the importance of the post yielding stiffness of theHEDDs, the
response maxima obtained for the 15-story models considering α = 0.50, β = 0.50, θ
= 45° and being subjected to the S56-EW record for ζ = 2% (extreme condition) are
shown in Figs. 24 and 25. It can be observed from the yielding mappings depicted
in Fig. 24 that, as expected, if earthquake demands surpass those considered in the
design, most demanded HEDDs with a higher post yielding stiffness would lead
some beams to yield. This happens because the forces transmitted to the beams
would be higher than those considered in the design. In contrast, elastic-perfectly
plastic HEDDs would not transfer higher forces to the beams than those considered
in the design. Therefore, the practice to model as elastic-perfectly plastic HEDDs
which obtained experimental hysteretic behavior is bilinear with a positive post
yielding stiffness (k2 �= 0) is not safe enough. From response maxima envelopes, it is
observed for this building model that higher peak ductility demands and story drifts
are developed when the post yielding stiffness increases. Also, as a consequence
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(a) Pushover (b) S56-EW ξ =5% (c) S56-EW ξ =2%

Fig. 22 Comparison of peak inelastic demands mappings for the 25-story model where α = 0.75,
β = 0.75, k2/kELD = 0.03 and θ = 40°
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Fig. 23 Comparison of peak ductility demands for the HEDD (μd), peak story drifts (�) and peak
normalized story shears (V/Wt) for the 25-story model where α = 0.75, β = 0.75, k2/kELD = 0.03
and θ = 40°



100 A. Tena-Colunga et al.

(a) k2/kELD=0 (b) k2/kELD=0.03 (c) k2/kELD=0.05

Fig. 24 Comparison of peak inelastic demands mappings for the 15-story model where α = 0.50,
β = 0.50, θ = 45° for S56-EW artificial acceleration record when ζ = 2%
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Fig. 25 Comparison of peak ductility demands for the HEDD (μd), peak story drifts (�) and peak
normalized story shears (V/Wt) for the 15-story model where α = 0.50, β = 0.50 and θ = 45° for
S56-EW artificial acceleration record when ζ = 2%

of the associated higher hysteretic energy dissipation, peak story shear forces are
reduced as the post yielding stiffness increases (Fig. 25).

From all the results that have been obtained and briefly presented in this chapter, it
can be concluded that resilient seismic designs can be achieved with a code-oriented
methodology for moment frames with structural fuses (HEDDs) with a correct selec-
tion of global parameters and using the outlined capacity design procedure.



Resilient Design of Buildings with Hysteretic Energy … 101

4 Concluding Remarks

Aresilient-based, code-oriented seismic design for buildings composed of steel orRC
moment frameswith hysteretic energy dissipation devices as structural fuses has been
presented. The proposed force-design procedure is well suited to be implemented or
adapted according to general guidelines available in most seismic buildings codes
worldwide.

Global design parameters (R, �, Δy and Δu) were assessed through extensive
and detailed parametric studies in building models from five stories to 25 stories
in height. It can be concluded from the findings of the parametric studies that a
significant global ductility capacity could be achieved for RC-IMRFs and SMRSFs
with HEDDs as structural fuses, without obtaining important nonlinear responses in
beams for the entire studied range of parameters: (a) 0.25 ≤ α≤0.75, (b) 0.25 ≤ β

≤ 0.75 and, (c) μ ≤ 10, when the effective design base shear is V/Wt = 0.10.
The subsequent general conclusions can also be extracted for these structural

systems:

1. For a given α, ductility demands for the HEDDs increases as β diminishes.
2. For a fixed β, ductility demands for the HEDDs augments as α increases.
3. Few beams begin to yield as the number of stories augments as: (a) β decreases,

(b) α increases and/or, (c) k2 for the HEDDs increases.
4. Best performances for these systems are achieved for the next combination of

parameters as the number of stories augments: the minimum value for α and the
largest value for β.

5. Worst performances are achieved for the next combination of parameters as the
number of stories augments: the largest value for α and the shortest value for β.

6. The participation of higher modes in the nonlinear dynamic response of the
studied systems started to be more important for building models 20 stories in
height or taller.

7. It was noted that more beam yielding occurred for θ = 45° than for θ = 40°.
Therefore, as the value for θ is increased, the bracing-HEDDs are less effective to
inhibit the nonlinear response of beams. Actually, as θ augments, larger tension
or compression forces are transmitted at braces and columns for a given β ratio
for the bracing-HEDDs substructure.

From all the results that have been obtained and briefly presented in this chapter,
it can be concluded that resilient seismic designs can be obtained with the proposed
code-oriented design method for moment frames with HEDDs as structural fuses
with a correct selection of global parameters for V/Wt = 0.10, even when near
resonant nonlinear responses may be triggered. It is worth noting that the range of
application (effective combinations for parameters α, β, k2, θ and the number of
stories) for a 100% resilient seismic design for this system should: (a) increase for
a smaller nominal design base shear (V/Wt < 0.10) and, (b) decrease for a higher
effective design base shear (V/Wt > 0.10). Of course, specific ranges of applicability
should be confirmed with additional comprehensive parametric studies. Also, the
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effects of soil-structure interaction should be assessed, particularly for soft soils and
filled soils. The authors are currently working on this direction.
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Improvement of Building Resilience
by Viscous Dampers

Ersin Aydin, Ehsan Noroozinejad Farsangi, Baki Öztürk,
Aleksandra Bogdanovic and Maciej Dutkiewicz

1 Introduction

In the last 20 years, intensive research on structural control conducted in highly devel-
oped countries has resulted in different technological solutions, and many of them
have been applied to numerous structures, high-rise buildings, large-span bridges
and towers. The development of new materials, computer technologies and sensors
enables the fast development of structural control, whose philosophy is based on
providing stability of systems at any time and under any dynamic excitation.

In addition, devastating earthquake events throughout the world, such as 2018 Fiji
earthquake (Mw = 8.2), 2017 Chiapas earthquake (Mw = 8.2), 2015 Illapel earth-
quake (Mw = 8.3), 2010 Chile earthquake (Mw = 8.8), 2003 Hokkaidō earthquake
(Mw = 8.3), 1995 Kobe earthquake (Mw = 6.9) and 1989 Loma Prieta earthquake
(Mw = 6.9), have indicated that the current seismic design guidelines may not be
very appropriate to isolate the seismic effects on structures/infrastructures, and there
may experience extensive damages or fully collapse considering the current code
approaches.
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Structures that were designed according to novel approaches by implementing
seismic control technologies such as passive, semi-active and active damping sys-
tems better withstood such events, as verified by field evidences (Han 2018; Segou
and Parsons 2018; Tilmann et al. 2016; Lorito et al. 2011; Yamazaki and Cheung
2011; Takewaki 2011; Spencer and Nagarajaiah 2003; Koketsu et al. 2005; Yam-
aguchi and Yamazaki 2001; Kasai and Maison 1997). The acceptance of these inno-
vative systems is based on performance enhancement,while considering construction
costs and long-term effects. To practically assess the performance of these systems,
effective system integration and further development of analytical and experimental
techniques are required.

Among the available seismic/vibration control methodologies, passive dampers
represent an advantage over the semi-active and active devices, since passive dampers
do not need an external source of energy for their operation. Moreover, they can be
easily repaired or replaced after a major seismic event (Soong and Costantinou 2014;
Suzuki 2008; Housner et al. 1997).

It is necessary to install a large number of additional passive devices to achieve
a satisfactory level of response reduction. There are many possible positions for
damper placement in a real structure. As the number of dampers planned for instal-
lation increases, the number of possible combinations for placement in the structure
also increases. Considering this, an important task is to find the optimal damper
placements in structures. The search becomes more complicated when dampers are
to be placed in few story units out of several stories (Sánchez et al. 2018; Milman
and Chu 1994; Horta et al. 1986).

Dampers placement is a critical design concern, as the distribution of damping
may greatly affect a building’s dynamic response and the necessary damping cost.
Gluck et al. (1996) optimised performance cost function for the selection of the most
suitable configuration of viscous elastic dampers.

One of the best approaches that have been suggested in the literature is to find
the optimal locations by using a transfer function, which is a mathematical model
to link the system response to external vibrations. The main advantage of a transfer
function is to provide a full description of the dynamic behaviour of the structure
without considering the detailed configuration of the system. Takewaki (1997a, b,
1998, 2000a, b) defined a procedure to minimise the amplitude of a transfer function
at an undamped natural frequency of a building while implementing passive dampers
for vibration control. Wu et al. (1997) investigated the optimal damper placement
for torsional-dependent structures to obtain minimal rotations and translations. They
used the transfer function method of matrix to obtain the target function; the optimal
damper placement corresponded to the places the maximal displacements appeared.
In another study, Takewaki and Uetani (1999) developed a methodology to opti-
mise the damper placement based on structural response amplification. Singh and
Moreschi (2002) used a genetic algorithm to obtain the optimal damper placement in
linear systems. They used the classic viscous dampers and viscous elastic dampers
for energy dissipation. Main and Krenk (2005) developed approximate solutions for
complex eigenvalue problems resulting from the free vibration of structures with
added damping. The best location for dampers was obtained using mode shapes for
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undamped structure to get the maximum relative displacement between the two ends
of the viscous dumper. Aydin et al. (2007) proposed a new approach to find the
optimal location of damping devices by considering the base shear as an objective
function. Cimellaro (2007) proposed a procedure in which a generalised objective
function that combines displacements, accelerations and the base shear transfer func-
tion is used to determine the optimal damper placement. In the work of Kohei et al.
(2010), the optimisation technique is based on the Lagrange multipliers method with
two limitation conditions in order to minimise the maximum response of the struc-
ture. To address the problem of optimal damper placement in steel moment frames,
Homayoon and Mohammad (2011) applied a new dynamic procedure, called the
endurance time, which reasonably reduces computational effort. Aydin (2012) con-
ducted a study on the location and optimal size of passive dampers in steel structures.
In this study, the author evaluated the transfer function in an undamped fundamental
frequency condition. Mousavi and Ghorbani-Tanha (2012) developed a systematic
procedure for determining the optimal placement and characteristics of different
linear velocity-dependent dampers according to modal damping ratios.

Furthermore, Martínez et al. (2013, 2014) have focused on defining the optimal
damping coefficients of two types of passive dampers. Sonmez et al. (2013) also
performed a similar study on calculating the size and location of passive dampers
using artificial intelligence-based techniques. The efficiency of the method was eval-
uated through the amplitude of the transfer function. A meta-heuristic algorithm was
proposed to find the optimal location and sizes of the added dampers by Amini and
Ghaderi (2013). Adachi et al. (2013) formulated a practical optimal designmethod to
minimise the maximum inter-storey drift or maximum top storey acceleration under
earthquakes for nonlinear oil dampers. To minimise the transfer function of the sum
of inter-story drift, Fujita et al. (2010) proposed a procedure to determine the optimal
placement of dampers and their supporting members, while Wang et al. (2010) used
a penalty function and first-order theory in long suspension bridges.

As earlier mentioned, the effectiveness of damping devices depends not only on
their energy dissipating mechanism, but also on their placement in structures. Uetani
et al. (2003) developed a novel structural system for building structures implement-
ing viscous and hysteretic dampers. Noroozinejad (2011) and Farsangi and Adnan
(2012) implemented a trial and error procedure to determine the best configurations
for friction and viscoelastic dampers installed in the cutouts of shear walls in tall
buildings.

Uz and Hadi (2014) used soft computing techniques (genetic algorithms) to
develop a new design strategy for incorporating passive dampers to reduce dam-
ages from pounding in adjunct structures under seismic excitations. In their study,
the decrement in the number of used dampers improved the dynamic response of the
structures. Murakami et al. (2015) developed an optimisation methodology to opti-
mise the size and location of passive dampers, considering a variable adaptive step
length. Pu et al. (2016) improved the structural damping ratio by passive damping
devices.

Some other studies have focused on optimal damper design in building structures.
Leu and Chang (2011), Garcia (2001) and Landi et al. (2015) developed a simplified
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search algorithm to maximise the effect of added dampers. Kim and Bang (2002)
investigated the influence of passive dampers on the torsional response of asymmet-
ric structures. Xu et al. (2003, 2004) utilised the simplex method to determine the
optimal dampers configuration. The results indicated that the adopted methodology
appropriately reduced the seismic response of the considered structure. Lang et al.
(2013) studied systems with multiple degrees of freedom to investigate the effective-
ness of nonlinear passive dampers compared to linear damping devices. Alibrandi
and Falsone (2015) presented a minimisation technique based on the expected value
of stochastic dissipated power to determine the optimal number and location of pas-
sive damping units. More researchers have investigated this issue, including Bose
and Thampan (2018), Bharti et al. (2010) and Singh and Moreschi (2002).

In the present study, the use of transfer functions for the optimisation of viscous
dampers is explained in planar frames exposed to earthquake vibrations. It is very
important to express the steady-state response of the structures with transfer func-
tions and to define the purpose functions required for optimisation by these tools. To
find the optimum viscous damper distribution in planar frames, different objective
functions and corresponding designs are examined and compared with each other
according to their performance.Asmentioned above, there aremanydampingoptimi-
sation methods in the literature. Some methods using transfer functions are selected
herein. The equation of motion of the structure is given in the time domain, and the
behaviour equations are converted in the frequency domain by Fourier transform.
Structural behaviours are defined as top displacement or the sum of the interstorey
drifts (Takewaki 2000b), top absolute acceleration (Cimellaro 2007) and base shear
force (Aydin et al. 2007). The sensitivities of these behaviours according to the
damping coefficients are derived. The top displacement, the top absolute accelera-
tion and the base shear force defined by the transfer functions are selected as the
objective functions. Using the Lagrange multipliers method, the optimisation cri-
teria are derived, and optimisation is performed with the steepest direction search
algorithm given by Takewaki (2000b).

2 Definition of Structural Behaviour by Transfer Functions

The governing equations for the optimal damping problem in planar frame type
structures are given in this section. An N-storey plane frame structure is considered
by placing dampers in the middle bay shown in Fig. 1a. The damper type placed in
themiddle bay in this way is a linear viscous damper with details given in Fig. 1b. The
structural elements such as the columns and beams are modelled as frame element
and the masses are lumped at the nodes. Figure 1 also shows the degree freedom
of models, each storey has a horizontal displacement and four vertical displacement
and rotation components. The degree of freedom of the dampers is only in the axial
direction. It has a horizontal and vertical displacement component at each endpoint.
The subject described in this chapter is to investigate the optimum distribution of a
certain amount of dampers available to the locations determined.
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Fig. 1 a N-storey planar building frame, b components of fluid viscous damper

Transfer functions have been widely used to define structural behaviour in damper
optimization, and in this study, Takewaki (2000b) has formulated optimum damper
distribution on a plane frame. The equations and the method given here are based on
this study from Takewaki’s study and Aydin et al. (2007) and Cimellaro (2007). The
equation of the motion of the N-storey plane frame seen in Fig. 1a under the effect
of the earthquake is given as follows

Mẍ(t) + Cẋ(t) + Kx(t) = −MI ẍg(t) (1)

The parameters M, C and K refer to the mass, structural damping and stiffness
matrices of the structural model and they are constant. I is an influence vector
with some elements 1 according to earthquake direction. While x(t) denotes the
displacement vector, ẋ(t) and ẍ(t) refer to velocity and acceleration vectors. ẍg(t)
refers to the horizontal acceleration of the earthquake. When Fourier Transform
is applied to Eq. (1), which shows the equation of the motion defined in the time
domain, it is transformed to the frequency domain. If the Fourier Transforms of the
displacement x(t) and the earthquake acceleration ẍg(t) are indicated by X(ω) and
Ẍg(ω), the transformation of Eq. (1) is given in Eq. (2) below

(
K + iωC − ω2M

)
X(ω) = −MI Ẍg(ω) (2)

where ω is the circular frequency, and i is the imaginary number. After adding the
dampers to the structure, Eq. (2) is converted in the following form

(
K + iω(C + CV D) − ω2M

)
XV D(ω) = −MI Ẍg(ω) (3)
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where the indices of VD refers to the viscous damper, while the CV D defines the
damping matrix of the supplemental dampers. XV D(ω) describes the Fourier Trans-
form of the displacement vector in the case of viscous dampers placed. The follow-
ing quantity is first defined by Takewaki (2000b), which is to make the structural
behaviour independent from the external seismic effect. This vector, which can be
defined as the transfer function vector of displacements, is found as follows

X
∧

(ω) = XV D(ω)

Ẍg(ω)
(4)

where ω is compressed by frequency ω1, the structural behaviour is set in the first
mode. Using Eqs. (3) and (4), Eq. (5) can be derived as

BX
∧

(ω1) = −MI (5)

where X
∧

(ω1) refers to the vector of the transfer function of the displacements defined
according to the first mode.Where the matrixB, which includes the design variables,
is written as

B = K + iω1(C + CV D) − ω2
1M (6)

The stiffness, the damping and themass matrices are known here. Thematrix con-
taining unknown design variables is the CV D matrix and will be optimally designed.
The transfer function of the displacements in the first mode by using Eq. (5) can be
derived as follows

X
∧

(ω1) = −B−1MI (7)

Takewaki (2000b) identified and used the transfer function vector of interstorey
drifts by multiplying the equation with a transformation matrix. He aimed at a dis-
placement based method while minimizing the structural behaviour expressed by
relative displacements. Aydin et al. (2007) have found a force vector by multiplying
the transfer function of the Takewaki (2000b) derived displacements by the stiffness
matrix and proposed a force-based method for the optimization of the dampers in
the first mode. Equation (7) can be multiplied by the stiffness matrix to obtain this
force vector based on the transfer functions

F(ω1) = −K B−1MI (8)

Cimellaro (2007) then found the following equation by deriving the transfer func-
tion vector of the absolute acceleration.

Ẍ(ω1) = −M−1BX(ω1) (9)
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In addition, the transfer function of the interstorey drifts presented below is given
by Takewaki (2000b), i.e. the transfer function of the displacements is multiplied by
the transformation matrix T.

δ(ω1) = TX
∧

(10)

3 Configuration of Optimal Damper Problem

In recent years, optimization applications in engineering designs have become
widespread. Optimal designs for the placement of the dampers in the structure are
developed accordingly. Some methods require gradient and sensitivity calculations,
which are called indirect optimizationmethods. Some other methods, such as various
metaheuristic and genetic algorithms, do not need gradient information, which are
called direct optimization methods. The method given here is an optimality criteria
method and requires sensitivity calculations. Different purpose functions are shown
in the damper optimization. Some different types of objective functions such as sum
of relative displacements Takewaki (2000b) or peak displacement, base shear (Aydin
et al. 2007) or base moment (Aydin 2012), top absolute acceleration (Cimellaro
2007), some damage indexes (Lavan and Levy 2005), energy (Gürgöze and Müller
1992) and cost (Aydin 2013) have been used as the objective function to be mini-
mized for optimum design of dampers. In this study, the closed form of mathematical
representation of the objective function can be explained as follows.

Min. J = f (c1, c2, c3, . . . , cN ) (11)

The damping coefficients of the dampers to be placed on the floors can be neither
zero nor unlimited. In practice, due to the production standards and limits of the
damping coefficients of these technological elements, a restriction of inequality as
follows should be defined.

0 ≤ c j ≤ c (j = 1, 2, . . . , N) (12)

Here it refers to the upper limit of the viscous damper to be added to the c j jth
storey. The sum of the design variables, which are the total damping coefficient

(
W

)

of the dampers to be added to the structure, must also be limited, which can be
indicated by the following equation

c1 + c2 + · · · + c j + · · · + cN = W (13)
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3.1 Objective Functions in Terms of Transfer Function

The first of the selected objective functions to be used in this study is the amplitude
of the transfer function of the top displacement in the first mode, which is equal to the
sum of the transfer function amplitudes of the interstorey drifts (Takewaki 2000b)
and can be given as follows.

J1 = UT
(
c j

) =
∣∣
∣X
∧

Top

∣∣
∣ (14)

where
∣∣∣X
∧

Top

∣∣∣ denotes to the transfer function amplitude of the top displacement

evaluated at the first mode. The calculation of
∣∣∣X
∧

Top

∣∣∣ is given in the next section.

In fact, interstorey drifts are the simplest functions that characterize damage in the
structure, and the sum of them gives the top displacement. Minimizing this value by
using dampers can mean minimizing damage. The accelerations in the structure are
other important behavioural parameters, in particular the top absolute acceleration
of the structure is an indication of the earthquake forces coming into the structure
and it is also important to reduce it to the minimum value by means of dampers.
The minimization of this acceleration is aimed by Cimellaro (2007) and the damper
design is also implemented using the transfer functions. Depending on the transfer
function amplitude of the absolute acceleration, the second purpose function is given
as follows

J2 = AT
(
c j

) =
∣∣∣Ẍ
∧

T

∣∣∣ (15)

Here
∣∣∣Ü
∧

T

∣∣∣ is the amplitude of the transfer function of the top absolute acceleration

and can be calculated with the formula to be given later. The third objective function
which is intended in the damper optimization is the base shear force. It can be written
in terms of transfer function amplitude as follows

J3 = VB
(
c j

) = |F1| + |F2| + · · · + |Fi | + · · · + |FN | (16)

Here, |Fi | refers to the amplitude of the transfer functions of the ith storey forces,
the sum of them which gives transfer function amplitude of the base shear force
(Aydin et al. 2007).

3.2 Derivation of Optimality Criteria

Each purpose function and restriction equations using Lagrangian can be written as
follows in terms of the Lagrange Multipliers (α, β and γ ) and the design variables
(c1, c2, c3, . . . , cN ) as
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L = Jh + α
(
c1 + c2 + · · · + c j + · · · + cN − W

)

+ β1(0 − c1) + β2(0 − c2) + · · · + β j (0 − c j )

+ · · · + βN (0 − cN ) + γ1(c1 − c) + γ2(c2 − c)

+ · · · + γ j
(
c j − c

) + · · · + γN (cN − c) (17)

where h refers the number for each objective function. If it derives both Lagrange
multipliers and design variableswithout upper and lower limit of the design variables,
the optimality conditions are found as

Jh, j + α = 0 For 0 < c j < c ( j = 1, 2, . . . , N ) and (h = 1, 2 and 3) (18)

c1 + c2 + · · · + c j + · · · + cN − W (19)

The Lagrange Multipliers can be found from the stationary conditions of the
Lagrangian L(β= 0, γ= 0). Jh, j present the first order sensitivity of the objective
function with respect to the jth design variable. If the upper and the lower limit of
the damping coefficients are active, the Eq. (18) should be modified as follows

Jh, j + α ≥ 0 for c j = 0 (20)

Jh, j + α ≤ 0 for c j = c (21)

The Steepest Direction Search Algorithm given by Takewaki (2000b) is used here
to find optimum solutions to meet these optimal conditions.

3.3 Derivation of Sensitivities

Sensitivity calculations are needed to solve the above-mentioned optimal conditions.
This section describes their derivations. If the partial derivative is obtained according
to the design variable jth of the Eq. (5), the following equation is found

B, j X
∧

+ BX
∧

, j = 0 (j = 1, . . . ,N) (22)

The first order partial derivative of X
∧

according to the jth design variable is as
follows

X , j = −B−1B, j X
∧

(23)

Equations (22) and (23) were derived from Takewaki (2000b). Using his method
and equations, Aydin et al. (2007) described the first order partial derivative of the
storey forces function as follows
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F, j = −K B−1B, j X
∧

(24)

Cimellaro (2007) likewise derived first order partial derivatives of absolute accel-
erations due to transfer functions as

Ẍ
∧

, j = −B−1B, jω1X
∧

(25)

The ith transfer function values X
∧

i , Fi and Ẍ
∧

i in the Eqs. (7), (8) and (9) are in
a complex form. It can also be written as fi (i = 1, …, N) and the function fi is
presented in complex form as

fi = Re[ fi ] + Im[ fi ] (26)

where fi is the value of the ith storey displacement, storey forces and storey absolute

acceleration, respectively, when the quantities of X
∧

i , Fi and Ẍ
∧

i are written instead
of f i. The first-order sensitivity of fi can be written as

fi, j = Re
[
fi, j

] + Im
[
fi, j

]
(27)

The norm of f i can be given as

| fi | =
√

(Re[ fi ])
2 + (Im[ fi ])

2 (28)

If the norm of fi is partially differentiated with respect to the jth design variable,
the first-order sensitivity of | fi | can be derived as

| fi |, j = 1

| fi |
{
Re[ fi ]

(
Re

[
fi, j

]) + Im[ fi ]
(
Im

[
fi, j

])}
(29)

The first-order sensitivity of the base shear force is defined as the sum of |Fi |, j as

VB, j = |F1|, j + |F2|, j + · · · + |Fi |, j + · · · + |FN |, j (30)

If the partial derivative is done according to the lth design variable of Eq. (29),
the second order sensitivity of | fi | is derived as follows

| fi |, jl = 1

| fi |2
(| fi |

{
Re

[
fi,l

]
Re

[
fi, j

] + Re[ fi ]Re
[
fi, jl

]

+Im
[
fi,l

]
Im

[
fi, j

] + Im[ fi ]Im
[
fi, jl

]}

− fi,l
{
Re[ fi ]Re

[
fi, j

] + Im[ fi ]Im
[
fi, j

]}
(31)



Improvement of Building Resilience by Viscous Dampers 115

The second order terms (Re
[
fi, jl

]
and Im

[
fi, jl

]
) in Eq. (31) is calculated using

the Eqs. (32–35).

X , j l = B−1B,l B−1B, j X
∧

− B−1B, j X
∧

,l (32)

F, j l = K (B−1B,l B−1B, j X
∧

− B−1B, j X
∧

,l) (33)

Ü
∧

jl = (
B−1B,l B−1B, j − B−1B, j B−1B,l

)
ω2
1X
∧

(34)

The second-order sensitivities for base shear is calculated using the second deriva-
tive of the transfer function of the storey forces as

VB, jl = |F1|, jl + |F2|, jl + · · · + |Fi |, jl + · · · + |FN |, jl (35)

3.4 Damper Design Algorithm

The steepest direction search algorithm developed by Takewaki (2000b) for the opti-
mization of dampers is used for three different objective functions in this study. This
gradient-based optimality criteria method is applied using the equations presented
above. Algorithm is given here as flow diagram as shown in Fig. 2. The algorithm
shown applies to the absence of a limit to the upper limit of the damper

(
c j < c

)
.

The algorithm starts by reading the structural parameters, the constraints of the
damper. The eigenvalue analysis has the first frequency of the structure because the
behaviour in the first mode state is controlled. Next, the value of all added dampers is
zero in the beginning and the amount of damping to be added in each step is calculated
by W/m. Here m is the choice of the designer. The m value indicates the number
of steps in the design. In the literature, 300 are commonly used, which is taken in
this study. In each step, first-order partial derivatives are calculated and an index is
found. ΔW is added to the damping coefficient of kth storey at that stage. Then the
objective function and the first derivatives are updated. Thereafter, if there are other
derivative values with the same value for the first derivatives, this means that more
than one floor will be placed the damper. At this point, the damper coefficients are
calculated by using the second derivatives and the equality constraint. If more than
one k (k1, …, km) value arises, the objective function and its derivatives are updated
as follows

f → f + f,k1�c1 + · · · + f,km�ckm (36)

f, j → f, j + f,1l�cl + · · · + f,kml�cl (37)
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Fig. 2 The flowchart of steepest direction search algorithm
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4 Numerical Examples

The mentioned three different objective functions, 5-storey and 10-storey plane
frames are chosen to apply the damper optimization to the building models as shown
in Fig. 3. The height of each storey and the span of each bay are taken as 4 and 8 m.
Young’s modulus is 2.06 × 105 MPa in frame elements. While only the bending
deformation in beams, both bending and axial deformations in columns are consid-
ered, the shear deformation of the members is neglected. The structural properties of
frames are given in Table 1. The natural circular frequencies of the planar frames are
calculated as ω1 = 7.27 rad/s in 5-storey building and ω1 = 4.70 rad/s in 10-storey
building. The critical damping ratio of the structure is 0.02 at the fundamental mode
for each two models. The effect of stiffness of the supported members is omitted
here.

Fig. 3 5-storey and 10-storey planar building frames

Table 1 The properties of the frame elements for 5-storey building frame

Model
frame

Beams Columns Lumped mass (kg) Mass moment of
inertia (kg m2)

A (m2)
(10−4)

I (m4)
(10−5)

A (m2)
(10−4)

I (m4)
(10−5)

Interior
node
(103)

Exterior
node
(103)

Interior
node
(105)

Exterior
node
(105)

5-
storey

365 205 365 205 51.2 25.6 5.46 1.71

10-
storey

683 353 683 353 51.2 25.6 5.46 1.71
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Fig. 4 The variation of the transfer function amplitude of top displacement, top absolute acceler-
ation and base shear for different objective functions in the 5-storey building

Fig. 5 The variation of the transfer function amplitude of top displacement, top absolute acceler-
ation and base shear for different objective functions in the 10-storey building

The total damping coefficient are assumed to be C = 1.47×107 N s/mof 5-storey
model, C = 2.94 × 107 N s/m of 10-storey model and the increment of damper
capacity in each design step is taken �C = W/m, where design step number (m)
is chosen as 300. The upper bounds of the damping coefficients are not active in
this examples, i.e. ci < c for all i. Three different objective functions for optimum
damper distribution problembased on transfer functions; the amplitude of the transfer
function of the top displacement, the amplitude of the top absolute acceleration and
the amplitude of the transfer function of the base shear are minimized using steepest
direction search algorithm (Takewaki 2000b). The variations of the transfer function
amplitude of top displacement (UT), the top absolute acceleration (AT) and base
shear (VB) are given in Fig. 4 for 5-storey building and Fig. 5 for 10-storey building
during the minimization of each one of the different objective functions.

The changes of functions of 5-storey and 10-storey models are similar. In terms
of top displacement, the best performance is presented for the top displacement
minimization as expected shown in Figs. 4a and 5a. At the end of the design steps, the
optimal design for top displacement has theminimumvalue in terms of UT,moreover
the values of the acceleration minimization are very close to it. The acceleration
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minimization and displacement minimization give very close damper designs and
similar structural behaviours. When it is examined in terms of top displacement, the
design that provides the most unfavourable result is seen in uniform design, followed
by the design which is the result of the base shear optimization as shown in Figs. 4a
and 5a. A similar situation applies to changes in the amplitude of the transfer function
of the acceleration. Figures 4b and 5b show that the best designs according to the
terms of amplitude of top absolute acceleration are the optimal damper design for
acceleration minimization and the damper design for top displacement minimization
is close to it. Uniform design and base shear design show poor performance in
minimizing acceleration. When the variations of the transfer function amplitude of
the base shear force are examined in the case of different objective functions, the best
damper design in terms of base shear is the design for the base shear minimization for
the 5-storey and 10-storey models as shown in Figs. 4c and 5c. The next appropriate
damper design is the uniformdesign.Theworst performance in termsof the amplitude
of base shear has shown in the damper designs according to the displacement and
acceleration minimization.

The obtained damper distributions used by the mentioned method and objective
functions are shown in Fig. 6 for 5-storey and 10-storey model buildings. In the 5-
storey structure, the dampers which are obtained for displacement and acceleration
minimization are distributed on the 2nd and 3rd storeys by decreasing quantity, while
the optimum damper design according to the base shear is distributed to the first four
storeys with decreasing values as shown in Fig. 6a. In the 10-storey structure, while
the designs according to the displacement and acceleration minimization show the
damper placement on the 2nd, 3rd and 4th storeys, in the damper design according
to the base shear force, the dampers are distributed to the first seven storeys by
decreasing values from first storey to the upper storeys. While the damper designs
that are found from the displacement and acceleration minimization focus on the
storeys with high interstorey drifts, it is clear that the damper design based on the
base shear focuses on the lower storey where the storey shear force is large. Optimum
damper designs for different purposesminimize their ownobjectives.However,while
the damper designs according to the top displacement and top absolute acceleration
give close results, the design of the base shear force is different from them.

Figure 7 shows the changes of first-order sensitivities during optimization for the
5-storey building model and the variation of the first order sensitivities of 10-storey
building model with respect to design variables is given in Fig. 8 in each objective
function. It can be seen that partial derivatives according to the design variables of all
objective functions converge at the end of the design. These changes and observations
show the reliability of the results of this gradient based damper optimization method.
The optimal damper designs are obtained by taking into account the first mode
behaviour. The frequency behaviours of the structures with damper are investigated
in terms of the amplitude of three different transfer functions. The change of the
transfer function amplitudes of the top displacement, the top absolute acceleration
and the base shear force depending on the normalized frequency are shown in Figs. 9
and 10.
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Fig. 6 Optimal damper distributions for different objectives in case of the 5-storey and 10-storey
planar building examples

Fig. 7 The variation of the first sensitivities of three objective functions with respect to design step
number in case of 5-storey building

Fig. 8 The variation of the first sensitivities of three objective functions with respect to design step
number in case of 10-storey building
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Fig. 9 The transfer function amplitudewith respect to normalized frequency for different objectives
in case of 5-storey building

Fig. 10 The transfer function amplitude with respect to normalized frequency for different objec-
tives in case of 10-storey building
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Fig. 11 Time history of top displacement, top absolute acceleration and base shear for different
damper designs under El Centro earthquake in case of 5-storey buildings

When Figs. 9 and 10 are examined, all damper designs considerably reduce the top
displacement, the top absolute acceleration and the base shear force behaviour. As
discussed above, it can be seen that the damper designs according to displacement
and acceleration minimization have similar behaviours, while the damper design
according to the base shear force and the uniform damper design are closer to each
other. Each of these damper designs minimizes its objectives is seen again from these
Figs. 9 and 10. It is also worth noting that there is a significant decrease in the values
of the amplitudes corresponding to both the first and second mode frequencies. The
damper designs obtained are also effective in the second peak region. When the
second peaks of the without dampers state are examined as shown in Figs. 9a and
10a, it is seen that the second peak is quite lower level than fundamental frequency
level according to the amplitude of the displacement. The amplitudes in this region
have been further reduced by the addition of dampers. The peak values of both
acceleration and base shear transfer function amplitudes in the second mode region
are very close to the peak values in the first mode. The addition of dampers has also
resulted in significant drops in these high values. Reductions in the amplitude of the
second mode of the acceleration and base shear can be seen in Figs. 9b, c and 10b, c.
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Fig. 12 Time history of top displacement, top absolute acceleration and base shear for different
damper designs under El Centro earthquake in case of 10-storey buildings

The damper designs are found by using the transfer functions and the effects of
these damper designs in the time domainmust be examined. For this purpose, El Cen-
tro (NS) earthquake acceleration record is used for time history analyses and the top
displacement, the top absolute acceleration and the base shear force are examined by
considering actual values. If the top displacement, the top absolute acceleration and
the base shear force for both 5-storey structure and10-storey structure are investigated
for different damper designs, all the dampers can effectively reduce the behaviour,
however it is the result of displacement optimization which effectively reduces dis-
placement with a little difference. It is seen that the optimal damper design based on
acceleration minimization reduces the acceleration most effectively with a little dif-
ference and the optimal damper design based on the base shear force decrease more
effective the base shear force with a little difference according to the time history
analyses shown in Figs. 11 and 12.
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5 Conclusions

In this section, the threemethods given in the literature for the optimization of viscous
dampers based on transfer functions are examined in detail. The governing equations
are transformed from time domain to frequency domain by using Fourier Transform.
The structural behaviours defined by the transfer functions in the frequency domain
are displacements, absolute accelerations and elastic forces. Three different objective
functions are defined in the optimization problem using these transfer functions. The
amplitude of the top displacement, the top absolute acceleration and the base shear
force are selected as the objective functions. The damping coefficients of the dampers
added to the structure are chosen as design variables, and an equality constraint is
used in the total damping coefficient. In the literature, the damping optimization
method proposed by Takewaki (2000b) is given in this study. Based on this method,
then top absolute acceleration (Cimellaro 2007) and base shear force (Aydin et al.
2007) were defined and in this study; optimum designs are found with three different
purpose functions connected to transfer functions.

The methods shown on two planar frame models, 5-storey and 10-storey, are
applied and the designs for different objective functions are compared. Moreover,
the uniform damper design, which is common in practical applications, has been
compared with optimum damper designs. The results have shown that the dampers
should be optimally placed in the structure. When the uniform design is compared
with the optimum designs, optimum designs give better results in terms of displace-
ments and accelerations as well as in terms of base shear force. When the optimum
designs are compared between each other, according to the analysis of both the trans-
fer function amplitudes and the time domain, each optimum design minimizes its
purpose. At this point, the designs can be divided into two groups based on force
and displacement. Although the damper designs according to the top displacement
and the damper designs based on the top absolute acceleration are quite close to
each other, the dampers focus on the floors where the interstorey drifts are high.
The optimum damper designs according to the base shear force are distributed from
the base storey to the upper storey by decreasing quantity. In this case, the damper
places where the coefficients of the dampers take high values in the lower storeys.
The dampers focus on the storeys where the storey shear forces are large. When vis-
cous dampers are to be used against earthquakes in buildings, the designers should
be directed to an optimum design.
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Earthquake Risk Management Systems
and Their Applications for Building
Seismic-Resilient Communities

Aman Mwafy

1 Introduction

The earthquake risk represents a challenge inmany parts of the world. Several deadly
earthquakes were recorded over the past few years, including the 2011 Honshu
(Japan), 2010 Haiti, 2008 Sichuan (China), 2005 Kashmir (Pakistan), 2004 Sumatra
(Indonesia). In the current and past decades, the most significant earthquakes killed
about 800,000 people and cost billions of dollars (USGS 2018). The high losses
from previous earthquakes confirm that, although the hazard and vulnerable inven-
tories are recognized, effective strategies for managing seismic risk at the national
or regional levels are still missing in some regions. The level of understanding con-
cerning the mechanisms that cause earthquakes, how different components of the
built environment respond to the seismic hazard events, and the social and economic
consequences from the physical damage caused by earthquakes has advanced in the
past few decades. This knowledge has been recently integrated into earthquake risk
management systems to help in developing national/regional mitigation plans for
minimizing the impacts of earthquakes. These risk management systems provide
tools to illustrate the consequences of earthquakes with associated uncertainty and
the benefits of mitigation actions.

The regional earthquake risk management framework is a multi-disciplinary con-
cept that incorporates the definition of seismic hazard, exposed inventory, physical
damage, and socioeconomic impacts of earthquakes (Hashash et al. 2012). Building
inventory, transportation systems, lifeline networks, and emergency facilities should
be considered when assessing the physical damage. Short and long-term effects
should also be accounted for when estimating the socioeconomic consequences. A
visualization platform is essential to integrate all these components. Four of the most
common structures proposed in the literature for regional seismic risk management
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Fig. 1 Examples of earthquake loss estimation and hazard mitigation frameworks: a FEMA earth-
quake loss estimation framework (Kircher et al. 2006; Whitman et al. 1997), and b MAE centre
consequence-based risk management framework (Elnashai and Hajjar 2006; Hashash et al. 2012)

and seismic resilience of communities are briefly discussed below (e.g. Bruneau et al.
2003; Elnashai and Hajjar 2006; Moehle and Deierlein 2004; Porter 2003; Whitman
et al. 1997).

A pioneering framework for seismic loss estimation was developed and released
by the Federal EmergencyManagement Agency (Whitman et al. 1997). Themethod-
ology included approaches for seismic hazards characterization; damage and loss
estimation; and direct and indirect estimation of socioeconomic losses. The frame-
work incorporated the modules shown in Fig. 1a (Whitman et al. 1997). These six
modules may be applied with varying levels of detail. Thus, rapid loss estimations
using simplified inventory and analyses or detailed loss estimations based on refined
inventory and detailed analyses can be performed (Kircher et al. 2006; Whitman
et al. 1997). The ground motion and ground failure are esteemed using the Poten-
tial Earth Science Hazards module. The infrastructure and demographic information
are described in the Inventory module. Damage estimates for different intensities of
ground motion are then provided by the Direct Damage module, while the secondary
consequences of earthquakes such as fire are evaluated using the Induced Damage
module. The direct and indirect socioeconomic losses are finally estimated through
the Direct Loss and Indirect Loss modules. Figure 1 shows that the direct losses are
estimated based on direct and induced damage, while indirect losses are the result
of the long-term consequences of direct losses.

The framework of the Pacific Earthquake Engineering Research Center was
introduced to improve the seismic risk assessment through the Performance-Based
Earthquake Engineering approach (Moehle and Deierlein 2004; Porter 2003). The
framework involves four main phases related to hazard, structural, damage, and
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loss assessment. The process begins with the definition of an earthquake Intensity
Measure, use of simulation procedures to establish Engineering Demand Parame-
ter(s), relating EDP to Damage Measure, and finally calculating Decision Variable
for use in decision making. The framework is suitable for the detailed performance
assessment of a specific facility or for calibrating and improving design provisions.
Hence, the performance of existing or new facilities can be improved to reach the
target objective(s) efficiently.

The Multi-disciplinary Center for Earthquake Engineering Research Center pro-
posed a framework to assess and improve the seismic resilience of communities.
Seismic resilience was described as “the ability of a system to reduce the chances of
a shock, to absorb such a shock if it occurs (sudden reduction of performance), and
to recover quickly after a shock (reestablish regular performance)” (Bruneau et al.
2003). Themeasures of resilience of this framework involve: (i) reduced probabilities
of failure, (ii) decreased consequences of failure, and (iii) reduced recovery time. The
technical, organizational, social, and economic dimensions of community resilience
are integrated into this framework to assess and quantify the resilience. This enables
comparing between the seismic resilience of different systems and evaluating their
resilience with time. This framework is discussed in more details by Bruneau et al.
(2003).

The Mid-America Earthquake Centre also developed a framework for seismic
risk assessment and mitigation (Elnashai and Hajjar 2006; Hashash et al. 2012). The
proposedConsequence-basedRiskManagementmodel assesses the interdisciplinary
relationship between causes, consequences andmitigation features of seismic events.
The risk management framework assists in drawing emergency plans, taking actions
during disasters and prioritizing mitigation approaches to reduce losses. As shown
in Fig. 1b, the Engineering Engines of the framework estimate the physical damage.
The Social Sciences utilize the estimates provided by the physical damage to pre-
dict the socioeconomic impacts of earthquakes. Finally, the Information Technology
component generates data and provides the visualization of losses and mitigation
actions for decision making. Additional information regarding the capabilities of the
framework is discussed by Elnashai and Hajjar (2006). It is noteworthy that the focus
of MAE center has expanded to cover multi-hazard approaches and promoting the
resilience of communities (e.g. Gardoni and LaFave 2016).

The four structures mentioned above of the earthquake risk management frame-
work show that this concept should incorporate four main components, namely the
seismic hazard, inventory, vulnerability, and social and economic consequences. A
visualization platform then integrates these components. This chapter aims at provid-
ing an overview of the earthquake risk management framework and its components
and to present case studies and applications of the earthquake risk management pro-
cess, particularly those related to medium seismicity regions which are represented
by UAE.
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2 Components of Seismic Risk Management Systems

The main components of a regional seismic risk management system is shown in
Fig. 1 (Mwafy 2012a). These components include: (i) seismic hazard, (ii) inventory,
and (iii) vulnerability before and after implementing mitigation actions (Elnashai
and Di Sarno 2015). Adding social and economic consequences to the above three
components enables predicting direct and indirect losses. A risk management plat-
form is essential to integrate the components of the system to assist researchers,
practitioners, and policy-makers. A brief review of each of these driving engines is
presented below.

2.1 Seismic Hazard

Seismic risk predicts possible losses due to seismic hazard, which is defined as the
possibility of potentially damaging earthquake effects taking place at a site (Bommer
2002; Wang 2011). The destructive impact of earthquakes depends on several fac-
tors such as their magnitude or intensity, focal depth, duration, epicentral distance,
site class, and geological and topographical conditions (e.g. Bozorgnia and Camp-
bell 2004; Hancock and Bommer 2006). The earthquake losses largely depend on the
type of constructions and the density of population. Earthquakesmay have significant
direct and indirect impacts. The direct ground effects involve ground movement, dif-
ferential settlement, liquefaction, landslides, and rock fall, while the indirect effects
include for instance tsunamis (Bolt 1989; Day 2002; Elnashai and Di Sarno 2015).
These effects may cause significant structural and non-structural damage, which vary
between light damage and collapse. Apart from significant surface fault rupture, the
direct damaging effects of seismic events are associated with seismic waves and
ground movements. In loss assessment, the ground shaking is typically taken into
account because of the decreased impact of secondary hazards such as liquefaction
with the increase in the loss model size (Bird and Bommer 2004).

The procedures used to assess the seismic hazard include two options, namely
deterministic or probabilistic seismic hazard approaches (DSHA or PSHA; e.g.
Kramer 1996; Reiter 1990). The choice between these two approaches is a critical
step in hazard assessment. In DSHA, the location and magnitude of the earthquake
scenarios that have possible effects on a site are defined. The controlling earthquake
is determined using attenuation relations. More than one controlling event could be
considered in some cases. This approach is suitable for planning exercises, emer-
gency response and the design of critical facilities such as nuclear power plants.

Since the introduction of PSHA, it has been widely used to determine the char-
acteristics of ground-motion for engineering design (Cornell 1968). Unlike DSHA
which is straightforward, PSHA may require clarifications (Abrahamson 2000;
Bommer 2002; Hanks and Cornell 1994). The probabilistic approach recognizes
all possible seismic events that have possible effects on a site, considering different
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combination cases of earthquake distance and magnitude. A recurrence relationship
is employed to describe the frequency of different earthquakes, while attenuation
relationships are used to calculate the earthquake parameters due to each seismic
event. The design earthquake is associated with the value that has a specific annual
frequency of occurrence. The issues related to both the PSHA andDSHA approaches
include: (i) identifying potential sources of earthquakes, and (ii) modeling of the
ground motion using attenuation relationships. Unlike the deterministic approach,
PSHA is associated with time (Bommer 2002; Hanks and Cornell 1994).

A brief review of seismic hazard studies related to the UAE, which is a region
of medium seismicity subjected to multiple seismic scenarios, is briefly presented
below as a case study. Probabilistic seismic hazard maps that represent the soil
properties and sets of earthquake records that account for the frequency contents and
magnitude of a region are required to define the seismic hazard. Several previous
studies were directed to the assessment of seismic hazard in the UAE (e.g. Abdalla
and Al-Homoud 2004; Aldama-Bustos et al. 2009; El-Hussain et al. 2012; Irfan
et al. 2013; Mwafy et al. 2006; Pascucci et al. 2008; Peiris et al. 2006; Shama 2011;
Sigbjornsson and Elnashai 2006). For instance, the seismic events recorded in the
UAE and surrounding region from 734 to 2004 is presented in Fig. 2a (Ambraseys
2009;Mwafy et al. 2006; Sigbjornsson andElnashai 2006).Within or in the proximity
of the UAE, about 50 earthquakes were recorded from 1924 to 1999, only three of
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these seismic events were generated in the Arabian Peninsula. More recently from
2000 to 2006, 18 earthquakes were generated, which included eight inland/offshore
events (Aldama-Bustos et al. 2009). The recent observations related to increasing
the rate of earthquakes emphasize the need for considering recent earthquakes when
selecting input ground motions to represent the UAE seismicity reliably.

A sample of the earthquake records employed to represent the seismicity of the
UAE in recent studies is shown in Figs. 2c and 3 (Alwaeli et al. 2017a; Mwafy
2013; Mwafy and Khalifa 2017). The most critical seismic scenarios are accounted
for through the outcomes of seismic hazard assessment studies and recommended
design provisions pertain to the UAE (e.g. Abdalla and Al-Homoud 2004; DMA
2013; Mwafy et al. 2006; Shama 2011). The uncertainty in input ground motions is
considered in the vulnerability assessment using diverse sets of earthquake records
that were selected according to the latest understanding of the seismicity of the study
region. The real earthquake records were selected from the European Strong-Motion
and Pacific Earthquake Engineering Research Centre databases (Ambraseys et al.
2004; PEER 2015).

2.2 Inventory

The representation of the exposed built environment is an essential element in seismic
risk management systems. The inventory represents the assets that are vulnerable to
the seismic hazard (Elnashai and Di Sarno 2015). Assembling an inventory database
can be the most demanding process among those needed to conduct loss assessment
for a site, and thus it usually among the major constraints (Whitman et al. 1997).
The building and infrastructure within the study region must be classified according
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to the needs of the framework (Kircher et al. 1997). For instance, the classification
of the building inventory should account for occupancy and building characteris-
tics, including the height, structural system, and construction material. Although
currently available loss estimation systems such as HAZUS are capable of produc-
ing loss estimates based upon default data, the detailed inventory is usually needed
in comprehensive studies to reduce uncertainty (Kircher et al. 2006). Information
related to the built environment such as location, land use, construction date, and
footprint may be available at municipalities and local authorities. However, essential
information for structural modeling such as the building height and use, structure
system, and configuration are usually difficult to obtain in digital forms for specific
regions, particularly for large study areas. Collecting such information from various
sources using field survey techniques could be expensive. Hence, researchers need
to develop approaches to estimate building inventories from available data.

The Applied Technology Council proposed classifications based on specific
criteria such as the use or structure type (ATC-13 1985). Some previous studies
relied on tax data to determine different aspects of the built environment (French
and Muthukumar 2006). Although this is a realistic approach for certain urban areas
in the U.S., this data may not be available in other regions. Some characteristics of
the urban building stock such as the height may be obtained from satellite imageries,
while others could be obtained from the geometries of building footprints. The esti-
mated characteristics could be used to determine the needed inventory information
(French and Muthukumar 2006).

A case study is presented herein for a highly populated seismically vulnerable
area in the UAE, which extends from Dubai to Ajman. In considering the potential
consequences from natural hazard events, the building inventory is the most impor-
tant in this area because it represents concentrated economic and human assets.
Assembling a realistic building inventory database for this vast area is a significant
challenge due to the lack of detailed surveys and continuous changes in the built
environment. The existing databases available in municipalities did not provide the
structural characteristics needed to classify the building stock correctly for seismic
loss assessment. Hence, the inventory database was assembled using high-resolution
imageries in addition to several on-site surveys (Elnashai et al. 2008a; Moharram
et al. 2008b). Some information was obtained from municipalities in the form of a
Geographic Information System (GIS) format. The GIS data was utilized to provide
the verification needed for the database collected using imageries and on-site surveys.
Thus, the adopted approach to assemble a realistic building inventory involved: (i)
dividing the concerned area to zones and small sub-zones, (ii) collecting the needed
data from different zones using both imageries and on-site surveys, and (iii) verify-
ing the collected database using the GIS data by comparing the number of building
and their heights in various zones. The number of structures in different zones was
calculated, and the buildings were classified (Mwafy 2012b).

Owing to the importance of the classification criteria of the inventory in vulnera-
bility analysis, about 30,000 buildings were classified in Dubai using four different
criteria, namely: (i) the structure height, (ii) use, (iii) date of construction, and (iv)
population intensity of the related site. Ten classes of buildings were selected based
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on the number of stories to represent this diverse building inventory reliably, as
shown in Fig. 4. An emphasis was also given to critical and emergency facilities
such as police stations, fire stations, hospitals, and schools that may be used as shel-
ters. The building functionality after seismic events is vital to ensure a successful
emergency response. Buildings were thus classified into four categories according
to their occupancy, namely I, II, III and IV (ASCE/SEI-7 2010).

Figure 4 shows the classification of the buildings in accordance with the occu-
pancy. Moreover, the study area included several structures that were designed and
constructed according to different building codes. Therefore, the building inventory
in the study area was divided into two categories according to the date of construc-
tion (i.e. before 1991 and after 1991). This allowed classifying the building stock to
‘engineered’ and ‘pre-code’ structures. Finally, substantial seismic loss is expected in
highly populated areas associatedwith high seismic hazard. This emphasizes the need
for associating the building inventory to population density. The distribution of the
population in different study zones was obtained from the official population statis-
tics of the UAE (NMC 2013). Diverse sets of buildings representing the inventory in
the study area that extended from Dubai to Ajman were selected from the assembled
database for the vulnerability analysis. Owing to the diversity of the building stock
in the UAE, the selected benchmark structures for loss assessment comprised of a
range of structures of different structural features, as discussed hereafter.

2.3 Vulnerability

Fragility relationships describe the probability of reaching certain limit states as a
function of the intensity of input ground motion, as depicted in Fig. 2d (Alwaeli
et al. 2017a; Mwafy 2012a). The expected damage ratios obtained from the fragility
curves are multiplied by the value of the building or its retrofit costs. Fragility func-
tions are thus essential for seismic loss estimation and retrofit decisions (Ji et al.
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2007; Mwafy and Elkholy 2017). Physical damage to buildings has received focused
attention since it is the most common form of damage. However, damage to infras-
tructure, including electric, water, and natural gas distribution systems may also lead
to business interruption. Damage to transportation systems is also significant since
the emergency response and flow of production supplies will be affected (Elnashai
and Di Sarno 2015; Elnashai and Mwafy 2008). Finally, damage to critical facilities
such as police stations, fire stations, and hospitals can also result in significant con-
sequences because of the delay in the emergency response system (e.g. Mwafy and
Issa 2015).

Different methods are employed in previous studies to develop fragility functions
such as: (i) the experimental, (ii) empirical or observational, (iii) analytical, and (iv)
hybrid approaches (Calvi et al. 2006; Kwon and Elnashai 2006; Mwafy et al. 2015b;
Rossetto and Elnashai 2005). The experimental choice is time-consuming and very
costly. Damage probabilities have been derived in several previous studies using
observed damage data. The empirical or observational approach was first employed
in theU.S., Europe and Japan (e.g. Braga et al. 1982; Scawthorn et al. 1981;Whitman
et al. 1973). The original approaches were updated by several researchers (e.g. Di
Pasquale et al. 2005; Dolce et al. 2003), while revised approaches were also proposed
(e.g. Giovinazzi and Lagomarsino 2004; Orsini 1999; Rossetto and Elnashai 2003;
Rota et al. 2008; Shinozuka et al. 1997;Yakut 2004).Although the empirical approach
is realistic because the whole inventory is included considering with site properties,
collect an observation-based damage data for specific areas such as the UAE is
difficult. Therefore, collecting damage data from dynamic response simulations is
considered the most effective and practical choice in such regions (Mwafy 2012a).
Figure 5 depicts a flowchart describing the process needed for deriving analytical
fragility curves (Dumova-Jovanoska 2000).

Several analytical-based techniques for deriving fragility functions have been
adopted in the literature, with a diversity in numerical modeling, analysis proce-
dures, and damage models (e.g. Alwaeli et al. 2017a; Jeong et al. 2012; Ji et al. 2009;
Kwon and Elnashai 2006; Masi 2003; Mwafy 2012a; Rossetto and Elnashai 2005;
Singhal andKiremidjian 1996;WenandEllingwood2005;Wenet al. 2003).Dynamic
response simulation-based approaches are generally computationally demanding
because several inelastic response history analyses are needed to account for uncer-
tainties, mostly when adopting inelastic dynamic simulations, which is the most
reliable technique and hence is adopted in several research projects. The capacity
spectrum method was also adopted in previous studies and loss assessment systems
to develop fragility relationships. Under the effect of a specific earthquake scenario,
the performance of a structure is obtained from the intersection of an acceleration
spectrum representing the seismic demand and a pushover capacity spectrum (ATC
1996; Kircher et al. 1997).

Previous numerical studies also updated analytically-derived fragility functions
according to the observational data that were collected from previous earthquakes
(e.g. Rossetto and Elnashai 2005; Singhal and Kiremidjian 1998). The hybrid
fragility relationships mainly integrate real earthquake damage data with those from
analytically-generated damage statistics. This technique is useful when damage data
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at certain intensity is lacking. It also reduces the required computational effort to
derive a comprehensive range of fragility relationships (Barbat et al. 1996; Kappos
et al. 1998). The main issue in the hybrid technique for deriving fragility functions
is associated with the need to calibrate of the analytical-based damage results with
those from real earthquakes, considering that the two sets of results involve different
sources of uncertainty (Bommer and Crowley 2006; Calvi et al. 2006).

A case study is presented for the development of fragility functions for the build-
ing inventory in a highly populated seismically vulnerable area in the UAE. Three-
dimensional finite element idealizations were developed for a wide range of structure
with different characteristics to represent the diverse building inventory in the UAE.
The selected multi-story and high-rise buildings were designed to the codes enforced
in the study area. The results of the design process were utilized to model the struc-
tures for inelastic dynamic response simulations, which enable the development of
a diverse range of fragility functions of the building stock (Mwafy 2012a, b).

The detailed idealizations of the benchmark buildings for dynamic response sim-
ulations were performed using a fiber-based analysis platform (Elnashai et al. 2012).
This inelastic analysis platform can predict the deformation response of structures
under earthquake loading, considering thematerial inelasticity (Alwaeli et al. 2017b).
Several incremental dynamic analyses (IDAs) were carried out to derive the fragility
functions of the benchmark buildings (Mwafy and Elnashai 2001). Figure 6 depicts a
sample of the dynamic response simulation results under the effect of two earthquake
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Fig. 6 Damage data and Fragility functions of a 50-story structure calculated under the effect of
two earthquake scenarios (Mwafy 2012a, b)

scenarios, including the power law utilized for deriving the fragility functions. The
two earthquake scenarios represented both the long-distant and near-source earth-
quakes (Scenarios A and B, respectively). In total, 280 points representing ground
motion intensity-story drift values and generated using IDAs were plotted for each of
the considered structures. The results indicated that the damage data from the utilized
earthquake scenarioswere entirely different. The adopted performance indicators that
included Immediate Occupancy, Life Safety, and Collapse Prevention were observed
at notably higher intensity levels from Scenario B when compared with Scenario A.
This is due to the high spectral amplifications of Scenario A earthquakes, which
correspond to the most important modes of vibrations of the benchmark structures.
The results highlighted the vulnerability of the inventory in the study region to long
distant seismic events and reflected the need to study the seismic loss of different
types of structures and infrastructure in the region (Mwafy 2012a).

2.4 Social and Economic Consequences

Based on the physical damage predicted by the fragility relationships, the socioe-
conomic component quantifies short-term and long-term consequences, including
for instance economic losses and business disruption. This component also focuses
on illustrating how different people perceive risk and how organizations account for
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Fig. 7 Social and economic consequences of hazard events (French et al. 2010)

risk. Several previous social science studies were directed toward identifying the
social and economic consequences of natural disasters (e.g. Mileti 1999; Tierney
et al. 2001). Most of these studies focused on case studies, while few studies were
directed to developing models to quantify the short and long-term impacts from a
natural hazard that are obtained from physical damage. Figure 7 describes the rela-
tionship betweennatural hazard events and related social and economic consequences
(French 2005). It is shown that the actual consequences following an event include
different types of damage to buildings, transportation systems, infrastructure, and
critical facilities. The social and economic impacts of earthquakes can be classified
to: (i) housing, (ii) economic loss, (iii) health and (iv) social disruption, as shown in
Fig. 7 (French 2005; French et al. 2010). It is also important to distinguish the social
and economic consequences that occur immediately after an earthquake from those
that occur over a longer term. Most of the early studies were directed to the direct
consequences (Dowrick and Rhoades 1993; French 1995), while more recent stud-
ies have focused on accounting for both direct and indirect economic losses (Webb
et al. 2000, 2002). A comprehensive literature review on the social and economic
consequences is provided by French (French et al. 2010).

3 Risk Management Systems

3.1 Overview

In order to develop a risk management system at a regional scale, seismic hazard for
the concerned regionmust be integratedwith the infrastructure andbuilding inventory
along with vulnerability characteristics of representative structures for the exposed
inventories. Available technologies are used for combining different driving engines
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Fig. 8 Integrating different elements of loss assessment and mitigation into a risk management
system (e.g. MAE 2006)

of loss assessment and mitigation into a visualization platform. A risk management
platform is a data management and visualization system that can generate the loss
assessment results to allow for more informed decisions, as illustrated in Fig. 8
(e.g. MAE 2006). The risk management system calculates the seismic hazard of the
concerned site and integrates it with the vulnerability of the built environment at risk
to predict the loss distribution.

3.2 Earthquake Risk Management Systems

Risk management platforms use different approaches to assess the vulnerability of
the built environment. These systems may be classified into: (i) open source, and
(ii) closed source that is not available to the public (Daniell 2009). The open source
systems are listed in Table 1 with a summary of the applicable region, exposure lev-
els, hazard types, vulnerability types, and complexity of the socioeconomic module
(Daniell 2011). The loss estimation platform can be selected based on the case study
and required complexity.

In the risk management systems shown in Table 1, the vulnerability can be empir-
ical, analytical or hybrid techniques (Calvi et al. 2006). Structural criteria include
the number of floors, material properties, and member dimensions. Quality criteria
include the age of the structure and relative quality of construction (Daniell 2011).
Socioeconomic losses are related to damage. Simple approaches for estimating social
losses (Ss) include direct losses only, while complex methods for social losses (Sc)
also involve indirect losses. Similarly, simple economic losses (Es) include direct
losses,whereas complex approaches for estimating economic losses (Ec) also include
indirect economic losses. Amulti-criteria analysis can be used to decide the optimum
platform for earthquake risk management (Daniell 2011).

Some of the widely used earthquake loss estimation systems in the U.S., Europe
and worldwide are briefly reviewed in the following section, whereas more informa-
tion related to other platforms are available in Daniell (2009).
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3.3 Risk Management Systems in the U.S.

The multi-hazard loss estimation system of the Federal Emergency Management
Agency HAZUS combines different loss estimation engines and provides the needed
visualization, Fig. 1a (Kircher et al. 1997, 2006; Whitman et al. 1997). The platform
was developed for the U.S. states and Puerto Rico. In addition to the earthquakemod-
ule, HAZUS includes flood and hurricane modules (FEMA 2012; Scawthorn et al.
2006; Vickery et al. 2006). HAZUS provides a platform for more informed deci-
sions regarding disaster response planning and mitigation actions to reduce potential
losses. The HAZUS Earthquake module includes an Advanced Engineering Build-
ing Module and estimation of losses through ShakeMap (Kircher et al. 2006). This
enables constructing damage and loss functions that are utilized to estimate losses.
Following a seismic event, earthquake ground motion data are processed by the U.S.
Geological Survey to generate ShakeMaps (USGS 2018). Loss estimates recorded
ground motions are more reliable for the estimation of the earthquake impacts than
those obtained from prediction functions. HAZUS is commonly used to assess losses
in the U.S. because of its vast databases, while it may not be applicable for other
regions due to the lack of such databases or the differences in building types and
construction practice. However, HAZUS was modified and adopted in some regions
outside the U.S. (e.g. Shaw et al. 2007; Yeh et al. 2006).

The open source risk management system of theMid-America Earthquake Center
MAEviz is capable of developing risk mitigation strategies to minimize the impacts
of seismic events Fig. 1b. MAEviz can be expanded to take into account datasets
from regions outside the U.S. such as Turkey (Elnashai et al. 2008b, c). MAEviz was
built upon technologies that enable accessing the risk management system in envi-
ronments ranging from a web portal to a stand-alone software on PC (Myers et al.
2005; Spencer et al. 2005). Damage estimates and socioeconomic consequences can
be obtained with various mitigation strategies. The damage analysis estimates the
structural damage from a specific hazard. It quantified physical damage and expected
overall damage in the study region. MAEviz library includes different fragility func-
tions that represent a range of buildings with different properties (Karaman et al.
2008).MAEvizwas designed tomeet the evolving needs of researchers and decision-
makers (Elnashai et al. 2008b).

3.4 In Europe

The seismic loss estimation using a logic tree approach SELENA was developed by
NORSAR, which is a national resource center supported by the Norwegian Interna-
tional Centre for Geohazards. This open source system follows the HAZUS damage
probability methodology. The system uses the capacity spectrummethod and consid-
ers uncertainty (Lang et al. 2008;Molina et al. 2010). Calibrations were conducted to
the case study of Oslo, Norway. GIS viewers such as ArcView can be implemented
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to display losses. GIS viewer was also integrated with SELENA to enable the direct
viewing of the results (Lang and Gutiérrez 2010).

3.5 Worldwide

The Central American Probabilistic Risk Assessment (CAPRA) is a joint project
between Central American countries, including Nicaragua, Costa Rica, Honduras,
Guatemala, El Salvador, Belize, and Panama. The objective is to produce a region-
specific earthquake loss estimation model using a standard methodology and to pro-
vide tools through a disaster risk information platform (Anderson 2008;Cardona et al.
2010). CAPRA is an open source that considers different natural hazards by prob-
abilistic risk evaluation using a platform that combines GIS data through a Google
Map viewer-type system. The platform can be used for seismic hazard as well as
other hazards types.

4 Applications of Earthquake Risk Management Process

4.1 Overview

Several risk management research projects have been conducted in different parts of
the world (e.g. Ansal et al. 2009; Cagnan et al. 2008; Costa et al. 2010; Elnashai et al.
2008a; Erberik 2010; Erdik et al. 2010; Kyriakides et al. 2005; Sedan et al. 2013;
Vicente et al. 2011). However, few studies were directed to the built environment
in some regions such as the Middle East (e.g. Dorra et al. 2013; Moharram et al.
2008b; Mwafy et al. 2015a; Sobaih and Nazif 2012). The following brief review of
the studies carried out in the U.S. and the Mediterranean region reflects the urgent
need for a global risk management system to provide a platform for formulating
realistic risk reduction strategies that can suit different regions’ vulnerability and
built environment (e.g. GEM2013; Silva et al. 2014). Furthermore, there is a pressing
need for multi-disciplinary graduate courses that prepare students and engineers for
addressing complex real-life problems such as earthquake risk management. An
example of suchmulti-disciplinary courses is also reviewed in the following sections.

4.2 Sample of Risk Assessment Studies in the U.S.

Several risk management studies have been carried out in the U.S. (Elnashai et al.
2008a, 2009; Remo and Pinter 2012). For instance, Elnashai et al. (2008a) employed
the HAZUS-MH (FEMA 2012) libraries of models. Almost all HAZUS data was
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over-written bymore comprehensive information. Ten scenarioswere used to identify
the consequences of earthquakes on eight states in the Central USA. Also, liquefac-
tion susceptibility characterization, inventory updates, and advanced social impact
modeling were incorporated to provide a reliable impact assessment. The study con-
cluded that for an earthquake originating in both the northern and southern portions
of the New Madrid Seismic Zone, thousands of buildings could be damaged and
tens of thousands will be without homes. Critical infrastructure will be heavily dam-
aged. Many hospitals nearest to the rupture zone will not be able to care for patients.
The transportation system will not be functioning. Emergency services and schools
will be severely affected due to damage. More information related to this study is
discussed by Elnashai et al. (2008a).

Elnashai et al. (2009) employed HAZUS (FEMA 2012) again but with more
reliable data to determine damage to infrastructure, economic losses, and casualties
(Dueñas-Osorio 2005; Genctürk et al. 2007; Kim et al. 2007; Nielson andDesRoches
2006, 2007a, b).MAEviz (2013)was also used to assess transportation and utility net-
works in the Central U.S. (Kim 2007).Major river crossings, dams, leaves, hazardous
materials, and secondary flood risk were assessed. Additional models were utilized
to determine various social vulnerabilities, social impacts, and rescue requirements.
The results pointed towards considerable infrastructure damage, economic losses,
and flood risk. It was also concluded that some consequences might be minimized
through retrofit techniques in vulnerable areas.More information related to this com-
prehensive study was discussed by Elnashai et al. (2009).

4.3 In the Mediterranean Region

Several studies were undertaken to assess the earthquake risk in the Euro-
Mediterranean region (e.g. Ansal et al. 2009; Cagnan et al. 2008; Costa et al. 2010;
Elnashai et al. 2008a; Erberik 2010; Erdik et al. 2010; Kyriakides et al. 2005; Sedan
et al. 2013; Strasser et al. 2008; Vicente et al. 2011). Cagnan et al. (2008) proposed
a framework for the assessment of seismic losses in the Euro-Mediterranean region
within the project Network of Research Infrastructures for European Seismology.
The research project was conducted by research teams from Imperial College Lon-
don, NORSAR and ETH Zurich. LossMaps provided the required information after
an earthquake to European emergency response agencies, like the USGS PAGER
system. A pilot application was conducted for Turkey. Loss estimations were cal-
culated for the 1999 Kocaeli earthquake using several approaches and comparisons
made with observed values.

A ground-shaking model and an inventory database were developed to assess
the earthquake losses for the Greater Cairo (Moharram et al. 2008a, b). The city
was divided into several census-tracts of classified building and soil characteristics,
which was a fundamental step for developing a loss model. Tectonic configuration,
seismicity and hazard studies for the study region were used to define the hazard.
This was followed by collating geological and soil condition data using several bore-
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holes to classify the soil deposits. The building inventory was prepared using ground
surveys and satellite imageries. The vulnerability of representative structures, which
were designed according to the design provisions and construction practices, was
assessed using static nonlinear analyses. The capacity-spectrum method was used
for assessing the structural performance. The results were used to develop a loss
model for possible seismic events in the study area. Dorra et al. (2013) also evalu-
ated the vulnerability of the building inventory in the Greater Cairo using available
fragility functions. The vulnerability of the infrastructure networks was assessed
using fragility curves. Based on the assessment of direct impacts of earthquakes,
the results indicated that the losses related to buildings significantly exceeded those
related to infrastructure. A macroeconomic model was proposed to account for the
damage to the inventory and related indirect economic losses. It was concluded that,
for extreme scenarios, indirect losses could exceed direct losses (Dorra et al. 2013).

4.4 Multi-disciplinary Course on Earthquake Risk
Management

The development of a multi-disciplinary graduate course related to seismic risk man-
agement was discussed in detail by Hashash et al. (2012). The course was devel-
oped based on the MAE Center’s risk management framework, as explained earlier
(Elnashai and Hajjar 2006; MAE 2006). This was a unique course to expose students
to advanced multi-disciplinary risk management topics that were taught by experts
from various institutions and fields. The course, which was offered successfully at
the University of Illinois at Urbana-Champaign, opened new opportunities in teach-
ing the complex seismic risk management topics by the integration of engineering,
information technology, and socioeconomic science in a multi-disciplinary graduate
course.

Inter-disciplinary course topics were covered, including the seismic risk manage-
ment framework, earthquake hazards, site effects, ground failure, structural dynam-
ics, fragility assessment, structural retrofit, inventory technologies, socioeconomic
consequences of seismic events, vulnerability of networks, and loss assessment tech-
niques. Table 2 provides a summary of themulti-disciplinary riskmanagement course
format that was offered at the University of Illinois at Urbana-Champaign. Figure 9
also shows the distribution of the topics covered by the credit course among the
main components of the risk management framework. The concepts discussed in
each topic of the course were consolidated through assignments that were graded
by the instructor of the topic. In addition to group work on topic assignments, stu-
dents worked in groups on a comprehensive term-long capstone project related to
the earthquake risk management.

The capstone project consolidated the concepts related to seismic risk manage-
ment and emphasized the significance of interdisciplinary collaboration. The com-
prehensive capstone project focused on assessing the loss of a region and evaluating
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Table 2 Different components of the risk management course offered at the University of Illinois
at Urbana-champaign by instructors from different universities (Hashash et al. 2012)

Topics/activities University and lecturer of topic/activity

Introduction to the CRM course UIUC2,3,6

Overview of CRM framework UIUC1

The Kocaeli earthquake UIUC1

The Northridge earthquake UIUC1

Comprehensive project GT7 and UIUC3,6

Probabilistic decision support GT8

Social and economic impact analysis GT9

Fragility analysis TAMU14

Uncertainty modeling GT10

Seismic hazard assessment UIUC3

Site response effects and analysis UIUC3

Liquefaction and permanent ground deformation GT11

Structural dynamics GT12

Inventory technologies GT13

Term exam UIUC2,3,6

Network performance GT7

Network loss modeling UTA15

Human-computer interaction and user perception UIUC4

Introduction of grid technology UIUC4

Loss estimation tool-MAEviz UIUC4

Mitigation of earthquake losses UIUC1

Mitigation of earthquake losses—land use policy UIUC5

Seminar on the course project UIUC2,3,6

Final exam UIUC2,3,6

UIUC: The University of Illinois at Urbana-Champaign, Profs. 1A. S. Elnashai, 2J. F. Hajjar, 3Y.
Hashash, 4B. F. Spencer, 5R. Olshansky, and 6Dr. A. M. Mwafy
GT: Georgia Institute of Technology, Profs. 7R. DesRoches, 8A. Bostrom, 9S. French, 10B. Elling-
wood, 11G. Rix, 12B. Goodno, and 13S. French
TAMU: Texas A&M University, 14Prof. J. Bracci
UTA: University of Texas Austin, 15Prof. T. Waller

seismic mitigation approaches. The considered systems for loss assessment were
the transportation network and emergency facilities in Charleston, South Carolina,
U.S. The project included three phases: (i) Rapid Assessment of losses in the cen-
tral U.S., (ii) Decision Making to investigate the need for mitigation actions for the
existing infrastructure, and (iii) Consequence Minimization to assess the impact of
mitigation approaches on reducing seismic losses. The loss estimation tools used
were HAZUS-MH and MAEviz (FEMA 2012; MAEviz 2013).
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Fig. 9 The contribution of earthquake risk management components to the topics covered by the
multi-disciplinary course (Hashash et al. 2012)

In the first assessment step, students learned to estimate seismic hazard using
risk management platforms. Estimation of the monetary losses using HAZUS cor-
responds to another step of the capstone project. Afterward, each participant took a
role to ensure seismic safety of the study area. Each student defined the acceptable
consequences and studied the impacts of different mitigation actions to minimize the
anticipated losses. Students developed their approach to compare the costs and ben-
efits of mitigation approaches. Finally, they recommended a plan for the seismic risk
mitigation of the concerned systems in the study area. The seismic risk management
course provided an example of multi-disciplinary courses that prepare students for
addressing complex problems such as earthquake risk management (Hashash et al.
2012).

5 Conclusions

The earthquake risk represents a challenge in several parts of the world. The high
losses from previous earthquakes confirm the needs for earthquake risk management
systems in earthquake-prone regions to provide plans and strategies for minimizing
the seismic losses. Such plans should include geosciences, engineering, information
technology, and socioeconomic sciences to deliver a complete solution to earthquake
risk. This chapter provided an overview of the earthquake risk management frame-
work, and briefly reviewed the approaches that were proposed and implemented to
mitigate seismic risk in different regions.
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Frameworks for seismic loss assessment and for implementing alternatives tomin-
imize the expected losses were reviewed. A regional earthquake risk management
system requires a multi-disciplinary framework that incorporates the definition of
seismic hazard, physical damage, and socioeconomic consequences. Physical dam-
age should be evaluated for the entire built environment, while long-term impacts
of earthquakes should be considered when estimating socioeconomic consequences.
This system can provide realistic estimates of losses and mitigation measures with
associated uncertainties.

The main components seismic risk management systems were discussed in this
chapter. The procedures used to assess the seismic hazard along with a case study
for the seismic hazard in the UAE were briefly covered. The description of the
built environment at risk, which is the most challenging aspect of performing a loss
estimation study, was discussed. Innovative approaches are needed to collect the
information needed for loss assessment using existing data and new technologies.
A case study was presented for collecting and classifying the building inventory in
a highly populated seismically vulnerable area in the UAE. Different approaches
and steps for deriving vulnerability relationships were also reviewed. Vulnerability
relationships describe the probability of reaching certain limit states as a function of
ground motion intensity. The expected damage ratios obtained from fragility curves
aremultiplied by the value of the structure or an estimate of its repair costs to estimate
the losses. The combined physical damage to buildings, infrastructure, transportation
systems, and critical facilities should be estimated since it can produce significant
consequences. A case study was presented for the development of vulnerability
relationships for buildings in the UAE. This included detailed structural design and
numerical idealizations of a diverse range of representative structures as well as
response history analyses using different sets of input ground motions. Finally, the
short- and long-term socioeconomic consequences of earthquakes were highlighted.

The importance of riskmanagement platforms and their classificationwere briefly
discussed. These systems provide data management and visualization that can com-
bine the comprehensive loss assessment and mitigation data to arrive at the most
suitable decision for minimizing risk. Commonly used earthquake risk management
systems were also reviewed. Different applications of the risk management process
were briefly discussed. Several risk management research projects have been con-
ducted in different parts of the world. However, few studies were directed to the
built environment in specific regions such as the Middle East. The presented review
in this report reflected the pressing need for developing a global risk management
system to assist in formulating effective risk reduction strategies in different regions.
Multi-disciplinary courses that prepare students and engineers for addressing com-
plex real-life problems such as the earthquake risk management are urgently needed.
An example of such multi-disciplinary courses was briefly presented in this chapter.
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Karaman, H., Şahin, M., & Elnashai, A. S. (2008). Earthquake loss assessment features of Maeviz-
Istanbul (Hazturk). Journal of Earthquake Engineering, 12, 175–186.

Kim, Y. S. (2007). Seismic loss assessment and mitigation of critical urban infrastructure systems.
Illinois: University of Illinois at Urbana-Champaign.

Kim, Y. S., Spencer, B. F., Song, J., Elnashai, A. S., & Stokes, T. (2007). Seismic performance
assessment of interdependent lifeline systems, CD Release 07-16. Illinois: Mid-America Earth-
quake Center, University of Illinois at Urbana-Champaign.

Kircher, C. A., Nassar, A. A., Kustu, O., & Holmes, W. T. (1997). Development of building damage
functions for earthquake loss estimation. Earthquake Spectra, 13, 663–682.

Kircher, C. A., Whitman, R. V., & Holmes, W. T. (2006). HAZUS earthquake loss estimation
methods. Natural Hazards Review, 7, 45–59.

Kramer, S. L. (1996). Geotechnical earthquake engineering. New Jersey: Prentice Hall.
Kwon, O. S., & Elnashai, A. S. (2006). The effect of material and ground motion uncertainty on
the seismic vulnerability curves of RC structure. Engineering Structures, 28, 289–303.

Kyriakides, N., Pilakoutas, K., & Kythreoti, S. (2005). Earthquake risk assessment. Case study:
Cyprus. In: IABSE Symposium Report, 2005 (pp. 67–74). International Association for Bridge
and Structural Engineering.

Lang, D. H., & Gutiérrez, F. V. (2010). RISe—A Google Earth-based tool to illustrate seismic risk
and loss results. Earthquake Spectra, 26, 295–307.

Lang, D. H., Molina-Palacios, S., & Lindholm, C. D. (2008). Towards near-real-time damage esti-
mation using a CSM-based tool for seismic risk assessment. Journal of Earthquake Engineering,
12, 199–210.

MAE. (2006). Mid-America Earthquake Center Ninth Year Annual Report.
MAEviz. (2013). MAE Center seismic loss assessment system. Available at http://mae.cee.illinois.
edu/software/software_maeviz.html, last access: October 2013.

Masi, A. (2003). Seismic vulnerability assessment of gravity load designed R/C frames. Bulletin of
Earthquake Engineering, 1, 371–395.

Mileti, D. (1999). Disasters by design: A reassessment of natural hazards in the United States.
Washington: National Academies Press.

Moehle, J., & Deierlein, G. G. (2004). A framework methodology for performance-based earth-
quake engineering. In Proceedings of the 13th World Conference on Earthquake Engineering
(pp. 3812–3814).

Moharram, A. M., Elghazouli, A. Y., & Bommer, J. J. (2008a). Scenario-based earthquake loss
estimation for the city of Cairo, Egypt. Georisk, 2, 92–112.

Moharram, A. M., Elghazouli, A. Y., & Bommer, J. J. (2008b). A framework for a seismic risk
model for Greater Cairo. Soil Dynamics and Earthquake Engineering, 28, 795–811.

Molina, S., Lang, D., & Lindholm, C. (2010). SELENA—An open-source tool for seismic risk
and loss assessment using a logic tree computation procedure. Computers & Geosciences, 36,
257–269.

Mwafy, A. (2012a). Analytically-derived fragility relationships for the modern high-rise buildings
in the UAE. The Structural Design of Tall and Special Buildings, 21, 824–843. https://doi.org/
10.1002/tal.642.

Mwafy, A. (2012b). Classification and idealization of the building stock in the UAE for earthquake
loss estimation. In:15thWorldConferenceonEarthquakeEngineering, 24–28September,Lisbon,
Portugal. International Association for Earthquake Engineering.

Mwafy, A. (2013). Use of overstrength and inelastic response in seismic design. Structures and
Buildings, The Institution of Civil Engineers (ICE), 166, 282–297. https://doi.org/10.1680/stbu.
11.00022.

Mwafy, A., Ashri, A., & Issa, A. (2015a). Probabilistic vulnerability assessment of the building
inventory in an extended seismically active area in the UAE. In 3rd International Conference on
Engineering Geophysics, 15–18 November, Al Ain, UAE.

http://mae.cee.illinois.edu/software/software_maeviz.html
https://doi.org/10.1002/tal.642
https://doi.org/10.1680/stbu.11.00022


Earthquake Risk Management Systems … 155

Mwafy, A., & Elkholy, S. (2017). Performance assessment and prioritization of mitigation
approaches for pre-seismic code structures. Advances in Structural Engineering, 20, 917–939.
https://doi.org/10.1177/1369433216667188.

Mwafy, A., & Elnashai, A. S. (2001). Static pushover versus dynamic collapse analysis of RC
buildings. Engineering Structures, 23, 407–424. https://doi.org/10.1016/s0141-0296(00)00068-
7.

Mwafy, A., Elnashai, A. S., Sigbjornsson, R., & Salama, A. (2006). Significance of severe distant
and moderate close earthquakes on design and behavior of tall buildings. The Structural Design
of Tall and Special Buildings, 15, 391–416. https://doi.org/10.1002/tal.300.

Mwafy, A., Hussain, N., & El-Sawy, K. (2015b). Seismic performance and cost-effectiveness of
high-rise buildings with increasing concrete strength. The Structural Design of Tall and Special
Buildings, 24, 257–279. https://doi.org/10.1002/tal.1165.

Mwafy, A., & Issa, A. (2015). Vulnerability assessment of seismic retrofit measures for frame
and wall pre-code buildings. In Eighth International Structural Engineering and Construction
Conference, 23–28 November, Sydney, Australia.

Mwafy, A., & Khalifa, S. (2017). Effect of vertical structural irregularity on seismic design of tall
buildings. The Structural Design of Tall and Special Buildings, 26, e1399. https://doi.org/10.
1002/tal.1399.

Myers, J., Spencer, B., Jr., & Navarro, C. (2005). Cyberinfrastructure in support of earthquake loss
assessment: The MAEviz cyberenvironment. In Proceedings of the First International Workshop
on an Earthquake Loss Estimation Program for Turkey, HAZTURK-2005, Istanbul, Turkey.

Nielson, B.G.,&DesRoches, R. (2006). Influence ofmodeling assumptions on the seismic response
of multi-span simply supported steel girder bridges in moderate seismic zones. Engineering
Structures, 28, 1083–1092.

Nielson, B. G., & DesRoches, R. (2007a). Analytical seismic fragility curves for typical bridges in
the central and southeastern United States. Earthquake Spectra, 23, 615–633.

Nielson, B. G., &DesRoches, R. (2007b). Seismic fragility methodology for highway bridges using
a component level approach. Earthquake Engineering & Structural Dynamics, 36, 823–839.

NMC. (2013). UAE yearbook. Dubai, United Arab Emirates: Jumeirah Beach Residence.
Orsini, G. (1999). A model for buildings’ vulnerability assessment using the parameterless scale of
seismic intensity (PSI). Earthquake Spectra, 15, 463–483.

Pascucci, V., Free, M., & Lubkowski, Z. (2008). Seismic hazard and seismic design requirements
for the Arabian Peninsula region. In The 14th World Conference on Earthquake Engineering.

PEER. (2015). PEER NGA database. Berkeley, California: Pacific Earthquake Engineering
Research Center, University of California. http://peer.berkeley.edu/nga. Accessed June 2014.

Peiris,N., Free,M., Lubkowski, Z.,&Hussein,A. (2006) Seismic hazard and seismic design require-
ments for the Arabian Gulf region. In First European Conference on Earthquake Engineering
and Seismology (pp. 4–6).

Porter, K. A. (2003). An overview of PEER’s performance-based earthquake engineering method-
ology. InConference on Applications of Statistics and Probability in Civil Engineering (ICASP9)
(pp. 6–9). San Francisco, CA: Civil Engineering Risk and Reliability Association (CERRA).

Reiter, L. (1990). Earthquake hazard analysis: Issues and insights. NewYork: Columbia University
Press.

Remo, J. W., & Pinter, N. (2012). Hazus-MH earthquake modeling in the central USA. Natural
Hazards, 63, 1055–1081.

Rossetto, T., & Elnashai, A. (2003). Derivation of vulnerability functions for European-type RC
structures based on observational data. Engineering Structures, 25, 1241–1263.

Rossetto, T., & Elnashai, A. (2005). A new analytical procedure for the derivation of displacement-
based vulnerability curves for populations of RC structures.Engineering Structures, 27, 397–409.

Rota, M., Penna, A., & Strobbia, C. (2008). Processing Italian damage data to derive typological
fragility curves. Soil Dynamics and Earthquake Engineering, 28, 933–947.

https://doi.org/10.1177/1369433216667188
https://doi.org/10.1016/s0141-0296(00)00068-7
https://doi.org/10.1002/tal.300
https://doi.org/10.1002/tal.1165
https://doi.org/10.1002/tal.1399
http://peer.berkeley.edu/nga


156 A. Mwafy

Scawthorn, C., Flores, P., Blais, N., Seligson, H., Tate, E., Chang, S., et al. (2006). HAZUS-MH
flood loss estimation methodology. II. Damage and loss assessment. Natural Hazards Review, 7,
72–81.

Scawthorn, C., Iemura, H., & Yamada, Y. (1981). Seismic damage estimation for low-and mid-rise
buildings in Japan. Earthquake Engineering & Structural Dynamics, 9, 93–115.

Sedan, O., Negulescu, C., Terrier, M., Roulle, A., Winter, T., & Bertil, D. (2013). Armagedom—A
tool for seismic risk assessment illustrated with applications. Journal of Earthquake Engineering,
17, 253–281.

Shama, A. A. (2011). Site specific probabilistic seismic hazard analysis at Dubai Creek on the west
coast of UAE. Earthquake Engineering and Engineering Vibration, 10, 143–152.

Shaw, D., Yeh, C. H., Jean, W. Y., Loh, C. H., & Kuo, Y. L. (2007). A probabilistic seismic risk
analysis of building losses in Taipei: An application of Haz-Taiwan with its pre-processor and
post-processor. Journal of the Chinese Institute of Engineers, 30, 289–297.

Shinozuka, M., Chang, S. E., Eguchi, R. T., Abrams, D. P., Hwang, H. H., & Rose, A. (1997).
Advances in earthquake loss estimation and application to Memphis, Tennessee. Earthquake
Spectra, 13, 739–758.

Sigbjornsson, R., & Elnashai, A. S. (2006). Hazard assessment of Dubai, United Arab Emirates,
for close and distant earthquakes. Journal of Earthquake Engineering, 10, 749–773.

Silva, V., Crowley, H., Pagani,M.,Monelli, D., & Pinho, R. (2014). Development of the OpenQuake
engine, the global earthquake model’s open-source software for seismic risk assessment. Natural
Hazards, 72, 1409–1427.

Singhal, A., & Kiremidjian, A. S. (1996). Method for probabilistic evaluation of seismic structural
damage. Journal of Structural Engineering, 122, 1459–1467.

Singhal, A., & Kiremidjian, A. S. (1998). Bayesian updating of fragilities with application to RC
frames. Journal of Structural Engineering, 124, 922–929.

Sobaih, M. E., & Nazif, M. A. (2012). A proposed methodology for seismic risk evaluation of
existing reinforced school buildings. HBRC Journal, 8, 204–211.

Spencer, B., Myers, J., Yang, G., & Navarro, C. (2005). MAEviz/NEESgrid and applications
overview. In Proceedings of the First International Workshop on an Earthquake Loss Estimation
Program for Turkey, HAZTURK-2005, Istanbul, Turkey.
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Making Homes More Resilient
to Flooding: A New Hybrid Approach

Taiwo J. Adedeji, David G. Proverbs, Victor O. Oladokun and Hong Xiao

1 Introduction

The impact of flooding on the built environment and particularly residential build-
ings, is severe and far-reaching. The damage caused to buildings through even fairly
shallow flooding can take many months to repair and, in the case of deep water
flooding, can cause extensive damage to the structure (ODPM 2003). These resi-
dential buildings represent a large part of the built environment and play a vital role
in meeting one of the basic human needs of providing shelter (Sirochmanova et al.
2016). In Europe, about 75% of the building stock is residential property (Ecofys
and BioIntelligence 2010). Due to factors such as urbanization, change in land use
patterns and climate change, the number of buildings exposed to flood risk is increas-
ing. According to figures from the Environment Agency (2014), it is estimated that
there are 5.4 million properties at risk of flooding in England. Of these, 2.4 million
are at risk from rivers or the sea, 3 million from surface water and 600,000 are at
risk from both. With this growing flood risk, the need to address these challenges
becomes more apparent (Adedeji et al. 2018).

In recent years, UK flood riskmanagement policy has shifted towards recognising
that it is no longer considered feasible to prevent all flooding, and instead, efforts
should be towards improved management as captured under the ‘living with water’
philosophy (DEFRA 2005). This approach entails recognising that some flooding
will occur and adopting approaches that help to reduce the impacts and improves
resilience (Oladokun et al. 2017). For many homes, this largely depends on howwell
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prepared the property and homeowners are before a flood event; how these respond
and react during flooding; and how they recover after the flood event.

A number of innovative approaches have been developed towards reducing the
impacts of flooding on homes (Oladokun et al. 2017). At the outset, structural mea-
sures such as flood defences, dams and levees were put in place to provide protection
against flooding (Proverbs and Lamond 2017). However, despite the huge investment
in structural approaches and engineering measures, flooding still remains as one of
the greatest threats to buildings and the wellbeing of humans. More recently, the
concept of flood resilience has gained wide recognition in the domain of flood risk
management (Oladokun et al. 2017). The concept focuses on the development and
adaptation of buildings to the risk of flooding (Wingfield et al. 2005; Kazmierczak
and Connelly 2011). This involves constructing buildings that are resilient to flood
risk using features that prevent flood damage to the components of a building, such
as the sub-structure and super structure, services, fixtures and fittings and the effect
that flood water has on them (Jha et al. 2012). Resilient design also ensures that items
such as electric sockets and service meters are raised above expected flood levels
and the use of resilient materials that do not deform or disintegrate on contact with
floodwater.

Muchhas beendone andput in place to ensure the quick recovery of buildings from
the impact of flooding through the use of property level flood protection (Lamond,
et al. 2016). Meanwhile as important as these measures are, their efficacies to a
large extent depends on the characteristics (such as socio-economic factors) of the
residents. Humanswill continue to interact with buildings and so it becomes essential
to recognise the human factors that promote resilience against the impact of flooding
within the building. For example, a homeowner’s decision to choose a lower flood
insurance scheme or exclude content insurance based on their financial capacity will
impact the household resilience. Therefore, factors such as financial capacity, level of
flood awareness, exposure rate and previous flood experiencewill influence decisions
taken on the level of resilience in the building. That is, the residents have roles to
play in determining the degree of resilience present in a building. While much of the
research on property flooding is focused on either making the building or the human
components resilient (ODPM2003; Joseph et al. 2015), it is essential to consider both
components concurrently in order to improve the resilience of the household. This
chapter attempts to further expound the property level flood resilience framework
developed earlier by the authors (Adedeji et al. 2018) and then goes on to describe
how this framework could be used in practice by a range of stakeholders to improve
resilience.

The following narrative explains this in four main sections. The first section dis-
cusses the concept of resilience as viewed by disciplines relevant for its application
in the purview of property level flood resilience; the following section assesses the
impacts of flooding on buildings and humans—which is key to this discourse as the
essence of resilience is tominimise flood risk exposure and damage caused; the subse-
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quent section focuses on the flood resilience measures within the building alongside
the factors that convey resilience in human terms. Finally, the implications of the
framework as a tool for use by stakeholders, such as homeowners, property experts,
surveyors and insurers, in practice are then described before drawing conclusions.

2 The Concept of Resilience

The concept of resilience focuses on a system’s ability to deal with disturbance,
surprise and change. The field of resilience is broad and diverse (VanBreda 2001).
Areas of application include ecosystem stability (Holling 1973; Gunderson 2010),
engineering infrastructure (Tierney and Bruneau 2007), psychology (Fletcher and
Sarkar 2013), the behavioural sciences (Norris 2010) and disaster risk reduction
(Cutter et al. 2008). In spite of its diversity and lack of specificity in meaning, it has
emerged as a fusion of ideas from multiple disciplinary traditions which has encour-
aged the liberal and enthusiastic use of the concept by policy makers, practitioners
and academics (McAslan 2010).

Consequently, the multidisciplinary nature makes the concept a convenient tool to
address howboth components (building and human) respond and stay fit in the face of
adversity. Different disciplines focus on each of the components, with psychological
resilience focusing on understanding the behaviour of residents while engineering
resilience focusing on building resilience (Adedeji et al. 2018).

2.1 Psychological Resilience

The American Psychological Association has defined resilience as the process
of adapting well in the face of adversity, trauma or substantial sources of stress
(American Psychological Association 2014). The interest of psychological resilience
is mostly human (Adedeji et al. 2018). Moreover, with the exposure to adversity
perceived as universal human experience (Fikretoglu andMcCreary 2012) and much
literature published on the negative psychological impact of experiencing these
adversities, the phenomenon of psychological resilience tends to pay attention to the
coping capacity, which leads to positive adjustment and healthy developments, even
in the face of these massive adversities (Neria et al. 2008). The positive adjustment
entails the factors that enable certain individuals to withstand the pressure they
experience in their lives (Fletcher and Sarkar 2013; Graber et al. 2015).

Over the past two decades, psychologists’ understanding of the way humans
function in challenging situations has developed rapidly (Fletcher and Sarkar, 2013).
Currently research on human resilience is focused on understanding how individuals
overcome the adversities they experience rather than trying to identify protective
factors (such as traits) (Luthar et al. 2000). This has prompted researchers to study
the characteristics of individuals who thrived while living in difficult circumstances
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(Werner and Smith 1992). In the psychology research literature, numerous definitions
of resilience have been offered with majority of the definitions centred on two core
concepts: adversity and positive adaptation (Fletcher and Sarkar 2013). This makes
its application to flooding appropriately forward-looking and result oriented.

2.2 Engineering Resilience

In engineering, the interest in resilience is to ensure stability and guarantee func-
tionality in engineering systems that are confronted by disturbances, which are often
associated with low chances of failures or, in the case of failure, quick recovery to
functional state (Wang and Blackmore 2009). It is however defined as the ability
to maintain stability (Holling 1973). This engineering resilience concept comprises
of resistance to, and recovery from disturbances albeit in measurement terms, the
focus is apparently on recovery. The sooner the system’s functionality is restored,
the better the resilience (Hashimoto et al. 1982; Hollnagel et al. 2008).

For instance, the building is an engineering system with different subsystems like
the structural, electrical, mechanical parts put together to service the residents. Engi-
neering resilience thus emphasizes the ability of these different parts to bounce back
to the normal state when displaced from their position of servicing the residents.
Therefore, the concept of engineering resilience provides a rigorous yet valuable
way of formalizing resilience which has been helpful in setting up appropriate indi-
cators, standards and norms for infrastructure. According to Bruneau et al. (2003),
this kind of resilience depends on four properties: robustness, which reflects the
physical strength to cope in the presence of a disturbance without functional degra-
dation; redundancy, which represents the degree to which system’s components can
be substituted; resourcefulness, which stands for the capacity to recognise problems
and assign needed resources; and rapidity, which denotes the capacity to restore
the system in good time (Bruneau et al. 2003). However, in an attempt to measure
these properties, some basic engineering attributes for fail-safe design, such as pre-
dictability, constancy and efficiency, have become the principal focus. According
to de Bruijn et al. (2017), sustaining a function and the maintenance of an existing
situation are fundamentals to engineering resilience.

3 The Impacts of Flooding

To appreciate resilience, it is important to know what we are building resilience
against. The impact of flooding on properties does not affect the building and its
contents alone but also the residents since the buildings are designed to accommodate
humans. While there is a wide-ranging debatable opinion that flood only causes
damage to property, the devastating impact is seen on lives too (Wingfield et al.
2005). Flooding has the potential to inflict both physical and emotional distress on
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people (Wingfield et al. 2005). The flood depth, flood duration and the presence of
contaminants in the floodwater are themain characteristics of flooding that determine
the degree of damage caused both to building and humans.. However, the interim
guidance for improving the flood resistance of domestic and small business buildings
published by the Office of the Deputy PrimeMinister reports that the most important
aspect to remember is that the damage to property is only a minor part of the true
human cost of a flood (ODPM 2003). It identifies the stress that accompanies losing
personal possessions, having to live in temporary accommodation while repairs are
being done and also the trauma of cleaning up and restoration as huge. Flood losses,
both to property and lives, have been categorized as direct and indirect with further
classification as tangible and intangible based on whether or not these losses can be
assessed in monetary values (Joseph 2014).

3.1 Direct and Indirect Impacts

Direct damage refers to the physical damage by floods to buildings and lives while
indirect damage refers to the losses that occur due to the disruption of some activity
by the flood, referred to as damage caused by secondary effects. Smith and Ward
(1998) argued that direct losses to floods happen immediately after the event as a
result of the physical contact of the flood waters with damageable property and with
human. However, indirect losses which are less easily connected to the flood disaster
and often operate on long time scales, may be equally, or even more important. In
order to understand what we are building resilience against, that is the flood impacts,
it is essential to view the different category of impacts to buildings and humans.
Meanwhile, the losses to each of these components, buildings and humans, require
a different mitigation approach (Adedeji et al. 2018) and this is discussed in a latter
section. Next section presents details on the classification of these impacts.

3.2 Impacts on Buildings

During floods, water can gain entry into building causing damage to structures, elec-
trical installations, floors and walls, and partial or total destruction of any other item
that comes in contact with the water. Even while some furniture, fittings and personal
possessions may dry out after being exposed to floodwater, they may be permanently
stained (ODPM 2003). This physical damage to buildings and their contents is a
direct impact which is considered tangible because it can be measured in terms of
replacement or reinstatement cost (Queensland Government 2002). Meanwhile, the
other forms of tangible but indirect impacts include the loss of building value, loss
of utility supplies like electricity, water and gas which could be fixed. Loss of irre-
placeable items like memorabilia is regarded as direct intangible cost. These impacts
are shown in Fig. 1 (Table 1).
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Fig. 1 The property level flood resilience framework. Source Adedeji et al. 2018

Table 1 Classification of the flood impacts to the building and human components

Building Human

Tangible Intangible Tangible Intangible

Direct Physical damage
to building and
contents

Loss of
irreplaceable items
Loss of
memorabilia

Injuries and
fatalities
Hypothermia
Ill health

Indirect Loss of house
value
Loss of utility
supplies (like
electricity, gas,
water)

Increase travel
cost
Increase in
insurance
premium
Repair costs

Stress
Anxiety
Disruption of daily
life and normal
activities
Inconvenience of
post flood
recovery

Source Adapted from Joseph (2014)

3.3 Impacts on Human Lives

For humans, someof the key direct costs such as loss of life or the resultant ill health of
the survivors and also the economic losses are intangible. Also, much of the indirect
impact of a flood for a residential property owner will be intangible as it affects
their quality of life (Lamond 2008). These indirect, intangible impacts include the
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disruption caused to daily life and normal activities, being upset about damage caused
to buildings or psychological disorder in the case of recurrent flooding. However, the
rise in insurance premium, increased travel cost and cost of reinstating the property
are indirect, tangible impacts.

The impacts of flooding on lives, both direct and indirect, is hinged on the com-
bination of different types of impact. According to (McNulty and Rennick, 2015)
these combinations are health, social and financial impacts. The effects on health
has been widely regarded as an important dimension of the human impact of flood-
ing (Tapsell et al. 2002). Meanwhile, (McNulty and Rennick 2015) have split the
effect on health into physical (direct impact) and psychological (indirect) for easy
differentiation with 39% of people suffering from physical effects and 67% on their
emotional health (Pitt 2008). In a study carried out by Few et al. (2004), the physical
health impacts were recognized as fatalities, injuries and the occurrence of disease.
Psychological health issues include clinical depression and anxiety, acute stress and
post-traumatic stress disorder (McNulty and Rennick 2015). Also, the discomfort
caused due to the disruption to domestic life where essential services such as elec-
tricity and water supplies are cut off (Lamond 2008) and also children inability to
attend school, could be a huge psychological blow on the occupants.

4 Building Resilience Against the Impacts of Flood:
A Hybrid Approach

So to think of property flood resilience is to think of minimising the flood risk
exposure to both components, the building and its residents. Meanwhile, due to the
difference in their nature, each of these components requires a different approach to
deal with the pressure that comes from flooding and its impacts. The building is static
in nature, and does not have a mind of its own except the design and structure that
the engineers and developers put in place (Adedeji et al. 2018). Therefore, its limit
is defined by the design specifications. But the human component is dynamic and
the flexibility of the human mind and body allows adaptive responses to the impact
of flooding. The authors (Adedeji et al. 2018) developed a conceptual framework
for property level flood resilience that depicts how these components intend to get
protection against flood impact. The framework is described in the following section
and the resilience concept adopted for each component is further discussed.

4.1 The Property Level Flood Resilience Framework

The property level flood resilience framework (Fig. 1) was developed to determine
the level of protection that is present in the key components. The framework illus-
trated both components being shielded by an outer circle against the disturbance in
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the environment, flood characteristics, in which they are placed. The outer circles
represent the resilience concepts and the approaches adopted.

For the building, the engineering resilience is applied with an outcome-based
approach which focused on what can be done to protect the building and its contents
(Eriksen and Kelly 2007). While for the human, the psychological resilience was
applied using the process-based approach which emphasises what should be done to
strengthen the residents’ capacity to respond and adapt to flood risk exposure. The
double-pointed arrow in the centre between the components indicates their interac-
tion. This implies that the decision taken to improve the resilience of one component
will affect the other (Adedeji et al. 2018).

4.1.1 The Resilience of the Building Component

For safeguarding the building component, the framework adopted the concept of
engineering resilience. This conception corresponds to inanimate, physical objects
which can either withstand stress or recover by returning to the equilibrium state of
functioning (Kallaos et al. 2014). This resonates with Garvin’s (2012) report, that
engineering resilience is increasingly being applied in the purview of architecture
and building technology. This involves the adoption of flood resilient strategy and
technologies to adapt or construct buildings that remain intact or unaffected by flood
water (Garvin 2012). That is, equipping the building with the ability to deal with
the flood risk prior to flood event, the capacity to cope during flooding and also
quick recovery at the aftermath. A lot has been done to ensure the quick recov-
ery of buildings in the event of flooding such as the norms of engineering designs,
materials, construction techniques and retrofit strategies developed to protect the
physical integrity of building, enhance its ability to withstand flooding and reduce
its many impacts described in previous section (Kallaos et al. 2014). The adoption of
property-level flood risk adaptation (PLFRA) measures is another means of enhanc-
ing the building recovery capacity. It is a process in which physical improvements
are made to the building after it has been flooded either through resistance measures
(preventing flood water from entering) or resilience measures (minimising the dam-
age when flood water enters) (Joseph et al. 2011). Investing in PLFRA measures has
received greater attention in recent years (Kreibich et al. 2005). The outcome-based
approach is centred on the resilience outcome obtained through the performance of
these strategies.

While these designs and engineering standards are intended to protect the building,
they are not sufficient to convene resilience of the entire system of the flooding,
made of both the building and its residents (Kallaos et al. 2014). Consequently, this
conception does not apply well for complex, dynamic systems and networks such
as the human component and societies where recovery does not necessarily imply
returning to the initial state (Kallaos et al. 2014). Therefore, to make buildings more
resilient, the resilience of the residentsmust be considered and this requires a different
approach because individuals respond to disturbance in different ways.
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4.1.2 The Resilience of the Human Component

For the resident, experiencing a flood event is a primary cause of stress, therefore, it
is important to realise that the stress and strain which comes as a result of cleaning
up of homes and recovery may also be a problem (Lock et al. 2012). This could have
profound effects on well-being and mental health of residents that may persist over
extended periods of time (Stanke et al. 2012). Notwithstanding, some people have
shown to be resilient and cope well with being flooded despite being distressed by it,
a form of resilience resulting from individual’s ability to recover from stress together
with the capacity to anticipate the changing shape of risk before the occurrence of
failures and harm. The understanding of this kind of protection is well captured by
the psychological resilience.

It has been seen as an individual’s tendency to cope with stress caused by flood
events on property and their ability to build capacity for learning and adaptation
(Folke 2006). The performance of these individuals must continually adjust to
changes in the nature and magnitude of the stress component (Hollnagel et al. 2006).
According to the Extreme Events and Health Protection (2014), an apt approach for
managing people who have been affected by flooding is based on a set of principles
and actions, rather than interventions, that anyone can perform. It involves providing
support for individuals who are suffering from the impact of flooding. Further, psy-
chological resilience helps to study and understand the response of humans to the
flood perturbation. Therefore, at an individual level, the psychological wellbeing of
residents confers considerable protection (Friedli 2009; Rose et al. 2016).

4.2 Resilience Measures

The features of building located in high flood risk areas are different from those
located in low risk areas, where often the former is designed to accommodate flood-
ing. Many of these features are put in place actively or in standby mode as back-ups
to be activated in the event of flooding or its aftermath. These features are listed in
Table 2 with their contributions to flood damage reduction. Some of these prevent
water from getting into the building such as the resistance measures which could be
permanently or temporarily deployed. While others entail the use of materials that
will not get damaged in contact with water and designs that promote quick recovery.
This is referred to as the resiliencemeasure. The Permanent and temporary resistance
measures are designed to stop water from entering into the building either by shutting
existing openings such as doors, windows, airbricks, vents and pipes, or by prevent-
ing entrance through the walls. For the permanent measures, no action is needed to
deploy the device that will stop the water, while the temporary measures will need
to be installed before flood water arrives. The measures are designed to reduce the
damage flood water can cause by limiting the point of water entry and providing
homeowners extra time to move ground floor contents to a safe zone. However, the
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measures may only be effective for a limited time and water depth (Dhonau et al.
2016).

In the case of differential head of 0.6 m (USACE 1988) it is recommended to let
water into the building to avoid build-up of water pressure outside the building walls
that can lead to serious structural damage or collapse. Therefore, features that min-
imise damage and allow for quick and easy cleaning and drying are considered. The
interior of the building, fixtures, fittings, furniture, floor covering and wall hangings
are made from materials that are not damaged by water. This is essential because it
allows the quick recovery of buildings back to a habitable state (Dhonau et al. 2016).

For the resident, certain factors are considered to influence response to flood
risk and flood events. These factors are socio-economic factors, health status and
level of flood awareness. For the social dimensions and health status, the following
residents: elderly (Age 70+), lone parents, children (Age 12−) and people whose
activities are limited by ill-health or disability are more vulnerable to the impact of
flooding than others (DEFRA 2006). Financial capacity is another factor that could
influence decision making as regards the choice of insurance policy and property
level flood protection to acquire. This could affect the coping and recovery capacity
of both components and greatly impact resilience. Table 2 shows the human factors
that support resilience to flooding and their contributions.

According to Adedeji et al. (2018), the human resilience can be improved by
better preparation and building capacity to resist floods or to minimise the impacts.
Better preparation could come in the form of flood risk awareness, which implies
understanding all actions necessary to minimize the impact of flooding (Jha et al.
2012). Meanwhile, building adaptive capacity could mean the lessons learnt from
past flood experience or taking cue from people with past flood experience.

5 Implications of the Framework

This section describes the way in which stakeholders involved with properties would
benefit from implementation of the framework. Of course, making properties more
resilient to flooding can be of great benefit to homeowners. Furthermore, a tool that
captures and quantifies property level flood resilience would be highly valuable to
the professional stakeholders (such as property experts, surveyors and insurers). The
implications of the property level flood resilience framework and how it might be
used in practise are now further explained.

5.1 Homeowners

The framework has the potential to provide valuable information on the flood
resilience levels currently present in a home for the benefit of homeowners. This
is important as homeowners are partly responsible for protecting their properties
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against the impact of flooding (Joseph et al. 2015). The framework does this through
quantifying current resilience levels by identifying any measures that have been put
in place to reduce the impact of flooding. The framework will also consider the char-
acteristics of the property, the nature of flood risk exposure for the particular location
and the effectiveness of measures put in place.

For example,with lowdepthflooding (below0.3mm),water exclusion approaches
(resistance measures) will prove more cost-effective than resilience measures, since
in this case water is prevented from getting into the building. However, among the
resistance measures, permanent resistance measures tend to be more effective than
temporary resistancemeasures because their deployment do not require human inter-
vention. This is expedient in the case where flooding occurs quickly without warning
or when no one is in the building to activate measures. For high depth flooding (above
600 mm), water entry measures (resilience) would read well on the resilience scale
than resistancemeasures since the focus is to reduce damage caused within the build-
ing and prevent structural damage. However, it is essential to control the inflow of
water and certain resistance measures are required to achieve this. The framework
identifies all the paths of water entry, possible flow rates and any resistance measure
that applies to each point. This also helps to inform the homeowner in making deci-
sions on which measures to adopt that would lead to the most effective means of
improving current resilience. That is, this would allow homeowners to compare and
contrast different resilient measures to optimise decision making.

The framework will also provide information on members of the household
exposed to flood impacts, and the degree of exposure to the impact through the assess-
ment of their human resilience. This human resilience helps to identify resilience
attributes absent or in need of strengthening in residents. This informationwill enable
homeowners to take well calculated steps to anticipate flooding and to protect them-
selves, their health and well being through interventions such as developing a flood
plan, having an emergency pack of food and provisions, or taking steps to develop a
better understanding of their risks.

5.2 Property Experts and Surveyors

The framework will be of help to property experts such as surveyors in valuing
property and in offering advice to their clients. One of the key factors that influence
the value of real estate including homes is flooding or flood risk (Lamond et al.
2010; Kropp 2012). The framework provides information that promulgates a clear
understanding of the variables and processes involved in flood risk assessment and
property level flood resilience. This will provide property experts with a tool to
estimate the resilience levels within a property enabling them to provide impartial
and professional advice on risk exposure and which measures might best be adopted
to help further protect their properties.

Information on the level of resilience will also help in conducting property val-
uations at the point of sale and /or for mortgage purposes, enabling any existent
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measures that are in place to be considered in this process. Also, through interac-
tion with the framework, surveyors can benefit by carrying out an appraisal of the
amount of resilience present in a property. This is essential for surveyors to offer good
advice on design interventions to improve resilience and make recommendations on
the optimal combination of measures for a particular home.

5.3 Insurers

Insurers will also benefit from the opportunity to apply and use the framework. Often,
it can be difficult for insurers to know how to quantify the benefits of any existent
resilience measures, particularly those that needs to be proactively deployed (May
et al. 2015). However, the framework is designed to provide a means of quantifying
the property level flood resilience by demonstrating the effectiveness of any resilient
measures in place. This will in turn enable insurers to consider how this might
affect insurance premiums and excesses which will in turn improve the role of flood
insurance as a market-based incentive.

The framework has the potential to provide an evidence based tool to inform
insurers on the levels of resilience present within a given property and how this
would reduce the cost of damage. These costs are often shared between the premiums
and excesses (Edmonds 2017) and therefore, this improved understanding of flood
risk, taking into account any resistance or resilience measures, allows the insurers to
value this risk more accurately. In this situation, improving resilience might translate
into reductions of premiums and excesses. The improved understanding of flood risk
places the insurers in a position to offer premiums that promote property level flood
risk adaptation through resilient reinstatement.

5.4 Government/Government Policy

The Government policy as set out in the National Planning Policy Framework, dis-
courages the building of homes in areas with a significant risk of flooding. However,
in the case of homes already located in these areas, or where development is nec-
essary, the policy encourages such homes to be designed appropriately with ability
to cope with floodwaters and ensure quick recovery after a flooding event. This
entails the adoption of the property level flood resistance and resilience measures.
Therefore, through the implementation of the framework, the stakeholders involved
with properties can encourage the adoption of property level flood resilience thereby
promoting this policy. The framework also provide a means by which government
could monitor the uptake of property level flood resistance and resilience measures
by homeowners and see how the policy is achieving its aim of reducing flood risk
exposure.
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6 Conclusions

Making a home more resilient entails paying close attention to both human and
building components. That is, asmuch aswe design and develop products to reinforce
the building against the impact of flooding, wemust also learn to identify the qualities
and attributes that each resident possesses and where they belong on the resilience
scale. The conceptual framework developed will help identify and bring together the
resiliencemeasures present in a home including the resilient qualities of the residents.
This information is essential to estimate the overall resilience of the property. This
will enable us to identify areas with weak resilience and thereby offer advice on
design interventions to reinforce such areas.

The implication of the framework entails the provision of an evident-based tool
that informs homeowners of the level of resilience present in their home, provides
surveyors with information that enable them to give better advice on interventions
that can best improve resilience; offers property experts the information required to
carry out property valuation; and provides insurerswith information thatwill improve
the role of flood insurance as a market-based incentive.

The framework establishes an evidence base for the assessment of property level
flood resilience which will in future help inform decisions about the support that
homeowners could access from stakeholders for bouncing back from the impacts
of flooding in a better way. The framework would help to empower insurers to act
as a driver for building adaptive capacity to the changing risk through developing
insurance premiums that promote resilient reinstatement. The framework, through
quantifying flood resilience, would tend to influence the attitudes of homeowners by
promoting the uptake of resistance and resilience measures as well as by developing
their understanding of how to raise existing levels of resilience. By investing in
resistance and resiliencemeasures they could avoid claims ormake claimswith lesser
value which can helpmaintain access to insurance. All of these implications will help
support the government policy of setting out strategies to encourage the adoption of
property-level flood protection which is to complement the more traditional focus on
flood defence. The framework would also support the wider flood resilience agenda,
and would also help to inform future government policy on flood risk management.

The framework has the potential to be extended to flood resiliencemeasurement at
larger scale applications i.e. at the community level, regional level and even national
level after it has been fully developed, that is, developed and tested at individual
property level. It also has the potential to be applied to non-residential properties and
public buildings such as commercial properties, retail buildings and schools. The
framework provides the opportunity for application in other countries and develop-
ing countries through modification of framework to represent the resilient features
prevalent in the country of application. This could encourage transfer of knowledge
between countries.
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There exists the prospect of a user interface through the development of a mobile
application for the implementation of framework by potential users. This application
will help design a platform that makes the framework accessible to stakeholders
through mobile devices such as smartphones and tablets devices.
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Resilience-Based Design for Blast Risk
Mitigation: Learning from Natural
Disasters

Shady Salem, Manuel Campidelli, Wael W. El-Dakhakhni
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1 Introduction: Risk in the Built Environment
and the Need for Resilience

The modern characteristics of the built environment are increasingly determined by
a system of buildings and supporting infrastructure that is growing in size, inter-
connectedness, vulnerability, and risk exposure. The size of cities and their criti-
cal infrastructure—including transportation and telecommunication networks, water
and wastewater systems, energy, food and agriculture, health care, and finance—is
growing to meet the demand imposed by global demographic trends (UN 2004),
migration patterns, and the tendency to relocate from rural to metropolitan areas
(Van Riper 1997). As the need for efficient and cost-effective services increases,
so does the connectivity between once separate systems in what are now termed as
“smart cities,” where many critical infrastructure networks are strongly interlinked.
Interdependencies are expressed as physical, cyber, geographical, and logical bidi-
rectional relationships characterized by feedback and feedforward paths between two
or more systems (Rinaldi et al. 2001); as they develop, they carry the unprecedented
risk of failures spreading from one system to another. In fact, when interdependence
reaches a critical threshold, a condition usual termed hyper-connectivity, the system
becomes prone to hyper-risk (Helbing 2013), wherein new vulnerabilities emerge
from systemic coupling and effects of local deficiencies may spread from the host
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system/network in which they originated to others, in a series of progressive, cas-
cading failures. This already challenging state of affairs is further exacerbated by a
multi-hazard environment, which threatens modern metropolitan areas in a multi-
tude of ways, from earthquakes and flooding to deliberate acts of terrorism. In terms
of sheer impact on the global economy, the most pressing hazards identified by the
World Economic Forum (WEF 2018) are classified under the rubric of weapons
of mass destruction, extreme weather events, natural disasters, failure of climate
change adaptation, food and water crises, ecosystem collapse, large-scale migration,
and pandemics. Extremeweather in theUS alone accounts for up to 16 billion-dollars
in damages every year as the result of drought, flooding, freeze, severe storm, tropical
cyclone, wildfire, and winter storm.

In addition to these stressors, other risk factors, subtler and more pernicious, can
emerge from the interaction between human endeavors and the environment. In this
respect, an especially confounding source of risk has its roots in the flawed, yet
dominant, conception of natural disasters, one that obfuscates how commonplace
human endeavors can lead to disaster when undermined by scarcely predictable
natural phenomena. In fact, the very expression “natural disaster” may be misleading
in that it ignores the ever-present interaction between the natural environment and
the built infrastructure. Based on historical records of seismic activity, flooding, and
other natural hazards, to denote their negative impact on the affected populations as
natural appears to be a categorymistake. Available case studies of past disasters—for
example, the 2005 Hurricane Katrina (Louisiana, US)—suppot this point of view.

In Louisiana, the Hurricane Protection Project proposed in the Flood Control Act
of 1965 had the purpose of building a series of control structures, such as floodwalls
and levees, to provide hurricane protection in areas aroundLakePontchartrain and the
Mississippiwatershed. The cost of the project, initially estimated to be approximately
$85 million, grew to $738 million in 2005, about 72% of which was covered by the
US Federal Government; similarly, the time of completion had grown from 13 to
50 years (USACE 2005). In addition, a system of subsidized flood insurance was in
place.WhenHurricaneKatrina struck, it caused the destruction ofmore than 283,000
homes and 1500 lives in Louisiana alone; overall, direct economic losses and insured
losses were estimated in the amounts of $125 billion and $40.6 billion, respectively
(FEMAMitigation Assessment Team 2006). These losses have been partly ascribed
to the land development policies underpinning the Hurricane Protection Project,
whose benefits were assumed to come, in the extraordinary proportion of 79%, from
new urban development protected by the enhanced levee system (Burby 2006).

The case of Hurruicane Katrina demonstrates the interaction between the natural
and built environments. However natural the leading cause of a disaster may be,
its destructive character is bestowed by the agency of human settlers, via policies
of land development, urban planning, and construction codes, which historically
had far too often the effect of increasing the risk by moving entire communities in
harm’s way. In his analysis, Burby (2006) identified the “safe development” and
“local government” paradoxes. The first explains why measures for mitigating risk
led to its increase—via intensive development of a system of levees and floodwalls
in areas of Louisiana highly vulnerable, as made apparent by Hurricane Betsy, and
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policies of subsidized flood insurance—all of which conspired to greatly increase
the population density in flood-prone areas, prop up a false sense of security in the
residents, and dissuade property owners from taking action to improve the buildings’
safety. The second paradox reveals a recurring pattern in the decisionmaking of local
officials who, when tasked with the safety of their communities, repeatedly resisted
federal projects aimed at the improvement of storm protections in order to avoid
their share of the associated costs. This phenomenon may have several causes, as
noted in Burby (2006): Chief amongst them is the perception that mitigation costs
are immediate while the benefits are uncertain, likely not to be manifest during the
tenure of elected officials, and often overshadowed by short-term concerns about
housing, transportation, etc.

1.1 Blast Risk

Buildings of strategic and symbolic importance, as well as infrastructure, are increas-
ingly susceptible to emergent forms of risk, including cyber and physical attacks.
Sensors and information systems can significantly improve safety, health, and con-
venience in “smart buildings” while saving electricity and water usage (Dell EMC
2017); they can, however, serve as a beacon for the most malicious and deliberate
forms of aggression, which can breed dramatic and enduring consequences. These
systemshave thepotential to increase a building’s vulnerability against anthropogenic
hazards, in away that is analogous towhat observed in the case of natural phenomena.
Terrorist attacks on civilian facilities, in the manner of bombings and the dissemi-
nation of harmful biological agents, are known to have a disproportionate impact on
a population’s morale and its economy. A few glaring examples in recent memory
include the Oklahoma City bombing, the 9/11 attacks on theWorld Trade Center and
the subsequent anthrax attacks (Bier et al. 2005;Morrill et al. 2004). The insured costs
of the 9/11 attacks have been estimated in the amount of US$ 40 billion, that is to say
twice as much as the insured losses claimed for the largest natural catastrophe ever
reported until that time in the United States (Fitzpatrick 2005). The challenge pre-
sented by terrorism, however, reaches beyondmere insurance premiums. As reported
by Swiss Re Ltd. (2016), acts of violence in the pursuit of political goals receive lim-
ited coverage from insurance policies, even though, as of 2015, they accounted for
15% of the aggregate casualties worldwide caused by anthropogenic disasters. The
reason behind this lack of coverage lies in the overwhelming difficulty, faced by
actuaries, to assess second–order effects following the immediate quantifiable dam-
age caused by an attack. Traditional risk assessment schemes—e.g. the probabilistic
risk assessment (PRA) methodology introduced by Grant and Stewart (2012, 2015)
with specific applications to facilities involved in blast events of a malicious orig-
in—however necessary and instrumental to the determination of best expectations of
meaningful lossmetrics, prove insufficient when domino effects on the public at large
and indirect costs can dwarf direct losses. To manage seemingly intractable uncer-
tainties, engineering resilience into the economic, financial, and physical systems
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is the only viable option on the horizon. From the perspective of resilient thinking,
losses associated with all plausible disaster scenarios are to be expected, planned
for, and recover from in an efficient fashion on the basis of the intelligent design
of structure and infrastructure and well–defined resilience metrics (objectives) such
as financial loss, casualties, and downtime. Therefore, the following section is dedi-
cated to a cursory summary of well-established definitions and concepts associated
with the resilience of the built environment.

1.2 Resilience as a Mitigation Strategy

In engineering disciplines, despite a proliferation of definitions (Ayyub 2015), there
is a general consensus on the meaning of resilience, which is focused on investigat-
ing the methodologies more apt to make engineered systems less prone to failure
and more adaptable to events potentially disruptive of their functionality. Although
not comprehensive, the definition provided by the National Infrastructure Advisory
Council (NIAC 2010) is sufficiently broad: NIAC defines infrastructure resilience as
“[enhancing] the ability of critical infrastructure systems, networks, and functions
to withstand and rapidly recover from damage and disruption and adapt to chang-
ing conditions.” In qualitative terms, the dimensions of resilience include robustness,
rapidity, resourcefulness, and redundancy (Bruneau et al. 2003). Of these, robustness
and rapidity are the key factors that can be translated in quantitative terms, clearly
defined on the basis of the function that measures a desirable feature of a system.
If the case of a suspension bridge is taken as an example, its purpose is to grant
passage over an obstacle, which can be quantified by the traffic capacity, i.e. the
number of vehicles able to cross the bridge per unit time. Assuming a full capacity
of 100 vehicles/minute, the bridge robustness would be determined by the number
of vehicles able to transit after the impact of known stressors—including landslide,
hurricane, earthquake as well as blast and ballistic loading. If, for instance, 20 vehi-
cles/minute were able to safely transit over the superstructure after a ballistic attack,
then 20/100= 20%would be themeasure of bridge robustness. Rapidity would relate
to the time—measured in days, weeks, and months—required to “bounce back” and
restore full functionality, i.e. a pre-disaster traffic flow. Resourcefulness and redun-
dancy are seen as necessary precursors, as they relate to the resources available to
increase both robustness and rapidity. A possible definition of bridge redundancy is
“the capability of a bridge superstructure to continue to carry loads after the damage
or the failure of one of its members” (Ghosn and Moses 1998). In statically inde-
terminate structures, the latter objective is accomplished via stress redistribution.
Subsuming all four dimensions, resilience has been proposed as an overall measure
of how a system can withstand the impact of several hazards and remain functional.
In Bruneau et al. (2003), the loss of resilience is defined as the loss of functionality
integrated over the time of recovery, while more direct definitions of the “resilience
index” refer to the mean functionality over the time of recovery (Attoh-Okine et al.
2009). These differences notwithstanding, it is worth noting that no onemathematical
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system 2 benefits from some measure of redundancy and less impending factors

definition of a resilience index can comprehensively replace the full representation
of the diminished functionality during recovery, i.e. the functional history from the
time of event/hazard occurrence to the time of complete recovery, as schematically
represented in Fig. 1.

The ultimate objective of resilience, i.e. functional restoration in the shortest
amount of time, can be articulated in more detail, depending on the design require-
ments. In the REDiTM roadmap to resilience (Almufti and Willford 2013), three
states are considered as sensible resilience targets compliantwith basic safety require-
ments, i.e. re-occupancy (no utilities available), pre-disaster functionality (recovery
of all primary functions), and full recovery (including aesthetics). The means to
engineer and expedite recovery range from organizational (contingency planning), to
ambient (risk mitigation through apt design of the surroundings), to retrofit strategies
(structural damage mitigation) and extend to optimization tools aimed at minimiz-
ing the combined cost of multiple risk mitigation measures. A typical problem in
blast risk mitigation is depicted in Fig. 2, where the tradeoff between two types of
interventions is presented. On the one hand, the erection of barriers to protect the
perimeter—in the form of anti-ram barriers, fences, controlled gates, bollard lines,
etc.; on the other, structural strengthening of the exposed façade—in the form of
fiber reinforced polymer retrofitted columns, installation of blast–resistant glazing
systems provided with polyvinyl butyral interlayer, etc. Any suitable optimization
tool would consider all viable options and determine the combinations that achieve
the Pareto front in terms of all sensible resilience metrics, including the cost of the
intervention, economic losses in the immediate aftermath of a blast event, losses
associated with downtime during recovery, and human casualties.
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Street hardware

Target building

Buffer zoneSusceptible ground zero
Unsecured areas

Secured areas

Building exterior
(hazard mitigation design)

Building interior
(localized hardening)

Secured perimeter
(vehicle screening)

Threat

Fig. 2 Schematic defensive strategies for blast protection. Adapted from FEMA 427

2 Framework for Resilience-Based Blast Design

Within the context of blast-resistant design, two resilience–based frameworks have
been put forth. The first, introduced by Quiel et al. (2016) and Marjanishvili (2017),
focuses on the probabilistic prediction of system robustness when subjected to a blast
threat, but does not consider the rapidity attribute of resilience. The second frame-
work was proposed by Salem et al. (2017, 2018) to provide a deterministic estimate
of post-blast functionality and downtime experienced by any system amenable to
structural analysis. In this section, previous work by Salem et al. (2017, 2018) is
further expanded for optimal deployment of mitigation measures against blast risk.
Two indices have been proposed as comprehensive resilience metrics, namely, the
functionality loss index (IF) and resilience indicator (IR): IF is related to robustness,
i.e. the ratio between residual post–blast functionality in the immediate aftermath
of an attack and the system functionality under ordinary conditions, while IR is the
functionality loss integrated over the downtime. For example, the functionality of
office buildings is computed using a functionality loss indicator (λ), a binary indica-
tor that represents the accessibility of each area of the building after the hazard and
is based on the expected performance of the façade components surrounding each
architectural unit (bay) affected by blast waves. A bay is defined as a space of the
building delimited by architectural components that have either a functional or an
aesthetic purpose (Strong 2000). A bay is considered functional (i.e. λ = 0) if all its
surrounding components experience a level of damage no greater than superficial. By
definition, superficial damage may or may not be visible and may require cosmetic
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repair, if any at all, which allows for a bay to remain serviceable. Conversely, the
bay is considered out of service (i.e. not function, λ = 1) whenever one or more
of its pertinent façade components experience any damage greater than superficial.
This framework does not account for the initiation of progressive collapse in that
it deliberately excludes hazardous and blow out damage states; however, it may be
extended to cases wherein non–structural components experience extreme damage,
as their failure would not compromise the global structural integrity. For structural
components, the λ–indicator and IF are formulated as shown in Eqs. (1), (2) and (3)
(Salem et al. 2018),

λ =
⎧
⎨

⎩

0 Bay incurring superficial damage
1 Bay incurring moderate or heavy damage
N/A Bay incurring hazardous damage or blowout

(1)

I f i = Ai Iiλi (2)

IF =
∑n

i=1 I f i∑n
i=1 Ai Ii

(3)

where IFi denotes the localized functional loss incurred by the i-th bay, which can be
used for mapping the damage distribution over the affected facade; Ai and I i are the
area and importance factor of the i-th bay, respectively; and λi is the loss indicator
defined in Eq. (1).

Regarding the time of recovery, needed to restore the system to full functional
capacity, the work of Almufti and Willford (2013) introduces a distinction between
downtime and repair time. Repair time is the time required to repair or replace all
damaged components, whereas downtime also accounts for impeding factors—e.g.
the delay between hazard occurrence and the initiation of repairs—and utility dis-
ruption—e.g. the time required for the recovery of backup systems. The effects of
impending factors and functional redundancy on the recovery path are shown in
Fig. 1: Impending factors are likely to delay and flatten the rate of recovery, whereas
functional redundancy has the opposite effect and may be engineered via compre-
hensive contingency/emergency plans. In the following discussion, given the lack
of information pertaining to impeding factors, the downtime is simply assumed to
coincide with the time of repair, which is calculated using the baseline repair esti-
mate recommended in FEMA P-58 (FEMA 2012a) in case of a seismic event. The
FEMA estimate is based on the total labor repair cost divided by the average hourly
rate; in turn, the labor cost is calculated using the labor production commencement
time (LPCT ), that is the ratio of labor cost to total repair cost. The methodology is
summarized in Eq. (4).

Baseline estimate (hr) =
∑ Repair cost

(
$
) × labor production commencement time (%)

E f f ective hourly rate
(
$
/
hr

)

(4)
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Fig. 3 Proposed blast resilience framework
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As mentioned earlier, the IR proposed by Salem et al. (2017, 2018) is used to
aggregate losses over the time of recovery, as per Eq. (5),

IR = 1

2
(t f − t0)IF (5)

where t0 is the time of blast event occurrence; tf is the time at which full functionality
is restored; and IF is the functionality loss index from Eq. (4). IR can be used in con-
junction with IF to provide stakeholders with a more comprehensive understanding
of the consequences of a blast event. To monitor localized cumulated losses, a local
resilience indicator (IRi) can be used instead, in which the subscript i denotes the i-th
bay:

IRi = 1

2
(t f − t0)I f i (6)

Figure 3 illustrates a flow chart of the proposed blast–resilience framework. The
process begins with identifying a suitable design basis threat (DBT), in compliance
with applicable standards, and the resilience-based design targets, i.e. acceptable val-
ues for the functionality index and resilience indicator. Then, the elements at risk are
identified and importance factors are established based on decision-makers’ priori-
ties. Afterwards, the wavefront parameters are mapped over the building’s envelope
based on the selected DBT; the structural response of each member is calculated, and
the localized functional loss Ifi is mapped across the building façade using Eq. (2).
Localized cumulated losses IRi are also mapped—using Eq. (6)—to visualize the
influence of façade components vulnerability on the overall functional loss.

3 Application of Resilience-Based Blast Design Concepts
to Office Buildings

The following example presents an application of the proposed framework for opti-
mizing the allocation of resources directed at the mitigation of blast risk. The exam-
ple illustrates the procedure for mapping functional loss, downtime, and the local
resilience index of a typical mid/high–rise administrative building. The adopted fea-
tures are those of a nine-story governmental complex adapted from the Alfred P.
Murrah federal building, as shown in Fig. 4 (Corley et al. 1996; Sozen et al. 1998).
Figure 4a illustrates the building elevation, while Fig. 4b, c depict the building plan
for the first two floors and the typical plan for the third through ninth floors, respec-
tively. Figure 4b, c also highlight the façade facing the explosion and its egress
spaces, which provide access redundancy. Figure 5 shows the distribution of impor-
tance factors across the exposed façade, which range from 0.1 to 2.0. For example,
the importance factor of each egress space is set equal to 0.1, because its twin space
is designed to fulfill the demand of the entire building; however, the importance of
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the upper storey is 2.0, because there reside the top managerial offices, which are
vital to productivity.

Two blast scenarios are considered as a representation of different threat type-
s—shown in Fig. 6 (Salem et al. 2018). The first scenario (scenario 1) represents
a person–borne threat, with an explosive charge weighing 50 kg, while the second
scenario (scenario 2) represents a vehicle-borne threat, with a relatively larger charge
of 500 kg. The screening zone set up to grant access to employees and visitors is
assumed to be10mwide,which is theminimumdistance that anyperson–borne threat
should be able to reach without detection, based on FEMA’s guidelines (FEMA-426
2011), whereas the vehicle screening area has an outer perimeter at 25 m from the
façade, which is the closest distance that can be reached by an undetected vehicle-
borne threat. Accordingly, both threats are positioned along the associated screening
lines following a uniform probability distribution, with the purpose of simulating the
worst-case scenarios. Figure 7 shows the variation of specific impulse distribution
for scenario 1 due to the variability of threat location—identified as R1 through R7.

In this example, the lost functionality accounts for the serviceability of architec-
tural units adjacent to damaged components in the façade, while a wide range of
phenomena—including blast wave propagation inside the building core as well as
primary and secondary fragmentation—are neglected. However, these phenomena
can, in principle, be incorporated within the proposed framework. Furthermore, to
avoid distractionwith inessential geometrical details, the exposed façade (at axe “A”)
is assumed fully covered by non–load bearing, reinforced concrete masonry panels.
All panels are constructed using 390 × 190 × 190 mm concrete masonry units hav-
ing 20 MPa average compressive strength; they are vertically reinforced with No. 5
rebars (average cross-sectional area = 200 mm2) every three cells (600 mm rebar
spacing) and horizontally reinforced with No. 3 rebar (average cross-sectional area
= 71 mm2) every other course. Figure 8 reports P–I diagrams that show the perfor-
mance of the CMU panels with reference to different damage states (USACE 2008).
According to the current standards for blast protection (ASCE 2011; CSA 2012),
the two selected scenarios yield a “very low” level of protection (LOP), which can
be ascribed to the low resistance of the panels. For this example, the repair cost
of masonry walls is adopted from FEMA P-58 (FEMA 2012a), based on the 90th
percentile associated with the repair of special reinforced masonry walls, flexure
controlled, 200–300 mm (8–12′′) thick, and no taller than 3.67 m (12′). The costs are
$100.43/m2 and $487.93/m2 for the first and second damage states (DS1 and DS2),
respectively, while the repair cost for the third and fourth damage states (DS3 and
DS4) is assumed to be $906.00/m2, as both states would require wall replacement
(Salem et al. 2018).

Figure 9 shows a detailed distribution of resilience parameters across the façade
generated by three distinct threat locations (R1, R4, and R7) as well as the envelope
of the three. The envelope represents an imaginary scenario illustrating aggregated
losses caused by the variability in threat location and can be of use for optimiz-
ing resources. Figure 9a, b, and c report functional loss, downtime (repair time),
and the local resilience indicator, respectively. It should be noted that IRi is based
on the assumption of a linear recovery path, which implicitly presupposes a con-
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stant supply rate of resources. For the sake of simplicity, a series repair scheme is
assumed—wherein repair activities are conducted floor by floor, one at a time—and
the number of repair workers is set to eight (one crew), based on FEMAP-58 (FEMA
2012a, b) guidelines, which recommend one worker each 92 m2 (1000 ft2) at the rate
of $255/hr and a labor production commencement time LPCT = 69%.

The envelope in Fig. 9a displays the variation of functional loss across the façade,
which accounts for the vulnerability of the façade components to the threat as well as
the area and importance factor of each affected bay. The envelope in Fig. 9b depicts
the downtime required to repair each façade component, depending on the applicable
damage state. The color coding underscores the different envelopes obtained for
functional loss and downtime: Façade components critical to the function loss are
at the upper floor, owing to its importance, while the components at the ground
level are the most critical to the downtime, because the smaller standoff distance
causes greater damage. From these results, it can be inferred that, generally, it is not
possible to minimize both functional loss and downtime. To overcome this dilemma,
the IRi envelope in Fig. 9c, which integrates the functional loss over time, can be
used as a final arbiter in the decision-making process. Finally, Fig. 10 illustrates the
envelope distribution of resilience parameter across the façade in scenario 2. The
similarity between functional loss envelopes of scenarios 1 and 2 is apparent and
it is attributed to the fragility of the façade components in relation to the assumed
explosive charges, in that all components experienced damage greater than DS1 in
both scenarios. However, the downtime resulting from scenario 2 is significantly
longer than that from scenario 1, as a greater number of elements are damaged in the
former, with consequent increment in both repair time and local resilience indicator.
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1st floor 

9th floor 

(a) (b) (c)
0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.05 33.3 33.3 33.3 33.3 33.3 33.3 33.3 33.3 33.3 33.3 16.46 16.46 16.46 16.46 16.46 16.46 16.46 16.46 16.46 0.82
0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.05 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 1.53
0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.05 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 1.53
0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.05 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 1.53
0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.05 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 1.53
0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.05 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 15.28 1.53
0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.05 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 61.8 12.22 12.22 12.22 12.22 12.22 12.22 12.22 12.22 12.22 1.53

0.79 0.79 0.79 0.79 0.10 117.7 117.7 117.7 117.7 117.7 46.56 46.56 46.56 46.56 5.82
0.49 0.49 0.49 0.49 0.10 117.7 117.7 117.7 117.7 117.7 29.10 29.10 29.10 29.10 5.82

Fig. 10 Envelop resilience parameters for scenario 2: a functional loss; b downtime; c local
resilience indicator

4 Conclusions

The need for an integrated approach to blast-resistant design becomes apparent when
the broader consequences of terrorism are to be estimated in the context of a complex
system of structures and infrastructure that is growing in size, interconnectedness,
vulnerability, end threat exposure. As the history of natural disaster has shown,
human endeavors have often begotten the unintended consequence of moving com-
munities in harm’s way, under the allure of “safe development” projects. When the
focus is shifted to smart buildings of symbolic and/or strategic importance, current
technological developments in sensors and information systems have significantly
contributed to improving safety, health, and convenience. They can, however, serve
as a beacon for terrorist attacks in the manner of bombings, which are known to have
a disproportionate impact on a population’s morale and its economy. Traditional
risk assessment schemes—with specific applications to facilities involved in blast
events of a malicious origin—prove insufficient when domino effects on the pub-
lic at large and indirect costs dwarf direct losses. To manage seemingly intractable
uncertainties, engineering resilience into every economic, financial, and physical
system is the only viable option on the horizon. In the case of individual buildings,
this chapter has introduced a viable framework for their design and assessment under
the threat of blast loading. The metrics adopted to support the decision–making pro-
cess include, primarily, functional loss and downtime. When faced with the problem
of optimizing resources, the analyst may investigate the Pareto front generated by
these two variables. In alternative, a simpler approach can be suggested in the form
of a global resilience indicator, which can synthesize the information generated by
resilience-based analysis into one single number—easily actionable by stakeholders
and authorities having jurisdiction.
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Seismic Mitigation Framework
for Non-engineered Masonry Buildings
in Developing Countries: Application
to Malawi in the East African Rift

Viviana Novelli, Panos Kloukinas, Raffaele De Risi, Innocent Kafodya,
Ignasio Ngoma, John Macdonald and Katsuichiro Goda

1 Introduction

Earthquakes are the major cause of deaths in comparison with other natural hazards,
such as floods, tsunamis, volcanic eruptions,winds and droughts (Shapira et al. 2018).
Fatalities due to seismic events amount to about 60,000 people a year, and around
90% of deaths occurs in developing countries (OECD 2018). Moreover, in the latest
seismic events in developing countries, fatalities are largely associated with the col-
lapse of non-engineered masonry buildings (Guragain et al. 2018; Lang et al. 2018),
which are poorly constructed and highly at risk in seismic prone regions (Arya 2018).

Clearly, to minimise building collapses in developing countries, reduce human
losses, and increase resilience through effective mitigation, it is important to assess
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seismic risk and propose solutions to mitigate seismic damage (Habieb et al. 2017;
Fulzele andAggarwal 2018; Gilani andMiyamoto 2018). Indeed, in developed coun-
tries, such as the USA, New Zealand, Japan and most of the seismic prone areas in
Europe, numerous efforts have been made to standardise approaches for both build-
ing assessment and seismic mitigation (ATC 20, ATC 20-2, NZSEE 2016; JBDPA
1990; CEN. 2004; European Standard EN 1998-1-2004). In contrast, in developing
countries the same efforts have not been committed due to a lack of resources and
expertise to draw up seismic design codes (Arendt et al. 2017; Zepeda 2018). Hence,
either seismic design codes do not exist or, if they are available, as it is the case for
India (Bureau of Indian Standards 2015 and IS:1893, Part 1, 2002), Nepal (NBC
105, 1994), China (Guo-Xing 2003), East Africa (Lubkowski et al. 2014), and Latin
America, (Chavez et al. 2012), these codes are based on international standards for
engineered buildings (e.g. Eurocodes and North American standards). This leads, in
the latter case, to standards recommending the use of techniques and materials which
are not cost effective in developing countries. Therefore, local communities opt to
construct non-engineered masonry buildings with low quality materials and poor
construction practice (Bhagat et al. 2017). Subsequently, when informal settlements
are highly populated by non-engineered masonry buildings, they may be exposed
to potentially destructive seismic events, and evidently, there is a need for methods
to assess seismic risk and reduce damage probability through low-cost retrofitting
solutions. Currently, an approachwhich combines assessment and retrofitting of non-
engineered masonry buildings does not exist, justifying the promotion of research
activities on implementing seismic risk assessment methodologies in recent years
(Novelli et al. 2015; Yepes-Estrada et al. 2016; Goda et al. 2016, 2018; Di Meo et al.
2018; Nassirpour et al. 2018; Spacone et al. 2019).

The current chapter aims to address this gap in the existing literature by offering
a guidance for assessing non-engineered masonry buildings and identifying suit-
able mitigation solutions to increase seismic resilience in developing countries. This
guidance consists of a seismic mitigation framework for collecting data, classify-
ing buildings in typologies, estimating building performance and recommending
low-cost retrofitting interventions. In this framework, building features and related
typologies are identified with procedures based on existing global datasets or locally
collected data. Since non-engineered masonry buildings are characterised by low
structural integrity, the framework introduces an extensive classification approach
based not only on structural and geometric features but also on data related to defi-
ciencies, needed to address low-quality materials and poor building practice.

Building performance is evaluated using existing risk assessment methods. Since
these methods are mainly developed to assess engineered buildings or buildings
within specific regions, they are not always applicable to different regional con-
texts and environments. To overcome limitations of existing approaches, these meth-
ods are reviewed by discussing their potential applicability in developing countries,
and their capacity to identify highly vulnerable non-engineered building typologies,
which require mitigation plans to enhance their actual structural performance. Due
to the scarce economic resources and the potential lack of technical expertise in the
developing countries, in this framework, mitigation is based on low-cost retrofitting
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interventions. Notably, the proposed solutions underline how retrofitting of buildings
should be done and does not necessarily involve (or require) great cost, but essentially
requires correct and simple practices.

The entiremethodologyof the seismicmitigation framework is presented inSect. 2
and its applicability in a real context is presented in Sect. 3, where the proposed
framework was applied to a case study in Malawi. The case study focuses upon a
representative location in the country, where the expansion of informal settlements
has been occurring rapidly. The case study is useful for not only validating the dis-
cussed methodology but also analysing issues and solutions adopted to overcome
inconsistencies between multiple sources including global databases [e.g. PAGER
(Jaiswal and Wald 2008; World Housing Encyclopedia 2002)] local archives (e.g.
census data (National Statistical Office of Malawi 2008) and data collected onsite
through rapid surveys (as part of Step 1). Building classifications for the construc-
tions in Malawi were derived using data collected through the surveys, which were
conducted to record more detailed information related to geometrical/structural fea-
tures and building quality, as advised in Step 2. According to the collected data, three
typologies of different vulnerability were identified and adopted in Step 3, where the
mechanical method FaMIVE: Failure Mechanism Identification and Vulnerability
Evaluation (D’Ayala and Speranza 2003) has been used to derive fragility curves
and failure mode distribution. Retrofitting interventions were identified according to
both observed deficiencies and estimated failuremodes, and theywere recommended
as solutions to improve building performance and actual building practice. The effec-
tiveness of the proposed low-cost engineering interventions was also discussed by
comparing building capacities assessed before and after retrofitting interventions.

2 Methodology

The seismic mitigation framework is presented in four steps, as introduced in Fig. 1.
Brief descriptions of the procedure are:

• Step 1 examines which types of data can be collected from local databases and
archives and how these data can be used to gain deeper understanding of non-
engineered masonry building practice. It also explains how preliminary on-site
investigations should be organised and performed to identify locations of major
interest, which require detailed investigations within structural campaigns.

Step 1: 
Local data 
acquisition and 
preliminary 
visits

Step 2: 
Building typology 
classification

Step 3:
Derivation of 
fragility curves 

Step 4:
Seismic 
mitigation 
program  

Fig. 1 Seismic mitigation framework
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• Step 2 implements the classification for non-engineered masonry buildings and
the structural survey plan to identify the critical factors that significantly affect
seismic performance of non-engineered masonry buildings. These factors cover
a variety of parameters defined to assess structural/geometric features, to rank
the quality of materials and structural components and to record the presence
of damage and deficiencies. Among the defined parameters, some are defined
as the minimum required parameters to classify non-engineered masonry building
typologies.Moreover, it specifies how surveys are planned and how parameters are
assessed at different levels of detail and then used to classify building typologies.

• Step 3 discusses the possibility to derive seismic fragility curves for non-
engineered masonry buildings using existing methods available in the literature.
Since existing methods are subjected to different limitations and uncertainties, a
critical review of the methods relying on (1) expert-opinion based approaches and
(2) analytical model-based approaches is offered to illustrate their applicability in
developing countries. For existing methods, their levels of accuracy and sophis-
tication are discussed and their different options to fuse global data available in
international datasets with local data collected from rapid/detailed surveys are
shown.

• Step 4 provides guidance to plan retrofitting solutions for a mitigation plan to
reduce seismic risk and increase resilience. The proposed retrofitting solutions
are based on low-cost engineering strategies and they are proposed to improve
construction techniques adopted for non-engineered masonry buildings.

The seismic mitigation framework is presented in the following sub-sections, to
describe the details of each step mentioned above.

2.1 Step 1: Local Data Acquisition and Preliminary Visits

Step 1 describes local data collection and how these data can be employed to reach
improved understanding of local construction techniques. Some of these local data,
when available, may lack consistency; therefore, these gaps and discrepancies are
also discussed.

Local data can be collected from archives and sources available from the literature.
These data are needed for the following objectives: (1) identifying city/village sizes
and building distribution, and (2) understanding local construction techniques. These
can be fulfilled using maps and urban plans to identify locations of cities, towns, and
villages, as well as locations of informal settlements where non-engineered masonry
buildings are mostly found. Informal settlements are not always distinguishable,
since they are constructed outside of both formal planning and building permit pro-
cesses, and therefore typically have a chaotic building distribution in urban areas,
and a more spread distribution in rural areas. These types of settlements are the
main residential developments in rural areas, while in urban environments, informal
settlements always coexist with formal ones.
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To identify building settlements with the highest population density, census data,
providing information related to the number of inhabitants and households, data
related to agriculture and business, and building typologies (e.g. structural type,
height, year of construction) are useful. However, reliability of census data depends
on how they are gathered and how often they are updated. In developing countries
where data collection is an issue due to lack of local economic and technological
resources, census data do not always provide an accurate database (Corburn and
Riley 2016; Ezeh et al. 2016; Satterthwaite et al. 2018).

Building settlements should not only be characterised with reference to the popu-
lation but also to building constructions and their related distribution, as this allows it
to be identified where vulnerable building typologies are located. Within this scope,
local seismic standards are normally the first document that should be consulted,
to gain deep knowledge about building constructions and construction techniques
adopted in the country. However, in developing countries, and particularly in infor-
mal settlements, standards cannot be used for this purpose, since there is often great
discrepancy between actual building/construction practice and recommendations
given by the standards in place. This occurs because international standards, such
as Eurocodes and North American codes, based on techniques for engineered build-
ings, are sometimesmerely nominal references in developing countries and therefore
residents build houses using available and affordable materials and techniques.

To overcome this lack of compliancewith recommended standards, inmany devel-
oping countries, guidelines for non-engineered constructions are often developed and
provided for local communities. In these guidelines, which are an important source to
have access to information about local construction techniques, non-technical infor-
mation about how non-engineered buildings should be constructed to be seismically
resilient are provided. However, although these guidelines propose low-cost engi-
neering practices, they are not always followed, since in some low-incomedeveloping
countries, local communities struggle to obtain good quality materials. Furthermore,
there is also the problem of identifying and disseminating the best building prac-
tice in guidelines, since many experts recommend use of technologies, that may not
be either adequate to improve building performances or relevant under the econ-
omy and social environment of a specific country (Shah et al. 2018a). At the same
time, since dissemination of new building practice is not in place, householders and
local builders are often unaware of existing guidelines and therefore build houses
according to local skills and experience (Fulzele and Aggarwal 2018).

To overcome deficiencies in the existing databases, on-site visits and direct inspec-
tion of local buildings are the most effective means. These visits should be planned,
realising that it is not feasible to survey all buildings. It is also important to recognise
the difficulty in relying on local resources due to lack of local skills and expertise
in case collected information on a building sample is not complete or more detailed
surveys are required. During preliminary visits, rapid walk-through surveys are usu-
ally effective as no measurements are required, and a large number of buildings can
be inspected in relatively short time. In conducting walk-through surveys, GPS tools
and cameras are useful to record locations and take photos of the most common types
of buildings observed on site.
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2.2 Step 2: Building Typology Classification

Since buildings belonging to the same typology are expected to have the similar
seismic performance, it is reasonable to classify buildings into building typologies by
ensuring uniform treatment and interpretation of the data (Coburn and Spence 2003;
Abrahamczyk et al. 2013). Building typologies can be identified using different
approaches. In case data are limited and there is no possibility to carry out structural
surveys, buildings can be classified using global data available in international
datasets (e.g. PAGER (Jaiswal et al. 2011); World Housing Encyclopedia (http://
www.world-housing.net/), and Global Earthquake Model (Silva et al. 2014)). These
classifications are based on specific regions and rely on limited data, which are
adopted to extrapolate classifications to other nearby regions, where data are not
available. Since these extrapolations are usually based on expert judgment and lack
of knowledge of the building environment in a specific region limits the possibility
to validate these methods, the applicability of the global datasets may be difficult to
be justified.

To assign accurate building typologies, it is proposed to classify non-engineered
masonry buildings with reference to a set of parameters defined in Fig. 2. These
parameters largely affect seismic building performance and are selected according
to field experience of the authors. The parameters are classified into (1) “structural
system” describing both the types of construction materials and the roof/floor
system, (2) “geometry” describing plan, elevation, and opening layout, (3) “struc-
tural irregularity” describing irregularity in plan (e.g. re-entrant corner), in elevation
(e.g. portico, additional floors), and identifying the presence of protruding elements
(e.g. chimneys, columns, and canopy parapets), (4) “strengthening elements”
describing the presence of elements constructed to improve structural detailing
(e.g. buttresses; timber or steel wall plates, timber or concrete ring beams), (5)
“quality” describing construction building quality in terms of materials and struc-
tural detailing (e.g. neat or chaotic brick distribution, poor or high quality brick
texture, good or bad connections between walls and roof/floors), (6) “deficiencies”
identifying shortcomings due to lack of maintenance exhibited by the presence of
moisture, vegetation, roof/floors/walls damage, or loss of material, and (7) “seismic
damage” identifying presence of cracks, which can be associated to seismic failure
modes in case of the building being damaged by an earthquake.

To collect information related to the parameters in Fig. 2 and to derive building
typologies, structural surveys may be necessary: (1) by inspecting a sufficient num-
ber of buildings, which allow the typologies to be characterised and (2) at specific
locations (or settlements) selected as the most typical ones in the region of study,
as defined in Step 1. Surveys can be conducted efficiently if the survey team uses
inspection forms (either PC-tablet-based or hardcopy paper-based). The tools used
in data collection should have flexible architecture, in a way that when they are
adopted for buildings in a regional context, characterised by parameters which are
not included in the original version of such tools, the same tools can be adapted and
expanded (Novelli et al. 2015). Before starting a structural campaign, surveyors need

http://www.world-housing.net/
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Fig. 2 Building typology classification for non-engineered buildings

be trained to be familiarised with (1) how buildings in the region are constructed,
and (2) which parameters among the ones in Fig. 2 require attention and need to be
surveyed carefully.

2.3 Step 3: Derivation of Fragility Curves for Building
Typologies

Nowadays, various seismic fragility assessment methods are available in the liter-
ature. Many of them are based on empirical procedures, while others rely on more
sophisticated numerical models (Lang 2002; Calvi et al. 2006; D’Ayala et al. 2014;
Rossetto et al. 2014; Pitilakis 2015). The common goal of these procedures is to
assess buildings and their structural performance under earthquake loading. Seismic
fragility functions characterise the probability of exceeding damage levels for dif-
ferent earthquake excitation levels. These methods are generally developed to assess
building typologies within specific contexts. Consequently, they may not be suitable
to assess specific buildings. Furthermore, since existing fragility assessmentmethods
are often implemented to estimate seismic performance of engineered constructions,
they are not directly applicable to non-engineered masonry buildings, constructed
with weak materials and under poor quality control, resulting in premature seismic
failures. This underlines the need to review existing methods, and identify the ones
capable of striking the best balance in terms of: (1) inaccuracy deriving from lim-
ited or incomplete (global or local) data, adopted to characterise non-engineered
building typologies, (2) ambiguity arising from partial (or a lack of) information on
how non-engineered constructions behave under seismic loads, in particular if seis-
mic data from past earthquakes are not available, and (3) uncertainty arising from
intrinsic randomness of the seismic phenomenon. Within this scope, in this chapter,
the review is focused on existing methods relying on expert-opinion and numerical
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approaches based on engineering mechanics. A review to discuss their applicability
to non-engineered masonry building typologies in developing countries is provided
in the following subsections.

2.3.1 Methods Relying on Expert Judgement-Based Approach

The methods described in this section rely on expert judgement-based approaches.
For these types of procedures (e.g. MSK 64 Scale (Medvedev et al. 1965), ATC-13
Classification (1985), EMS 98 Scale (Grünthal 1998), FEMA 154 (2002), PAGER
(Jaiswal et al. 2011),World Housing Encyclopedia (http://www.world-housing.net/),
and Global Earthquake Model (Silva et al. 2014)), fragility functions are pre-defined
for building typologies located in specific regions and are provided in global datasets,
where damage distributions are defined against different ground motion levels (Lang
2002; Calvi et al. 2006; Rossetto et al. 2014). These fragility functions are derived
using statistical models, which employ a few structural and geometrical parameters
used to identify building typologies and an actual damagedistribution for awide range
of groundmotions. The use of these pre-defined fragility functions is highly favoured
in developing countries, particularly, when data to characterise building typologies
and seismic damage from past earthquakes are not available (Schultz et al. 2010), and
therefore there is no possibility to derive specific fragility curves based on local data.

It should be noted that classifying buildings with reference to a global dataset
is not straightforward because most of the classifications are defined for the USA
and Europe, and therefore they are not easily adaptable in developing countries. To
overcome this issue and to extend global datasets to developing countries, many
researchers employ modifiers defined based on expert opinion (Maqsood et al. 2013;
Naguit 2017; De Silve et al. 2018; Shah et al. 2018b). To avoid the use of modi-
fiers, which are highly dependent on engineering judgment, several global datasets
(PAGER (Jaiswal et al. 2011), World Housing Encyclopedia (www.world-housing.
net), and Global Earthquake Model (Silva et al. 2014) have been introduced with
the scope of covering the fragility of the entire world. However, since these datasets
use data obtained from specific locations to extrapolate fragility for nearby regions,
clearly, their applicability is still questionable and can be misleading (Schultz et al.
2010; Naguit 2017).

2.3.2 Methods Relying on Numerical/Analytical Model-Based
Approach

These methods are developed to assess seismic fragility using analytical models of
different accuracy and complexity. Numerical model-based approaches relying on
Finite element models (Mendes and Lourenço 2009; McKenna 2011; Lagomarsino
et al. 2013; Chaibedra et al. 2017; Choudhury and Kaushik 2018; Mendes et al.
2018), are adopted to assess masonry building performance by modelling index
buildings representative of typologies. However, these approaches, to be reliable,

http://www.world-housing.net/
http://www.world-housing.net
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should be employed on a considerable amount of structural and geometrical data.
Furthermore, even if these approaches are broadly used, they have a significant
drawback in capturing complex behaviour and failure modes of masonry structures.
Most of them perform only in-plane analysis for buildings characterised by well-
connected walls and floors, while only a small fraction of them can perform both
in-plane and out-of-plane analysis on buildings characterised by well (or poorly)
connected walls and floors (Novelli et al. 2015).

Among the analytical approaches there are also methods based on mechanical
models which have the advantage of being capable of assessing seismic perfor-
mance of a masonry building for both in-plane and out-of-plane failure modes. These
approaches (Bernardini el at. 1990; D’Ayala and Speranza 2003; Restrepo-Vélez and
Magenes 2004; Addessi et al. 2014) aim at estimating collapse load factor multipliers
of a given configuration of macro-elements and loads by imposing kinetic energy
equations. These methods present the benefit of requiring a few input parameters,
which can be collected with semi-rapid on-site investigations to estimate collapse
load factor multipliers and to identify of possible failure modes.

2.4 Step 4: Seismic Mitigation Programs

A seismic mitigation is a programme which employs the most cost-effective
retrofitting solutions to reduce causalities and loss of properties in case an earth-
quake occurs in the future. In developing countries, cost-effective solutions pro-
mote: (1) low-cost engineering actions which are affordable to local communities;
(2) simple retrofitting interventions which do not require high expertise; (3) transfer-
able retrofitting strategies to different typologies and sites; and (4) innovative self-
sustaining construction techniques based on using local materials and local resources
which benefit the economy of the region under study. To ensure the success of a mit-
igation plan, building capacities before and after retrofitting need to be assessed
and compared. When the comparison shows an improvement in the performance of
retrofitted buildings, the mitigation programme is viable and can be implemented.

3 Case Study: Malawi

Malawi is located in Sub-Saharan Africa and shares borders with Mozambique,
Zambia, and Tanzania (see Fig. 3). Although, in the last decades, the country has
been made important economic reforms to accelerate the economic growth, poverty
remains prevalent (OECD2018). The country is ranked as the third poorest country in
the world (FAO, IFAD, andWFP 2015;World Bank 2017), where themain economic
sector is agriculture, which is often negatively affected by adverse environmental
disturbances and hazards (e.g. hot weather, health, heavy rain, wind, and flood).
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Fig. 3 Map of Malawi, and identification of the sites of interest. Source MASDAP (http://www.
masdap.mw/) for road data, and SRTM (https://www2.jpl.nasa.gov/srtm/) for elevation data

Malawi is also a seismic-prone country within the southern branch of the active
East Africa Rift System, whereMw 7.0 (or greater) earthquakes can occur near major
geological faults. The most significant earthquake in the country in recent history
occurred in 1989 with Mw 5.7, making 50,000 people homeless in the centre of
Malawi (Midzi and Manzunzu 2014). The Karonga earthquake sequence of 2009
with Mw 4.9–6.0 is also remembered as one of the most recent major seismic events
in the country; 300 people or more were injured and about 4000 dwellings were
destroyed or damaged (Hayashi 2014).

In Malawi, non-engendered masonry buildings are the most popular construction
adopted for dwellings, as is the case for most countries in East Africa and most
developing countries around the world. Houses of this type are built informally by
local artisans using poor quality materials and structural detailing. In addition to this
poor construction practice, lack of quality control underlines a need to investigate
seismic building performance through methods capable of estimating damage prob-
ability and identifying effective retrofitting solutions to prevent failures due to future
seismic events.

http://www.masdap.mw/
https://www2.jpl.nasa.gov/srtm/
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In this section, seismic performance of masonry houses in Malawi were evalu-
ated by following the framework proposed in Sect. 2. Different building stocks of
non-engineered masonry buildings, located in informal settlements, were selected
by inspecting population/household numbers in the Malawi Housing and Popula-
tion Census (National Statistical Office of Malawi 2008) and Google Earth images
(https://earth.google.com/web/). To obtain realistic proportions of the building dis-
tribution in the selected informal settlements, preliminary surveys were conducted
in Central and Southern Malawi. Data collected in this phase, as indicated in Step
1 of the framework, were used to understand building distribution/typologies and
local practice indicated in (1) available urban plans (2) the existing demographic
information that is available from the 2008 Malawi Housing and Population Census
(National Statistical Office ofMalawi 2008), and (3) theWorld Housing Encyclopae-
dia (2002) and (4) PAGER (Jaiswal et al. 2011) and (5) Safer Housing Construction
Guidelines for non-engineered buildings (Bureau TNM 2016). To enrich the avail-
able data and characterise buildings structurally, onsite campaigns were carried out
and 40 buildings were inspected through semi-detailed structural surveys. Data for
these buildings, as discussed in Step 2 of the framework, were recorded qualitatively
and used to characterise only some of the parameters shown in Fig. 2; the recorded
parameters were the ones which had a significant impact on the structural behaviour
of the inspected buildings. Successively, the collected data were used to identify
three different building typologies for non-engineered masonry buildings, which
differ in construction material, roof type, quality of structural detailing, irregularity,
and observed deficiencies.

To assess the seismic risk of the selected regions, the seismic vulnerability of the
three building types were evaluated by using the mechanical approach FaMIVE
(D’Ayala and Speranza 2003). The method belongs to the class of analytical
approaches basedon simplifiednumericalmodels, introduced inStep3.The approach
was used to understand building seismic performance in terms of both capacity and
damage probability, providing fragility curves at different damage thresholds for
each of the identified non-engineered building typologies.

Results from FaMIVE were adopted for identifying most likely failure modes in
the case of intense ground shaking and facilitate the selection of suitable mitigation
solutions for Malawi from an economic and technical point of view (Step 4). The
proposed solutions were based on low-cost engineering interventions, as advised
in the framework, and they were mainly adopted to prevent out-of-plane failure
modes, which had mainly occurred in the non-engineered masonry buildings with
poor construction standards, damaged by the Karonga earthquake in 2009 (Kushe
et al. 2017). To highlight the benefit of the proposed solutions, capacities for the
building typologies before and after the retrofitting plan proposed for Malawi were
evaluated and compared.

https://earth.google.com/web/
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3.1 Step 1: Local Data Acquisition and Preliminary Visits
in Malawi

The first data collection for Malawi, as proposed in Step 1, were performed using
information taken from local archives and available datasets, which were used to
gather information related to non-engineered masonry building distribution and
typologies and to gain a deeper understanding of local building codes and con-
struction techniques. Within this scope, the accessible sources in Malawi included:

• Urban plan used to derive building settlement location (UN-HABITAT, United
NationsHighCommissioner forRefugees (UNHCR), and International Federation
of Red Cross (IFRC) (2010–2012))

In Malawi, the total population is more than 18.5 million and is growing at a high
annual rate of about 4.02% (UN-HABITAT, United Nations High Commissioner
for Refugees (UNHCR), and International Federation of Red Cross (IFRC) (2012)).
Due to the population growth there is a rapid expansion of informal settlements not
only in small cities and rural villages, but also in major cities, such as Lilongwe and
Blantyre. For these settlements, urban plans are not regularly updated, due to lack of
proper management framework or residential development. This happens because in
formal settlements new property developments are registered at the local city council
or district council, while in informal settlements new houses are built outside the
formal planning and building permit processes. Detailed figures on these aspects
are provided in UN-HABITAT, United Nations High Commissioner for Refugees
(UNHCR), and International Federation of Red Cross (IFRC) (2010), where the
rapid, and uncontrolled expansion of informal settlements is highlighted as the main
challenge for housing sector and built environment management in the country.

• Local/global datasets used to identify building classification:

– National census database (National Statistical Office of Malawi 2008)
The last census database was made locally available in 2008. The entire country
is divided into small Enumeration Areas (EA). The population and number of
households in the census are reported with reference to each identified EA in
the country. The same database also includes information about building types,
which are classified as: (a) traditional, typically consisting of sun-dried brick
walls, mud floors, and grass thatch, (b) semi-permanent, being built of any
combination of sun-dried and fired bricks, and (c) permanent, being made of
fired bricks and iron roofs. In the census the proportions of traditional, semi-
permanent, and permanent dwelling types were 28, 44, and 28% nationwide,
respectively.

– World Housing Encyclopaedia (2002)
This global classification refers to data gathered from the Malawi National
Census database of 1998, and modified by expert judgement, following findings
of field surveys (Ngoma and Sassu 2002). According to this dataset, Malawian
houses are classified in three main types, where 35% of the dwellings are in
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rammed earth (traditional type in the context presented above), 45% are adobe
in unburnt brick masonry (could be either traditional or semi-permanent type)
and 5% inwattle and daub (traditional type). The remaining 15%are unclassified
and are assumed to belong to the permanent housing type.

– PAGER (Jaiswal and Wald 2008)
According to this global dataset, Malawian houses consists of: 15% mud wall
houses, 19% adobe block houses, 1% rubble stone, 14% unreinforced fired
brick and 51% unreinforced concrete block masonry (Jaiswal and Wald 2008).
These values were extrapolated from the UN-HABITAT, United Nations High
Commissioner for Refugees (UNHCR), and International Federation of Red
Cross (IFRC) (2007), global report which refers to data taken from the 2004
National Census in Tanzania and modified by expert judgement (Jaiswal and
Wald 2008).

• Local design codes used to understand local building practice

The official code of practice is MS791-1:2014 (Malawi Bureau of Standards,
2014). This code, based on the British Standards, and is not usually complied with,
requiring high construction skills and extensive economic resources. Specifically, for
informal settlements, Safer Housing Construction Guidelines (Bureau TNM 2016)
are available anddeveloped to provide guidance ongoodpractice to construct lowcost
masonry buildings. Although theGuidelines are a significant source of information to
understand howbuildings in informal settlements should be built, communities do not
always opt for such solutions because they are not relatively affordable. Furthermore,
since a dissemination plan of the existing guidelines is not in place, householders
and local builders are often unaware of these guidelines which are currently only
available in a digital format.

• Preliminary visit carried out to overcome gaps in existing data

Evidently, the data summarised above underline inconsistencies due to (1) lack of
control of residential development affecting the existing urban plan (2) discrepancies
between local/global datasets, highlighted by the different criteria adopted to clas-
sify buildings and derived building typology distributions and (3) non-compliance
with design standards and guidelines leading to a high expansion of informal houses
built using poor materials and low quality construction techniques. These gaps and
irregularity were also confirmed by preliminary visits carried out on site in eight EAs
of Central and Southern Malawi, selected as representative sub-areas by inspecting
population/household numbers in the Census (National Statistical Office of Malawi
2008) and Google Earth images (https://earth.google.com/web/). The eight EAs cov-
ered five different locations: Salima, Mtakataka, Golomoti, Balaka, and Mangochi
(see Fig. 3). In this phase, the selected eight EAs were inspected by conducting a
quick walk-through survey in 2017. Compared with the 2008 Census data, the distri-
bution of building types had significantly changed, especially in urban areas, where
the proportions of permanent houses had increased, while the proportions of tradi-
tional ones had decreased significantly in both urban and rural areas. However, from

https://earth.google.com/web/
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the structural vulnerability point of view, this increment in the proportion of perma-
nent buildings cannot necessarily be related to a capacity improvement of the housing
stock overall. For example, houses made of burnt brick but with low-quality mud (or
even cement) mortars or houses with iron-sheet roofs but no proper connections to
the walls were not necessarily more robust than adobe ones (or “semi-permanent” in
the Malawi Census classification (National Statistical Office of Malawi 2008)). As a
conclusion of the preliminary survey, there was a need for more detailed information
to be collected and interpreted wisely to allow a more appropriate building classi-
fication, directly linked to the quality of materials and structural details. This leads
to the next section, where Malawian houses are described in detail and classified in
typologies according to data collected through on-site structural surveys.

3.2 Step 2 Building Typologies Identified in Malawi

Semi-rapid structural surveys were carried out, as proposed in Step 2 of the frame-
work, to characterise the parameters shown in Fig. 2. 40 non-engineered buildings
located in the EAs selected in Step 1 (see Fig. 3) were inspected by (1) taking
a few measurements, (2) recording the presence of irregularities, and (3) collecting
information related to structural deficiencies andmaintenance issues. For each build-
ing, data was collected only for two orthogonal façades, since parallel walls in the
inspected buildings had similar opening layout.

Most of the inspected constructions were made of fired (clay) bricks, since these
arematerialswhich are relatively cheap to source on-site, and they do not require high
construction skills (Fig. 4a). Regarding mud brick, although this was the traditional
material adopted to construct houses inMalawi; therewas still a considerable number
of buildings inspected on-site, which were made of mud bricks, as observed on site
(Fig. 4b). The most observed type of mortar was mud, and cement is slowly taking
over, but was still limited in use for the surveyed informal settlements (Fig. 4a and b).
The majority of the inspected houses (63%) were built with single-skin walls with a
thickness varying from 100 to 160 mm, while houses with double skin walls had a
thickness varying from 210 to 260 mm. Regarding building roofs, these were made
of timber rafters supporting thatch or light metallic corrugated sheets (Fig. 4c and d).
Both roof types can be classified as light systems, as they are not fully rigid along
the entire plane; and therefore, they do not act as rigid diaphragms. Furthermore, it
was observed that roofs generally were not connected to the bearing walls, therefore
they were not able to provide restraints against lateral movements of the walls due
to winds or earthquakes. Timber wall plates, to support roof structures, were used
only occasionally on the top of the longest external walls of the inspected houses,
and the use of timber ring beams to tie bearing walls was not part of the construction
methods observed on site.

Positively from a seismic point of view, the vast majority of houses in the surveyed
areas were one storey high, constructed as isolated buildings, and had rectangular
shapes in plan (typical plan dimensions 8 m × 6 m). On the other hand, negatively
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (l) (m) (n)

Fig. 4 Typical buildings in Malawi a fired bricks with cement mortar; b mud bricks with mud
mortar; c thatched roof, d light metallic sheets supported by timber rafters, showing a lack of
connection between walls and roof, and absence of both wall plates and ring beams; e bamboo
lintel; f concrete lintel, g house with poor connection between walls; h lack of connection between
buttress and wall; i concrete ring beam; l re-entrant corner; m portico; n chimney

from a seismic point of view, the poor construction detailing observed in the houses
significantly compromised the building performance. For instance, lintels on top
of openings were rarely in place, and only window frames made of timber planks
with small cross Sections (10 cm × 5 cm) were used. In case lintels were adopted,
they were often made with bamboo according to traditional techniques, while con-
crete lintels were used in buildings constructed by wealthy families (Fig. 4e and f).
The poor detailing was also underlined by the lack of connections between walls
(Fig. 4g), and between walls and floors/roof, which could lead to brittle failures dur-
ing earthquakes. In particular, in inspected houses of single-skin walls, connections
between different elements were poor. For inspected houses with double-skin walls,
connections between walls and between the walls and roof were better constructed,
and thus they are supposed to provide a higher structural stability to the entire build-
ing. To improve the quality of connections between walls, in a small percentage of
the inspected houses (12%), buttresses or ring beams were adopted (Fig. 4h and i).
Buttresses were made with fired bricks and are frequently used in newly constructed
houses, although these strengthening elements rarely worked well to prevent over-
turning of walls, since they were often disconnected from the entire building. With
regard to ring beams, they were constructed in reinforced concrete and placed on top
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Table 1 Definition of building typologies in the inspected houses in Malawi

Building typology A B C

Structural
system

Vertical
system type

Masonry
type

Unburnt
(mud)
bricks/ fired
(clay) bricks

Fired (clay)
bricks

Fired (clay)
bricks

Mortar type Mud Mud Cement

Roof type Thatch
supported by
timber
elements
(rafters)

Metallic
corrugated
sheets
supported by
timber
elements
(rafters)

Metallic
corrugated
sheets
supported by
timber
elements
(rafters)

Geometry Rectangular plan - Typical
size (8 m x 6 m)

Smaller than
typical size
(commonly)

Typical size
(commonly)

Larger than
typical size
(commonly)

Structural
irregularity

Portico No Possible Possible

Re-entrant corner Possible Possible Possible

Chimney No Possible Possible

Strengthening
elements

Buttresses, concrete ring
beams

No Possible Possible

Quality Materials Poor Medium Good

Connections between walls
and roof

Poor Medium or
good

Good

Maintenance Poor Medium or
good

Medium or
good

of openings and function as a lintel for distributing loads from the spandrels to the
adjacent piers, and as a belt for ensuring connection between the tops of walls.

Seismic performance of the inspected houses was also likely to be vastly affected
by the presence of irregular elements (e.g. re-entrant corner, portico, chimney, see
Fig. 4 l, m and n), observed in some new houses with good materials. Furthermore,
structural shortcomings in these types of constructions were caused not only by
low construction skills, but also by lack of maintenance. This was underlined by
the presence of cracks and material loss which were often observed in inspected
buildings, resulting in notable deterioration and damage (Fig. 4g and h).

To derive typologies based on the buildings observed on site, in Table 1, structural
andgeometrical factors,which highly varied,were ranked in termsof poor-goodqual-
ity scales, definedwith respect to theminimumandmaximumquality levels observed
on site.With reference to Table 1, three different non-engineered typologies A, B and
C (shown in Fig. 5) were identified, and added successively in the existing Malaw-
ian building classification of the World Housing Encyclopedia of 2002, discussed in
Sect. 3.1 (Novelli et al. 2018).
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(a) (b) (c)

Fig. 5 Typical one-storey masonry building in Malawi. a typology A; b typology B; c typology C

Typology A was representative of 23% of the inspected buildings. These were
made of poor fired and unfired bricks and poor mud mortar. Generally, these houses
had smaller plan geometry than the typical plan geometry of 8 m × 6 m. Most of
these houses had thatch supported by light timber rafters, low quality materials, and
poor structural detailing (e.g. lack of connection betweenwalls and between thewalls
and roof). 46% of buildings were of typology B, the most common of the typologies
observed in Malawi. These buildings were made of fired bricks and mud mortar.
These houses had a typical plan geometry of 8 m × 6 m. These houses had thatch
or corrugated metallic sheets supported by light timber rafters. The construction
detail varied significantly, therefore factors related to connections, quality mate-
rial, and maintenance level were defined as medium. The presence of irregularities
(e.g. portico and re-entrant corner) was recorded. The typology C covered 31% of
the inspected houses. These were made of fired bricks and cement mortar. Generally,
these houses had a larger plan geometry than the typical plan. Due to the extended
plan size, irregularities were likely to occur (e.g. portico and re-entrant corner).
Most of these houses had corrugated metallic sheets supported by timber rafters or
truss, good quality material, and good structural detailing (e.g. adjacent walls and
walls/roof are connected). The good structural quality of these houses was also given
by the presence of strengthening elements (e.g. buttresses, and ring beams).

Using the expert judgements, and on-site observations, the authors had assigned a
different level of vulnerability with reference to EMS scale (Grünthal 1998) for each
of the identified typologies, (low, medium and high to A, B and C, respectively) as
recently updated by the authors in the World Housing Encyclopedia (Novelli et al.
2018). In the next sections, the failure mode distribution and the actual level of
vulnerability are estimated analytically and expressed in terms of acceleration and
drift for each of the identified typology.
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3.3 Step 3 Derivation of Seismic Fragility Curves
for Building Typologies in Malawi

The seismic performance of the derived typologies was estimated using FaMIVE
(D’Ayala and Speranza 2003; Casapulla and D’Ayala 2006; Novelli et al. 2015). In
the past, this approach has been applied to assess the seismic performance ofmasonry
buildings in Italy, Spain, Turkey, India, Iran and Nepal. The method was adapted to
consider different construction types as well as a large variety of failure modes,
both in-plane and out-of-plane. The past case studies have demonstrated good agree-
ment between estimated seismic building performance and observed damage. The
approach is based on a mechanical procedure, which calculates collapse load factor
multipliers for different failure modes, defined as all possible collapse mechanisms
that can occur for a masonry building subjected to earthquake shaking. Collapse load
factor multipliers are calculated for each inspected façade of a building, taking into
account the geometrical/structural features of the orthogonal walls and their quality
of connections, as this allows assessing the structural interaction between walls and
their mutual response under seismic loads. Among the computed collapse load factor
multipliers, the failure mode with the smallest multiplier is considered to occur on a
façade (as the weak link).

In the present case study, possible failure modes, which can occur on non-
engineered buildings in Malawi, were identified on images taken during the recon-
naissance surveys carried out after the 2009Karonga earthquakeby the authors. These
failuremodes, as illustrated in Fig. 6a,were classified in threemajor classes: (1)OOP:
Out-Of-Plane, predominantly occurs on single-skin walls with a low-qualitymaterial
and low-quality connection with orthogonal walls and roof, causing overturning of
a single façade; (2) IP: In-Plane, predominantly occurs on single/double-skin walls
with amedium-quality material and a good-quality connection with orthogonal walls
and roof; causing shear failure of a single façade and (3) CORNER: Corner failure,
predominantly occurs on double-skin walls with good-quality material and good-
quality connection with orthogonal walls and roof, causing the overturning of at
least two orthogonal façades.

With reference to the possible collapses for the houses inspected in Malawi,
the failure mode distribution estimated with FaMIVE is illustrated in Fig. 6b. As
expected from the on-site surveys, since a lack of connection between the walls
and roof and low-quality construction materials were frequently observed in the
inspected buildings, OOP with a percentage of 69% is the most likely failure mode
for the inspected facades belonging to typology A and B. Regarding IP (19%) and
CORNER (12%), these were mainly estimated for the inspected façades of buildings
belonging to typologies B and C which were better constructed and therefore had
higher resistance to seismic loads, compared to typology A.

The capacity curves of the building typologies (A, B, and C) and failure mode
classes (OOP, IP, and CORNER) were computed based on the collapse load factor
multipliers (D’Ayala 2005; D’Ayala and Novelli 2014). Since the load factor multi-
pliers in FaMIVE were calculated for façade, multiple capacity curves, one for each
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1) OOP 3) CORNER 

2) IP 

CORNER 

OOP 

IP 

A B C
OOP 93% 7% 0%

IP 63% 20% 17%
CORNER 33% 43% 24%

(a)
(b)

Fig. 6 a Typical failure modes observed after the 2009 Karonga earthquake Source of image 1:
authors; source of image 2: (http://www.aaronmoore.com.au/malawi-earthquake-relief#/i/1) taken
by Aaron Moore, used with permission and source of image 3: (http://www.aaronmoore.com.au/
malawi-earthquake-relief#/i/2) taken by Aaron Moore, used with permisison; and b failure modes
estimated for single inspected facade (expressed in percentages)

analysed façade, were derived for a single building. The minimum capacity curve
among all examined façades was adopted as the capacity curve for the entire build-
ing. With regards to the strength capacity, the acceleration (%g) coincided, for each
façade, with the collapse load factor obtained with FaMIVE. The minimum capacity
curve among all examined façades was adopted as the capacity curve for the entire
house. The elastic limit displacement at the top of each façade was calculated as a
function of the elastic stiffness and the mass of the façade, involved in the activated
failure mode. The ultimate displacement was defined as the displacement that deter-
mined the geometrical instability of the façade and hence its collapse. Computed
the displacements, the drift was derived with the respect to the height of the single
inspected façade. With reference to the definition of strength and drift given above,
the different levels of seismic resistance of the three typologies are illustrated in
Fig. 7a, showing the comparison of the median capacity curves derived in terms of
building typologies (A, B, and C) and failure mode classes (OOP, IP, and CORNER).
The four identified points on the curves were associated to corresponding damage
state (dsi) as proposed in Fig. 7a, where the capacity curves for the identified build-
ing typologies are presented. For each curve, the following dsi are reported: LD,
Light Damage, corresponding to the elastic lateral capacity, SD, Structural Damage,
corresponding to the peak capacity, NC, Near Collapse, corresponding to incipient
or partial collapse, and C, Collapse, corresponding to the total collapse. As expected
from the definition of the three typologies, it is noticeable that building typology A
(class of buildings characterised by low-quality materials and construction details)
has the lowest values of acceleration and drift compared to B and C with the highest
peak capacities. The three building typologies are characterised by an almost lin-
ear behaviour up to maximum capacity and a very modest ductile range. Clearly,
the estimated capacity curves are capable to capture different vulnerability levels,

http://www.aaronmoore.com.au/malawi-earthquake-relief#/i/1
http://www.aaronmoore.com.au/malawi-earthquake-relief#/i/2
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LD

SD

SD

SD

NC

NC

NC C 
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C 
LD

SD
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NC
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NC

C 
C 

C 

(a) (b)

Fig. 7 Median capacity curves for a the building typologies: A, B andC and b failuremode classes:
OOP, IP and CORNER

highlighted by the different identified peak capacities, which can be associated to
the three vulnerability levels (low, medium and high to A, B and C, respectively)
assessed by expert judgements by the authors in the World Housing Encyclopedia
(Novelli et al. 2018). The effect of classifying the inspected buildings with reference
to the estimated failure modes (OOP, IP, CORNER, see Fig. 6b) are investigated in
Fig. 7b. It is important to state that this classification typifies buildings not according
to their geometric/structural features but according to the estimated seismic response.
This entails the definition of classes OOP and IP made of buildings of typologies
A, B and C and class CORNER with buildings of typologies B and C, as indicated
in the table of Fig. 6b. As expected in Fig. 7b, the results show that class OOP has
similar capacity curves of typology A, since most of these buildings are collapsing
for overturning as illustrated in Fig. 6b. In addition, the smaller ductile range of OOP
respect to IP and COMB underline the high brittleness of this failure mode. On the
other hand, the differences on the peak capacities observed for IP and COMB com-
pared to OOP (differences are more than 30 and 50% respectively) highlight a robust
seismic response. Consequently, the CORNER and IP failure modes are relatively
favoured collapse mechanisms, in the sense that they occur only for buildings built
with good/medium construction practice (in other terms for buildings of typology B
and C), which are evidently higher resistant to seismic events, and therefore have a
lower probability to collapse.

In agreement with the N2 method (Fajfar 2000), fragility curves for different
damage states (dsi) for LD, SD,NCandC, as defined in theGlobal EarthquakeModel
(GEM) guidelines (D’Ayala et al. 2014), were obtained by computing themedian and
standard deviation values of the displacements estimated for each damage state of
the typologies (A, B and C) and failure mode classes (OOP, IP, and CORNER). The
median and standard deviationwere used to derive equivalent lognormal distributions
indicated as (Sd) in the fragility curves. To this end, fragility curves were obtained
as follows:

S
∧

d,dsi=eμ̄i with μ̄i = 1

n

n∑

j=1

ln S
j
d,dsi (1)
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and the corresponding standard deviation as:

βdsi = eμ̄i+ 1
2 σ2i

√

eσ2i − 1 with σi =

√
√
√
√

∑(
ln S

j
d,dsi − ln S

∧j

ddsi

)2

n
(2)

Results of Eqs. (1) and (2) are shown in Tables 2 and 3 and fragility curves for
typologies A, B, and C, and OOP, IP and CORNER for damage state C (Collapse)
are reported in Fig. 8.

Clearly, the median Sd identified for OOP and A have very similar values. This
happens because although buildings in each typology are classified according to
different criteria, most of the buildings in A, also fail in OOP, therefore both typolo-

Table 2 Median displacement thresholds and their corresponding dispersion for building typolo-
gies (A, B and C) due to the variability of capacity curves in the sample

LD SD NC C

Median Sd
(cm)

bdsi Median Sd
(cm)

bdsi Median Sd
(cm)

bdsi Median Sd
(cm)

bdsi

A 0.1729 1.3090 0.5186 1.3090 2.0417 2.0203 6.1250 2.3420

B 0.1399 0.9486 0.4198 0.9486 2.5333 1.4871 7.6000 1.3425

C 0.0361 1.0666 0.1084 1.0666 3.4500 1.4546 14.0000 1.6105

Table 3 Median displacement thresholds and their corresponding dispersion for failure modes
(OOP, IP, and CORNER) due to the variability of capacity curves in the sample

LD SD NC C

Median
Sd (cm)

bdsi Median
Sd (cm)

bdsi Median
Sd (cm)

bdsi Median
Sd (cm)

bdsi

OOP 0.2525 1.0800 0.7576 1.0800 2.2000 1.5689 6.6000 1.5689

IP 0.0062 1.0795 0.0187 1.4589 4.6667 1.4078 15.3333 2.7736

CORNER 0.0003 1.2535 0.0009 1.2535 3.4500 1.6778 20.7000 1.6778

Fig. 8 Fragility functions for building typology (A, B, and C) and failure modes (CORNER, IP,
and OOP)
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gies are composed by the same buildings. However, the related fragility curves in
Fig. 8 show a significant variation in the probability of collapsed buildings start-
ing from a Sd greater 0.1 cm, where it results for low values of Sd (smaller than
10 cm) that buildings collapsing for in OOP are more than the ones classified in
A. Furthermore, the effect of using different building classifications (based on the
geometrical/structural features or failure modes), is mainly underlined by the drastic
difference of the probability of damage between B and IP (medium vulnerability)
and C and CORNER (low vulnerability) where the differences in the median Sd are
more than 50 and 33% respectively. Noticeably, C/CORNER are the typologies that
have the less severe earthquake damage (e.g., for Sd = 5 cm, number of collapsed
buildings inC/CORNERare around 40 and 60% less than collapsed buildings inB/IP,
and A/OOP). This is because the collapse fragility functions have from a gentler to
a steeper slope going from a lower to higher vulnerable typology.

3.4 Step 4 Seismic Mitigation Programs for Malawi

Several types of interventions based on low-cost engineering solutions can be
suggested to improve the structural performance of the inspected non-engineered
masonry buildings in Malawi. Descriptions of recommended retrofitting interven-
tions include:

• Wall plates (see Fig. 9a and b).

These elements are made as horizontal timber bands installed along the tops of
walls under the roof to provide a fixing point at the ends of the rafters and to ensure
connection between the tops of walls and the roof. These elements are fixed to
walls through steel or timber pegs. In the inspected houses in Malawi these elements
were rarely used under the rafters, which generally seated directly on top of walls,
which often resulted in severe local damage to the walls by the rafters due to stress
concentration. To prevent high stress concentration at rafter-wall contact points and

(a) (b) (c)

Fig. 9 a Timber wall plate of rectangular section, b timber wall plate of circular section, and
c concrete ring beam
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to improve connections between walls and the roof structure, wall plates are highly
recommended.

• Ring beams (see Fig. 9c).

Ring beams (also known as a crown, collar, band or tie beams or seismic beams)
are made of reinforced concrete or timber and are located as a belt at roof and/or
lintel level. These elements are used to ensure that gravitational/seismic loads are
properly transferred, and connections on top of walls prevent out-of-plane failure
modes. In this respect, in the Safer Housing Construction Guidelines (Bureau TNM
2016), there is a specific section for ring beams, where it is advised to combine
ring beams at lintel and roof levels as only one beam, which should be located at
roof level. This has been suggested to reduce complexity and cost in the building
process. In practice, as discussed in Sect. 3.2, concrete ring beams are rarely used,
and they are only placed at lintel level, supporting spandrels, which can be highly
vulnerable under earthquakes, if they are deep in height. The observed ring beams
were often under-designed to support gravitational/seismic loads and since they were
not connected directly to roofs, thesewere not capable of constraining roof structures.
Existing ring beams need to be inspected and substituted with new ones, if they are
deficient. Furthermore, it is strongly advised that ring beams be placed both at lintel
and roof levels, or only at the lintel level, if spandrels are not significantly deep in
height. Use of ring beams at roof level only should be considered, if lintels on the
top of openings are also adopted.

• Buttresses (Fig. 10a)

These structural elements are made with fired bricks and are located along walls.
Buttresses have the functions to increase stability of buildings, limit the vibration
and prevent out-of-plane failure modes in the wall located in the orthogonal direction
respect to the buttresses (Ortega et al. 2018).

The out-of-plane failure mode is the most common collapse mechanism
that can occur in non-engineered masonry buildings (D’Ayala 1999; Karantoni and
Bouckovalas 1997; Tomazevic 1999). This was confirmed by failure modes observed

(b)(a)

Fig. 10 a Buttresses: structures made of stones or bricks, built against walls, to prevent overturning
b buttresses observed on-site during structural surveys
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during the 2009 Karonga earthquake by the authors as well as the failure mode dis-
tribution shown in Fig. 6 assessed for the inspected non-engineered masonry build-
ings in Malawi. Since out-of-plane failure modes are caused by lack of connections
between walls (Giuffre 1993a, b) and buttresses are the most adequate low-cost
engineering solution to prevent such failure modes, their benefit is assessed run-
ning a further analysis where inspected buildings failing for OOP are assumed to be
strengthened using the intervention, illustrated in Fig. 10a. Improvements achieved
by the added buttresses are significant. The results are shown in Fig. 11a and b, where
the effectiveness of the buttresses is presented in terms of both failure mode distri-
bution and capacity curves. The use of buttresses, since it limits overturning collapse
of buildings, favours IP and CORNER failure modes, which occur for 56% and 44%
of the inspected façades respectively, preventing OOP successfully. With regards to
capacity curves, the positive role of the buttresses is mainly highlighted by the incre-
ment of acceleration in both typologies A and B. Since most of the buildings in these
typologies fail in OOP (93% and 63 in A and B respectively, as illustrated in Fig. 6),
the presence of buttresses rises their strengths from 0.31 (%g) inA and 0.42 (%g) in B
before retrofitting to 0.41 (%g) in A and 0.51 (%g) in B after retrofitting. With refer-
ence to typology C, only 33% fails in OOP, as illustrated in Fig. 6, therefore the effect
of the buttresses is only limited to a few buildings which increase the mean capacity
of typology Cwith 7%of growth in the peak acceleration before and after retrofitting.

With the demonstrated positive impact, buttresses are highly recommended to
prevent overturning. In addition, it is also important to mention that buttresses have
an important role to prevent overturning in houses with poorly connected walls, only
if they are located along the length of the longest walls, which are generally the most
vulnerable to OOP compared to the short ones. Therefore buttresses only located on
one side of a façade, as the one indicated in Fig. 10b, showing a typical Malawian
house with veranda made of buttresses, are not capable to prevent the overturning of
the entire wall, if the side of the façade without buttresses is not properly connected
with the orthogonal wall. Consequently, it is advised to inspect existing houses in
Malawi, add buttresses, if walls are poorly connected, and replace buttresses, if they
are not connected to the buildings.

Fig. 11 a) Failure modes distribution after buildings inspected in Malawi have been strengthened
b) Capacity curves before and after strengthening with buttresses
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4 Conclusions

This chapter has described a seismic mitigation framework for assessing non-
engineered masonry buildings. It facilitates the identification of suitable mitiga-
tion solutions to increase seismic resilience of non-engineered masonry buildings in
developing countries. The application of the framework has been demonstrated by
focusing onCentral-SouthernMalawi, selected as a representative country in the East
African Rift region, where rapid expansion of informal settlements is occurring. The
developed framework integrates effective guidance with regard to collecting data,
classifying non-engineered masonry buildings in main typologies, estimating build-
ing performance, and identifying adequate low-cost retrofitting strategies. Moreover,
the seismic mitigation framework can offer notable advantages of using mitigation
solutions to increase seismic resilience in developing countries by deriving failure
mode distribution and fragility curves of non-engineered masonry buildings before
and after a mitigation plan is employed. In the future, the framework could be further
extended to a risk assessment tool and could serve to implement performance-based
earthquake engineering methods in developing countries.
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Double and Triple Impulses
for Capturing Critical Elastic-Plastic
Response Properties and Robustness
of Building Structures Under Near-Fault
Ground Motions

Kotaro Kojima, Kohei Fujita and Izuru Takewaki

1 Introduction

Near-fault ground motions have been recorded recently through widely distributed
recording networks. After detailed investigations, it was clarified that such ground
motions have special characteristics. The effects of near-fault ground motions on the
response of building structures have been investigated extensively (Hall et al. 1995;
Sasani and Bertero 2000; Alavi and Krawinkler 2004; Kalkan and Kunnath 2006;
Khaloo et al. 2015). The fling-step and forward-directivity are two types and are
utilized to characterize such near-fault ground motions (Kalkan and Kunnath 2006;
Mavroeidis and Papageorgiou 2003). As representative ground motions, Northridge
earthquake in 1994, Hyogoken-Nanbu (Kobe) earthquake in 1995 and Chi-Chi
(Taiwan) earthquake in 1999 provided many earthquake structural engineers with
useful and precious data.

The fling-step and forward-directivity inputs are well characterized by a
few wavelets. Some useful research works have been presented. Mavroeidis and
Papageorgiou (2003) clarified the characteristics of this class of ground motions
and proposed some simple models. Sasani and Bertero (2000) proposed one-cycle
and 1.5-cycle sinusoidal waves as the ground motion models for the fling-step and
forward-directivity inputs, respectively (also in Kalkan and Kunnath 2006).
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In this chapter, new approaches using the double impulse (Kojima and Takewaki
2015a) and the triple impulse (Kojima and Takewaki 2015b) are explained for various
models which represent important nonlinear vibration phenomena and the intrinsic
response characteristics under the near-fault ground motion are made clear. The
common underlying concept is the modeling of simple sinusoidal waves into a few
impulses with the equivalent power and the use of energy balance for the derivation
of closed-form expressions of the maximum elastic-plastic response. The energy
balance provides many advantages because the impulses cause only free vibration
and complicated treatment by forced input can be avoided. It should be reminded
that the relative response velocity is zero at the maximum deformation and the strain
energy is zero at the second impulse timing in the case of critical double impulse.
These properties enable the derivation of closed-form expressions of the maximum
elastic-plastic response in a simple way (Kojima and Takewaki 2015a, b, c; 2016a,
b, c; Takewaki and Kojima 2017; Takewaki et al. 2017). The present approach is
expected to overcome the difficulty in the nonlinear structural dynamics (Caughey
1960; Iwan 1961). Then the closed-form expressions for the elastic-plastic responses
under the series of impulses are applied to the soil-structure interaction problem and
the base-isolated building. Furthermore, these closed-form solutions are used for
evaluating the robustness of building structures (Kanno et al. 2017; Fujita et al.
2017; Hayashi et al. 2018).

2 Modeling of Main Part of Near-Fault Ground Motion
into Double Impulse and Triple Impulse

The main portions of most near-fault ground motions can be represented by a few
pulse-like waves as shown in Fig. 1. As far as the maximum response is concerned,
the response resulting from such pulse-like waves plays an important role. In this
chapter, the main portion of the pulse-like ground motions is simulated by the double
impulse (see Fig. 2a) or the triple impulse (see Fig. 2b).

In this chapter, the magnitude of the double or triple impulse is determined so
that the maximum Fourier amplitude of the double or triple impulse is equal to that
of the corresponding one-cycle sine wave or one and half-cycle sine wave. This
adjustment is introduced to guarantee the good response correspondence between
the one-cycle sine wave or one and half-cycle sine wave and the double or triple
impulse. The correspondence of the Fourier amplitudes between the one-cycle sine
wave (or one and half-cycle sine wave) and the double impulse (or triple impulse) is
shown in Fig. 3a, b. V and Vy denotes the input velocity level of the double impulse
and the reference velocity level giving just yield deformation after the first impulse.
These parameters will be explained later. Figure 3c shows the correspondence of the
restoring force-deformation characteristics under the critical double impulse and the
one-cycle sine wave. Figure 3d also illustrates the correspondence of the restoring



Double and Triple Impulses for Capturing … 227

-1

-0.5

0

0.5

1

0 2 4 6 8 10

Rinaldi Station FN 
(1994 Northridge Earthquake)
Approximate one cycle 
sinusoidal wave

gr
ou

nd
 a

cc
el

er
at

io
n 

[g
]

time [s]

-1

-0.5

0

0.5

1

0 2 4 6 8 10

Rinaldi Station FN
(1994 Northridge Earthquake)
Approximate 1.5 cycle 
sinusoidal wave

gr
ou

nd
 a

cc
el

er
at

io
n 

[g
]

time [s]

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

25 30 35 40 45 50

Kobe Univ. NS 
(Hyogoken-Nanbu 1995) 
Approximate one cycle 
sinusoidal wave

gr
ou

nd
 a

cc
el

er
at

io
n 

[g
]

time [s]

(a) (b)

(c)

Fig. 1 Modeling of main part of pulse-type recorded ground motion into the corresponding one-
cycle or one and a half cycle sinusoidal input: a Rinaldi station fault-normal comp. (Northridge
earthquake 1994) (one-cycle), b Rinaldi station fault-normal comp. (one and a half cycle); c Kobe
University NS comp. (almost fault-normal) (Hyogoken-Nanbu (Kobe) earthquake 1995) (Kojima
and Takewaki 2016a)
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Fig. 2 Modeling of pulse-like ground motions: a Fling-step input (one-cycle sine) and double
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Fig. 3 Adjustment of input level of double and triple impulses to the corresponding one-cycle and
one and half-cycle sine wave based on Fourier amplitude equivalence and response correspondence
under double and triple impulses: a double impulse, b triple impulse, c restoring force-deformation
correspondence under double impulse, d restoring force-deformation correspondence under triple
impulse (Kojima and Takewaki 2015a, b)

force-deformation characteristics under the critical triple impulse and the one and a
half-cycle sine wave.

3 Closed-Form Elastic-Plastic Response to Critical Double
Impulse

Figure 4 shows an overview of the process of the response of an elastic-perfectly
plastic single-degree-of-freedom (SDOF) model under the critical double impulse.
The critical double impulse implies the double impulse which causes the maximum
response under the conditions of a constant velocity amplitude and a variable impulse



Double and Triple Impulses for Capturing … 229

yd

yf−

yf
f

uyd−

1st  impulse 
free vibration

Maximum 
displacement

2nd impulse 
(at zero restoring force)

free vibration

Maximum 
displacement

(1)
maxu

(2)
maxu

gu

t

0t
gu

t

1st impulse 

free vibration

Maximum 
displacement

2nd impulse 
(zero restoring force)

free vibration

Maximum 
displacement

me

(1)
maxu− (2)

maxu

0

( )
( ) ( )

gu t
v t v t tδ δ= − − 0t

(1)
maxu (2)

maxu

Initial state

2nd impulse

..

..

..

Fig. 4 Overview of elastic-plastic response process of SDOF model to critical double impulse

interval (Drenick 1970; Takewaki 2007). It should be emphasized that the critical
timing of the second impulse is the time when the restoring force becomes zero in
the first unloading process (Kojima and Takewaki 2015a). The parameters u and f
denote the displacement of the structural mass relative to the ground motion and the
restoring force of the system. dy and fy denote the yield deformation and the yield
force, respectively. umax1 and umax2 denote the maximum deformation after the
first impulse and the second impulse, respectively. umax = max(umax1, umax2)
denotes the maximum deformation. V denotes the input velocity level of the double
impulse (the instantaneous change of velocity of the structural mass) and Vy is the
product of the natural circular frequency ω1 of the SDOF system and dy . Vy is the
reference velocity level giving just yield deformation after the first impulse. Figure 5
shows the normalized maximum deformation under the critical double with respect
to the normalized input velocity level. In Fig. 5, CASE 1 is the elastic case, CASE
2 is the case where the system goes into the yielding stage only after the second
impulse and CASE 3 is the case where the system goes into the yielding stage even
after the first impulse.
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Fig. 5 Maximum
deformation under critical
double impulse with respect
to input velocity level
(Kojima and Takewaki
2015a)
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4 Closed-Form Elastic-Plastic Response to Critical Triple
Impulse

In comparison with the response to the double impulse, the derivation process of
the critical timing is somewhat complicated in the triple impulse. Figure 6 shows
following four cases depending on the input level. CASE 1 is the case of elastic
response during all response stages, where umax3 is the largest. CASE 2 is the case
of plastic deformation only after the third impulse, where umax3 is the largest. CASE
3 is the case of plastic deformation after the second impulse, where umax2 or umax3
is the largest. CASE 4 is the case of plastic deformation even after the first impulse,
where umax2 is the largest. Then CASE 3 is divided into CASE 3-1 and CASE 3-2.
CASE 3-1 is the case where the timing of the third impulse acts in the unloading stage
and CASE 3-2 is the case where the timing of the third impulse acts in the yielding
(loading) stage. umax1, umax2 and umax3 denote the maximum deformation after
the first impulse, the second impulse and third impulse, respectively. It is assumed
here that the critical impulse has the second impulse timing at the zero restoring force
in the first unloading process. It can be understood that the third impulse timings are
different in CASE 3 and CASE 4.

Figure 7 shows an overview of the response process of an elastic-perfectly plastic
SDOF model to the critical triple impulse in CASE 4. On the other hand, Fig. 8
illustrates themaximumdeformation of the undamped elastic-perfectly plastic SDOF
system under the critical triple impulse with respect to the input velocity level.

Figure 9 shows the maximum deformation to the triple impulse for varied time
interval t0. t c0 in Fig. 9 denotes the critical time interval of the triple impulse and t c0 is
defined as the zero restoring force timing just after the first impulse. From Fig. 9, the
response to the triple impulse is maximized at t0 = t c0 when V/Vy is smaller than 2.
When V/Vy is larger than 2, the response to the triple impulse is maximized at the
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(a) (b) (c)

(d) (e) (f)
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Fig. 6 Maximum deformation of elastic-perfectly plastic system under the critical triple impulse
(Kojima and Takewaki 2015b)
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time interval t0 slightly larger than t c0 . Figure 10 presents themaximumdeformation to
the corresponding 1.5-cycle sinusoidal wave with the constant velocity amplitude for
varied input period Tp. Tp/T c

p is equal to t0/t
c
0 because Tp = 2t0 and T c

p = 2t c0 . From
Fig. 10, the response to the 1.5-cycle sinusoidal wave is maximized near Tp = T c

p
and T c

p = 2t c0 is a fairly good approximate of the critical period of the 1.5-cycle
sinusoidal wave for a specific velocity amplitude.
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5 Comparison of Maximum Deformation Under Critical
Double Impulse and that Under Critical Triple Impulse

Figure 11 shows the comparison of the maximum deformation of an undamped
elastic-perfectly plastic SDOF system under the critical double impulse and that
under the critical triple impulse. The maximum deformations of an undamped linear
elastic SDOF system under both the critical double impulse and the critical triple
impulse are umax/dy = 2(V/Vy). umax/dy = 2(V/Vy) is equal to the maximum
deformation under the critical double impulse or the critical triple impulse in CASE
1. From Fig. 11, the maximum deformation under the critical double impulse is
larger than that under the critical triple impulse in the range 0.5 ≤ V/Vy < (4 +
2
√
22)/9. On the other hand, when V/Vy is larger than (4+2

√
22)/9, the maximum

deformation under the critical triple impulse is larger than that under the critical

Fig. 11 Comparison of
maximum elastic-plastic
response under critical
double impulse and that
under critical triple impulse,
a original one, b magnified
one
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double impulse. This is because the maximum deformation after the first impulse of
the critical double is larger than that after the second impulse when the input velocity
level V/Vy is larger than 1 + √

3 � 2.7320, and the maximum deformation after
the second impulse of the critical triple impulse is largest when the input velocity
level V/Vy is larger than 2(1 + √

35)/17 � 0.8137. The boundary input level
V/Vy = (4+2

√
22)/9� 1.4868 can be obtained by using the closed-form solutions

for the maximum responses under the critical double impulse and triple impulse.
The maximum deformation under the critical double impulse is larger than that

under the critical triple impulse when the input velocity level is larger than about
6. When the input velocity level V/Vy is larger than about 6, the ductility factor
is larger than about 18. This input level range is only considered for base-isolation
building in Sect. 8.

6 Applicability of Closed-Form Solution for Elastic-Plastic
Response Under Critical Triple Impulse to Actual
Recorded Near-Fault Ground Motion

In this section, the possibility is investigated whether the triple impulse can be used
as substitute for the fault-normal near-fault ground motions and the applicability
of the proposed theory using the triple impulse to the actual recorded fault-normal
near-fault ground motions is discussed. In order to investigate the applicability of
the proposed theory, the elastic-plastic response under the critical triple impulse is
comparedwith the critical response under theRinaldi station fault-normal component
during the Northridge earthquake in 1994. Figure 12 shows the accelerogram of the
Rinaldi station fault-normal component during the Northridge earthquake in 1994.
The main part of this accelerogram is modeled by the 1.5-cycle sinusoidal wave
as shown in Fig. 12. The maximum velocity and the period of the corresponding
1.5-cycle sinusoidal wave are denoted by Vp and Tp. Vp = 1.05[m/s] and Tp =
0.8, 0.85, 0.9, 0.95 [s] are adopted for the Rinaldi station fault-normal component.
Although the critical triple impulse is determined for the structural parameter Vy , the

Fig. 12 Rinaldi station
fault-normal component and
corresponding 1.5-cycle
sinusoidal wave
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structural parameter Vy is selected for the input velocity level of the actual recorded
ground motion to maximize the elastic-plastic response under the actual recorded
ground motion because the recorded ground motion is fixed (the input velocity level
is fixed). This procedure is similar to the elastic-plastic response spectrum (changing
the strength parameter), which was developed in 1960–1970 (Veletsos et al. 1965).

Figure 13 shows the comparison of the elastic-plastic response under the criti-
cal triple impulse and the critical elastic-plastic response under the Rinaldi station
fault-normal component. The critical elastic-plastic response under the Rinaldi sta-
tion fault-normal component is obtained by the time-history response analysis. The
ordinate axes in Fig. 13a, b present the maximum deformation and the maximum

Fig. 13 Comparison of the
elastic-plastic response
under the critical triple
impulse and that under the
Rinaldi station fault-normal
component, a maximum
deformation, b maximum
deformation amplitude
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amplitude of deformation. The abscissa is the normalized input velocity level V/Vy .
The input velocity level V of the triple impulse as substitute for the Rinaldi station
fault-normal component is V = 1.687[m/s]. From Fig. 13a, b the response under
the critical triple impulse corresponds to the critical elastic-plastic response under
the recorded fault-normal near-fault ground motion (Rinaldi station fault-normal
component) regardless of some variation of the parameter of the sinusoidal wave.

7 Application of Elastic-Plastic Response Under Critical
Double Impulse and Triple Impulse to Swaying-Rocking
Model

In this section, the closed-form expressions for the maximum elastic-plastic
responses to the critical double and triple impulses are applied to a structure on
flexible ground. The building is modeled by an SDOF system and the stiffness of the
ground is modeled by using the sway and rocking springs. The SDOF system sup-
ported by the swaying and rocking springs is called the simplified swaying-rocking
model (SR model). Figure 14 shows the maximum deformation of the building on
the flexible ground under the critical double and triple impulses with respect to the
normalized input velocity level. The shear wave velocities of soil type 1, 2 and 3
are VS = 200[m/s], VS = 133[m/s], VS = 100[m/s], respectively. The mass of the
building is m = 800× 103[kg] and the natural period of the building with fixed base
is 1.0[sec]. A 10-story building is assumed here for the super structure. The yield
deformation is dy = 0.16[m], the equivalent height is H = 40 × 0.7 = 28[m], and
the equivalent radius of the foundation r = 8[m]. The mass density of ground is
ρ = 1.8 × 103[kg/m3] and the Poisson’s ratio is ν = 0.35.

From Fig. 14a, it can be understood that, in the case of a smaller input level of
the double impulse to the structural strength (CASE 1 and 2 for the double impulse),
as the ground stiffness becomes larger, the maximum deformation also becomes
larger. On the other hand, in the case of a larger input level (CASE 3 for the double
impulse), as the ground stiffness becomes larger, themaximumdeformation becomes
smaller when umax1 < umax2 and the maximum deformation becomes larger when
umax1 > umax2.

From Fig. 14b, it can be realized that, in case of a smaller input level of the triple
impulse (CASE1 andCASE2 for the triple impulse), as the ground stiffness becomes
larger, the maximum deformation also becomes larger. In the case of a middle input
level (CASE 3 for the triple impulse), as the ground stiffness becomes larger, the
maximum deformation becomes smaller when umax2 < umax3 and the maximum
deformation becomes larger when umax2 > umax3. In the case of a larger input
level (CASE 4 for the triple impulse), as the ground stiffness becomes larger, the
maximum deformation becomes smaller.
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Fig. 14 Maximum deformation of superstructure on flexible ground, a double impulse, b triple
impulse

This is because the elastic strain energy stored in the swaying and rocking springs
becomes smaller as the ground stiffness becomes larger. For example, in CASE 4
for the triple impulse, as the ground stiffness becomes smaller, the elastic strain
energy stored in the ground springs during the plastic deformation of the superstruc-
ture after the first impulse becomes larger and the velocity just after second impulse
(the kinetic energy just after second impulse) becomes larger. Then the maximum
deformation after the second impulse becomes larger. Therefore, themaximumdefor-
mation becomes larger in CASE 4, as the ground stiffness becomes smaller.
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8 Application of Elastic-Plastic Response Under Critical
Double and Triple Impulses to Base-Isolated Building

In this section, the closed-form solution for the elastic-plastic response to the crit-
ical double and triple impulses is applied to base-isolated buildings with nonlinear
isolators. The base-isolated building is modeled by a two-degree-of-freedom system
(SDOF superstructure and base-isolation story). The base-isolation story is assumed
to consist of lead rubber bearings andmodeled by a shear springwith elastic-perfectly
plastic restoring-force characteristic. In order to apply the closed-form solution for
the SDOF system, the two-degree-of-freedom system is transformed into the SDOF
system by neglecting the mass on the base-isolation story and introducing the series
spring model. Figure 15 shows the maximum deformation in the base-isolated story
of the 10-story and 20-story base-isolated buildings under the critical double and

Fig. 15 Maximum
deformation in the
base-isolation story to
critical double impulse and
triple impulse, a 10-story
base-isolated building,
b 20-story base-isolated
building
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triple impulses with respect to the input velocity level V [×10−2m/s]. uImax denotes
the maximum deformation in the base-isolation story. The model parameters of the
10-story and 20-story base-isolated buildings are summarized as follows.

[10-story base-isolated building model]

The mass of the superstructure is m = 800 × 103[kg] and the natural period of
the superstructure with fixed base is 1.0[sec]. The mass on the base-isolation story is
mI = 160×103[kg], the fundamental natural period of the rigid superstructure on the
base-isolation story is TI = 2.0[sec] and the yield deformation of the base-isolation
story is dy = 0.01[m].

[20-story base-isolated building model]

The mass of the superstructure is m = 1600 × 103[kg] and the natural period of
the superstructure with fixed base is 2.0[sec]. The mass on the base-isolation story is
mI = 160×103[kg], the fundamental natural period of the rigid superstructure on the
base-isolation story is TI = 1.4[sec] and the yield deformation of the base-isolation
story is dy = 0.01[m].

From Fig. 15a, b, in the case of a larger input level, the base-isolation story to the
critical double impulse is larger than that to the critical triple impulse.

9 Robustness Evaluation by Critical Double and Multiple
Impulses

New evaluation methods for the robustness of buildings considering the critical dou-
ble impulse have been proposed recently. Kanno et al. (2017) proposed the method
for evaluating the robustness of SDOF elastic-perfectly plastic systems under the
critical double impulse by considering uncertainties of the yield deformation and
the stiffness of the SDOF system (Kanno et al. 2017). Subsequently Fujita et al.
(2017) modeled a base-isolated building by an SDOF system and evaluated the
robustness of the base-isolated high-rise building under the critical double impulse
(Fujita et al. 2017). Figure 16 shows an example of robustness in terms of robustness
functions proposed by Ben-Haim (2006). It can be understood that the robustness of
the base-isolated building depends strongly on the nominal yield deformation in the
base-isolation story.

Furthermore Hayashi et al. (2018) proposed a simple method for evaluating the
response for the hybrid control structural system of base-isolation and building-
connection under the critical multi impulse as a substitute for the long-period and
long-duration ground motion (Hayashi et al. 2018). It was confirmed that the hybrid
control system is highly robust and can resist both impulsive earthquake ground
motions (near-fault ground motions) and long-period and long-duration ground
motions. Extension to the critical triple impulse may be possible with minor changes.
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Fig. 16 Comparison of robustness functions for maximum displacement of models with various
nominal yield deformations, a superstructure, b base-isolation story (Fujita et al. 2017)

10 Conclusions

It has been demonstrated that a good approximation of the maximum elastic-plastic
responses of various structural models to near-fault ground motions can be derived
by using the responses to the corresponding double and triple impulses. A simple
but elaborated energy approach played a central role in the derivation of such good
approximate closed-form expressions. The closed-form expressions for the elastic-
plastic responses under the critical double impulse and the critical triple impulse are
applied to the swaying-rocking model considering soil-structure interaction and the
model of base-isolated buildings. Furthermore, the robustness evaluation methods
considering the critical double impulse have been introduced.
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Multi-objective Performance-Based
Design Optimization of a Controlled
Rocking Steel Braced Frame System

Henry V. Burton, Ji Yun Lee, Saber Moradi and Shahrzad Dastmalchi

1 Introduction

Controlled rocking steel braced frames (CRSBFs) have been developed as an alter-
native to conventional lateral force resisting systems with the goal of providing
enhanced seismic performance. CRSBFs seek to reduce the potential for perma-
nent structural damage through rocking response with post-tensioned (PT) strands
used to provide self-centering action, thereby reducing or eliminating residual drifts.
Localized yielding and energy dissipation in replaceable fuses serve to reduce drift
demands. Rocking behavior is achieved by allowing the braced frame columns to
uplift at the base. The frame elements, including the columns, braces, beams and
all connections, are designed using capacity-design principles and are expected to
respond elastically during moderate-to-severe earthquake shaking. Ultimately, the
overall goal of CRSBFs and other types of earthquake protective systems is to reduce
the socioeconomic and environmental life cycle seismic impacts in buildings.

Prior research on CRSBFs has primarily focused on experimental (e.g. Eatherton
and Hajjar 2010; Ma et al. 2011; Wiebe et al. 2013) and numerical investigations
(Hall et al. 2010; Eatherton and Hajjar 2011; Steele et al. 2017) to evaluate their

H. V. Burton (B) · S. Dastmalchi
Department of Civil and Environmental Engineering, University of California Los Angeles, Los
Angeles, USA
e-mail: hvburton@seas.ucla.edu

S. Dastmalchi
e-mail: shdstm@ucla.edu

J. Y. Lee
Department of Civil and Environmental, Washington State University, Pullman, USA
e-mail: jiyun.lee@wsu.edu

S. Moradi
Department of Civil Engineering, Ryerson University, Toronto, USA
e-mail: s.moradi@ryerson.ca

© Springer Nature Singapore Pte Ltd. 2019
E. Noroozinejad Farsangi et al. (eds.), Resilient Structures and Infrastructure,
https://doi.org/10.1007/978-981-13-7446-3_10

243

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7446-3_10&domain=pdf
mailto:hvburton@seas.ucla.edu
mailto:shdstm@ucla.edu
mailto:jiyun.lee@wsu.edu
mailto:s.moradi@ryerson.ca
https://doi.org/10.1007/978-981-13-7446-3_10


244 H. V. Burton et al.

performance and develop simplified design procedures (e.g. Eatherton et al. 2014;
Wiebe and Christopoulos 2015). Experimental studies have demonstrated the
predictable response and viability of CRSBFs as an enhanced seismic system,
including the ability to achieve self-centering action after being subjected to high
drift demands. Numerical investigations have provided insights into how the CRSBF
structural behavior is affected by key design parameters such as the response mod-
ification factor, flag shape height ratio and ambient building resistance. Conceptual
design principles and simplified analysis methods provide guidelines for selecting
and sizing key CRSBF elements. A cost-benefit evaluation was performed by
Dyanati et al. (2017) in which the CRSBF annualized losses were compared to
that of a conventional concentric braced frame (CBF) system. The losses due to
drift-sensitive component damage were found to be lower in the CRSBF compared
to the CBF. However, the opposite was found to be true for losses triggered by
damage to acceleration sensitive components. For a 6-story building case, the
CRSBF experienced lower overall losses compared to the CBF, whereas for a
10-story building , the overall CRSBF losses were found to be higher.

The current study seeks to evaluate the seismic performance of a 6-story CRSBF
building and determine the optimal design parameters that will minimize the com-
bined upfront cost (of the CRSBF only) and earthquake-induced economic losses and
environmental impacts. The structural design parameters to be optimized include the
rocking frame dead load, initial PT force, fuse strength and frame aspect ratio. The
performance criteria are based on minimizing earthquake-induced economic losses
and greenhouse gas emission over the service life of the building and the added
environmental and economic cost that is needed to achieve more robust designs.
Surrogate models are used to establish a statistical link between the structural design
parameters and earthquake impacts. Design parameter combinations are determined
using the design of experiment methodology. Structural models corresponding to
these parameter combinations are analyzed using nonlinear response history analy-
ses (NRHAs) and the resulting engineering demand parameters (EDPs) are used as
inputs into the earthquake impact assessment. Once the surrogate models have been
trained and validated, they are used to optimize the building performance considering
individual and multiple objectives.

2 Performance-Based Assessment and Design Optimization
Methodology

Figure 1 shows an overview of the adopted seismic performance assessment and
design optimization methodology. Central to the overall framework is the develop-
ment of surrogate models that can reasonably approximate the combined upfront
(initial construction of CRSBF only) and earthquake-induced impacts over a pre-
defined structural design domain (structural parameter ranges and combinations).
These surrogate models are then used to determine optimal designs for individual
and multiple performance objectives.
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Fig. 1 Overview of performance-based assessment and design optimization methodology

The first step in the overall process is to identify relevant design variables and
performance criteria. Four factors that have been shown in prior studies to have
a significant influence on the seismic performance of CRSBFs (e.g. Eatherton and
Hajjar 2011;Hall et al. 2010) are considered as the structural design parameters. They
include the dead load on the rocking frame (PD), initial PT force (FPT ), fuse yield
strength (Fy f ) and the frame aspect ratio (i.e., the bay width-to-height ratio) (B/H).

Service-life seismic performance is described in terms of earthquake-related eco-
nomic and environmental impacts. Economic impacts are defined based on the cost of
repairing earthquake damage to structural and non-structural components as well as
equipment. The FEMAP58methodology (FEMA2012) is used to assess earthquake-
induced economic losses. The Economic Input-Output Life Cycle Assessment (EIO-
LCA) (Weber et al. 2009) method is used to quantify greenhouse gas emissions
associated with the repair and replacement construction activities that result from
earthquake damage.

Once the primary design variables and performance objectives have been estab-
lished, the surrogate models are developed. Surrogate models are compact represen-
tations of the approximate multivariate input/output behavior of the CRSBF. They
represent the statistical link between the identified primary structural design param-
eters and the building service-life seismic performance. In the context of this study,
their role is to mimic the complex structural response behavior that is simulated
using NRHAs, the damage and financial loss assessed as part of the FEMA-P58
methodology, as well as the EIO-LCA-based environmental impacts.
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As shown in Fig. 1, multiple sub-steps are needed to develop the surrogate model.
The applicability domain is defined in the first step, whereby the input parameter
ranges of the surrogate model are established. Within the context of the surrogate
model development, the design space comprises all possible combinations of the con-
sidered input parameters. However, performing a “mechanistic” assessment (NRHA
+ FEMA P58 + EIO-LCA) of all possible design cases is unfeasible. Therefore, a
choice must be made about which designs or parameter combinations will be evalu-
ated to construct the surrogate model. This process is referred to as the sampling plan
development or design of (physical and computational) experiments (DOE). For this
purpose, the central composite design is adopted, whereby each variable (structural
design parameter) is associated with a discrete value (or factor level) and a subset of
the complete set of factor combinations is used as the sampling points.

Once the sampling points have been established, each design is evaluated using the
mechanistic assessment and a performance point is obtained for each metric. Here,
the performance point refers to the economic and environmental impact associated
with initial construction of only the CRSBF and earthquake-damage occurring dur-
ing the building’s service life. Note that the upfront costs of the non-CRSBF building
components are excluded from the optimization because the assumption is that they
are constant across all CRSBF design cases. This assumption also enables an iso-
lation of the effect of the CRSBF design and behavior on the building service life
performance.

The selection and training of the surrogate model is the next step in the process.
Selection involves choosing the type of model that will be used to statistically repre-
sent the relationship between the design variables and the performance points. The
surrogate models are trained using a subset of the sampling points (training data)
with the remaining points (testing data) used for model validation. This enables an
assessment of their predictive capabilities away from the training data.

To develop the surrogatemodel, the design space is defined before the relationship
between the design variables, constraints and performance outcome is known. Once
the surrogate model has been developed and this relationship has been established,
a refinement of the sampling plan may be necessary depending on the results from
the validation. The surrogate-model-development step (including all sub-steps) must
be repeated if the sampling plan is redefined. Once the surrogate model is finalized,
performance optimization is conducted.

3 Description of Baseline Building Case and CRSBF
Configuration

The baseline building case is based on the 6-story design developed by Ma et al.
(2011) (identified as A6-20 in Ma et al.). A typical plan view and CRSBF elevation
are shown in Fig. 2. All bays are 6.1 m wide with six in the longitudinal direction
and four in the transverse direction. The building weight is 37,931 kN and the typical
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Fig. 2 Typical plan view and elevation for CRSBF building (based on Ma et al. 2011)

story height is 3.96 m. The response modification factor is taken to be R = 8. Four
perimeter CRSBFs are used in each direction. A site class D location in Los Angeles
with Ss = 1.5g and S1 = 0.6g was used to design the building. The CRSBF PT is
aligned in the center of the bay and the fuse is placed at the ground level, also at the
center of the bay. Capacity design principles were used to design the braced frame
members (beams, columns and braces), with the goal that they remain essentially
elastic under maximum considered earthquake (MCE) level shaking. The details of
the frame member sizes are summarized in Ma et al. (2011).

4 Development of Sampling Plan Using Design
of Experiments

Four input parameters related to the design of CRSBFs are used as predictors for the
surrogate models. These factors include the dead load on the rocking frame, initial
PT force, and fuse yield strength normalized by the tributary seismic weight, PD

W ,
Fpt

W and Fy f

W , respectively, as well as the frame aspect ratio, B/H , which is defined
as the ratio of the frame bay width to height (Table 1). The parameter ranges, which
are defined by an upper and lower limit, are selected based on previous studies of
CRSBFs. The center levels are the average of the upper and lower levels.

The sampling plan is established using the design of experiment, which is a
statistical method for efficient and systematic experiment planning (including data
sampling), analysis, and interpretation (Montgomery 2013). In the design of exper-
iment terminology, ‘experiment’ is a measurement, observation or computation of a
response variable (y). An experiment (or a run) in the current study corresponds to an
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Table 1 Normalized input
factors and their ranges used
to develop the surrogate
models

Factor Lower level
(−1)

Center level (0) Upper level
(+1)

PD/W 0.10 0.30 0.50

Fpt /W 0.10 0.15 0.20

Fyf /W 0.10 0.30 0.50

B/H 0.20 0.35 0.50

Table 2 Central composite
design with additional runs in
coded units

Combination No. Input parameter

PD/W Fpt /W Fyf /W B/H

1 −1 −1 −1 −1

2 1 −1 −1 −1

3 −1 1 −1 −1

4 1 1 −1 −1

5 −1 −1 1 −1

6 1 −1 1 −1
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

36 0 1 0 0

37 0 0 −1 0

38 0 0 1 0

39 0 0 0 −1

40 0 0 0 1

41 0 0 0 0

initial construction and service-life impact (economic and environmental) assessment
for a single CRSBF structural model with one of the factor combinations generated
using the design of experiment. The parameter combinations are generated using the
central composite design, which is commonly used for developing response surface
models. Table 2 shows the adopted set of parameter combinations (experimental
design), which includes 25 runs (required for a regular central composite design and
with 1 center point) as well as 16 additional runs (which will improve the prediction
capability of the surrogate models). Each factor in this design has three levels (lower,
center, and upper levels listed in Table 1). For each factor combination in Table 2,
the economic and environmental impacts of CRSBF initial construction and building
service-life earthquake damage, are assessed using themethodologies described later
in the paper. It is important to note that the CRSBF member (beams, columns and
braces) sizes are highly dependent on the value of the four input parameters. There-
fore, for each sampling point, the CRSBF beams, columns and braces are sized using
the methodology developed by Steele and Wiebe (2016). This variation in member
size also captures the differences in the economic and environmental cost of the
CRSBF structure within the sampling plan.
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5 Structural Modeling, Ground Motions and Nonlinear
Response History Analyses

5.1 Structural Modeling

Two-dimensional structural models are developed in OpenSees (McKenna 1999)
for each input factor combination (Fig. 3). Fiber cross sections that incorporate the
Steel02 material with 0.3% strain hardening are used to represent the beams and
columns. The connections between beams and columns are modeled as flexurally
rigid. Force-based nonlinear beam-column elements are used for the braces, which
also have the Steel02 material with 0.3% strain hardening. Buckling is captured
by applying initial imperfections and corotational transformations in the braces. The
recommendations byUriz et al. (2008) are used to discretize the brace elements along

Fig. 3 Schematic representation of CRSBF numerical model in OpenSees
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the length and are also the basis for the selected numbers of fibers and integration
points. Brace fracture is not incorporated in the structural model. Pinned connections
are used at the brace ends and rigid elastic elements are placed at the ends of beams,
columns andbraces in the region of the gusset plate. Rayleigh damping corresponding
to 2% of critical damping in the first and third modes is applied. Truss elements with
a bilinear material model (Ma et al. 2011) are used for the PT strands. The assembly
model proposed by Ma et al. (2011) is used to represent the behavior of the energy-
dissipating fuses. The fuse link components include a truss element to capture axial
stiffness and a beam element with large flexural stiffness and rotational springs
on each end to simulate flexural behavior. P-Δ effects originating in the gravity
loads on the frames not included in the structural model are captured by placing a
leaning column on each side of the rocking frame and the two are connected using
pin-ended strut elements. Compression-only gap elements are used to simulate the
rocking behavior at the base of each column. These gap elements are near rigid in
compression but have zero tensile stiffness.

5.2 Ground Motions and Nonlinear Response History
Analyses

The EDPs needed for the economic loss assessment are obtained from NRHAs per-
formed on the structural models corresponding to the individual sampling point or
input factor combination. The set of 44 (22 pairs) far-field ground motion records
specified in the FEMA P695 guidelines (FEMA 2009) are used for the structural
analyses. The response spectra for the suite of unscaled ground motions are shown
in Fig. 4. The geometric average of the spectral accelerations over a range of periods,
Saavg , is used as the ground motion intensity measure. Compared to other intensity
measures (e.g. 1stmode spectral acceleration), Saavg has been shown to bemore suffi-
cient and efficient in predicting the response of rocking building systems (Shokrabadi
and Burton 2017). Following the recommendation of Eads et al. (2015), the period
range for computing Saavg is taken to be 0.2T1 to 3T1. For the 6-story building used in
this study, the period corresponding toEq. 12.8-7 ofASCE7-16 (ASCE2016) is com-
puted to be 0.74 s. For a period range of 0.2T1 to 3T1, Saavg corresponding to themax-
imum considered earthquake (MCE), Saavg,MCE , is 0.81g. It is worth noting that the
spectral acceleration corresponding to T = 0.74 s is SaT 1,MCE = 1.22g. The ground
motions are scaled individually such that their Saavg matches the target intensity.

Incremental dynamic analyses (IDAs) are performed for Saavg intensities ranging
from 0.2 to 2.0 Saavg,MCE , using increments corresponding to 0.2 Saavg,MCE . An
additional analysis case is performed at 5% Saavg,MCE to ensure that responses,
damage and losses at low hazard events are considered in the numerical integration.
The maximum drift ratio in each story, the peak acceleration corresponding to each
floor level and the residual drift demand in each story, are obtained fromeach analysis.
The analysis results are also used to generate collapse intensity statistics for each
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Fig. 4 Response spectra for
the unscaled ground motions

sampling point, which are needed for the economic loss assessment. The collapse
criteria include the occurrence of dynamic instability (slope of the IDA curve is very
small) or when the story drift ratio exceeds 0.1 (Steele andWiebe 2017). The building
is assumed to be irreparable when the residual story drift ratio exceeds 0.01 (FEMA
2012). At each intensity level, the fraction of collapsed and irreparable damage cases
is taken as the empirical probabilities of collapse and demolition, respectively. The
maximum likelihood method (Baker 2015) is then applied to the empirical data to
obtain lognormal fragility curve parameters (median and log standard deviation) for
collapse and demolition.

6 Initial Construction and Service-Life Earthquake-Impact
Assessment

6.1 Economic Impact Assessment

For each sampling point or input factor combination, the earthquake induced eco-
nomic losses corresponding to each ground motion intensity level is obtained by
applying the FEMA P58 methodology. The probabilistic distributions of structural
response parameters together with component-level damage fragility curves are used
to generate probabilistic descriptions of physical damage, which are then combined
with component-level loss functions to produce economic impacts. The Seismic Per-
formance Prediction Program (SP3) (https://www.hbrisk.com) is used to perform
the intensity-based loss assessments where the cost of demolition is included. The
damageable structural and non-structural components are summarized in Table 3.
Note that, for the elements of the braced frame (beams, columns and braces), the

https://www.hbrisk.com
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Table 3 Damageable components used in economic loss assessment

Building component Unit EDP Quantity per story

CRSBF Each SDRa 8

Gravity connections Each SDR 27

Curtain walls 30 ft2 SDR 180

Partition walls 100 ft SDR 10

Wall partition finishes 100 ft SDR 0.8

Suspended ceiling 250 ft2 PFAb 40

Independent pendant lighting Each PFA 30

Traction elevator Each PFA 3c

Potable water piping 1000 ft PFA 1.7

Potable water pipe bracing 1000 ft PFA 1.7

HVAC ducting 1000 ft PFA 1.0

Fire sprinkler water piping 1000 ft PFA 2.0

Fire sprinkler drop ×100 PFA 0.9

aSDR Story drift ratio
bPFA Peak floor acceleration
cEntire building

drift demands due to rigid body rotation are excluded from the damage assessment.
The cost of the building is taken to be 235 US dollars per square foot, which corre-
sponds to a total cost of 13.6 million US dollars. All economic losses are normalized
by the building’s replacement cost excluding the cost of demolition. The demolition
cost, which includes the removal of debris, is taken as 25% of the initial construction
cost (FEMA 2012).

More robust CRSBF designs will ultimately lead to reduced service-life earth-
quake impacts, however, the upfront environmental and economic costs will be
greater. This tradeoff between enhanced robustness and increased initial impacts is
considered by quantifying an environmental and economic “cost premium” that will
be added to the service-life earthquake impacts. For each sampling point, this cost
premium is defined as the initial-construction-impact (environmental and economic)
of the controlled rocking braced frame members normalized by that of the entire
building, CCRBFhttp://eproof ing.springer.com/booksv2/images/ok.png. This distri-
bution is shown in Fig. 5, where CCRBF ranges from 2.4 to 8.4% of the replacement
value. It is not surprising that building (or sampling point) 1, which corresponds to
the lower-level value (see Table 1) for all four input factors, has the lowest CCRBF .
In contrast, the highest CCRBF corresponds to building 32, which has all upper-level
input factor values.

A site-specific seismic hazard curve based on Saavg is shown in Fig. 6. The
Saavg hazard curve was obtained using the approach suggested by Eads et al. (2015),
which involves making small modifications to the already-available ground motion
prediction equations for period-based spectral accelerations. Based on the expected
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Fig. 5 Distribution of
normalized (by building
replacement value) upfront
cost of the controlled rocking
braced frame (CCRBF ) for
the adopted sampling plan

Fig. 6 Hazard curve used to
compute life cycle impacts

losses conditioned on ground motion intensity combined with the hazard curve, the
expected annual losses are estimated. The earthquake-induced building economic
losses over an assumed 50-year service life is computed using an annual discount
rate of 5%, a value that is within the range commonly used in engineering decision
making (2.5–6%) (Lee and Ellingwood 2015).

6.2 Environmental Impacts

The EIO-LCA method is used to assess the environmental impacts of the initial
CRSBF construction and the repair and replacement activities that follow earthquake
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damage. The method divides an entire economy into distinct sectors and constructs
an input-output transaction matrix that represents the interactions among sectors.
Using linear algebra models, the direct, indirect, and total effect of changes to the
economy and the environment are assessed. More detailed descriptions of the EIO-
LCA method are summarized in Hendrickson et al. (1998), Ochoa et al. (2002), and
Sharrad et al. (2008).

The 2002 EIO-LCA benchmark model of the United States economy,
which is available in the Carnegie Mellon University’s EIO-LCA tool
(http://www.eiolca.net/), is used to obtain environmental impacts. This model
employs the 428 × 428 input-output matrix compiled by the Bureau of Economic
Analysis of the US Department of Commerce based on various census data sources
(Weber et al. 2009). The cumulative earthquake induced economic losses resulting
from the repair and replacement construction activities are used as the required input
of this model. The losses corresponding to each intensity level are disaggregated
into the damageable structural and non-structural components shown in Table 3.
Each component is again disaggregated into more specific materials and associated
economic sectors, and their relative contribution to the repair and replacement costs
of each component are obtained from RS Means (www.rsmeans.com). Combined
with the seismic hazard curve, the expected cumulative contributions of each sector
are summed up to generate the expected service-life economic costs of the asso-
ciated component due to earthquake repair and replacement activities (EIO-LCA
input), which is then used to obtain the environmental impacts of that component
(EIO-LCA output). The total cumulative environmental impact of a building is the
aggregation of the environmental impacts of each of the components listed in Table 3.
The greenhouse gas emission due to earthquake repair and replacement normalized
by the amount associated with initial construction of the building (26,376 tons), is
the considered environmental metric.

The environmental impact of the initial CRSBF construction is also included in the
performance-based optimization. This impact parameter is taken to be the normalized
(by the building replacement value) greenhouse gas emission due to initial CRSBF
construction, CO2,CRBF . Recall that the greenhouse gas emissions are obtained from
the economic costs of the building components (EIO-LCA method). Therefore, the
distribution of CO2,CRBF (not shown) is similar to (although not exactly the same
as) CCRBF (Fig. 5).

6.3 Intensity-Based Earthquake Impacts for Center-Level
Sampling Point

Figure 7 shows the normalized (by replacement costs and emissions) expected losses
and emissions conditioned on the ground motion intensity (Saavg) for the sampling
point where the center-level (see Table 1) is used for each of the four input fac-
tors (i.e. PD/W = 0.30, Fpt/W = 0.15, Fy f /W = 0.30 and B/H = 0.35). The

http://www.eiolca.net/
http://www.rsmeans.com
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Fig. 7 Normalized (by replacement values) and disaggregated expected economic losses (a, c) and
CO2 emissions (b, d), conditioned on the ground motion intensity for the “center-level” sampling
point

losses, E( L|Saavg), and emissions, E(CO2|Saavg), are disaggregated based on con-
tributions from collapse, demolition, structural damage, drift-sensitive non-structural
damage (DS-NS) and acceleration-sensitive non-structural damage (AS-NS). Note
that the “dip” in demolition-related (and total) economic/environmental impacts
between 120 and 140% Saavg,MCE , which appears odd, is a result of the higher
levels of dispersion in the residual drifts at the higher intensity.

While the same overall trend is observed for the intensity-based economic (Fig. 7a,
c) and environmental (Fig. 7b, d) impacts, there are some subtle differences that are
important to the design optimization. When normalized by the replacement impact,
the CO2 emissions for a given intensity are slightly higher than the associated eco-
nomic losses. For instance, at the MCE hazard level, the expected losses are 24% of
the replacement cost, whereas, expected CO2 emissions are 27% of the replacement
emissions. Overall, DS-NS components and residual drifts (demolition) components
dominate both impacts at lower and higher intensities, respectively. However, it can
be observed in Fig. 7c that, unlike CO2 emissions, AS-NS components (mostly the
elevator) play a significant role at the lowest intensity levels where annual rates of
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Fig. 8 Normalized (by replacement values) and disaggregated service-life impacts for all sampling
points: a economic losses and b CO2 emissions

exceedance are highest. This observation has implications to the service-life impacts
described in the next section.

The normalized and disaggregated service-life impacts for all sampling points are
presented in the form of bar charts in Fig. 8. Recall that for each sampling point,
a different combination of input parameters (PD/W, Fpt/W, Fy f /W and B/H) is
used. The normalized earthquake-induced economic losses, E(L50yr ), which are
shown in Fig. 8a, range between 2.5 and 4.5% of the building replacement cost. In
other words, for the adopted sampling plan, the selected input parameters can change
the service-life economic losses by a factor of up to 1.8. There is also significant
variation in the distribution of losses across the different categories. Collapse and
structural component losses are negligible across all sampling points and losses
caused by demolition vary between almost zero and approximately 1.3%. At first
glance, the low service-life contribution of demolition-related impacts may seem
surprising since Fig. 7a, b show that demolition dominates the impacts at higher
levels (MCE and greater). However, Fig. 7c, d show that demolition-related impacts
are not as significant at the low-to-moderate intensities, which are associated with
high hazard levels.

Economic losses are almost equally dominated by AS-NS and DS-NS compo-
nents. However, from one sampling point to the next, there are variations in which
of these two types of components account for most of the service life losses. This set
of observations highlights the effect of the choice of input parameters on both the
total and distribution of service life economic losses.

The dispersion (as measured by the coefficient of variation) in expected service
life CO2 emissions, E(CO2,50yr ) (Fig. 8b) across all sampling points is generally
higher compared to E(L50yr ), with the former ranging from 2 to 6% of the building
replacement emissions. Therefore, compared to economic losses, service-life envi-
ronmental impacts are found to be more sensitive to the selected CRSBF design
parameters. There are other subtler differences in how the input factor combinations
affect these two metrics. For instance, the lowest E(L50yr ) and E(CO2,50yr ) occur
in different sampling points: 41, and 14, respectively. Moreover, while there are
variations in whether AS-NS or DS-NS components dominate E(L50yr ) from one
sampling point to the next, the DS-NS components dominate E(CO2,50yr ) across all
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sampling points. These differences in the effect of the choice of input parameters
on the two service-life impact metrics will affect the multi-objective optimal design
presented later in the paper.

7 Surrogate Model Development and Verification

Surrogate models are developed and verified for the economic and environmental
impacts (i.e. response variables) using the design of experiment method. Each sur-
rogate model represents the relationship between the input parameters (e.g. PD/W)
and a response variable (e.g. E(L50yr )). A quadratic polynomial model is used to
fit the data generated by the adopted experimental design. The quadratic model for
each surrogate model is in the form of Eq. 1:

y = β0 +
k∑

i=1

βi xi +
k∑

i=1

k∑

j=1

βi j xi x j + ε (1)

where β’s are the unknown regression coefficients, x’s are the independent predictors
(factors), and ε is the random error (or the residual) term, that is the difference
between the actual (yl) and predicted (yl

∧

) response (εl = yl − yl
∧

) and is obtained for
each design point or factor combination (l = 1, 2, . . . , n). The unknown coefficients
(the β’s) are estimated using the method of least squares, which minimizes the
sum of the squares of the errors (

∑n
l=1 ε2l ) (Montgomery 2013). Surrogate models

are developed to predict both the service-life (E(L50yr ) and E(CO2,50yr )) and total
(E(L50yr ) + CCRBF and E(CO2,50yr ) + CO2) impact metrics. The goal here is to
highlight the differences between the optimal design parameters with andwithout the
consideration of the upfront cost of theCRSBF. The coefficients for the four surrogate
models are summarized in Table 4 and their prediction capability is assessed in the
following subsection.

To assess the predictive performance of the surrogate models, 10 additional factor
combinations are generated and used as testing data. Table 5 lists the coded form of
these additional sampling points, which are different from the training data originally
used to develop the surrogate models. Nonlinear structural models of CRSBFs with
these factor combinations are analyzed and the actual impact values (initial plus
service-life) are compared with the predictions from the surrogate models. Figure 9
shows the actual versus predicted service-life impact quantities for each surrogate
model where the training and testing data are distinguished from each other.

Quantitativemeasures of the surrogatemodels’ ability to predict the testing dataset
are summarized in Table 6. The coefficient of determination (R2) is computed as the
ratio of the sum of squares from the surrogate model responses to that of the actual
responses. The R2 values are generally higher for greenhouse gas emission metrics
where the variance across the sampling plan impact values in the training dataset
was observed to be higher compared to the economic loss metrics. The ability of the
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Table 5 The coded design used for verification

Combination No. Input parameter

PD/W Fpt/W Fyf/W B/H

1 0 0 −1 −1

2 1 1 0 −1

3 0 0 1 1

4 1 0 −1 1

5 −1 1 0 1

6 1 0 −1 −0.8

7 0.4 −1 0 1

8 0 −1 −1 0

9 1 0 1 0

10 0 1 1 0

Fig. 9 Actual versus surrogate-model-predicted impacts:a E(L50yr ),b E(CO2,50yr ), c E(L50yr )+
CCRBF and d E(CO2,50yr ) + CO2
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Table 6 Surrogate model verification details

Response variable R2 MARD

E(L50yr) 0.84 0.048

E(CO2,50yr) 0.96 0.045

E(L50yr) + CCRBF 0.67 0.040

E(CO2,50yr) +CO2 0.96 0.023

surrogate models to accurately predict the response variables in the testing dataset
is quantitatively summarized using the median absolute relative deviation (MARD),
which is computed as the median of the absolute difference between the predicted
and actual response variables normalized by the actual values (Sun et al. 2017). The
MARD value for the four surrogate models ranges from 0.023 to 0.048, indicating
good overall prediction accuracy.

8 Sensitivity of Impacts to Individual Predictors

To further investigate the differences in how the aggregated (initial plus service
life) metrics are affected by the CRSBF design, their sensitivity to variations in the
individual structural input parameters is evaluated. The surrogate models are used
to compute aggregated impacts based on the two metrics, with each input parameter
incrementally varied between the upper and lower levels (Table 1) while the other
three are sampled from a uniform distribution. Figure 10 shows the effect of each
input parameter on the aggregated impact metrics.

Among the four input parameters, the aspect ratio is observed to have the greatest
effect on both metrics. However, there are variations in the extent and manner in
which each metric is affected. E(L50yr ) + CCRBF is highest at the upper level,
B/H = 0.5, and the minimum impact occurs at B/H = 0.32 (Fig. 10a). The impact
at the lowest level, B/H = 0.2, is approximately 87% of the maximum impact. The

Fig. 10 Sensitivity of impact metrics to individual structural parameter variations: a E(L50yr ) +
CCRBF and b E(CO2,50yr ) + CO2,CRBF
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Fig. 11 Comparing
sensitivity of DS-NS and
AS-NS components
E(L50yr ) and E(CO2,50yr )

to aspect ratio variations

overall trend of the effect of aspect ratio on E(CO2,50yr ) + CO2,CRBF is similar to
E(L50yr )+CCRBF , however, there are differences in the extent to which each impact
is affected. The maximum and minimum E(CO2,50yr ) + CO2,CRBF vary by a factor
of approximately 1.5 compared to 1.4 for E(L50yr )+CCRBF . Additionally, the B/H
corresponding to the minimum impact is 0.32 and 0.43 for E(L50yr ) + CCRBF and
E(CO2,50yr ) + CO2,CRBF , respectively. Lastly, the maximum E(L50yr ) + CCRBF

occurs at the upper-level B/H , whereas, the maximum E(CO2,50yr ) + CO2,CRBF

occurs at the lower level.
The differences in the effect of the aspect ratio on aggregated economic and envi-

ronmental impacts can be explained by comparing its effect on DS-NS and AS-NS
components service-life impacts. Figure 11 shows that, while DS-NS components
impacts decrease with increasing B/H , the opposite is true for the impacts caused
by AS-NS components. Generally, a larger aspect ratio will increase the strength and
stiffness of a rocking system, which will lead to higher floor acceleration demands.
It is therefore not surprising that the expected service-life impacts caused by dam-
age to AS-NS components increases with the CRSBF aspect ratio. It is also noted
from Fig. 11 that, relative to the total impacts, B/H has a much smaller effect on
E(CO2,50yr ) due to AS-NS components damage compared to DS-NS components,
which is consistent with results shown in Fig. 8a, b. Although not as influential as
the aspect ratio, the dead load on the rocking frame, PD/W , reduces the impacts for
both metrics. Moreover, while negligible for E(CO2,50yr ) + CO2,CRBF , the effect
of the fuse yield force, Fy f /W , is fairly substantial and positively correlated with
E(L50yr ) + CCRBF . The initial PT force, FPT /W , has the lowest overall impact on
both metrics.

The contrast between the effect of strength/stiffness on the impacts caused by
damage to DS-NS and AS-NS components is a key challenge in achieving optimal
designs. Moreover, the disparities in the extent to which the various CRSBF parame-
ters affect different impact metrics (service-life and aggregated) are important when
seeking to optimize the performance based on multiple objectives.
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9 CRSBF Design Optimization

The surrogate models are used to optimize the aggregated and service-life perfor-
mance of the CRSBF where the goal is to obtain design parameter values (regions
of the statistical design space) that minimize the considered impacts. The optimiza-
tion problems are defined to address both synergistic and conflicting objectives with
the ultimate goal of achieving the best holistic performance. For instance, the cur-
rent study seeks to minimize the aggregated impacts of the CRSBF building, which
includes both the initial construction and service-life emissions/costs. However, min-
imizing the service-life seismic impacts requires more robust designs with higher
initial costs/emission. As described in the previous section, another source of con-
flict is the difference in the sensitivity of each impact metric to the various design
parameters. In other words, an optimal condition for one impact metric may not
coincide with that of another. Single- and multi-objective performance optimization
is conducted using a desirability function approach, which is described in the next
sub-section followed by the optimization objectives and discussion of the results.

9.1 Desirability Function Approach

The desirability function approach is used for the single- andmultiple-objective opti-
mization problems (Myers et al. 2009). First, a desirability function (di ) is assigned
to each response variable (yi ) or optimization objective (e.g. economic costs). The
desirability function value (di ) ranges from 0 to 1, representing the least to the most
desirable condition, respectively. For the goal of minimizing the response, the desir-
ability function (Derringer and Suich 1980) is obtained from Eq. 2.

di =

⎧
⎪⎨

⎪⎩

1 yi < Li(
Ui−yi
Ui−Li

)wi

Li ≤ yi ≤ Ui

0 yi > Ui

(2)

where Ui and Li are the upper and lower bounds for the response or objective i,
which are the maxima and minima values of each response variable observed in the
experimental design (i.e. maxima and minima values of each response observed for
the training data or parameter combinations), wi is a weight value for response i,
which changes the shape of the associated desirability function. As shown in Fig. 12,
the desirability function is linear when wi = 1. In the case of wi > 1.0, more
stringent constraints are placed on the optimization target (the lower bound when
minimization is the objective). In other words, the rate at which the desirability
decreases moving from Li toUi is higher. In contrast, a lower value of wi (near 0.1)
reduces the constraints associated with achieving a desirable response. To illustrate
this, consider a minimization problem where the goal is to achieve a lower bound
for the response. As shown in Fig. 12, assuming the top 10% desirability value as
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Fig. 12 Desirability
function di for the goal of
minimization

the optimal condition, the desirability function with wi = 0.1 leads to a much wider
range for the response variable compared to when wi = 10. Hence, using a higher
weight for an optimization objective results in a narrower optimal range.

The desirability function (di ) for each response variable (impact category) is
then combined to compute an overall desirability function (D) for the optimization
problem:

D = (
dr11 × dr22 × · · · × drnn

)1/ ∑
ri (3)

where n is the number of response variables and ri is an importance value assigned
to response i. The importance value specifies the relative priority for achieving an
objective and it ranges from 1 (the least important objective) to 5 (the most impor-
tant objective). The optimization problem then involves maximization of the overall
desirability function (D).

9.2 Results from Single- and Multiple-Objective Design
Optimization

Several optimization objectives are explored to determine the parameter combina-
tions or regions that lead to optimal conditions for each impact categorywhen studied
separately and the simultaneous minimization of all impact categories with the same
importance value.

The results for six optimization problems are summarized in Table 7. A weight
of wi = 10 is used for all cases and an importance value ri = 5 is applied to
each impact category for the multi-objective optimization case. The sensitivity anal-
yses showed that the aspect ratio had the highest influence on the overall perfor-
mance of the CRSBF system (Fig. 10). From Table 7, it can be observed that the
optimal value of B/H ranges from 0.32 to 0.44, which corresponds to the mini-
mization of E(L50yr ) +CCRBF and E(CO2,50yr ) +CO2,CRBF , respectively. Earlier,
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Table 7 Single- and multi-objective optimization problems and associated parameter values

Optimization problem: minimize Design parameter value

B/H PD/W Fyf /W Fpt /W

E(L50yr) 0.38 0.36 0.37 0.20

E([CO]2,50yr) 0.40 0.35 0.11 0.18

E(L50yr) + CCRBF 0.32 0.30 0.12 0.11

E([CO]2,50yr) + [CO](2,CRBF) 0.44 0.24 0.50 0.20

E(L50yr) + E([CO]2,50yr) 0.38 0.31 0.19 0.20

All 0.36 0.50 0.14 0.11

the acceleration sensitive damage was shown to have a smaller influence on envi-
ronmental impacts compared to economic losses (Fig. 11). This is consistent with
E(CO2,50yr ) + CO2,CRBF being minimized with a higher B/H , which corresponds
to a higher stiffness and floor accelerations. When the goal is to simultaneously min-
imize economic and environmental aggregated impacts, the optimal B/H = 0.36.
The sensitivity analyses also showed both types of impacts (economic and environ-
mental) decreased monotonically with PD/W (Fig. 10). It is therefore not surprising
that the optimal PD/W for minimizing All impacts corresponds to the upper-level
value of 0.50. The optimal Fpt/W and Fy f /W values are highly dependent on the
performance criteria, spanning their full range of values for the six objective func-
tions. However, to simultaneously minimize All impacts, the optimal Fpt/W and
Fy f /W are 0.11 and 0.14, respectively.

Plots of the desirability, D, (computed using Eq. 3) as a function of pairs of input
parameters for the performance criteria of minimizing All impacts, are shown in
Fig. 13. The optimal set of input parameters are the values that produce themaximum
desirability. Figure 13 showshowD is affected by the interaction betweenparameters.
For instance, Fig. 13a shows that the effect of the B/H onD is minimally influenced
by Fy f /W . In other words, for a given value of B/H , the relative change in D as a
function of Fy f /W is minimal. While not shown in Fig. 13, this observation holds
true for the interaction between B/H and the other two parameters (PD/W and
Fpt/W ). This also explains why the optimal values for B/H are comparable to the
values that minimize E(L50yr ) + CCRBF and E(CO2,50yr ) + CO2,CRBF in Fig. 10.
In contrast, PD/W has a significant impact on how Fy f /W influences D (Fig. 13b)
and vice versa. Figure 13b shows that D is maximized when Fy f /W and PD/W are
approximately at their lower- and upper-level values, respectively. This is consistent
with prior studies,which have shown that the residual drifts inCRSBFs areminimized
when the contribution to overturning resistance from the fuse is low relative to the
combined contribution from the dead load and the post-tensioning (e.g. Ma et al.
2011). The effect of the interaction between PD/W and Fpt/W on the desirability
is also observed to be fairly significant. Figure 13d shows that D is maximized near
the upper- and lower-level values of PD/W and Fpt/W , respectively.
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Fig. 13 Desirability as a function of pairs of input parameters for the goal of minimizing All
impacts: a B/H and Fy f /W , b PD/W and Fy f /W , c Fpt/W and Fy f /W and d PD/W and
Fpt/W

10 Conclusion

This chapter presented a seismic performance assessment andmulti-objective design
optimization of a 6-story controlled rocking steel braced frame (CRSBF) build-
ing. Service-life performance is quantified based on earthquake-induced economic
losses and greenhouse gas emissions. The ultimate goal is to determine the optimal
structural design parameter values that will minimize upfront (CRSBF only) and
earthquake-induced economic and environmental impacts. The considered structural
design parameters include the frame aspect ratio (bay width to height ratio), B/H ,
the dead load on the rocking frame, (PD), initial post-tensioning (PT) force (Fpt ),
and fuse strength (Fy f ). The latter three parameters are normalized by the tributary
seismic weight (W ).
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Nonlinear response history analyses (NRHAs) of two-dimensional structural
models of the CRSBF are used to generate engineering demand parameters (EDPs).
Earthquake-induced economic losses over the service life of the building are assessed
using the FEMA P58 methodology and the EDPs obtained from the NRHAs. Green-
house gas emissions are computed using the Economic Input-Output Life Cycle
Assessment (EIO-LCA) method. Surrogate models are developed and used to estab-
lish a statistical link between the structural design parameters and the economic and
environmental impacts. The sampling plan (of the input parameter combinations)
for the surrogate model is generated using the design of experiment method. After
validation, the surrogate models are used to conduct single- and multi-objective opti-
mization of the building performance using a desirability function approach.

For the intensity-based assessments (i.e. impacts conditioned on ground motion
intensity level), residual drifts (demolition) dominated both economic and environ-
mental impacts at higher intensities [maximum considered earthquake (MCE) level
and higher]. At low-to-moderate intensities (less than MCE) where the seismic haz-
ard is highest, drift sensitive non-structural components (DS-NS) had the greatest
influence on both impact metrics. Acceleration-sensitive non-structural components
(AS-NS) contributed the most to economic losses at the lowest intensities. How-
ever, this observation did not hold true for CO2 emissions. In other words, AS-NS
component damage was not the biggest contributor to CO2 emissions at the lowest
intensities.

Compared to economic losses, E(L50yr ), the CO2 emissions over a 50-year
service-life, E(CO2,50yr ), was found to be more sensitive to the selected CRSBF
design parameters. Across all sampling points, E(L50yr ) ranged from 2.5 to 4.5%
compared to 2 to 6% for E(CO2,50yr ). Moreover, E(L50yr )was almost equally domi-
nated byAS-NS andDS-NS component damage. In contrast, E(CO2,50yr ) associated
withDS-NS component damagewas consistently higher than the emissions fromAS-
NS component damage. Among the considered structural design parameters, B/H
had the greatest influence on both E(L50yr ) and E(CO2,50yr ) while Fpt/W had the
smallest effect. Furthermore, DS-NS component damage impacts increased with
B/H but the opposite was observed for AS-NS impacts.

The optimal value of B/H for individually minimizing the aggregated (CRSBF
initial plus building service-life) economic and environmental impacts was found
to be 0.32 and 0.44, respectively. When the goal is to (at the same time) minimize
both economic and environmental aggregated impacts, the optimal B/H is 0.36.
For the other three parameters, the optimal values for minimizing (at the same time)
economic and environmental aggregated impacts are Fpt/W = 0.11, Fy f /W = 0.14
and PD/W = 0.50.
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Seismic Performance Assessment
of Reinforced Concrete Columns
in Regions of Low to Moderate Seismicity

Saim Raza, Hing-Ho Tsang, Scott J. Menegon and John L. Wilson

1 Introduction

Seismic resilience is the ability of a structure to withstand dynamic responses caused
by ground shaking to an acceptable level, such that the structure retains its vertical
load carrying capacity, and hence avoids collapse and loss of life. Further, it ensures
the community’s ability to function with minimal disruption immediately following
an earthquake.

The imposed energy demand on a building due to earthquake ground accelerations
is dissipated by displacement of its lateral load resisting system. The columns in a
building can either form an integral part of its lateral load resisting system or they
can be ‘gravity’ columns, which are not usually designed for lateral load and just
need to be able to maintain the corresponding drift demand the lateral load resisting
system undergoes without collapsing. Collapse of a column becomes imminent when
the drift demand exceeds its collapse drift capacity, i.e. the drift at which column
ceases to support the applied vertical loads. Collapse of one or more columns can
eventually trigger the collapse of the entire building and as such, proper design with
the consideration of the drift capacity of columns is vitally important to the seismic
resilience of the building.

In low to moderate seismic regions, limited ductile detailing practice results in
RC columns that can possess low collapse drift capacity and as such are considered
to be less resilient for rare or very rare earthquake events. This chapter discusses
the seismic resilience of such limited ductile RC columns and presents a ‘two-tier’
assessment procedure (Wilson and Lam 2006; Wilson et al. 2009) for evaluating the
seismic resilience of RC columns in regions of low to moderate seismicity using
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a piecewise lateral force-displacement model presented herein. The chapter begins
by providing a brief overview of the differences between limited ductile and ductile
detailing ofRCcolumns in the light of confinement requirements stipulated in various
concrete design standards around the world. This is followed by a discussion about
design parameters affecting lateral force-displacement behaviour of RC columns.
The paper is concluded with different examples of how the aforementioned lateral
force-displacement model can be used to demonstrate seismic compliance of limited
ductile columns in regions of low to moderate seismicity.

2 Confinement Requirements for Different Ductility Levels

The displacement capacity of an RC column is dependent on a number of factors
such as aspect ratio of the column, amount of transverse reinforcement, concrete
compressive strength, transverse reinforcement yield strength and axial load ratio
(Raza et al. 2018a). However, two parameters that largely influence the displacement
capacity of an RC column are the amount of transverse reinforcement and axial load
ratio. The transverse reinforcement in an RC column, besides preventing buckling
of longitudinal bars and avoiding shear failure, also provides confinement to the
concrete core, which in turn significantly affects deformability of the RC column.
The lateral confinement of the concrete core, particularly in the plastic hinge region,
enhances the deformation capacity of the RC column by increasing crushing strength
and ultimate strain of the concrete core. Moreover, it also restrains the dilatation or
expansion of the concrete core by imposing lateral confining pressure. Therefore,
the amount of confinement reinforcement is one of the major parameter affecting
ductility of an RC column and it serves as the basis for classifying an RC column as
limited ductile, moderately ductile or fully ductile.

Due to the perceived lower seismic risk in regions of low to moderate seismicity,
confinement reinforcement is widely spaced, thereby resulting in a limited ductile
RC column. On the other hand, ductile detailing prevalent in high seismic regions
results in a confinement reinforcement that is very closely spaced. Table 1 provides a
comparison of the confinement requirements for different ductility levels of normal-
strength RC (NSRC) and high-strength RC (HSRC) columns in accordance with the
specifications of reinforced concrete design standards.

Limited ductile detailing requirements, specified by design standards of Australia
AS 3600 (2018), Canada CSA A23.3 (2014) and Europe (Eurocode 8-DCL) are
compared with moderately ductile and ductile detailing requirements of US ACI
318 (2014), New Zealand NZS 3101-1 (2006) and Europe (Eurocode 8-DCM and
Eurocode 8-DCH). A comparison of transverse reinforcement spacing requirements
for different ductility levels ofNSRCcolumns indicates that transverse reinforcement
in moderately ductile columns is approximately two times more closely spaced than
corresponding limited ductile columns. Likewise, transverse reinforcement in fully
ductile columns is 3–4 times more closely spaced than limited ductile columns.
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It is also noted that, while spacing requirements for HSRC columns are reduced
relative toNSRC columns in limited ductile detailing, they remain the same in ductile
detailing specifications. This may be in particular, because spacing requirements
for ductile detailing are already so stringent that any further reduction may not be
practically viable as it may lead to congestion and placement problems.

In addition to reducing the spacing requirements, design standards also specify an
expression for determining aminimum transverse reinforcement ratio formoderately
to fully ductile detailing of RC columns. A notable thing that can be observed in these
expressions is the inclusion of the axial load ratio, in determining the minimum
amount of transverse reinforcement for the confinement of concrete core in ductile
columns. These expressions indicate that the amount of transverse reinforcement in
ductile columns is proportional to the axial load ratio of the column. Thus, columns
supporting higher axial load ratios are provided with more amount of transverse
reinforcement in order to ensure ductile behaviour. ACI 314 (2014) goes to a further
extent in this regard and provides separate expressions based on the limiting values
of axial load ratio and concrete compressive strength, thereby resulting in even more
stringent confinement requirements for high-strength RC columns with higher axial
load ratios >0.3. This is in particular due to the extremely brittle nature of high-
strength concrete at high axial load ratios. Recent experimental testing conducted
by authors also demonstrated extremely brittle failure of high-strength RC columns
especially at high axial loads (Raza et al. 2018b).

In order to illustrate the difference between different ductility levels, confinement
reinforcement for a high-strength RC column is designed in accordance with the
requirements of different concrete design standards for axial load ratio (n) of 0.2 and
0.4. Table 2 summarises the design details of the column and also presents the results
of the comparison. It can be observed in Table 2 that the minimum amount of trans-
verse reinforcement required for moderate ductility is around 3 times of the amount
required for limited ductile behaviour at an axial load ratio of 0.2. Furthermore, as
the axial load ratio is doubled, the amount of transverse reinforcement required to
ensuremoderately ductile behaviour of RC column also increasesmore than twice. In
a similar manner, a fully ductile column has approximately 5 times higher transverse
reinforcement at low axial load ratio (n = 0.2) and about 9 times higher transverse
reinforcement at high axial load ratio (n = 0.4), than a corresponding limited ductile
column. This underscores the significance of axial load ratio in reducing the ductility
level of an RC column as such that significantly higher transverse reinforcement is
required to compensate for the loss in ductility due to higher axial load ratio. It is also
evident from Tables 1 and 2 that limited ductile RC columns have the same amount
of transverse reinforcement irrespective of the axial load ratio, which implies that
seismic resilience of limited ductile columns supporting a higher axial load can be at
serious risk as their ductility which is already limited, is further reduced due to high
axial load. A comparison of the transverse reinforcement ratios for different ductility
levels in Table 2 also indicates that confinement requirements for ductile behaviour
stipulated by New Zealand standard results in an amount of transverse reinforce-
ment that is almost equivalent to the amount required to maintain moderately ductile
behaviour in Eurocode 8.
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Table 2 Minimum transverse reinforcement ratio for different ductility levels—a case study
example

Column properties Design standard Minimum
transverse
reinforcement ratio
by area ρh (%)

n = 0.2 n = 0.4

Cross-section = 250 × 250 mm
Concrete compressive strength =
f ′
c = 70 MPa

Longitudinal rebars = 6N16
Transverse reinforcement rebar =
N10
Transverse reinforcement yield
strength = fyh = 500 MPa
Concrete cover = 20 mm

AS 3600 (2018) (limited ductile) 0.42 0.42

CSA A23.3 (2014) (limited ductile) 0.34 0.34

Eurocode 8 DCL (limited ductile) 0.42 0.42

Eurocode 8 DCM (moderately
ductile)

1.1 2.4

Eurocode 8 DCH (ductile) 1.89 3.78

ACI 314 (2014) (ductile) 1.75 3.17

NZS 3101-1 (2006) (ductile) 1.0 2.62

3 Seismic Assessment of Limited to Moderately Ductile RC
Columns

It is imperative to understand the influence of various design parameters on the drift
capacity of an RC column in order to ensure its seismically resilient design. This
section first provides an overview of the design parameters affecting drift capacity
of an RC column and then presents a piecewise lateral force-displacement model for
NSRC and HSRC columns.

3.1 Design Parameters Affecting Drift Capacity

The post-peak drift behaviour of RC columns has been studied using a database of
190 RC columns (111 NSRC and 79 HSRC) from the literature (Raza et al. 2018a).
The influence of six design parameters, namely, aspect ratio (a/h), longitudinal rein-
forcement ratio (ρν), transverse reinforcement ratio (ρh), transverse reinforcement
yield strength ( fyh), concrete compressive strength ( f ′

c) and axial load ratio (n) on
the drift capacity of the RC column is summarised below:

• Aspect Ratio: Aspect ratio is the ratio of shear span length (a) of the column to the
depth of its cross-section (h). Aspect ratio primarily controls the failure mode of
RC column and is used for classifying RC column as flexure dominated (a/h > 2)
or shear dominated (a/h ≤ 2). The drift behaviour of shear-critical RC columns is
generally dependent on aspect ratio as such that increase in aspect ratio increases
the drift capacity of the column, however, aspect ratio does not exhibit a significant
influence on the drift behaviour of flexure-critical columns.
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• Longitudinal Reinforcement Ratio: The amount of longitudinal reinforcement
doesn’t have any significant effect on the drift capacity of RC columns, hence,
no direct correlation could be established between drift capacity of RC column
and the amount of the longitudinal reinforcement.

• Transverse Reinforcement Ratio: A very strong correlation exists between the
amount of transverse reinforcement and the drift capacity of RC columns. This is
because confinement of the concrete core by transverse reinforcement increases
the crushing strength and ultimate strain of the concrete. Therefore, with all other
parameters being constant, a column with a higher amount of transverse reinforce-
ment will have a high drift capacity.

• Transverse Reinforcement Yield Strength: Lateral load failure drift (drift at 20%
degradation of lateral strength) of RC column shows a very slight increase with the
increasing yield strength of transverse reinforcement. However, axial load failure
drift (collapse drift) of an RC column delineates more substantial increase with
the increase of transverse reinforcement yield strength. This is because transverse
reinforcement usually yields close to axial load failure point and thus provides an
enhanced confinement resulting in a high axial load failure drift capacity.

• Concrete Compressive Strength: Brittleness of concrete increaseswith the increase
in compressive strength. Hence, high-strength RC columns will exhibit a lower
drift capacity in contrast to normal-strength RC columns if all other design param-
eters are kept the same.

• Axial Load Ratio: Axial load ratio
(

P
f ′
c Ag

)
is the ratio of axial load to the product

of concrete compressive strength with the gross cross-sectional area of an RC
column. Amongst all the design parameters, the axial load ratio has the most
significant effect on the drift capacity of the RC column. RC columns designed
for higher axial loads have a significantly lower drift capacity as compared to the
ones supporting lower axial load ratios.

3.2 Piecewise Lateral Force-Displacement Prediction Model

The piecewise lateral force-displacement prediction model presented here is defined
by five points (Wilson et al. 2015), namely, cracking strength, yield strength, ultimate
strength, lateral load failure (20% lateral strength degradation) and axial load failure
(50% lateral strength degradation) as shown in Fig. 1.

• Point A (Cracking Strength): A reinforced concrete column starts developing
cracks after reaching the cracking point on the lateral force-displacement model.
The principles of basic mechanics can be used to determine the lateral strength
and corresponding drift at the cracking point.

Fcr = Mcr

L
(2a)



Seismic Performance Assessment of Reinforced Concrete Columns … 275

Fig. 1 Piecewise lateral force-displacement model

Mcr =
(
ft + P

Ag

)
Ig
y

(2b)

δcr = Mcr L

3Ec Ig
(2c)

where Fcr = cracking strength, Mcr = cracking moment, δcr = drift at cracking,
Ag = gross area of column, flexural tensile strength of concrete = ft = 0.6

√
f ′
c

(AS 3600 2018), P = axial load, L = shear span of the column, Ec = elastic
modulus of concrete, y = distance to the neutral axis and Ig = gross moment of
inertia of column cross-section.

• Point B (Yield Strength): A column maintains elastic behaviour up to the point
of yield strength on lateral force-displacement model. Classical working stress
method can be used to determine the yield strength of an RC column. The cor-
responding yield drift can be calculated using Eq. (3b) that employs classical
curvature methods or Eq. (3c) that uses elastic drift approach and an effective
second moment of area as described in FEMA 356 (FEMA 2000) or Paulay and
Priestley (1992):

Fy = My

L
(3a)

δy = 1

3
∅y L (3b)
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δy = MyL

3Ec Ie f f
(3c)

where Fy = yield strength, My = yield moment, δy = drift at yield, ∅y = yield
curvature and Ie f f = effective second moment of area given by:

(a) FEMA 356 (2000)

Ie f f = 0.7 Ig for axial load ratio n ≥ 0.5

= 0.5for axial load ratio n ≤ 0.3

For 0.3 ≤ n < 0.5, the value of Ie f f should be interpolated.
(b) Paulay and Priestley (1992)

Ie f f =
(
100

fy
+ n

)
Ig (3d)

• Point C (Ultimate Strength): The point at which column reaches its maximum
strength is termed as ultimate strength point in the lateral force-displacement
model. Ultimate flexure strength of an RC column can be determined using the
ultimate strength design method. The ultimate drift may be calculated as the sum
of elastic and plastic drift. The elastic drift is the yield drift, whereas the plastic
drift is calculated using ultimate curvature and plastic hinge length.

Fu = Mu

L
(4a)

δu = δy + δpl (4b)

δpl = (∅u − ∅y)L p (4c)

where Fu = ultimate strength, Mu = ultimate moment, δu = ultimate drift, δpl =
plastic drift,∅u = ultimate curvature from ultimate strength analysis, L p = plastic
hinge length = 0.5D, D = column width.

• Point D (Lateral Load Failure): Lateral load failure point corresponds to 20%
degradation in peak lateral strength of RC column. Lateral load failure is taken
as the conventional failure point in regions of high seismicity. The drift at lateral
load failure of flexure-critical NSRC and HSRC columns can be predicted using
the following empirical expressions (Raza et al. 2018a):

(
δl f

)
f lexure = 3(1 − 2n) +

(
ρh

√
fyh
f ′
c

)
(5)

where
(
δl f

)
f lexure = drift at lateral load failure for flexure-critical columns (in

%), n = axial load ratio, ρh = transverse reinforcement ratio by area (in %),
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fyh = transverse reinforcement yield strength (MPa), f ′
c = concrete compressive

strength (MPa).
The proposed empirical expressions are applicable within the following range of
parameters: 12.1 ≤ f ′

c ≤ 104.3 MPa, 0.07% ≤ ρh ≤ 1.0%, fyh ≤ 500 MPa and
0.027 ≤ n ≤ 0.5.

• Point E (Axial Load Failure): It is the point at which column loses 10% or more of
its axial load carrying capacity and collapses. The strength at axial load failure is
conservatively taken as 50% of the peak lateral strength, whereas axial load failure
drift of NSRC and HSRC columns can be predicted using the following empirical
expressions developed by the authors (Raza et al. 2018a):

δa f = 5(1 − 2n) +
(

ρh

√
fyh
f ′
c

)
(6)

where δa f = drift at axial load failure (in %), n = axial load ratio, ρh = transverse
reinforcement ratio by area (in %), fyh = transverse reinforcement yield strength
(MPa), f ′

c = concrete compressive strength (MPa).
The proposed empirical expressions are applicablewithin the followingwide range
of parameters: 13.5 ≤ f ′

c ≤ 104.3 MPa, 0.07% ≤ ρh ≤ 0.92%, 240 ≤ fyh ≤
1360 MPa and 0.05 ≤ n ≤ 0.5.

Equations (5) and (6) have been developed and calibrated using an extensive
database of uni-directional tests of NSRC and HSRC columns from the literature.
The drift predictions by the models are also in a very good agreement with the results
of recent experimental testing conducted by the authors (Raza et al. 2018b). The
expressions cover a wide range of concrete compressive strength and are equally
applicable to both NSRC and HSRC columns. It is noted that these models give
the drift predictions for RC columns which are subjected to uni-directional actions
predominately. It is suggested to factor the expressions (5) and (6) with 1/2 for
columns which are expected to undergo strong bi-directional actions. This factor of
1/2 is in accordance with the results of bi-directional experimental testing conducted
by authors (Raza et al. 2018c) recently, in which the collapse drift capacity of a
high-strength RC column is found to be approximately half of the corresponding
drift capacity under uni-directional cyclic testing.

The expressions (5) and (6) relate the drift capacity of an RC column with the
design parameters such as axial load ratio, transverse reinforcement ratio, transverse
reinforcement yield strength and concrete compressive strength and hence provide
a convenient tool to design engineers for assessing the displacement capacity of the
RC column at an early design stage. It is quite evident from the above expressions
that drift capacity of an RC column will be high at low axial load ratio, less concrete
compressive strength and more amount of high-strength transverse reinforcement.
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3.3 Case Study Example

The influence of design parameters on the drift capacity of an RC column, as dis-
cussed previously in Sect. 3.1, is further illustrated with the help of a case study
example. The piecewise lateral force-displacement prediction model is used to pre-
dict lateral force-displacement (pushover) curves for a high-strength RC column
with a cross-section of 500 × 500 mm. The design properties of the column are
summarised in Table 3. The column is designed with limited ductile detailing in
accordance with the specifications of AS 3600 (2018). The variable parameter for
this case study is axial load ratio i.e. n= 0.15, 0.3 and 0.45. The column is a cantilever
with a height of 2 m.

The lateral force-displacement curves of the case study example are shown in
Fig. 2 and the drift capacity values are presented in Table 4. The results show a dras-
tic effect of axial load ratio on drift capacity of an RC column. As the axial load ratio

Table 3 Design properties of case study column

Width ×
depth ×
height (mm)

Aspect
ratio

Concrete
grade

strength f ′
c

(MPa)

Longitudinal
rebars (ρv,
%)

Stirrups (mm) ρh (%) (by
area)

Transverse
reinforce-
ment yield
strength fyh
(MPa)

500 × 500 ×
2000

4 65 12N28 (2.96) 4-legged N10@300 (0.21) 500

Fig. 2 Lateral force-displacement (pushover) curves for case study example
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Table 4 Drift predictions for case study RC column

Point Drift capacity

n = 0.15 n = 0.3 n = 0.45

Cracking point 0.1% (2.0 mm) 0.2% (4.0 mm) 0.3% (6.0 mm)

Yield point 0.7% (14.0 mm) 0.6% (12.0 mm) 0.4% (8.0 mm)

Ultimate point 0.9% (18.0 mm) 0.7% (14.0 mm) 0.50% (10.0 mm)

Lateral load failure 2.7% (54.0 mm) 1.8% (36.0 mm) 0.9% (18.0 mm)

Axial load failure (collapse) 4.1% (82.0 mm) 2.6% (52.0 mm) 1.1% (22.0 mm)

increases from 0.15 to 0.45, the collapse drift capacity (axial load failure) of the case
study column reduces from around 4–1%. Moreover, the difference between lateral
load failure and axial load failure drift is reduced at high axial load ratios, which
implies that heavily loaded columns may collapse suddenly after 20% degradation in
strength. This has an important implication from the design perspective, as the archi-
tectural requirements generally compel structural engineers to design RC columns
with a smaller cross-section. This requirement is fulfilled by the use of high-strength
concrete, furthermore, in order to create more floor space, columns are designed to
support higher axial load so that less number of columns are needed. The results
of this case study highlight the possible dangers associated with such a practice for
limited ductile RC columns especially in the scenario of a very rare earthquake, as
the seismic displacement demand under such a scenario would be higher than the
displacement capacity of the column.

4 Applications of the Lateral Force-Displacement
Prediction Model

This section discusses potential applications of the proposed lateral force-
displacement model for limited ductile RC columns.

4.1 Two-Tier Seismic Assessment of Soft-Storey Buildings

The piecewise lateral force-displacement model can be used to evaluate the seis-
mic performance of soft-storey buildings. A storey that has less stiffness and is
weaker than the adjacent storeys is called a soft storey. Soft-storeys can often exist
in the ground floor of residential buildings, due to architectural requirements for the
provision of open space so that parking garages, swimming pools, etc. can be accom-
modated. Typical soft-storey buildings shown in Fig. 3 indicate that large open space
is created by providing columns in the ground storey, thereby reducing the whole
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Fig. 3 Typical soft-storey buildings (photos taken by Hing-Ho Tsang)

structure to a rigid block of heavy mass supported on columns at the bottom. Thus,
columns in the soft-storey not only serve the purpose of providing vertical support to
the building but also act as lateral load resisting mechanism under seismic actions.

During an earthquake, energy anddisplacement demands tend to concentrate in the
bottom columns of the soft-storey structures. Moreover, all the levels of a soft-storey
structure displace by a similar amount, hence it is possible to idealize it as a single
degree of freedom system. Seismic performance of such soft-storey structures can
be reasonably assessed by evaluating the performance of its bottom storey columns.
The next sub-section presents a two-tier assessment procedure to evaluate the seismic
performance of soft-storey buildings using the proposed lateral force-displacement
model.

4.1.1 Tier 1 Assessment

Lateral force-displacement model proposed in Sect. 3.2 of the chapter can be
used with ‘two-tier’ assessment approach proposed by Wilson and Lam (2006) to
assess seismic performance of soft-storey structures in regions of low to moderate
seismicity.

A ‘first-tier’ simple check is to compare peak displacement demand (PDD) for a
rare or very rare earthquake event with the axial load failure drift (δa f ) capacity of
the soft-storey columns. A soft-storey structure can be considered resilient against
collapse if the drift corresponding to axial load failure of the soft-storey columns is
greater than the peak displacement demand during an earthquake. Peak displacement
demand for any region can be obtained directly from the respective seismic design
code of that region. As an illustration, peak displacement demands for a rare earth-
quake event (return period of 500 years) determined in accordance with Australian
earthquake standard, AS 1170.4 (2007) are summarised in Table 5 for different soil
sites for a seismic hazard factor of 0.08 g, which is the minimum threshold value for
Australia (Lam et al. 2016).
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Table 5 Peak displacement demands for a seismic hazard factor (Z) of 0.08 g on different soil sites

Return period Rock (mm) Shallow soil (mm) Soft soil (mm) Very soft soil (mm)

500 26 36 58 90

Table 6 Drift predictions for
case study soft storey building

Point Drift capacity (mm)

Cracking point 6.0

Yield point 19.0

Ultimate point 22.0

Lateral load failure 58.0

Axial load failure (collapse) 83.0

The application of ‘first-tier’ assessment procedure is demonstrated herein using
a case study building that has a soft-storey at the ground floor. The case study resists
lateral earthquake loads using two columnswith a 500× 500 cross-section (matching
the properties of the example presented in Sect. 3.3) and an inter-storey height of
3.2 m, which are bending in double curvature. The column is assumed to be provided
in the ground floor of a soft-storey structure in a low seismic region (hazard factor,
Z = 0.08 g) and is supporting an axial load ratio, n = 0.3. The drift capacity of
the soft-storey column is summarised in Table 6. As explained earlier, a soft-storey
structure is essentially a rigid block of heavy mass supported on columns at the
bottom, so its performance can be assessed by simply assessing the performance
of its ground storey columns as seismic displacement demands in such a structure
accumulates at the bottom. This case study column has an axial load failure drift of
83 mm, which is greater than the peak displacement demand for the rock, shallow
soil and soft soil sites summarised in Table 5. This means the building can achieve a
collapse prevention performance objective for a 500-year return period event on these
sites. However, since the maximum displacement is less than the peak displacement
demand of 90 mm for a very soft soil site, the building is potentially vulnerable on
sites of this nature.

4.1.2 Tier 2 Assessment

If a soft-storey column fails the ‘first-tier’ check, an advanced ‘second-tier’ assess-
ment comprising of the capacity spectrum method can be employed. In the capac-
ity spectrum method, the structural capacity curve and seismic demand curves are
superimposed on each other to get the performance point of the structure. The per-
formance point represents the maximum acceleration and displacement demands on
the structure during the earthquake. If the capacity and demand curves intersect, then
a structures performance can be deemed satisfactory. The lateral force-displacement
model presented in this chapter gives the capacity curve of an RC column, whereas
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Fig. 4 Second tier
assessment of the case study
soft-storey structure

seismic demand curve is site-specific and region dependent and can be obtained from
the design response spectrum of the relevant seismic design codes.

The application of second-tier check is demonstrated on the soft-storey column
mentioned previously, by plotting the capacity curve of the column obtained in
Sect. 3.3 against seismic demand curves of rock, shallow soil, soft soil and very
soft soil sites for a rare earthquake event, as shown in Fig. 4. Because the soft storey
has two columns, the lateral forces calculated for one column are multiplied by two.
The seismic demand curve in Fig. 4 is in accordance with the requirements of AS
1170.4 (2007) and has been converted into the force-displacement format by multi-
plying acceleration with the mass of the structure, which is assumed to be 1000 tons
for the purpose of this illustration. The damping ratio for response spectrum is 5%.

The second-tier assessment shows that the soft-storey building is able to meet
the strength and displacement requirements on rock, shallow soil and soft soil sites,
hence it can be deemed practically safe on these sites. However, both the strength
and displacement demands are exceeding the structure’s capacity on a very soft soil
site, thereby making it vulnerable to collapse in a rare earthquake event.

The outcomes from the second-tier assessment are in agreement with those from
the simplified first-tier check. When analysing a large building stock, the first-tier
approach can allow designers to quickly assess and eliminate the less valuable build-
ings. Thus allowing the more complex analysis to be performed on the truly vulner-
able buildings.
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4.1.3 Seismic Performance Level of Soft-Storey Buildings

The piecewise lateral force-displacement model can also be used to assess the perfor-
mance level of soft-storey buildings during earthquakes in low to moderate seismic
regions. Table 7 relates each point on the piecewise lateral force-displacement model
with a corresponding performance level specified in Vision 2000 document drafted
by Structural Engineers Association in California (SEAOC).

Table 7 can serve as a convenient tool for the design engineers to assess the
performance level of a soft storey building in a particular earthquake scenario, as
the performance of a soft-storey building is largely dependent on the performance
of its bottom storey columns, which can be evaluated by using the proposed lateral
force-displacementmodel. For instance, seismic performance levels of the soft-storey
building previously evaluated using the two assessmentmethods for a rare earthquake
scenario are summarised in Table 8.

The performance levels stated in Table 8 are in accordance with the results of
Tier 1 and Tier 2 assessment of the soft storey building analysed in the previous
section. For example, under Tier 1 assessment, rock soil has a peak displacement
demand of 26 mm, which is close to the ‘ultimate’ displacement capacity of the soft
storey column i.e. 22 mm (refer Table 6), hence the performance level is considered
to be ‘life safety’. However, under Tier 2 assessment, capacity and demand curves
of the soft-storey structure intersect close to the yield point for a rock site, hence the
performance level is specified as operational/immediate occupancy. The performance
levels for other soil sites are also determined accordingly.

It can be observed in Table 8 that the performance levels of the case study building
determined in accordance with Tier 1 assessment are generally more conservative
as compared to Tier 2 assessment. This implies that Tier 1 assessment is simple,

Table 7 Correlation between performance levels and the lateral force-displacement model

Performance level Corresponding limiting point of the lateral
force-displacement model

Fully operational Cracking point

Operational/immediate occupancy Yield point

Life safety Ultimate point

Near collapse Lateral load failure point

Collapse Axial load failure point

Table 8 Predicted seismic performance levels of the case study soft-storey building

Soil site Performance level-tier 1 Performance level-tier 2

Rock Life safety Operational/immediate occupancy

Shallow soil Near collapse Life safety

Soft soil Near collapse Near collapse

Very soft soil Collapse Collapse
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yet conservative, and hence, can be employed as a quick safety check to assess the
seismic performance of the soft storey structures at the design stage.

4.2 Non-linear Analysis of RC Structures

The proposed lateral force-displacement model can also be used for non-linear anal-
ysis of RC structures. Most of the earthquake design standards require non-linear
analysis for the seismic design of structures with high importance levels. Realis-
tic models of stress-strain, moment-curvature and force-displacement behaviour are
required to capture the non-linear response of structures reliably. The proposed lat-
eral force-displacement model can be employed by structural design engineers for
non-linear analysis of RC structures due to its simplicity, awide range of applicability
(both NSRC and HSRC columns) and accuracy, especially in capturing post-peak
displacement behaviour of RC columns prevalent in regions of low to moderate
seismicity. This can be achieved by using the proposed model to define the force-
displacement behaviour of RC columns in the commercial design software packages
such as ETABS, SAP2000 etc. while conducting a non-linear analysis of the RC
structures.

4.3 Gravity Columns in RC Wall Buildings

Themajority of low-, mid- and high-rise buildings in Australia are RCwall buildings
(Menegon et al. 2017), which utilise RC rectangular walls and building cores as
the primary lateral load resisting system of the building. This is a common practice
observed inmany other regions of low tomoderate seismicity. Buildings of this nature
are generally designed for lateral loads using 3D linear elastic analysis programs (e.g.
ETABS) with all the columns as ‘pin-ended’ elements. Using this approach, all the
lateral load is distributed to the walls and buildings cores and the columns ‘go the
ride’ when the floor diaphragrm displaces and moves as the walls and building cores
resist the lateral earthquake loads.

The seismic compliance of the columns can quickly be assessed by determining
the maximum displacement of the columns from the analysis model and then ensure
that it is less than the axial load failure displacement of the respective column (i.e.
Eq. 6). However, it should be noted that when force-based seismic analysis proce-
dures are adopted, the maximum displacement of the columns is not the maximum
displacement in the 3D linear elastic analysismodel, but rather the displacement from
the model multiplied by the force reduction factor (i.e. R f = μ

Sp
= 2.6 for limited

ductile RC structures, according to AS 1170.4 2007) adopted when calculating the
seismic actions. The force reduction factor is used to account for inelastic behaviour
in the structure.
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5 Conclusions

This chapter has presented the factors affecting displacement behaviour of an RC
column in detail and provided an overview of a piecewise lateral force-displacement
model that can be used for reliable assessment of drift capacity of limited ductile RC
columns in regions of low to moderate seismicity. The application of the proposed
model in assessing the seismic performance of soft-storey structures is demonstrated
with the help of a case study example. The proposed model is not only simple to
use but also has a wide range of applicability in terms of design properties of RC
columns. The proposed model can also serve as a tool for conducting a reliable
non-linear analysis of RC buildings through its use in commercial design software
packages for defining the force-displacement behaviour of an RC column.
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Part II
Resilience in Infrastructure



Achieving Resilience of Large-Scale
Engineered Infrastructure Systems

Wolfgang Kröger

1 Introduction

By definition, “systems” consist of numerous, often-diverse elements, interacting in
multiple ways, within operational contexts and boundaries that need to be defined.
The focus of this chapter is on large-scale, human-engineered systems and infrastruc-
tures, in particular, that function synergistically to provide vitally important goods
(such as energy including electricity,water, and data) and services (such as transporta-
tion, banking, and health care). Such networked infrastructure systems “constitute
the very foundation of all prospering societies” (Rosas-Casals et al. 2007). They are
termed critical, if their continuous functionality “is essential for … vital societal
functions, health, safety, security, economic or societal well-being of people, and the
disruption or destruction of which would have impact … as a result of the failure to
maintain those functions” (Council Directive 2008/114/EC). Among others, physical
engineered critical infrastructures include the electric power grid, fresh water and
sewage system, rail, road and air transportation systems, and the Internet; all together
they provide the very “backbone” of Western economies and societies (Vugrin et al.
2010). They have grown to meet increasing demand, have been subject to major
technical and organizational changes and evolved, often in an uncontrolled manner.

Local failures or disruptions of their operations, respectively, often evolve into
unexpected cascade patterns with trans-industry, large scale effects and result in sub-
stantial societal and economic damage. For example, the blackout in the north eastern
part of the USA on 14 August 2003 affected 55 million people and caused a loss
of US$ of 250–300 billion (Wang and Rong 2009). Due to continued, even growing
integration andmutual dependencies as well as a decreasing heterogeneity, they have
gradually becomemore andmore complex and developed into a dynamic “system-of-
systems” and need to be understood as such. As humans interact with these systems
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individually and collectively they are an essential part of them; therefore we under-
stand them as socio-technical systems and have to take a variety of influencing factors
and behaviors into account, rather than examining purely technical system (Häring
et al. 2016). Moreover, critical infrastructure systems (CIS) are making intensively
use of digital systems for monitoring and control, turning them into cyber-physical
systems and augmenting (inter-) dependencies within and among those systems. As
they can form and be influenced by their operating environment and merge, as some
argue (Heinimann and Hatfield 2017), into a socio-ecological-technical system.

Many countries like the U.S. and EU Member States as well as Switzerland
have established programs to protect CIS. Traditionally, they applied the concept
and policy of physical protection and hardening, i.e. prevention and mitigation of
disruptive events, to increase safety and security of infrastructure assets. However,
this in isolation turned out to be a brittle strategy, almost impossible to define an
end state and extremely expensive. Thus “resilience became a priority, meaning that
systems should have “soft landing/bolstering” capabilities andmaintain functionality
following disruptions” (Vugrin et al. 2010).

2 Definition of Some Key Terms

Being aware of the “non-technical” dimension of risk accounting for social and
psychological aspects, we focus on the “technical” dimension, i.e. the normative,
mathematically formulated risk concept. Accordingly, we define risk as the occur-
rence of some negative specified consequences, potentially arising from the faulty
operation of considered systems or activities and associated uncertainties. For quan-
tification of risk, we measure consequences of undesirable events in terms of “real”
losses, i.e. damages to health of people and/or to the environment; we express uncer-
tainty in terms of associated probabilities (frequencies) of undesired events of all
different kinds, following the rules of probability calculus. For critical infrastruc-
tures the term risk may include the probability of loss of goods and services with
its resulting consequences for the people and other systems affected (see also Zio
2016). We acknowledge that new perspectives of risk have been developed, which
add the dimension of knowledge to the risk description (Aven and Krohn 2014), as
for example the values of probability in two different situations could be the same,
but may be based on quite different knowledge and eventually assumptions.

The risk concept aims to avoid/prevent, reduce and control/manage risks, mean-
while risk analysis is a formalized subject for the purpose of revealing potential fail-
ures modes and/or identifying hazard triggering events and induced event sequences
(scenarios), as well as estimating specified consequences and associated likeli-
hoods/frequencies, before they manifest, and thus provide risk-based information
for potential corrections by decision makers.

Vulnerability was long considered as being closely similar to risk, if only with
a broader interpretation. Some limit vulnerability to “the degree a system is able to
withstand specific loads” (SRA glossary 2016) or “as the exposure and sensitivity
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of a (socio-technical-ecological) system towards certain stressors minus resilience”
(Berkes et al. 2004; Adger 2000). In contrast, others define vulnerability as the
properties of a system that may weaken or limit its ability to survive and perform its
mission in the presence of threats that originate both within and outside the system
boundaries (Einarsson and Rausand 1998). We basically follow this interpretation
and understand the concept of vulnerability as a global system property (Kröger
and Zio 2011) that describes (a) to which degree a system is affected by a specific
risk source (hazards) and is able to withstand specific loads/hostile environments,
respectively, (b) the degree of exposure to hazards including the likelihood of being
exposed and the susceptibility to suffering losses and damages, and (c) the degree of
resilience by taking after-shock response behavior and recovery into account.

One of the first attempts for defining resilience dates back to Holling in 1973
for ecological systems, based on which various definitions have arisen in different
disciplines and domains. In general they can be interpreted as “the ability of a sys-
tem to anticipate and withstand external shocks, bounce back to its pre-shock state
as quickly as possible and adapt to be better prepared to future catastrophic events”
(Panteli et al. 2017). However, with regard to making the concept operable a more
specific, detailed definition is recommendable. Focusing on technical systems, and
physical engineered critical infrastructure systems in particular, we define resilience
as the ability to resist/absorb the adverse effects of a disruptive force (either sudden
or creeping, including all possible hazards and threats) with decreasing performance
(but not collapsing), and the ability and speed to recover and return to an appro-
priate level of functionality (under budgetary constraints)—by adapting through
self-organization and learning and eventually bouncing back or transforming into
a different state (see also p. 52 in Kröger 2017). The traditional risk concept, with
focus on the identification of obvious and, most importantly, hidden weaknesses in
the system design, seeks to “harden” vulnerable components, and thus strives for
prevention and mitigation, whereas the resilience concept aims at post-event/after
shock, “soft landing” strategies (Linkov and Palma-Oliveira 2017) by strengthening
inherent properties of the system, that are the absorptive, adaptive and restorative
capacity, or the ability of the system to recover as a function of time and costs.

Resilience is mainly regarded as positive feature in infrastructures, maybe in con-
flict with other concepts. For instance redundancy may make systems more resilient
while “sustainability” calls for most efficient use of resources.

Resilience engineering is still a relatively newandevolving concept.According to
(Hollnagel et al. 2006) “a central idea is that failure is not necessarily a consequence of
malfunction or poor design; rather it is the result of “the web of ongoing interactions
and adaptations” that characterizes complex system behavior in the real world”.
Madni and Jackson (2009) point “to a growing recognition that tragic accidents
and catastrophic failures (like the Columbia space shuttle accident of 2003) can be
traced to organizational factors that create conditions that invite disaster”. Therefore,
resilience engineering is regarded as a proactive approach that looks for ways to
enhance the ability of organizations to explicitly monitor risks, andmake appropriate
tradeoffs between required safety levels and production and economic pressure, see
also Fig. 1 for a conceptual framework.
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Fig. 1 Conceptual framework for resilience engineering that is based on four key pillars: disruption,
system attributes, methods, and metrics (Madni and Jackson 2009)

3 Frameworks and Metrics for Critical Infrastructure
Resilience Assessment

Numerous frameworks for resilience assessments have beendeveloped for andnamed
after domains, notably the social, organizational, economic, and technical domain.
The latter includes physical systems that are engineered and operated by humans
like the power grid. However, the development of sufficiently comprehensive/holistic
frameworks is challenging and still in its infancy as they have to integrate the avail-
able knowledge on safety and cyber-security, human interactions/interventions and
complex networks and address all possible failures and threats, and potential stres-
sors or shocks, respectively (Zio 2018). Besides traditional reliability1 indices, such

1In the engineering domain reliability deals with the ability of the system to perform required
functions under stated conditions over a specified period of time.
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Fig. 2 Capacities and measures of system resilience (Vugrin et al. 2010)

as Loss of Load Frequency or Load Expectations (LOLF or LOLE), various metrics
have been proposed aiming to specifically quantify resilience, for examplemeasuring
the difference between the real (post-disruptive event) and the target performance
curve, either by the areas below or ratio of the curves. A few selected examples of
proposed framework provide more detailed information.

Sandia National Laboratories developed a general framework for assessing the
resilience of all types of critical infrastructure and economic systems involving the
systemic impact (defined as the difference between the targeted performance level
and an actual performance level following the disruptive event) and the total recovery
effort (amount of resources expended during recovery processes). The framework
is composed of (1) a definition of system resilience that focuses on the factors that
need to be considered, (2) a quantitative methodology to evaluate these factors and
measure system resilience, and (3) a qualitative analysis to examine resilience capa-
bilities and enhancement features to explain or replace quantitative results, see Fig. 2
for illustration. For quantitative analysis they proposed to apply the optimal control
method and to develop optimal feedback control laws by using mathematical formu-
lations. Among others this concept was used for the assessment of the resilience of
18 regional critical infrastructures and key resources to an earthquake scenario.

Panteli et al. (2017) proposed to replace the “resilience triangle” (Tiernay and
Bruneau 2007), modeled in the majority of studies, by the “resilience trapezoid”
to depict all phases that a critical infrastructure, including the power system, might
reside in during an event, as well as the transitions between these states, see Fig. 3 for
comparison. The trapezoid clearly includes three phases: (I) disturbance progress,
(II) post-disturbance, and (III) restorative state.
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Fig. 3 a The resilience triangle, b the multi-phase resilience trapezoid (Panteli et al. 2017)

A resilience metric system, its mathematical formulation and expression of the
linearized trapezoid areas have been defined.

The concept was applied to assess the resilience of a test version of the British
transmission grid to a large-scale windstorm with three different wind profiles and
scenarios. Simplifying assumptions were:

– Node demands fluctuate and vary in time in simulations
– Wind impact on transmission lines and towers modeled by use of fragility curves
– Mean-time-to-repair approach for recovery, no restoration during windstorm, the
number of repair crews as an important parameter

– Cascading caused by thermal overloads and tripping by (all undamaged) protective
devices, reconnection of islands the next hour, no transients considered.

Nan et al. (2016) developed a framework and integrated metric to quantify the
resilience of interdependent infrastructure systems. They distinguished, as usual, four
phases, namely the original steady state phase, the disruptive phase with absorptive
system capabilities, the recovery phase coined by adaptive and restorative capabili-
ties of the system, and finally the new steady state phase. Besides “robustness”, which
represents the absorptive capability by measuring the minimum performance level,
two additional measures are introduced, i.e. the “rapidity” and “performance loss”
during both the disruptive and recovery phase. The term rapidity is referred as the
capability to achieve prioritized goals in a timely manner in order to contain losses
and avoid further disruption; it can be quantified as average rapidity by the slope of
performance level or by adopting the method of ramp detection to be more accurate.
The performance loss can be interpreted/quantified as the area bounded by the graph
of the performance measure before and after occurrence of effects caused by the
disruptive event, which can also be denoted as the system impact area. The newly
attained steady state level may equal or differ from the original steady state level. In
order to consider this a quantitative measure, the “recovery ability”, is developed.
To allow a combination of all these measures and comparison among different sys-
tems and system configurations, a general resilience metric is proposed2 that differs

2see p. 162, formula 1 in (Nan et al. 2016).
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Fig. 4 PSE&G customers across NJ after outage caused by Hurricane Sandy (Henry and Ramirez-
Marquez 2016)

from previous ones in that it is time-dependent and able to integrate all essential
capabilities. The overall approach pretends to be neither model nor domain specific.

Ouyang and Fang (2017) provided a nice overview on metrics and frameworks
used to assess and maximize resilience in various domains (including transportation
and distribution networks) and proposed a framework to optimize the resilience of
critical infrastructures against intentional malicious attacks. They defined resilience
to an attack as the joint ability of a critical infrastructure system to resist the attack,
to absorb the initial damage and quickly recover to normal operation; resilience is
quantified as the ratio of the integral of the real performance curve over the time
period [0, T] to the integral of the target performance curve during the period. The
modeling framework includes three elements, a networkmodel based on graph theory
and two types of flow mechanisms, a three level defender-attacker-defender model,
and the consideration of system restoration processes by allocating limited repair
groups; some simplifying assumptions were made and stated.

Moreover a thorough resilience-based analysis was carried out (Henry and
Ramirez-Marquez 2016) on the power outages to over eight million customers across
21 states, which lasted for days and even weeks, when Hurricane Sandy hit the US
East Coast in October 2012. Figure 4 shows the power grid behavior, with PSE&G
customers power across NJ over time as metrics, and nicely illustrates the resilience
pattern outlined before, starting with the disruptive force, the resisting phase with a
decline of performance to about 30% of the pre-event level, the re-stabilization and
recovery phase to the initial performance level after more than about eight days. This
real-world case also helped to identify measures to improve resilience, i.e. to achieve
a faster cost-effective rebound while the number customers affected should be less.
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4 Comparing the Resilience Concept with the Traditional
Risk Management Concept

Although having the same philosophical background both concepts are different
in focus. As mentioned before, the focus of the traditional risk concept is on the
identification of obvious and, most importantly, of hidden weaknesses in the system
design. It seeks to “harden” vulnerable components, and thus strives for prevention
andmitigation.By contrast the resilience concept aims at post-event/after shock, “soft
landing” strategies (Linkov and Palma-Oliveira 2017), particularly by strengthening
four inherent properties of the system, that are absorptive and adaptive capacity and
the ability of the system to recover quickly. Risk analysis can integrate recovery
and adaption but it is not the main objective. Therefore, better resilience can be
achieved by enhancing one or more of the four capacities and can result in increased
inherent system’s ability to withstand disturbances and cope with the unexpected
(Thoma et al. 2016), in general. That’s why some recent research (e.g., Linkov et al.
2014) claims that resilience is better suited than risk for threats that are unknown,
unquantifiable, systemic, and unlikely/catastrophic and in short to deal with “deep
uncertainty”. Others oppose (e.g., Baum 2016) and find both concepts comparably
suitable to deal with those threats and that the resilience paradigm suffers from
insensitivity to probabilities and consequences and should be supplemented with
these quantities. However, interest in infrastructure resilience can be concerned with
existing technical, logistic, political, and operationalmechanisms, relating to selected
potential disasters. Kovalenko and Sornette (2013) denote the concept of risk and
resilience as complementary measures of stress.

To recap,when the hazard/threat itself and the impact on the system, typically from
an exogenous viewpoint, are mainly in focus, risk and risk analysis appear to be the
most suitable approach. In contrast, when the concern is with the system itself, the
consideration must became more comprehensive and shift to include endogenous
aspects, which would definitely require to deal with concepts of vulnerability or
resilience (Johnson and Gheorghe 2013). It is commonly agreed that the resilience
quantification is less mature than its peer methodology in traditional risk assessment
(see also Linkov and Palma-Oliveira 2017).

5 Characterizing Critical Infrastructure Systems
and Development Trends

Large-scale critical infrastructure systems (CIS) like for the energy, fresh water or
data supply or transportation of passengers or goods are composed of a plethora of
mostly heterogeneous components/subsystemsof great physical and functional diver-
sity, which interact in multiple ways in a networked structure. CIS are multi-layered,
embedded in a multi-facetted social-political-economical-natural environment, usu-
ally managed by different kinds of actors often with different objectives and logics.
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Further, we have to consider that most complex infrastructure systems are “living”
or operated in a rather dynamic than quasi-static environment, they are responsive
to environmental dynamics including conditions, opportunities and constraints, etc.,
make internal adjustments and have the ability to learn from experience.

Modern CIS often have a hierarchical structure, consisting of a physical layer,
which comprises devices that interact with the physical process, and the cyber layer,
which comprises information and communications hard- and software needed to
monitor and control the physical process. The resulting type of systems often shows
complex-adaptive, in part autonomous and chaotic behavior thus it is often called
non-deterministic system or “System of the Third Kind” (Ring and Tenorio 2012).

CIS are usually geographically distributed and spatially connected, open to the
environment, in which they operate. Most CIS, the power grid in particular, were
basically designed in the past, have evolved structurally and technologically over
times and extended their capacity to meet increasing service demands. Presently,
they are often operated in a competitive market (instead of a former monopolistic)
structure—beyond original design parameters and safety margins.

CIS are subject to many types of hazards/threats of different nature: They range
from random mechanical/electrical/material failures and potential common cause
failures (including design flaws, aging, etc.) to natural hazards such as earthquakes,
tsunamis/floods, landslides, avalanches, and extremeweather situations; they include
soft- and hardware failures and human errors at different points in time and levels
(political-strategic, design/manufacturing, operation, maintenance and repair, orga-
nizational deficits) as well as intentional malevolent physical and cyber attacks as
potential new triggers of hazards. Depending on the site conditions and spatial exten-
sion civilian impacts such as chemical explosions or aircraft crashes may have to be
considered. From a longer term perspective the spectrum of natural hazards and
human-made threats may widen and include negative effects of climate change.
As CIS are increasingly interconnected globally, anything and everything could be
exposed to large-scale cyber attacks/cyber risks (World Security Report 1/2 2018).

Those systems, and their elements within, are vulnerable to different degrees and
may pose risks themselves, i.e. the lines of a high-voltage power transmission system
are inherently vulnerable—while related buses appear robust and defendable—and
may cause harm in case of break or physical contact.

Most of the infrastructure systems have witnessed tighter integration and closer
coupling and growing (inter-) dependencies, respectively: The loss of power supply, if
sufficiently long,may cause the failure of the information and communication system
which in return may impede black-start of the power system. This development trend
will (probably to an increasing extent) continue. Besides globalization and extension
to new domains (e.g., from pure use of electricity to mobility) the pervasive use of
cyber-based, digital host technologies for supervisory, control and data acquisition
(SCADA) serve as major driver.

The power supply system, unconfined one of the most important critical infras-
tructures, consists of multiple generators of different size and at different power
levels, extra high/high voltage long distance transmission grids and low voltage
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Fig. 5 General layout of electricity networks (voltage and power levels as well as depictions of
electrical lines are typical for Germany and other European states)

regional/local distribution grids, each with pertinent lines and substations (trans-
formers), and of numerous loads (points to consumers), see Fig. 5 for general layout.

The European Transmission System (ENTSO-E power grid), for example, is the backbone
of electricity supply to roughly 534 million citizens in Europe. It consists of five large
synchronous areas, is operated by 41 Transmission System Operators from 34 countries
according to commonly agreed, legally binding rules (ENTSO-E Operation Handbook), out
of which the “N-1 criterion” is key. It says, that any probable single event leading to a loss
of a power system element should not endanger the security of the whole interconnected
system, e.g., redistribution of the physical flow should not cause a tripping cascade. Thus,
serious blackout events are often rare or unprecedented as the likely and anticipated failures
are already routinely accounted for in systems basic design and operation.

If properly implemented, the mainly deterministic framework has been suc-
cessful in ensuring historical high performance and reliability, respectively, of
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power transmission systems in most Western countries. However, it seems insuf-
ficient to cope with combined failures, tripping scenarios, and influencing oper-
ational/organizational factors, which go clearly beyond the current N-1 security
requirements, but have played a significant role in major outages/blackouts (Kröger
2017, update 2018). History comprises a list of about 115 major3 blackouts for the
time period frommid 1999 to the end of 2017; 26major and three other special events
have been selected for further characterization, particularly of the main causes and
mechanisms. Unsurprisingly, this evaluation emphasizes the dominating role of nat-
ural hazards including extreme weather triggering disturbances (at least 13 out of
29 events) but circumstantiates also the important role of organizational/contextual
factors including demand and generation inadequacies (roughly 7 out of 29), since
roughly five major outages were triggered by purely technical failures including a
software bug and additional two outages followed fires. It is important to note that
we experienced—besides one military (?) attack in Pakistan—three cyber attacks on
power grids—two in 2015 and 2016 in the Ukraine, after careful observation and
planning.

A statistical analysis of a series of blackouts of the North American power trans-
mission system from 1984 to 1998 (www.nerc.com) has proven that the probability
distribution of blackout sizes does not decrease exponentially, but rather follows a
power law, with an exponent between −1 and −2. Thus, evaluated data suggest that
large blackouts are much more likely than expected, which is a clear indication that
the power system is a complex system, designed and operated near a critical point,
and that overall loading and stress—relatively close to operating limits—is a key
factor affecting the risk of cascading failure (Dobson et al. 2007). Most major black-
outs had rippling effects on customers’ activities, industries, and other infrastructure
sectors, because of their dependence on electricity.4

Generally, the electricity supply system has adapted to steadily increasing demand
and has undergone various changes, technologically, structurally, and organization-
ally. In Europe, it was mostly a loosely coupled network of local systems with
regionally and vertically structured monopolies, responsible for the whole supply
chain from generation to consumption. In recent years the system was unbundled
and replaced by an intricate evolving market structure, often with stressing operation
modes. The grid was originally not designed for such conditions, i.e. may render pre-
ventively designed safety margins insufficient. This comes along with increasingly

3Events are termed “major” as the outages (a) were not planned (at the date of occurrence) by the
service provider, (b) affected at least 1,000 people and lasted at least one hour, and (c)must be at least
1,000,000 person-hours of disruption (visit [en.wikipedia.org/wiki/List_of_majorpower_outages]).
4For example, the “Northeast blackout” on August 14, 2003 hit parts of the Northeastern (includ-
ing NYC) and Midwestern USA and the Canadian province of Ontario when a manageable local
blackout cascaded into a collapse of the entire power grid. 508 generating units at 265 power plants
shut down, the total load dropped from 28,700 to 5,716. Telephone services generally remained
operational, but the increased demand left many circuits overloaded. Cellular phone services were
disrupted and a large number of factories closed. Water systems in several cities lost water pressure
because pumps lacked power. Electrified railway services were interrupted, passenger screening at
some airports ceased, leading to a closure of airports and flight cancellations, etc.

http://www.nerc.com
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short-term trading and cross-border electricity transport/exchange. Other major chal-
lenges comprise:

1. The necessary integration of a growing share of intermittent energy sources, har-
vesting wind and solar at most suitable sites, into the existing largely heteroge-
neous network at different voltage levels. Those “renewables” are highly disperse
but at large-scale dense in remote regions (“farms”), requiring massive transfers;
they are non-controllable and show significant temporal and seasonal swings.
The necessity of base load and back-up power generation remains, depending on
the development of the entire system and storage capacities, in particular.

2. Besides re-conceptualization of the current grid, increasing “smartness” of the
grid is sought with more homogeneous, often clustered distribution of more het-
erogonous production sources, leveraging stochastic output patterns, including
smart meters and new devices for increased controllability for consumers, as well
as on-line monitoring, observation and control systems.

3. Such smart energy networks come along with the idea of decentralized,
maybe autonomous cellular structures, involving concurrent local power pro-
ducer/consumers and operation control largely away from central units, therefore
converting the grid from operated as designed for into a flexible, adaptive system.

4. Besides new structural characteristics, automation devices (intelligent sensors
and switches) may speed up the service restoration within the affected section in
case of power interruptions through strengthened “self-healing capabilities”.

5. Intensified security issues, i.e. potential of detrimental cyber attacks including
manipulation, due to digital cyber-based information and communication host
technology. These systems often link different domains such as control, operation
and trading and use commercial hard- and software including the public Internet,
with entry points for attacks.

In short: We are witnessing socio-technical changes and transitions, which may
further increase systems’ complexity, make them more efficient and controllable but
add entry points for cyber attacks.

6 Challenges to Understand and Analyze Complex System
Behavior

6.1 Coping with Complexity

As outlined before, in recent years most of the engineered critical infrastructure
systems (CIS) have witnessed growing integration and connectedness as well as dra-
matic technological and organizational changes with globalization and digitalization
as key drivers. Thus, most CIS evolved themselves into a highly complex networked
system and associated behavior. Moreover, they pooled their resources and capabil-
ities together to obtain an even more complex “system-of-systems”, with functions
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and behaviors aswell as operational environments completely different from the past.
Thus, it is key to understand and cope with “complexity” and complex behaviors of
critical infrastructure systems.

There is no absolute definition of the term complexity. However, a characteri-
zation of what is complex, appears possible, generally by “something with many
parts where those parts interact with each other in multiple ways culminating in a
higher order of emergence,5 greater than the sum of its parts” (www.wikipedia.org)
or “if it is not possible to establish an accurate prediction model of system based
on knowing the specific functions and states of its individual components” (SRA
glossary 2016). Therefore, it is commonly agreed, that classical methods of tech-
nical risk analysis, mainly based on reductionist methods and linear causal chains
without feedback loops, are likely to fail at capturing the collective behavior of com-
plex systems and how they interact and form relationships with their environments.
Elements/components/parts can bemanifold, physical-engineered, human, logical or
contextual, etc. The boundary of the system(s), either at micro (components—sub-
systems), macro (entire system) or global (network of entire systems) level, needs to
be defined.

Regarding physical-engineered systems, like critical infrastructures,we follow the
distinction of two groups of complexity, namely structural/topological and dynamic,
the former being intrinsic in the system design and the latter emerging from system
operation (and response to imbalances) (Zio 2016). Structural complexity is coined
by a number of characteristics:

1. Heterogeneity, which refers to the differences in the large number of elements,
the scale of their interconnections and roles within the system structure, often
going along with high-connected core elements and low-connected periphery
nodes.

2. System architecture, which defines the topological and/or logic structure, linking
the system elements through their interrelations (interdependencies.

3. Divisibility of the system structure into subsystems and elementary parts.

Dynamic complexity discloses through the emergence of (even unexpected) sys-
tem behavior in response to changes in the environmental and operational conditions
of its components. Depending on their characteristics, most complex engineered
infrastructure systems exhibit highly dynamic, non-linear behavior with positive (not
damping) feedback loops. Small changes of initial conditions/local disturbances often
accelerate and trigger cascadeswith initial load (stress) condition as important param-
eter. Analysis across (non-technical) networks and experience have revealed that
some systems with a huge number of interacting components are likely to have crit-
ical thresholds (“tipping points”) where their behavior, if reached, changes abruptly
(“regime shifts”) and that homogeneity/heterogeneity and connectivity/modularity
seem to be the dominating features (Scheffer et al. 2012).

5A phenomenonwhereby larger entities arise through interactions among smaller or simpler entities
such that the larger entities exhibit properties the smaller/simpler entities do not exhibit (www.
wikipedia.org).

http://www.wikipedia.org
http://www.wikipedia.org
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Without doubt, the electric power supply system, and the high-voltage transmis-
sion grid in particular, exhibit key attributes of complex systems: It is made up of a
large, non-trivial number of different parts and relations between them,6 it is embed-
ded in and interacting with a non-trivial, continuously changing operational and
organizational environment, technical and non-technical (human) components have
memory (aging, poor maintenance; experience, training, etc.) and include feedback
loops. Further, the system is sensitive to initial stress/load conditions because inter-
actions between component failures are stronger when components are highly loaded
as shown by experience and theoretical analysis.7 With regard to outlined charac-
teristics of complexity, these systems have shown emergent behaviors in collective
ways, difficult to predict from the superposition of single elements and difficult to
manage, and being subject to large uncertainties (Zio 2016). Indeed, system break-
downs often emerged from relatively small congestions followed by a cascade of
failures. For example, when component operating limits are exceeded, protection
acts and the component, e.g., a line, “fails” in the sense of not being available to
transmit power, which causes a transient and power flow to be redistributed to other
components throughout the network, rather than being limited to adjacent network
components.Depending on initial load conditions such failures can lead to large-scale
consequences and even propagate to one ormore other systems, due to dependencies.

Extending deliberations on the electric power grids one must consider a further
evolution towards the most complex engineered systems. We assume that the variety
of power sources and generators, of controls (with a more active role of users, new
devices for increased controllability, etc.) and loads as well as the extent of the
interconnectedness will further increase complexity (Zio 2016), unless corrective
measures are taken. Moreover, the continuously growing role of computer-based
information and communication technology (ICT) and use of commercial hard- and
software, all about the same in most critical infrastructures, may turn the electric
power supply system, and the electric power grid in particular, into a typical construct
of a complex system-of-systems.

6.2 Challenges to Methods of Risk Analysis

Methods of risk analysis developed in parallel to the development of systems, basi-
cally aiming at providing answers to the triplet of questions “ what can go wrong”
or “what can happen”, “how likely will an event happen” and “if it does happen,
what are the consequences” (Kaplan and Garrick 1981). In other words, aiming at
identification and characterization of undesired events/event scenarios, estimation

6As an example, the Swiss high-voltage power transmission grid has beenmodeled by 587 technical
and non-technical interacting agents.
7A time-stepped model based on a two layer agent-based approach resulted in a cumulative fre-
quency versus size of lost power; the curve changed its shape from exponential to power law for
load levels exceeding 100% (Schläpfer et al. 2012).
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of expected adverse consequences and associated uncertainty, in general. Methods
of probabilistic risk assessment (PRA) emerged in the 1970s, with the “Rasmussen
Study” to estimate the risks causedby the operation of—rather complicated than com-
plex—nuclear power plants as most prominent example. The probabilistic approach
allowed for a relaxation of the deterministic assumptions by introducing uncertainties
and quantifying them through “expected values”, which are the products of proba-
bilities of undesired events/event scenarios, and various metrics of consequences.

As mentioned before current infrastructure systems like the power grid are rather
complex than just complicated and push us to another level of insufficient knowledge,
characterized by unexpected changes and behaviours. Large blackouts are typically
caused by long, intricate sequences of all possible rare events and interactions for
which combinatorial analysis gets overwhelmed (Dobson et al. 2007). Given the
complexity of the systems and/or processes simulation has been advocated to handle
a large, combinatorial set of possible events and scenarios, of which only a few lead to
“critical” situations. Currently, simulation can also be exploited to estimate the acci-
dent scenarios probabilities; generally, for this Monte-Carlo methods of stochastic
discrete event simulation have been accepted as good standard (Zio 2018).

Methods, helping us to develop a detailed and comprehensive understanding of
their susceptibility to disturbances and complex behaviors after they have occurred,
are exposed to major challenges:

1. Multifaceted interactions with intervening variables of a plethora of heteroge-
neous components, organized in a hierarchy of subsystems, often results in behav-
iors related with non-linear feedback mechanisms, self-organizing processes and
adaptive learning.

2. The collective behavior of the system ismore than the sumof individual behaviors
of its elements, thus a holistic theoretical approach is needed to analyze the system
as a whole.

3. Small changes of initial conditions can accelerate, lead to cascades within the
system and across boundaries, and have big global effect.

4. Depending on their topological structure and initial stress level, critical thresholds
may be reached, leading to bifurcations, and potentially abrupt system collapse.

5. Most such systems are multi-layered, technologically and structurally evolving
and strongly coupled, they are large-scale open and subject to a widening set
of natural hazards and man-made threats; damages can be caused directly and
indirectly.

6. A set of socio-economic factors, either operational or organizational, intertwined
with purely technological factors, as well as the interplay of the system with its
operational environment need to be taken into account.

The analysis of these systems cannot be carried out only by use classical proba-
bilistic methods such as fault trees, based on decomposition, and event trees, based
on quasi-static causal chains (Zio 2016) as well as human factor analysis, based on
human reliability assumptions (Leveson 2014). Moreover, they cannot ensure suffi-
cient completeness under the existing uncertainties, do not account for unexpected
failure modes and relationships that govern the behaviour of such systems “of the
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third kind” (see also Heinimann and Hatfield 2017) and face some fundamental limi-
tations (Kröger and Sornette 2013). Moreover, standard probabilistic techniques like
event trees, which assume independence between events, imply exponential proba-
bility distributions and are not applicable in principle to systems that exhibit power
tails as the electric power grids (Dobson et al. 2007).

6.3 Approaches and Available Methods

Currently, a variety of advanced methods, models and tools has been developed and
applied to single engineered infrastructure systems. Those methods, either qual-
itative or quantitative, can be divided into two categories: empirical and predictive
(Johansson and Hassel 2010; Ouyang 2014).

The empirical/statistical approach aims to identify failure mechanisms and pat-
terns of cascading failure, thereby assisting learning from the analysis of previous
near misses and serious events. As most critical infrastructures have been operated
over a long period of time and are continuously operating under self-surveillance,
sufficient knowledge and huge datasets are available, in principle. However, reliable
statistical data are rare as systems experienced major technological, operational,
and organizational changes and available rich data may not sufficiently reflect the
situation of interest at present and in the future.

The predictive quantitative approach mainly refers to modeling and simulat-
ing the major characteristics of critical infrastructure systems through reasonable
simplification. Several, mainly predictive research methods are regarded represen-
tative and expatiated as follows (see also Kröger and Zio 2011 for further details
and a comparative summary). These “advanced” methods are, by nature, either
(a) structural/topological/state-related like Complex Network Theory, Petri-Net and
Bayesian-Net, (b) logical like hierarchical trees, (c) phenomenological/functional
likeAgent-basedModeling, or (d) flow-focused like Input-output InoperabilityMod-
eling and System Dynamics; the two most common methods are briefly explained
below:

• Complex Network Theory (CNT): A widely used method, formed by classical
graph theory, which aims to understand the structure of components’ interactions,
characterize the topology of the system and study its generic properties such as vul-
nerability by removal of elements or changing physical components from operable
to inoperable, respectively—either randomly or targeted. The underlying assump-
tion is that the structure of a system affects its function, e.g., the topology of the
power grid affects the stability of power transmission.
Before building the adjacency matrix, constituents of a real system are mapped
into N nodes and K unweighted edges (arcs, links), see Fig. 6 for illustration. The
structural properties and a drop of performance, in particular, are represented by
a group of topology-based metrics such as (i) node degree k, i.e. number of links,
and node degree probability distribution P(k), giving the probability that a node



Achieving Resilience of Large-Scale Engineered Infrastructure … 305

Fig. 6 Illustration and results of ComplexNetwork Theory: a robust network; b example of a scale-
free, i.e. neither completely regular or random, network like many real world networks, vulnerable
to attacks on nodes with many links; c node degree probability density function P(k) of a network
similar to that represented in (b) (Cuadra et al. 2015)

is connected to k other nodes, (ii) characteristic path length, i.e. number of edges
in the shortest path between two nodes, and clustering coefficient as well as (iii)
degree, topological closeness and betweenness centrality. For example, the degree
(connectivity) distribution allows for dividing complex networks into two major
classes: If P(k) peaks at an average <k> and decays exponentially for large k we
speak of exponential, fairly homogenous networks; in contrast, if P(k) decays by
following a power law, we speak of “scale-free”, typically heterogeneous, real-
world networks. This characterization provides an indication of the robustness of
a complex system against random failures or targeted attacks.
The analysis of the topological properties of the network representing critical
infrastructure systems can also reveal useful information about the structure prop-
erty including growth mechanisms, points and causes of vulnerability. However,
this method alone lacks the ability to capture uncertain characteristics of critical
infrastructure systems when the behavior of single components is rather continu-
ous than discrete and dynamical physical processes occur, acting on the network.
However, various approaches have been introduced at different level of abstraction
of the physical system to overcome this constraint, e.g., by adding simple models
to include the dynamics of flow of physical quantities (such as electricity) like
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Fig. 7 Agent-based modeling approach—finite state machine to include the response of the trans-
mission system operator to line overload (Schläpfer et al. 2012)

DC load flow calculations, or multi-state models to describe different degrees of
degradation of the individual components. Furthermore, unweighted graphs have
been replaced by weighted graphs to characterize the strength of a connection
and network. Often CNT methods are applied to help guiding and focusing more
detailed analyses in critical areas.

• Agent-Based Modeling (ABM): A relatively new approach aiming at simulating
complex, adaptive systems composed of different types of interacting, autonomous
agents with the capability to adapt. Agents are heterogeneous and thus can model
both diverse technical and non-technical (social and human) components. Agents
are built with information of a geographical location, specified functions, capabil-
ities including knowledge, learning and memory and rules of behaviors, see Fig. 7
for the “finite state machine” to model a human agent within the power sector,
i.e. the transmission grid operator. As a modification and further development of
Object-Oriented Modeling (OOM), the ABM multi-layer approach is capable of
including physical laws (e.g., to calculate load flow redistribution after a line fail-
ure of the power grid) and emulate the behavior of the entire system emerging from
the behaviors of individual agents and their interactions. Non-technical agentsmay
include decision-making algorithms or behavioral (error) probabilities.
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TheABM ismostly used to study phenomena such as self-organization, adaptation
or responsive behavior. It allows the explicit integration of highly non-linear, time
dependent effects and supports the interdependency assessment process, e.g., by
introducing interconnected agents, and allows achieving a closer representation of
system behaviors. However, this approach demands large number of parameters
defined for each agent, which require thorough knowledge of studied systems and
sufficient data. As most real world systems like critical infrastructures entail a
large number of agents the computational burden is high and needs to be reduced,
e.g., by focusing on specific aspects to simplify the model.

In general, those predictivemethods are different by capabilities and scope as well
as by area of application and objectives. They are mostly targeted at vulnerability
and risk assessment, as said before, for existing infrastructure systems with fixed
topological structure. They are limited to the operational level, although sometimes
extending to the industrial-planning level, e.g., to study the effects of structural-
topological changes like decentralization. The above mentioned methods can vary
with analytical granularity, data availability, model sophistication, etc. and can be
expanded or complemented with “less advanced” methods such logic trees as well
as “simple” methods like HAZOP or FMEA. Thus, a framework is often needed
to integrate a number of methods capable of viewing the “complexity problem”
from different perspectives under existing uncertainties and making optimal use of
them. Some argue that evaluating vulnerabilities in power networks by using purely
topological metrics (like CNT) and not taking physical realities of electrical power
flow into account can be misleading (Hines et al. 2010; Eusgeld et al. 2009).

The human factor and its contribution to system’s performance needs to be
included in the analysis of critical infrastructure systems as human behavior may ini-
tiate failures and cascades, in particular, and may aggravate or diminish the impact of
such events even, if not being the very cause. Early, so-called first generation meth-
ods aim at predicting and quantifying the likelihood of human error. They based on
reductionisms, i.e. breaking down the given task into subtasks, prior to consider-
ing the potential impact of modifying factors under which it is performed such as
time pressure, equipment design, and stress. As they focused on the skill and rule-
based level of human actions they were often criticized for failing to consider the
impact of the contextual-organizational factors and errors of commission (the latter
means doing something different from what they should). So-called second genera-
tion techniques attempt to overcome these shortcomings by representing the effects
of the environment on the execution of the task by introducing “Performance Shaping
or Influencing Factors” (PSFs or PIFs) before assigning human error probabilities.
They are still under (slowed down) development and deserve further validation (see
also Kröger and Zio 2011 for details). Thus, methods to include the human factor
and performance in risk and vulnerability assessment still deem insufficient and are
aligned with large uncertainties.

In practice, there is still no “all by one” approach. Instead, it has proven necessary
to integrate different types of methods and modeling approaches into one simulation



308 W. Kröger

tool as a hybrid approach, to fully utilize the advantages of each method/approach
and optimize the efficiency of the overall simulation (Kröger and Nan 2014).

Real-world interdependent networks pose even harder challenges to methods
than single networks while many of their challenges remain (Havlin et al. 2012).
Unfortunately, single applications of most of the quite advanced methods (some
introduced before) still address interdependencies within or among those networks in
a rather limited, often simplified idealizedway. For example, complex network theory
(CNT) has been extended to capture interdependencies by introducing additional
layers and couplings, analogous to interactions between particles in statistical physics
(Kenett et al. 2014). However, there are some combined applications, like the CIMS
architecture, developed by Idaho National Laboratories in the early 2000s, uses an
agent-based (ABM) approach to model infrastructure elements, the relation between
them, and individual behavior in a simplified way, whereas each network within the
simulation is modeled as a connected graph. Pederson et al. (2006) and Ferrario
et al. (2016) proposed a Hierarchical Graph combined with Monte-Carlo simulation
to evaluate the robustness of (inter-) dependent critical infrastructures.

To overcome limitations and to capture non-local spreads, physical response
behavior and key failure mechanisms/parameters, in short to achieve a closer rep-
resentation of interdependent critical infrastructure systems, a comprehensive “all
by one” modeling approach would be necessary. This turned out to be extremely
difficult to achieve and moreover inefficient or a challenge to resources including
compute power. Instead, and as an interim solution, it has proven more promising to
integrate different kinds of single approaches into one simulation tool and, thereby
fully utilizing the advantages of each single method (and created model), mean-
while the effective data exchange needs to be ensured, e.g., by two commonly used
frameworks, High Level Architecture (HLA) standard and distributed interactive
simulation (DIS) (Nan et al. 2013); a simulation test-bed was created by adopting
the HLA standard and dividing the overall simulation tool into different domain-
specific simulation modules, i.e. the physical system under control and the system
control and data acquisition (SCADA) system.

Most up-to-date approaches focus on physical-engineered networks as such and
include some of the contextual factors only implicitly, e.g., by comprehensive data
assignment. More sophisticated/novel methods aiming to more realistically capture
the behavior of complex interdependent critical infrastructures and their interaction
with the operational environment as well as a widened spectrum of triggering events
including malicious attacks and the behavior of modern “smarter” system designs
are worldwide subject of an active field of research and development.

Resilience analysis and quantification, respectively, is less mature than its peer
methodology in traditional risk assessment, which otherwise has decades of practical
use. This is also because resilience is particularly relevant for dealing with uncertain
threats (and ambiguous and unexpected system response behaviors under extreme
conditions), which are always difficult, if not impossible, to quantify (Linkov and
Palma-Oliveira 2017). Processes and frameworks for comprehensive resilient system
behavior assessment have been proposed, e.g., by (Heinimann and Hatfield 2017),
who framed resilient system behavior in three classes of generic functions (biophysi-
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cal, enabling and cognitive) and raised a set of 10 questions to be answered—instead
of the three in case of risk analysis.

The (evolving) resilience concept has also been applied to physical-engineered
critical infrastructures and the electricity supply system, in particular. Extensive sur-
veys on methods, suitable to analyze resilience, have been provided and knowledge
gaps have been identified: (Häring et al. 2017) offer a taxonomy of “methods up to
method classes suitable for….resilience quantification”. Out of those graph (complex
network) theory, agent-basedmodeling and combinationswith other analytical meth-
ods as well as coupling techniques for sufficient data exchange are recommended,
although varying in purpose and scope. Besides another differently structured survey
on methods, (Heinimann and Hatfield 2017) identified knowledge gaps for future
scientific investigations including the domains of context and framing, disruption
identification and “bio-physical” resilience analysis; the need to find ways to better
understand system-specific conditions which ferment regime shifts may serve as an
example.

7 Ways to Increase Resilience of Future Infrastructure
Systems

As resilience of large-scale technical systems is a fairly new concept and resilience
engineering is an evolving discipline, there are no commonly agreed principles and
means to increase resilience, yet. As resilience is a comprehensive strategy such prin-
ciples and means must comprise physical (including cyber)–engineered, operational
(including human), organizational and socio-economic aspects and realize that these
aspects and related issues are intertwined.8

From the author’s perspective some recommendations can be given and should
be followed:

• Define subject including boundaries, level/problem space and time scale as well
as metrics.

• Distinguish between operational and physical infrastructure as the first, based on
possible smart solutions (like de- and re-coupling), might be faster to recover; plan
recovery actions with adequate means and resources (repair crews).

• Develop a sufficiently detailed model to identify weak points, study/understand
complex system behavior and the effect of measures; widen hazards and threats
and triggered scenarios to all imaginable, notably to include cyber attacks (manip-
ulations).

8A recent study, carried out within the project of three German academies on “Future Energy
Systems”, proposed a package of measures to create a more resilient energy system, meaning
that it is a socio-technical system, and addressed explicitly new stress and vulnerabilities caused by
malicious attacks, natural hazards due to climate change, scarcity of rawmaterial due to international
political risks, and inadequate energy infrastructure due towrong investment incentives (Leopoldina
et al. 2017).
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• Increase heterogeneity and modularity; balance currently favored decentralized
structures against centralized structures.

• Strive for robust topology, i.e. optimize robustness of structures against random
failures and targeted attacks (e.g., by using topology metrics including node
degree/degree distribution).

• Aim at reducing complexity and, if not practically feasible, balance complexity
(avoid too little/too high) and/or developmore complexways of exercising control.

• Balance automation and human control (keep humans in the loop for the unfore-
seen).

• Provide real time information by digital monitoring and control systems but secure
devices and processes.

• Develop and implement switching installations as well as defensive decoupling
and reconnecting strategies to avoid local disturbances to develop to large-scale
system disruptions/collapses incorporate adequate emergency measures.

• Find ways to bridge losses, e.g., by taking small generation stand-by units into
operation, and re-establish sufficient system performance.

• Learn from the past, notice early warning signals; re-organize the system and
decision-making in response to external changes.

• Allocate resource buffers, implement physical and functional redundancy or diver-
sity, where applicable.

• Design for operation within adequate safety margins, avoid overloads and operate
the system further from “critical points”.

While many of the recommendations, i.e. proposed principles and means are
currently favored or in line with current developments, strategies, and logics, like
the use of more heterogeneous energy sources and decentralized modular topology
of the grid, the last counters the trend to reduce redundancies/diversity and safety
margins observable in many domains because of economic reasons. Thus, striving
for increased resilience is a real challenge, which inter alia calls for a change of
mindset and additional investments.

8 Conclusions

Large-scale (cyber-) engineered infrastructure systems like the electric power sup-
ply system/grid rely on structures and are an essential part of infrastructure systems,
on which our societies and economy increasingly depend. Those systems, termed
critical, have undergone major changes of all kinds and continue to do so. They are
rather socio-technical than purely technical systems and have merged into a system-
of-systems due to interdependencies within and among them. They exhibit different
degrees of complexity and complex behaviors including non-linearities, cascades
and tipping points, all hard to understand and to tackle. Although attempts to reduce
complexity have been proposed and made, recently foreseeable and favored devel-
opments may even lead to growing complexity: a smart, decentralized power grid,
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integrating intermittent energy sources like wind and solar and autonomous produc-
ers/consumers (“prosumers”) as well as innovative mobility concepts with highly
assisted/ autonomous vehicles and extended sharing models may serve as exam-
ples. Traditional methods and tools, which base on decomposition and linear causal
chains, turned out to be insufficient to model complex systems; advanced modeling
and simulation techniques have been developed and partly applied, although further
improvements are necessary and should be subject of intensified research.

Most critical infrastructure systems, particularly in most Western countries, per-
formed extremely well. However, we experienced unprecedented major disruptions
often with surprising combinations of per se rare events, starting locally and develop-
ing sometimes to global scale. Besides natural hazards and some technical failures
socio-economic and organizational factors played a dominating role as triggering
events while lack of investments and of risk awareness and preparedness had a large
impact on consequences. Future developments driven by pervasive use of digital
communication and control systems and “smartness” in general will make systems
more efficient but also expose them to new (cyber) threats. Past disasters also prove
the need of focusing on after shock behavior and on precaution against events, that
are unknown and hard to anticipate and imagine; absorptive, adaptive, and recovery
capabilities should be amplified rather than purely hardening and preventive mea-
sures. A shift towards increased resilience is favored—a concept which has been
successfully developed and applied to other than the technical domain. Therefore, a
lot of conceptual and operationalizing work as well as a new engineering approach
and a change of mindset are required here to enhance the resilience of physical-
engineered critical infrastructure systems.

The resilience concept calls for a comprehensive system approach and a suffi-
ciently holistic view. Multiple factors and influencing elements (including physical
elements and structures) as well as the operational environment need to be consid-
ered, all this is a real challenge. Frameworks to understand and quantify resilience
including metrics and methods have been proposed but are still less reliable and
mature than in the field of classical risk assessment and should be further developed.
A thorough application of the resilience concept and its quantification could help to
provide practical means to improve critical systems; striving for extending the limits
of predictability may reduce the number unknowns or “Black Swans”.
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Seismic Resilience of Existing
Infrastructure: Mitigation Schemes
for Soil–Structure Systems Subjected
to Shaking and Faulting, and Crisis
Management System

Ioannis Anastasopoulos, Athanasios Agalianos, Lampros Sakellariadis
and Liam Jones

1 Introduction

Throughout history, earthquakes in populated areas have caused tremendous damage
and severe direct and indirect losses. Dramatic reminders are the consecutive seismic
events that completely razed the ancient hilltop towns and villages of Amatrice in
Central Italy and the powerful M7.8 event that shook the coast of Ecuador in 2016
leaving 7,000 buildings destroyed and more than 26,000 people in shelters. Even if
of low probability, a large-scale failure can occur sooner or later anywhere in the
world bringing immense direct and indirect losses.

But when earthquakes occur in developing countries, they are invariably followed
by immeasurable humanitarian calamities. A plethora of major events worldwide
confirm this reality: the 2004 Sumatra earthquake and tsunami disaster was account-
able for the loss of 240,000 human lives; the death toll of the 2010 Haiti earthquake
rose to 250,000; the 2005 Pakistan earthquake killed 80,000 people; the 1990 West-
ern Iran quake claimed 50,000 lives and left over 400,000 homeless. Although the
list is merely indicative, the number of victims is still rising whenever such events
take place.

Today, both the built environment and populations continue to increase and so their
exposure to seismic hazard. Infrastructure systems are amongst the first impacted and
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there is currently no doubt that their failures can have direct impacts on the quality of
life, as well as economic growth and viability. At the same time, the rapid expansion
of urbanized regions is inevitably followed by the need to enlarge the capacity of
infrastructure (the population in urbanized regions will rise from 51% to nearly
65% in 2050) at a time when the world strives to secure infrastructure maintenance
funding.

Even if new infrastructure could be constructed to be immune to disasters (a know-
ingly utopic scenario given—above all—the resource constraints), the vast amount
of existing networks would be operating at sub-standard—if not unsafe—service lev-
els. According to several directives, scientific reports and industry analysts, action
must be taken to increase the resilience of existing infrastructure systems in order to
handle the needs of the future and be ready for unexpected (unknown) events that
may occur.

Within this context, this chapter presents some recent advances in the development
of innovative seismic hazard mitigation solutions. Focusing on the enhancement of
resilience of existing infrastructure, it deals with three different components of the
seismic problem: (a) seismic shaking; (b) seismic faulting; and (c) post-seismic crisis
management. In the first case, a novel seismic retrofit technique is presented, taking
advantage of nonlinear soil-structure interaction to increase seismic resilience. In
the second case, the resilience against large tectonic deformation is enhanced by
installing “smart” barriers and sacrificial members. In the last case, a rapid response
system is outlined, aiming to enhance post-seismic resilience by allowing optimized
response and swift post-seismic recovery.

2 Seismic Shaking

The first part of this chapter outlines some recent developments on the retrofit of
existing buildings, bridges, and quay walls. In the first two cases, the mitigation
technique takes advantage of nonlinear soil response. In the case of the quay wall a
simple, yet effective, solution is outlined.

2.1 Building Retrofit

2.1.1 Introduction

Current seismic codes recognize that the avoidance of structural damage is not always
possible. To that end, they aim to ensure that loads that are in excess of capacity can be
sustained without leading to collapse. The concepts of ductility and capacity design
are employed for this purpose, materialized by appropriate reinforcement detailing
(Park and Paulay 1975). A further substantial enhancement of seismic design codes
has been achieved through performance-based design principles (Bertero 1996; Calvi
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1999; Priestley 2000). However, the vast majority of the current building stock has
been designed and constructed on the basis of outdated seismic codes. The seismic
vulnerability of the building stock is mainly governed by that of older structures,
thus compromising its seismic resilience.

The seismic vulnerability of existing buildings has been proven in several occa-
sions during major earthquakes, such as Northridge 1994 (Trifunac et al. 1998);
Kobe 1995 (Nakamura et al. 1996); Kocaeli 1999 (Barka 1999); Chi-Chi 1999 (Chen
et al. 2001); L’Aquila 2009 (Chiarabba 2009) and more recently Christchurch 2010
(Cubrinovski et al. 2011). What is even worse is that the structural integrity of exist-
ing building can be compromised, even under moderate intensity seismic shaking.
The 1999 Ms5.9 Athens earthquake is a dramatic such example. Despite its moder-
ate magnitude, it led to the collapse of about 100 buildings and severe damage of
13,000 structures in total (Stavrakakis et al. 2002). The need to devise novel retrofit
techniques for existing structures that enhance their resilience is evident.

Current seismic codes do not allow strongly nonlinear soil response. The foun-
dation is capacity-designed to ensure that plastic response will be contained in the
structural system, practically disallowing mobilization of foundation bearing capac-
ity. However, there is a large number of relevant studies, which demonstrate that
strongly nonlinear foundation response can offer substantial benefits in terms of
response, cutting off the inertia loading that can transmitted to the structure (Paolucci
1997; Pecker 1998, 2003;Gazetas et al. 2003;Gajan et al. 2005;Apostolou et al. 2007;
Pender 2007; Paolucci et al. 2008; Gajan and Kutter 2008, 2009; Shirato et al. 2008;
Vassiliou and Makris 2012; Panagiotidou et al. 2012). Such rocking isolation at the
soil-foundation level offers increased energy dissipation, thus enhancing the safety
of the foundation-structure system, even for levels of seismic shaking exceeding the
design by a large margin (Anastasopoulos et al. 2010b; Gelagoti et al. 2012; Kourk-
oulis et al. 2012). Figure 1 schematically compares conventional capacity design to
rocking isolation for a frame resting on shallow foundations.

2.1.2 Studied System and Physical Modeling

As shown in Fig. 2, an idealized reinforced concrete (RC) building is studied. The
selected 3-storey structure is considered to be representative of structures that were
built in Mediterranean European countries in the 70s. As depicted in Fig. 2a, the
structure is characterized by asymmetry in both directions.

An equivalent “slice” of the soil–foundation–structure system is simulated, which
corresponds to 1/3 of the structure (Fig. 2b). Based on the calculated bendingmoment
capacitiesMRD of its columns and beams (Rontogianni 2011), the structure does not
comply with capacity–design principles (a typical for that time strong beam-weak
column design) and is therefore prone to soft-storey collapse.

The existing building is retrofitted by adding RC shear walls, one for each loading
direction. With reference to the equivalent slice being considered for the simulation
(Fig. 2b), the RC shear wall is placed next to the middle column (on its left side).
The retrofit was designed according to modern seismic code provisions (KANEPE
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2010), considering design acceleration A = 0.24 g and behavior factor q = 3.5. This
led to shear walls of 1.5 m in length and 0.25 m in width. Their reinforcement was
computed according to current RC codes (EKOS 2000).

The seismic performance of the existing and the retrofitted building was studied
through shaking table testing (Anastasopoulos et al. 2015b). The testswere conducted
at the Laboratory of Soil Mechanics of the National Technical University of Athens
(NTUA). Regarding the foundation of the RC shear walls of the retrofit, two different
options are considered: (a) conventional design; and (b) rocking isolation. While
the conventional design follows the current code provisions, in the case of rocking
isolation full mobilization of foundation moment capacity is promoted, simply by
reducing the foundation width.

Fig. 1 Design concepts for a frame resting on shallow foundations: a current capacity design; and
b rocking isolation

Fig. 2 Geometry of the 3-storey building: a plan view; and b cross-section
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The physical model comprised two identical 2-bay frames for stability. The two
frames were connected to each other using steel plates having mass equal to that
of each floor. Taking account of the dimensions of the strong box that was used
for the tests (which is a function of the capacity of the equipment), a scaling factor
N = 10 was employed. The footings were modeled with thick (to be rigid) aluminum
plates. Similar aluminum plates, but of appropriate dimensions in order to maintain
stiffness similarity were used tomodel beams and columns (Gibson 1997). Instead of
relying to material nonlinear response, the beam-column connections were modelled
with custom–built artificial plastic hinges (APH).

As illustrated in Fig. 3c, each artificial plastic hinge consists of an aluminum alloy
housing and bearing assembly. Special setscrews are used to prevent the bearing from
rotating inside the housing unit. The torque at which sliding rotation takes place is a
function of the radial pressure acting the bearing, which is a function of the applied
torque on the setscrew. Therefore, by adjusting the torque on the setscrew, the radial
pressure acting on the bearing can be adjusted, therefore controlling the bending
moment capacity MRD of each structural member. More details on the calibration
method of the APHs can be found in Anastasopoulos et al. (2015b).

Fig. 3 Physical model of the existing building: a model cross-section and plan view, along with
structural member properties and instrumentation (mm); b image of the physical model; c image
of an artificial plastic hinge; and d locations of displacement sensors
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With respect to soil conditions, a layer of dry Longstone sand was considered.
The utilized soil material is a fine-grained quartz sand, having an average grain size
d50=0.15mm(Anastasopoulos et al. 2010c).To explore the effect of soil stiffness, the
relative density Dr was varied from 45 to 93%, covering the entire range from loose
to dense sand. To focus on the comparative assessment of the retrofit alternative, the
discussion focus on dense sand. As shown in Fig. 3d, various sensors were installed
both on the superstructure and inside the soil. The main scope of the instrumentation
was to measure the seismic response in terms of inter-storey drifts and foundation
rotation, swaying, and settlement.

An ensemble of recorded seismic motions were used as base excitation. They
were selected in order to cover a wide range of seismic intensities and strong motion
characteristics. The seismic vulnerability of the existing structure was investigated
using moderate intensity records from Greece and Turkey. The same records were
then employed to verify the enhanced resilience of the retrofit solution for seismic
shaking within the design limits. Then, a set of very strong records were used to
compare the safety margins of the investigated retrofit alternatives to seismic shaking
in excess of the design levels. These include the Rinaldi record, from the 1994
Northridge earthquake; and the JMA and Takatori records, from the devastating
1995 Kobe earthquake. The employed earthquakes sequences are summarized in
Table 1. More details on the shaking sequences can be found in Anastasopoulos
et al. (2015b).

2.1.3 Seismic Vulnerability of the Original Building

The original building was initially tested to confirm its vulnerability. The first
sequence of Table 1, consisting of mainly moderate intensity records, was used

Table 1 Shaking sequences employed in the experimental series

Sequence 1 Sequence 2 Sequence 3 Sequence 4

Record αmax (g) Record αmax (g) Record αmax (g) Record αmax (g)

MNSA 0.51 Sin—4 Hz 0.10 MNSA 0.51 JMA 0.82

Aegion 0.38 Sin—2 Hz 0.20 Aegion 0.38 Rinaldi 0.83

Kalamata 0.24 Sin—1 Hz 0.20 Kalamata 0.24 Takatori 0.61

Lefkada 0.35 MNSA 0.51 Lefkada 0.35

Aegion 0.38 Sakarya 0.36

Kalamata 0.24 JMA 0.82

Lefkada 0.35 Rinaldi 0.83

Sakarya 0.36 Takatori 0.61

JMA 0.82

Rinaldi 0.83

Takatori 0.61
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Fig. 4 Response of the original building subjected to the Lefkada record: a drift ratio δ time
histories for Sequence 1 (top) and Sequence 2 (bottom); and b snapshot of soft-storey collapse

for these tests. Subjected to the Lefkada record, the original building sustained soft-
storey collapse. Figure 4a offers a summary of the results, with emphasis on the
performance of the superstructure. The time histories of drift δ are indicative of a
soft-storey collapse mechanism. The building accumulates drift during the first few
seconds of shaking, with most of it being localized within the first floor. Subse-
quently, an abrupt increase was observed. As the collapse mechanism is initiated,
the structure starts accumulating excessive drift, which is always concentrated at the
first floor. For t ≈ 11 s, the 1st floor drift ratio exceeds 20%; the collapse mechanism
is clearly seen in the snapshot of Fig. 4b. The building is subsequently arrested by
stoppers, and therefore the drift of the first floor cannot possibly increase further. The
second and the third storeys continue to accumulate drift, until they are also arrested
by the stopper.

To investigate the effect of preceding seismic excitations, the model was also
subjected to Sequence 2 (Table 1). In this case, when the model was subjected to
the Lefkada record, it had also sustained 3 sinusoidal excitations in addition to the
MNSA, Aegion, and Kalamata records. The collapse mechanism remained unal-
tered, however taking place a few seconds earlier (Fig. 4a, bottom). This difference
is attributed to the previous shaking events, due to which the accumulated drift was
higher at the onset of the Lefkada seismic excitation. Despite the qualitative sim-
ilarities in terms of failure mechanism, the seismic sequence can be seen to have
measurable effect on seismic performance.
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2.1.4 Verification of Conventional Retrofit

The experiments confirmed the inadequacy of the original structure, when consider-
ingmodern seismic design provisions.As previously discussed, the retrofit comprises
a 1.5 long RC shear wall per loading direction. The latter were modelled with an
aluminum plate, which was monolithically attached on all 3 storeys. The bending
moment capacity of the shear wall was simulated with an appropriately calibrated
APH, installed at its base. The necessary increase of the width of the corresponding
foundation was achieved by an extension of the aluminum plate on both sides. For
the conventionally-designed retrofit solution, the foundation was capacity designed
(according to current seismic codes): B = 6 m.

A first set of tests were conducted to verify the adequacy of the conventionally-
designed retrofit solution for shaking within the design limits. The conventionally-
designed retrofitted building was subjected to Sequence 1, which mostly con-
tains excitations of moderate intensity. The test verified the efficiency of the
conventionally-designed retrofitted structure, which sustained the entire shaking
sequence not only without collapsing, but also with a limited amount of inter-storey
drift δ. The drift time histories of all three stories were more-or-less identical, thanks
to the homogenizing action of the shear walls (Anastasopoulos et al. 2015b). Being
stiffer and stronger than the columns and the beams of the original structure, the
shear walls tend to force the system to follow their deformation, which resembles
rigid-body rotation with respect to the plastic hinge at the base. This leads to the
observed homogenization of drift, which is almost evenly distributed between the
three floors. Even if the bending moment capacity of the shear wall is reached, soft-
–storey collapse will remain quite improbable. In conclusion, the testing verified
the efficiency of the conventional retrofit for seismic motions that do not exceed the
design.

2.1.5 Conventional Retrofit Versus Rocking Isolation

In the case of conventional design, the shear wall foundation was over-designed
by a factor of 1.4, following current capacity design provisions. In the context of
rocking isolation, exactly the opposite is required: the foundation width needs to
be reduced to allow full mobilization of its bearing capacity, promoting rocking
response (Anastasopoulos et al. 2010b; Gelagoti et al. 2012). As demonstrated by
the previously shown results, the conventionally-retrofitted building exhibited a good
performance when subjected to moderate intensity shaking. To comparatively assess
the safety margins of the two design schemes, a series of testing were conducted
employing the stronger records.

Figure 5 offers a comparison of the performance of the two retrofit schemes sub-
jected to the Rinaldi record, which can be seen as an example of shaking that sub-
stantially exceeds the design limits. As depicted in Fig. 5 (left), the conventionally-
designed system sustains excessive distortion with its δ reaching 8%. The latter is
mainly due to the flexural distortion of the shear wall δc.
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Fig. 5 Comparison of the performance of the two retrofit schemes subjected to the Rinaldi record
(Sequence 2). Snapshots of the model and time histories of drift ratio δ of the shear wall: total drift
δ; drift δR due to rotation; and due to flexural distortion δC

As shown in Fig. 5 (right), the performance of the rocking-isolation scheme is
much better as the maximum δ remained lower than 4% (50% reduction). The resid-
ual drift was practically negligible. Most of the observed δ is related to founda-
tion rotation (δR), with the flexural distortion component (δC) being negligible. The
rocking-isolation retrofit offers superior performance, with its only drawback being
the somehow larger settlement (Anastasopoulos et al. 2015b). The rocking founda-
tion acts as a “fuse”, setting a limit to the moment that can find its way to the shear
wall. Provided that the toppling rotation is not reached (something which highly
unlikely given the width of the foundation), gravity acts as a restoring mechanism.

2.1.6 Retrofit Using Variable-Geometry Foundations

Rocking isolation of the added RC walls was shown to offer a viable retrofit alterna-
tive, offering improved seismic performance by reducing the maximum and residual
inter-storey drift. Despite the fact that the settlements were acceptable (partly thanks
to the dense sand that was used in the testing sequence), permanent settlement is
typically the price to pay. Moreover, residual foundation rotation may in some cases
not be negligible, raising post-seismic serviceability issues.

Figure 6 depicts a novel concept of a variable geometry foundation, aiming to alle-
viate such drawbacks. As discussed in more detail in Anastasopoulos et al. (2015b),
the effective foundation width varies with rotation. The smaller width b is engaged
under moderate seismic shaking, offering maximum rocking isolation. Under severe
seismic shaking, the rotation increases leading to mobilization of a larger width B.
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Fig. 6 Schematic
illustration of the hybrid
variable-geometry
foundation concept

The rotation θ at which B is engaged is a function of the difference (B–b) and the
height s of the transition. And since the toppling rotation θu is a function of foun-
dation width, this will lead to a progressively more stable system. In addition, the
accumulation of settlement can be reduced, as the footing will become progressively
larger with the increase of rotation. A stepped transition was employed in the tests of
(Anastasopoulos et al. 2015b), but a (linear or parabolic) ramp transition that would
lead to a progressive increase of effective foundation width is also envisioned.

The shaking table tests were repeated to explore the performance of such variable-
geometry foundations. Figure 7 offers a comparison of the rocking–isolated retrofit
using one of the a variable-geometry foundation (B= 3.5 m, b= 2 m, s= 0.05 m), to
the already discussed retrofit schemes (conventional, B = 6 m; and rocking-isolated,
B= 3.5 m) and the original structure in terms of distribution of residual drift δres with
height. It is reminded that the original structure sustained soft-storey collapse when
excited by the Lefkada record (Fig. 7a). For moderate intensity shaking, the δres of
the conventionally–retrofitted structure was negligible, becoming however excessive
when subjected to strong shaking (Fig. 7b). With δres ≈ 14% for the Takatori record,
the building would probably collapse in reality. The rocking-isolated system with
a constant-width B = 3.5 m footing performed much better (Fig. 7c), with δres not
exceeding 4% for the notorious Kobe JMA record. Still though, when subjected to
the Takatori record, δres did exceed 11%. In the case of the variable-geometry footing,
δres was 1% for JMA, however still reaching 9% for Takatori.

In Fig. 7c, d, it is interesting to observe the distribution of δres with height. In the
case of JMA and Rinaldi, δres is almost constant with height, as expected thanks to
the homogenizing effect of the shear walls. This is not at all the case for Takatori,
something that is attributed to sliding of the foundation of the shear wall. In contrast
to the shear wall, the columns have a substantially lower moment capacity, and
therefore their footings do not sustain large enough lateral loading that could lead to
sliding. The result of this is differential displacement, a problem that can easily be
mitigated through addition of tie beams.
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Fig. 7 Distribution of residual drift δres with height for Sequence 2: a original structure; b conven-
tional retrofit (B = 6 m); c rocking–isolated retrofit (B = 3.5 m); and d rocking–isolated retrofit,
with variable geometry foundation (B = 3.5 m, b = 2 m, and s = 0.05 m)

2.1.7 Hinged Tie Beams

The use of tie beams may be efficient in minimizing differential displacements, but
at the same time, may also hinder the beneficial effects of rocking isolation. With the
goal of reducing the differential (sliding-related) displacements, while maintaining
rocking isolation, a concept of hinged tie beams (Fig. 8, left) was introduced in
Anastasopoulos et al. (2013a). By introducing such a hinged connection, the rocking
of the shear wall foundation is not restrained, while at the same time the lateral
differential displacements are restrained by the axial rigidity of the tie beams.

The efficiency of such a solution was explored numerically in Anastasopoulos
et al. (2013a) and experimentally verified in Anastasopoulos et al. (2015b). In the
shaking table tests, steel rods were used to model the tie beams, connected to the
footingswith a hinged connection.As illustrated in Fig. 9 (right), the rocking-isolated
retrofitted structure performed exceptionally with the hinged tie beams, even under
severe seismic excitation with the notorious Takatori record. This is confirmed by
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Fig. 8 Novel concepts for the seismic retrofit of existing buildings through addition of: hinged tie
beams (left); and hybrid tie beams (right)

the drift ratio time histories, according to which the incorporation of the hinged tie
beams lead to roughly 50% decrease of δres (from the previously discussed 9% to
roughly 4.5%).

2.1.8 Hybrid Tie Beams

A further improvement can be achieved through the hybrid concept of Fig. 8 (right),
which aims to combine the advantages of conventional (fully-fixed) and hinged tie
beams. It consists of a continuous tie beam, placed behind the columns and connected
with external hinges. The simplest way to materialize such an external hinge is to
connect the tie beam with the columns using centrally-placed steel reinforcement, as
sketched in Fig. 8 (right). Through such an arrangement, the flexural rigidity of the
tie beams can be adequately mobilized, homogenizing the settlements of the three
footings and reducing the differential settlements, while at the same time preserving
the benefits of rocking isolation.

The efficiency of the hybrid concept was numerically investigated for the asymet-
ric two-storey frame of Fig. 1 in Anastasopoulos et al. (2013a). Figure 10 presents
the settlement–rotation (w–θ ) response of the three footings for very strong seis-
mic shaking with a Tsang–type excitation of PGA = 1g. The differential settlement
between the middle and the edge footings is markedly reduced to 2.5 cm (Fig. 10b),
as opposed to 11.5 cm for the case of hinged tie beams (Fig. 10a). This is considered
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Fig. 9 Rocking–isolated retrofit equipped with variable-geometry footing (B = 3.5 m, b = 2 m,
s = 0.05 m), subjected to the Takatori record (Sequence 2). Images of the model (top) and drift
ratio time histories (bottom): without tie beams (left); and with hinged tie beams (right)

a remarkable improvement, given the extreme seismic excitation (10 strong motion
cycles of 1g at a period of 0.5 s). Such decrease of differential settlements, while
maintaining the benefits of rocking isolation, may lead to a substantial enhancement
of the seismic resilience of existing buildings.

2.2 Quay Wall Retrofit

2.2.1 Introduction

As with the current building stock, the vast majority of existing quay walls were
built several decades ago according to outdated seismic codes. Typically composed
of simply supported multiple blocks, such quay walls may be particularly vulnera-
ble to strong seismic shaking. Their economic and societal importance is not to be
underestimated, as they constitute critical components of commercial and passenger
ports, waterfront industrial facilities and terminals. Their seismic vulnerability has
been proven in several large magnitude earthquakes, such as the 1995 Mw7 Kobe
earthquake in Japan. The failure of quay walls may have a severe impact on the func-
tionality of the port, affecting the economy at a national or even international level.
The Port of Kobe is a dramatic such example: 24 years after the Kobe earthquake,
it has not yet fully recovered, proving that the indirect damage can be much more
substantial than the direct one.
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2.2.2 Studied Quay Wall and Experimental Setup

The main scope of the current Chapter is to outline novel concepts of enhancing the
seismic resilience of structures. In this context, the seismic response of an existing
multi-block quay wall is explored. The studied quay wall is inspired from the Port of
Piraeus in Athens (Greece). A set of dynamic centrifuge model tests were conducted
at the University of Dundee geotechnical beam centrifuge (Anastasopoulos et al.
2015c). As depicted in Fig. 11a, the quay wall is composed of 8 RC blocks, resting
on top of each other without any shear connection. The height of the real quay wall is
17.4 m, but a reduced version of 13.86 m height was tested in the centrifuge given its
shaking capacity and the size of the ESB container. An idealized soil layer of dense
sand (Dr= 80%) was used for the tests.

The deformation of modern single-block quay walls involves seaward displace-
ment, settlement and rotation. The response can become much more complicated
in the case of multi-block quay walls, as the absence of shear connection between
the blocks may also lead to relative displacements and rotations between the blocks.
These may increase the seismic vulnerability of the system, something that was
proven by the experimental results (Anastasopoulos et al. 2015c). Even medium
intensity seismic excitations may lead to accumulation of large displacements, prac-
tically leading to failure in terms of serviceability.

A novel retrofit concept was proposed in Anastasopoulos et al. (2015c), with
the aim of reducing the residual lateral displacement of the quay wall. As shown
in Fig. 11b, the retrofit consists of connecting the blocks and anchoring the top of
the quay wall at an appropriate distance. In the experiments, the connection was

Fig. 10 Rocking-isolated asymmetric building fitted with a hinged tie beams; and b hybrid tie
beams, in terms of settlement-rotation response of the three footings when subjected to very strong
shaking (Tsang-type excitation of amax = 1 g)
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Fig. 11 Enhancing the resilience of existing multiple-block quay walls: a geometrical attributes
of the reduced multi-block quay wall of Piraeus Port in Athens, Greece (dimensions in mm, model
scale 1:60); and b sketch of the retrofit solution

implemented with tie rods; in reality boreholes would be required, through which
steel reinforced members would be installed.

2.2.3 Indicative Results

The centrifuge model was subjected to a sequence of moderate to strong seismic
excitations, including real records from Greece (Lefkada, 2003; Kefalonia, 2014),
Italy (L’Aquila, 2009), theUS (Northridge, 1994), and Japan (Kobe, 1995). Figure 12
compares the performance of the retrofitted to that of the existing quaywall, subjected
to the L’Aquila record. The horizontal displacement at the top of the wall (Fig. 12a)
has two components: (a) the translational movement, which also includes sliding
between the blocks (a mechanism which governs the performance of the existing
quay wall); and (b) the rotational movement of the wall (which is the most important
for the retrofitted quay wall). The efficiency of the retrofit is evident, as it leads to
almost 50% reduction of the residual displacement.

As illustrated in Fig. 12b, due to the connection of the blocks, the rotational
movement dominates the response of the retrofitted wall. This is a key difference
to the existing quay wall, where the blocks are free to slide relative to each other.
Figure 12c, d compare the response in terms of settlements. Although the retrofitted
system experiences somehow increased settlement compared to the existing wall
(something that is attributed to its rotational response and to some mobilization of
the bearing capacity failure mechanism), the performance of the retrofitted system
is advantageous in terms of settlement Δw (see sketch of Fig. 12) relative to the
backfill. Δw is considered as a much more representative measure of the potential
distress of structures and lifelines supported on the quay wall. The retrofit is shown to
allow its reduction by about 50%, thus confirming its efficiency in enhancing system
resilience.
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Fig. 12 Comparison of the performance of the retrofitted to that of the existing quay wall subjected
to the L’Aquila record in terms of: a horizontal displacement at the top of the wall; b rotation;
c settlement; and d differential settlement with respect to the backfill

2.3 Bridge Retrofit

2.3.1 Introduction

The adaptation of existing motorway infrastructure to increasing mobility demands
represents a worldwide challenge. The remediation of bottlenecks can be achieved
by adding traffic lanes, calling for widening of existing bridges. Such widening is
directly associated with an increase of dead- and live-loads, necessitating retrofit
of piers and foundations. In most cases, the widened bridge needs to be designed
according to current seismic design provisions, leading to further increase of the
seismic actions that need to be considered.

In contrast to superstructure retrofit, which is relatively straightforward, founda-
tion retrofit can be challenging, costly, and time–consuming. Partial excavation in the
vicinity of the existing foundation is necessary, followed by enlargement of the exist-
ing foundation, and installation of additional pile rows in the case of pilegroups. This
entails a number of challenges related to accessibility and interruption of ongoing
traffic. Such technical challenges and their financial and time-related implications
should not be underestimated.

Given the typically high degree of conservatism in foundation design, exploiting
nonlinear soil-structure interaction (SSI) is worth considering. By allowing nonlinear
SSI, a “do nothing” approachmay constitute a viable option, provided that the seismic
performance is within acceptable limits in terms of permanent deformations. Within
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this context, this section presents a comparative assessment of current design practice,
which is based on “elastic” foundation design, to an alternative design approach that
allows exploitation of nonlinear response.

Foundations are typically designed to remain elastic under all load combinations
(e.g. EC8 2000). Foundation capacity design is used to ensure that the foundation
moment capacity is larger than that of the bridge pier, thus guiding plastic hinging to
the superstructure. However, relatively recent research suggests that soil–foundation
plastic response during seismic shaking may actually be beneficial (e.g., Paolucci
1997, Kutter et al. 2003). Furthermore, the current design philosophy has been shown
to have some shortcomings, especially in case of extreme seismic events substantially
exceeding the design. One such example it the collapse of the Fukae bridge in Japan
during the 1995 Kobe earthquake (Iwasaki et al. 1995). Designed in the 1960s, its
pilegroup foundations had a much higher conventional moment capacity than the
bridge piers. Plastic hinges formed at the piers, leading to a dramatic collapse of 18
spans.

Within this context, this chapter presents two case studies of motorway over-
pass bridges, founded on shallow and piled foundations, exploring the possibility of
exploiting nonlinear SSI, as an alternative to conventional “elastic” retrofit design.
Both cases refer to existing bridges in Greece, assumed to be widened to accomodate
increased traffic demands. In both cases, conventional foundation retrofit is compared
to the “do nothing” approach, i.e., keeping the existing foundation by allowing full
mobilization of its bearing capacity during seismic loading.

2.3.2 Bridge Founded on Shallow Foundations

An existing Attiki Odos motorway (Athens, Greece) overpass bridge is used as
an illustrative example. The A01-TE23 bridge is an asymmetric 5-span structural
system, of 115.6 m total length. The continuous 10.4 mwide deck is of hollow cross-
section. The deck is resting on cylindrical RC piers of 1.8 m diameter. The bridge is
designed according to the provisions of the Greek Seismic and RC Codes. Figure 13
offers an overview of the bridge and the details of the finite element (FE) model.
More details can be found in Agalianos et al. (2017a).

The bridge piers are founded on square shallow footings. The soil consists of
an idealized homogenous clay layer of undrained shear strength Su= 150 kPa. Two
design solutions are considered: (a) conventional design, leading to footings of 7 m
(P1 andP2) and 8m (P3 andP4)width; and (b) allowing nonlinear SSI and foundation
rocking, with footings of 3.5 m (P1 and P2) and 4 m (P3 and P4). The deck is sitting
on 4 elastomeric bearings at each abutment.

In the case of rocking foundations, the moment capacity of the foundation is
smaller than that of the corresponding piers. Thus, failure of the RC piers cannot
possibly occur, as the foundation will act as a “safety valve”. This implies that the
apparent safety factor against seismic loading (FSE) is lower than 1. Naturally, it is
ensured that the safety factor against vertical loading (FSv) remains larger than 2.5 to
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Fig. 13 Key attributes of the A01-TE23 overpass bridge of the Attiki Odos motorway and details
of the 3D FE model of the entire bridge-foundation-abutment-soil system

comply with current codes. A schematic illustration of the two solutions is presented
in Fig. 14.

The performance of the two solutions is compared under severe seismic shak-
ing, using the Takatori record from the 1995 Kobe earthquake as seismic excitation.
Indicative results are depicted in Fig. 15, corresponding to the pier P4, which expe-
riences the most severe damage. The comparison is in terms of deck drift (δ) time
histories, pier moment–rotation (M–θ ) response, and time histories of foundation
settlement (w).

In the case of the conventionally designed footing, the maximum flexural dis-
placement reaches 46 cm (Fig. 15a), substantially exceeding its ductility capacity
(31 cm). Evidently, such severe seismic loading does not only lead to yielding of
the piers, but may also lead to collapse, something which is confirmed by the M–θ
response of the pier section (Fig. 15c). At the same time, foundation rotation remains
negligible and the settlement does not exceed 1 cm (Fig. 15d).

In the case of the rocking foundation, although the total drift still reaches 40 cm,
collapse is avoided. As shown in Fig. 15b, the major component of drift is the one
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Fig. 14 Schematic illustration of the two solutions: conventional design, larger foundation (left);
compared to the rocking, smaller foundation approach (right)

Fig. 15 Comparison of the two design alternatives using the Takatori record as seismic excitation:
a time history of deck drift for the conventional footing (distinguishing between total, flexural, and
rotational drift) compared to b deck drift for the rocking footing; c comparison of pier moment–ro-
tation response; and d time histories of settlement
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due to rocking. The total bending moments at the base of pier P4 never exceed the
moment capacity (Fig. 15c), but as revealed by Fig. 15d the inelastic behaviour of
soil results to accumulation of settlements. The residual rotation remains negligible,
but the settlement reaches 15 cmwhich can be seen as the price to pay for the superior
levels of seismic safety and the reduced damage of piers.

2.3.3 Bridge Founded on Pilegroups

The second example refers to an overpass bridge founded on a pilegroup. The existing
Ladopotamos bridge (Greece) is founded on a 3 × 5 pilegroup. As shown in Fig. 16,
it is 2-span bridge with a continuous RC box-girder deck, supported on a single
multicolumn thin-walled RC pier of width B = 7 m and height h = 20 m. The
reinforcement of the RC piers is calculated according to the Greek Seismic and RC
Codes. The pier is rigidly connected to the deck, which is supported by 4 elastomeric
bearings at each abutment. The deck is assumed to be widened in order to serve two
additional traffic lanes, resulting to roughly 50% increase of dead- and live-loads. To
that end, the RC piers are retrofitted (Fig. 16).

Fig. 16 Key attributes of the Ladopotamos overpass bridge and details of the 3D FE model of the
entire bridge-pilegroup-soil system
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Table 2 Synopsis of static
and dynamic safety factors
for each design consideration

Scenario Initial pile group Retrofitted pile group

Static Vs,d/Ve,d = 1.1 Vs,d/Ve,d = 1.6

Seismic Mel,d/Me,d = 0.8 Mel,d/Me,d = 1.02

The bridge is founded on a layered clay stratum determined on the basis of in situ
Standard PenetrationTests (SPT).Anoverviewof the systemunder consideration and
the key components of the FEmodel are presented in Fig. 16. The existing foundation
is evaluated according to current code provisions with respect to the increased static
loads (Ve,d) and the seismic actions (Me,d). The design moment capacity (Mel,d) is
determined assuming an elastic approach: it corresponds to the moment at which the
edge piles reach their design axial resistance. The acting loads and the pile resistance
are summarized in Table 2 for the widened bridge. Although the design axial loads
are lower than the design capacity of the pilegroup under static conditions, in the
earthquake load combination the design moment is higher than the elastic moment
capacity, calling for pilegroup retrofit.

The common practice of attaching additional pile rows is chosen for the case
examined. Two rows, each consisting of three piles are added in the transverse direc-

Fig. 17 Schematic illustration of the retrofitted pilegroup applying conventional capacity design
(plastic “hinging” at the superstructure), compared with the non-retrofitted foundation applying the
ductility design concept (plastic “hinging” at the soil-foundation system)
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tion. The new piles have the same diameter but a smaller total length following an
optimization process. This retrofit solution increases both the static axial resistance,
Vs,d , and the conventionally-defined moment capacity of the pile group,Mel,d , which
reaches the required safety level for the critical case of the seismic load combination
(Mel,d /Med = 1.02).

As previously, capacity design aims to ensure that the pilegroup capacity is larger
than that of the pier, thus guidingplastic hinging to the superstructure.On the contrary,
a plastic design approach allows full mobilization of pilegroup moment capacity,
by allowing load redistribution to the inner rows after the edge piles have fully
mobilized their (vertical) bearing capacities. The two different approaches, along
with the corresponding failure mechanisms, are illustrated in Fig. 17.

The performance of the retrofitted and of the non-retrofitted foundation is com-
pared under nonlinear dynamic time history analysis. The TCU-068NS record of the
1999Mw7.7 Chi-Chi earthquake in Taiwan is used as seismic excitation. The motion
was scaled to PGA so that it approaches the design spectrum of the examined system
(exceeding the design spectrum at the frequency range of interest). Therefore, the
two foundation alternatives are assessed for a record in a similar range to their design
considerations. The results of the comparison are summarized in Fig. 18 in terms
of deck drift (δ) time histories, pier section moment–curvature (M–c) response, and
foundation settlement (w) time histories.

Although the bridge with the non-retrofitted pilegroup experiences larger total
deck drift δ, it shows a slightly better response in terms of structural deflection
(Fig. 18a, b). The retrofitted pilegroup acts almost as a fixity, experiencing limited

Fig. 18 Comparison of the two design alternatives using TCU-068NS record as seismic excitation
in terms of: a time history of deck drift for the existing pilegroup (distinguishing between total,
flexural, and rotational drift) compared to b deck drift for the retrofitted pilegroup; c comparison of
pier moment–curvature response; and d time histories of settlement
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nonlinearity. On the contrary, the non-retrofitted pilegroup is subjected to highly
nonlinear response, with over 50% of the total deck drift being due to foundation
rotation. The latter acts as a “fuse” for the superstructure, thanks to the activated
energy dissipation mechanisms associated with soil yielding.

Consistently to the drift timehistories, the bridgewith the non-retrofitted pilegroup
experiences slightly lower pier curvature and therefore somehowdecreased structural
damage (Fig. 18c) but with somehow larger total settlements (Fig. 18d). In contrast to
the shallow foundation example, the settlements are practically negligible. Overall,
the benefits of pilegroup retrofit are not evident. The total drift is reduced, but the
flexural component is actually increased due to the stiffer foundation response. This
implies increased pier damage, while the improvement in terms of settlements is
negligible.

3 Seismic Faulting

3.1 Introduction

It is well known that earthquakes occur as a result of sudden movement of tectonic
plates, releasing a large amount of energy in the form of seismic waves. Besides
shaking, this dislocation of the seismic fault may propagate to the ground surface
and cause severe damage or collapse of overlying structures. The fault rupture may
appear at the ground surface in the form of a fault scarp or ridge, that can be several
meters in height, extending several kilometers in length. When such fault cropping
takes place directly underneath or in the immediate vicinity of a structure, it may
lead to severe distress due to the imposed tectonic deformation.

Being a highly localised problem, smaller, disperse structures are generally less
affected by faulting-induced deformations. This is not the case for large and long
structures, particularly those with a very large physical footprint such as bridges,
dams and power stations, which have a much higher probability of being “hit” by an
outcropping fault rupture, and are also in general much less resilient to large ground
deformations (Kung et al. 2001; Ulusay et al. 2002; Ural 2001).

The propagation of a seismic fault towards the ground surface is further com-
plicated by the presence of soil, whose stress-dependent characteristics drastically
alter the propagation trajectory. Moreover, the presence of an overlying structure
alters the stress field, further complicating the phenomenon. An interaction with the
propagating fault rupture and the soil develops, whichmay lead (under certain condi-
tions) to partial or even complete diversion of the fault rupture path (Anastasopoulos
et al. 2008; Bray et al. 1994). As it will be shown later on, such mechanisms can be
exploited to enhance the resilience of structures against faulting.

The design against seismic faulting is a major challenge for designers and plan-
ners, due to the large uncertainty over both the location and the magnitude of such
tectonic deformation. Improving the resilience of structures to seismic faulting can
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be performed following two different strategies: (i) structural strengthening of the
foundation and the superstructure to sustain the imposed tectonic deformation; or
(ii) diversion of the fault rupture through modification of the soil in the vicinity of
the structure, aiming to avoid the tectonic deformation.

3.2 Behavior of Structures Subjected to Faulting

The behavior of foundation-structure systems subjected to faulting-induced defor-
mation is largely a function of their foundation type and dead load. Piled systems
are in general sensitive to tectonic deformation, as they tend to transmit the defor-
mation to the superstructure. Measures to improve performance include design of
the piles for large ductility demands, or alternatively preventing the transmission of
large bending moments to the superstructure by physically decoupling the pile from
the cap by introducing a hinged-connection. A detailed description and analysis of
such systems can be found in Anastasopoulos et al. (2013b).

The performance of foundation slabs is highly dependent on their stiffness and
the surcharge load applied by the structure. Lightly-loaded structures do not signifi-
cantly alter the propagation path and are therefore subjected to larger distress. If the
foundation slab is rigid enough, it may lose contact with the soil, and end up acting
as a cantilever or simply supported beam, depending on the type and location of the
fault outcrop (Fig. 19). Such loss of support will in turn induce significant sagging or
hogging deformation of the foundation slab. Unless designed for such stressing, this
may lead to failure of the foundation and of the overlying structure (Anastasopoulos
2005).

When the foundation slab is heavily loaded, a more interesting phenomenon may
take place. Since the propagation of the fault rupture is essentially a shear failure
problem, the rupture will always propagates along the minimum energy path, i.e. it
will “try” to avoid areas of higher shear strength. And since the shear strength of soil

Fig. 19 Typical observed behavior for structures founded on a foundation slab subjected to dip-slip
faulting. Depending on the location of the fault rupture, the foundation structure system may be
subjected to either hogging (left) or sagging (right) deformation
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is a function of the confining stress, the rupturewill tend to avoid propagating through
areas of increased stresses, such as the area underneath a heavily loaded foundation
slab.Under such conditions, fault rupture diversion is possible, as it has been observed
both in the field and in the laboratory (Anastasopoulos 2005; Anastasopoulos and
Gazetas 2007a; Anastasopoulos et al. 2007, 2009).

Such phenomena have been investigated for both normal and reverse (dip-
slip) faults (Tolga Yilmaz and Paolucci 2007; Anastasopoulos and Gazetas 2007b;
Anastasopoulos et al. 2008a, b), including case histories, analysis methods, and
design recommendations. It is these interaction mechanisms that form the basis for
improving the resilience of structures to faulting, either by improving their resistance
to loss of support or by actively diverting the potential fault rupture.

3.3 Foundation–Structure Retrofit

Strengthening of the foundation system is a first obvious possibility. Through such
strengthening, the foundation slab can be designed to safely sustain the bending
moments associated with the previously discussed loss of support. Given the diffi-
culties in predicting the precise location of the fault outcrop, the design should be
performed on the basis of envelopes of loading (including both hogging and sagging
deformation), considering all possible locations of the fault rupture. A second pos-
sibility is to increase the dead load of the foundation–structure system to promote
fault rupture diversion.

Such methods have been shown to greatly improve life safety of new structures,
and have been applied to new constructions (Gazetas et al. 2008; Anastasopoulos
et al. 2010a). However, in the context of improving resilience of existing structures,
applying such measures can be costly and technically challenging. The cost of such
retrofit, involving complete renovation of the foundation system, may be comparable
to the cost of re-building the entire structure. Furthermore, such measures, while
vastly improving life safety, are less effective at preserving serviceability, which
may be just as critical for important structures related to lifelines or those of historic
or social significance. An additional problem is related to the settlements under
normal static conditions, which can become excessive due to the direct or indirect
increase of the dead load of the system. For new structures, such considerations can
be incorporated at the design stage, but for existing ones additional complications
may arise.

It must also be pointed out that, although performance can be improved by such
methods, the permanent rigid-body rotations cannot be avoided. In most cases, the
associated rotations vastly exceed those permissible by modern design standards,
rendering the structure unfit for purpose after faulting (Ulusay et al. 2002; Faccioli
et al. 2008). Despite their obvious significance in avoiding casualties, these measures
may prove to do little to affect the direct and indirect costs. This is particularly
problematic in the case of critical infrastructure, where ensuring serviceable and fit
for purpose is paramount to ensuring the wellbeing of the population at large.



340 I. Anastasopoulos et al.

3.4 Mitigation Through Weak Barriers

An alternative mitigation technique is introduced to enhance the resilience of exist-
ing critical structures, overcoming the previous problems, avoiding retrofit, greatly
improving serviceability, and also being insensitive to the foundation type. The
method aims at altering the fault rupture path by installing a weak wall barrier
close to the structure that requires protection (Fig. 20). In the previously discussed
case of the heavily-loaded foundation, the high surcharge load produced a bulb of
increased strength material beneath the foundation, which tends to be “avoided” by
the propagating shear band.

Exactly the opposite is achieved by the weak barrier, which introduces a weak
preferential rupture path that acts as an “attractor” for the fault rupture, directing it up
and away from the structure. The barrier acts as a “fuse”, diverting the fault rupture
and absorbing much of the faulting-induced deformation, thus efficiently protecting
the structure. It has been shown that such a concept may offer adequate protection in
terms of structural integrity, in addition to reduction of permanent rotation. It should

Fig. 20 Mitigation throughweakwall barrier for a foundation subjected to reverse faulting: a sketch
of themain concept; and b experimental image of the response of such awall using the Soil Bentonite
Wall (SBW) concept (Fadaee et al. 2013)
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be noted that themethod discussed herein is applicable to reverse faulting, but similar
methods could be conceived for other types as well.

The performance of such a weak wall barrier can be simulated satisfactorily using
the FEmethod, employing a soil constitutivemodel capable of reproducing softening
of the soil at large strains. Both the ability to model soil softening and appropriate
considerations for the mesh used for the analysis are essential to reproducing the
highly localised shear bands in the soil which characterise the fault rupture propa-
gation problem (Anastasopoulos et al. 2007). Such a simplified analysis technique
is presented in Anastasopoulos et al. (2008a). The analyses discussed herein employ
such a strain softening constitutive model, assuming plane strain conditions.

As shown in Fig. 20b, a weak wall barrier can be materialized by means of a
Soil Bentonite Wall (SBW) (Fadaee et al. 2013). Such walls are typically used for
seepage control or contaminant mitigation, and are constructed using diaphragm
wall machinery. Having a lower strength (of the order of Su = 0.3 kPa) than the
surrounding soil, the soil-bentonite mixture produces a “fuse”, which can both divert
the fault rupture and absorb a substantial part of the deformation. Through a combined
numerical and experimental study, it was shown that such a barrier is able to divert
the fault rupture away from the structure, offering a very good level of protection.

The mitigation concept was further developed to overcome some of the weak-
nesses of the SBW system, regarding the predictability of its long-term performance,
and reliability. The introduced “smart” barrier is similar in concept to the SBW, but
the “fuse” is realised by a series of elastoplastic elements at increments of depth
within the soil. Such a system is far easier to predict and tailor to specific require-
ments. In order to understand how such a system works, and how to specifically
design such a “smart” barrier for a project, it is worth understanding the specific
mechanisms of the fuse system.

In this context, let’s consider the “smart” barrier as a series of elastoplastic ele-
ments, placed at vertical increments as shown in Fig. 21. Three stages of response
can be distinguished:

(1) Before faulting, each element must elastically resist the geostatic lateral earth
pressures due to the weight of the soil and the structure without undergoing any
significant deformation.

(2) During faulting, the fuse elements must compress and deform plastically before
the soil foundation system fails, i.e., before the fault rupture is able to fully
mobilise the shear resistance of the soil underneath the foundation.

(3) After faulting, the now-deformed device must resist the new static stresses with-
out significant deformation, just as before loading.

Therefore, the basic design criteria for such a device is to resist the in situ lateral
earth pressures, with some factor of safety, and to deform plastically soon after these
pressures are exceeded.

Using these basic principles a design methodology for such devices can be for-
mulated using an analogy to active and passive conditions (Fig. 21). Before faulting,
the wall is subjected to active or at-rest earth pressures, depending on the excavation
sequence (Fig. 21a). When subjected to reverse faulting-induced deformation, the



342 I. Anastasopoulos et al.

Fig. 21 Concept of a “smart” barrier:a static loading, in situ (K0) earth pressures;b reverse faulting,
tendency to develop passive (Kp) earth pressures; c force-displacement response of a ring-fuse; and
d key dimensions and illustration of compressive ring fuse failure

earth pressures will tend towards passive (Fig. 21b). Each row of rings with plastic
failure capacity Fult can be designed to have an adequately large factor of safety
against static loading:

FSst = Fult/Fa ≥ 1.5 (3.1)

where: Fa is the lateral force due to active conditions. In a similar manner, each row
of rings can be designed for an adequately small “apparent” factor of safety against
passive conditions:

FS f = Fult/Fp ≤ 1/1.5 (3.2)

where: Fp is the lateral force due to passive conditions. If the rings are designed to
yield under such compressive loading, Fp will never develop and this is why FS f is
an “apparent” factor of safety.

As long as the faulting-induced lateral force along the wall remains below its
passive value, passive conditions will not develop, and the fault rupture will not
propagate towards the structure. Instead, the wall will be compressed, “absorbing”
the faulting-induced deformation by compressive failure of the sacrificial elements.

As discussed inmore detail inAnastasopoulos and Jones (2018), the simplest form
of such perfectly elastoplastic sacrificial members consists of steel rings of diameter
D, out-of-plane length L, and thickness t. The ultimate capacity Fult is simply a
function of geometry and steel strength. Such sacrificial devices can be constructed
from standard construction materials, consisting of circular hollow sections (CHS)
layered between sheet pile walls and again installed like a diaphragm wall.
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Such schemes have been shown to improve the performance of structures sub-
jected to reverse faulting. An example is shown in Fig. 22, referring to a rigid B =
10 m foundation with q = 20 kPa subjected to h = 1 m thrust faulting with free
field outcropping s = 5 m (mid-way beneath the foundation), propagating through
an idealized dense sand layer of H = 20 m thickness.

The unprotected reference case (Fig. 22, top), is compared to protection with a
SBW (Fig. 22, middle) and to the “smart” barrier with sacrificial rings (Fig. 22, bot-
tom).The “smart” barrier and theSBWare effective at diverting the fault rupture away
from its initial trajectory (which would intersect with the foundation). The sacrificial
devices fail plastically soon after the faulting deformation begins (in the specific
case, plastic capacity is reached at h/H ≈ 2%). Further evidence of the schemes
effectiveness can be seen in the induced rotations. The unprotected foundation sus-
tains a rotation θ ≈ 3°, a value that is clearly beyond any reasonable serviceability
limit. The SBW-protected foundation performs appreciably better, with its rotation
θ not exceeding 0.4°. The performance of the “smart” barrier is even better, with θ

≈ 0.2°.

Fig. 22 Mitigation using a Bw = 3 m “smart” barrier for a B = 10 m foundation carrying q =
20 kPa surcharge load, at distance s = 5 m. Comparison of the unprotected case (top) to a SBW
(middle) and a “smart” barrier (bottom). Foundation distress is shown by normalized foundation
bending moment M/qB2, along with the deformed mesh and foundation rotations for h = 2 m
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As shown in Fig. 22, the same conclusions can be drawn based on the normalized
foundation bending momentsM/qB2. Without mitigation (Fig. 22, top), the bending
moment is almost 5 times larger than its static value, something that would imply
failure. The SBW reduces substantially the distress of the foundation (Fig. 22), but
still M/qB2 is about 2 times larger than the initial static value. The “smart” barrier
demonstrates the most dramatic improvement, with the bending moments in the
foundation practically indistinguishable from the static case.

The “smart” barrier offers a potentially simple and cost effective path to improve
the resilience of structures subjected to tectonic faulting, making use of controlled
failure and the concept of sacrificial members (“fuses”) to redirect and control large
tectonic deformations.

3.5 Application of Sacrificial Members to Bridges

Similar sacrificial members can be used to protect bridges from faulting-induced
deformation. Instead of trying to divert the fault around the bridge foundations,
the “fuses” can be installed directly on the structure. The main concept is the same,
aiming to guide plastic deformations at strategically located points (i.e., the sacrificial
members), protecting the bridge structure from damage. One investigated concept
involves the installation of the previously discussed ring-type sacrificial elements
between the deck and the piers.

The rings can be designed to remain elastic under normal design loads, yielding
in a controlled manner when the bridge is subjected to tectonic deformation, so as
to absorb a big part of the imposed deformation protecting the bridge deck. Such
a solution can be particularly effective for long continuous deck systems, which
have been shown to be extremely sensitive to tectonic deformation (Anastasopoulos
et al. 2008c). The performance can be improved by switching to a multi-span simply
supporteddeck, but this is neither efficient for static loads nor is it practical for existing
structures. Instead, the replacement of existing bearingswith sacrificial devices offers
a relatively inexpensive route to enhance the resilience of such existing structures.

The sacrificial rings can be installed as shown in Fig. 23. The example refers to an
actualmotorwaybridge having a continuous prestressed concrete deckover 5 spans of
115.6m total length. In the initial design, the deck is rigidly connected to piers P3 and
P4, resting on sliding bearings at piers P1 and P2, and on four elastomeric bearings
at each abutment. Such indeterminate structural systems are known to be sensitive
to differential displacements, and a simple remedy is the adoption of a determinate
system with simply-supported decks (Anastasopoulos et al. 2008c). However, such
a solution requires multiple joints, capable of sustaining large deformations, and is
not the most efficient for all other types of loading.

Figure 23 offers an example comparison, considering a reverse fault of vertical
offset h = 1 m emerging at the ground surface between P3 and P4. The mitigation
scope is to minimize the stressing of the continuous deck, by directing plastic defor-
mation onto the sacrificial rings. As shown in Fig. 23a, when subjected to tectonic
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Fig. 23 Installation of sacrificial members to enhance the resilience of on existing continuous deck
bridge subjected to h = 1 m normal and reverse faulting. Bending moment envelopes for fault
outcropping between piers P1 and P2 for: a normal; and b reverse faulting. The sketch at the bottom
is indicative of reverse faulting

deformation, the sacrificial ring at P4 yields, reducing the imposed deck flexural
distortion. As a result, the peak (i.e., absolute maximum) deck bending moments are
reducedwith the sacrificial rings (Fig. 23b) to 30MNm, as opposed of 80MNmwith-
out any protective devices. It may therefore be concluded that the addition of such
sacrificial rings may be employed to enhance the resilience of existing continuous
deck bridges.
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4 Earthquake Crisis Management

4.1 Introduction

The previous sections presented retrofit concepts andmitigation techniques targeting
at enhancing the resilience of existing structures against seismic shaking and faulting.
The key scope of such approaches is to minimize the direct consequences of a major
seismic event. The indirect consequences of an earthquake, such as the deterioration
of the serviceability of transportation and lifeline networks can be equally, or in
many cases even more, detrimental. The latter can either be due to a decrease of
network capacity (due to damage of critical infrastructure), or due to the increased
demand triggered by the damage within the neighbouring urban environment. In the
1999Ms5.9Athens earthquake, for example, the transportation networkwas severely
affected, although its infrastructure remained unscathed.

In contrast to the direct consequences of a strong earthquake, which cannot always
be avoided due to monetary constraints, the indirect consequences can be effectively
mitigated employing a coordinated crisis management system. Evidently, inspection
of the affected infrastructure will be essential after a strong seismic event. However,
an immediate estimate of the seismic damage of critical structural components is
necessary: (i) to decide on the needs of emergency inspection; and (ii) to optimize
allocation of inspection teams. At a larger scale, such an estimate enables a first
quantification of the damage distribution, facilitating the detection of sensitive areas.

After a major earthquake, the main dilemma will be whether there is a need for
interruption of network operation. While preemptive motorway closure until post-
seismic inspection may seem as a safe option, it will unavoidably obstruct operation
of rescue teams, and may actually lead to increased indirect losses. On the other
hand, maintaining the network in operation without inspection may have dramatic
consequences, as depicted in Fig. 24.

Fig. 24 Damage of motorway bridges during the 1994 Northridge earthquake (left); and a bus
marginally stopping before a collapsed bridge of Hanshin Expressway Route No. 3 (right)
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In a similar manner, at a bigger urban scale, immediate coordinated actions with
respect to critical facilities (hospitals, schools, etc.) or lifelines (water storage facili-
ties, power plants, etc.) are essential in efficiently mitigating the indirect losses after
a strong seismic event. Even if the structural damage of critical infrastructure is not
substantial, the lack of coordinated action will increase the feeling of insecurity to
the affected groups, hence proliferating the generalized sense of panic and causing
potentially further losses or even additional injuries.

In the following sections, a simple method for real-time seismic damage assess-
ment is outlined, followed by an example application of a crisis management system
to a major motorway in Athens, Greece.

4.2 Real-Time Seismic Damage Assessment

A key component of a crisis management system is a method to estimate the seismic
damage of critical structures in real time. The seismic vulnerability of infrastructure
can be estimated using fragility curves. The latter relate the probability of an element
at risk to reach or exceed a specific damage state with seismic intensity, which is
typically expressed by a seismic intensity measure (IM). A comprehensive review of
the state of the art on the subject can be found in Pitilakis and Crowley (2014). An
alternative approach is Incremental Dynamic Analysis (IDA), according to which
the numerical model of the structure is subjected to one or more seismic excitations,
progressively scaled to different levels of increasing intensity (Vamvatsikos and Cor-
nell 2002). The resulting IDA curves correlate a damage index (DI) with a single
IM.

Recognizing that PGA and PGV are not sufficient indices of seismic intensity,
many researchers have proposed a variety of intensity measures, such as the Housner
Intensity (Housner 1952) and the Arias Intensity (Arias 1970). Although such IMs
are much more efficient, their correlation to seismic damage is not always adequate
(Garini and Gazetas 2013). This implies that a single IM is possibly not adequate to
capture all of the characteristics of a seismic motion. An alternative approach was
introduced in Anastasopoulos et al. (2015a), where instead of selecting an optimum
IM, advanced econometric modeling is employed to combine an appropriate number
of statistically significant IMs.

Through such an approach, a simple method for real time seismic damage assess-
ment was developed, initially on the basis of an idealised single degree of freedom
(SDOF) system. Despite its simplicity, such a SDOF equivalent can be considered
as a reasonable approximation for a variety of structures, such as overpass bridges,
storage tanks, and wind turbines (Fig. 25). The method requires a large number of
nonlinear dynamic time history analyses, using multiple seismic records as seismic
excitation. Based on the results of the analyses, advanced econometric modelling is
applied to develop multivariate equations, expressing seismic damage as a function
of statistically significant intensity measures (IMs).
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Fig. 25 Critical infrastructure that can be simplified as a nonlinear SDOF system

Aiming to have a wide enough range of strong motion characteristics, 29 seismic
records were selected and used as seismic excitation. For each one of these records,
the PGA (peak ground acceleration) was scaled from 0.1 to 1.2 g, leading to a total
of 348 acceleration time histories that were used to examine the response of the
equivalent SDOF system to different levels of seismic excitation. The maximum
drift ratio, δr,max (%), can be used as a damage index (DI):

δr,max = δmax
h

∗ 100% (4.1)

where: δmax is the maximum lateral displacement at the top of the cantilever, and h
is the height of the SDOF system.

Within the context of a crisis management system, the damage needs to be further
classified in damage states (no damage, small damage, serious damage, and severe
damage up to collapse). An example showing the correlation between δr,max, as
obtained from the 348 analyses, and one of the most efficient IMs (the Velocity
Spectrum Intensity, VSI (Von Thun et al. 1988)) is presented in Fig. 26. Evidently,
a single IM is a poor index of seismic damage. It is worth observing that for VSI=



Seismic Resilience of Existing Infrastructure … 349

Fig. 26 Correlation of δr,max with one of the most efficient IMs examined (VSI)

3 m, δr,max varies from less than 1% (minor damage) to over 3% (severe damage
or collapse). Such differences of the damage state for the same IM indicate the
importance of the characteristics of the seismic excitation. The frequency content,
duration, and so on, may have a significant effect on the performance of a structure
and cannot be ignored.

Despite the fact that PGA and PGV (Peak Ground Velocity) are commonly used
as IMs, it is acknowledged that a large PGA alone does not always result to severe
structural damage, and the same applies to a large PGV. Other indices, such as the
Peak Ground Displacement (PGD), the strong motion duration (Td), spectrum inten-
sity (SI), and spectral characteristics, can be simultaneously considered in damage
estimation. Within this context, a total of 19 IMs were selected, each one describ-
ing different characteristics of the seismic motion (Garini and Gazetas 2013). All
IMs were tested individually and the obtained correlations are similar to the one of
Fig. 26, confirming that a single IM cannot be used for reliable damage prediction.

A nonlinear regression model was estimated for the selected DI, and all the 19
examined IMs were tested for potential inclusion in the model. The nonlinear regres-
sion model is of the form:

Yi = EX P[β0 + β1 ∗ X1ι + εi ] (4.2)

where:Yi is the dependent variable (i.e., the damage index δr,max)which is a function
of a constant term β0 and a constant β1 times the value X1 of independent variable
X (i.e., the IMs) for observation i(i = 1, 2, …, n) plus a disturbance term ε.

All explanatory parameters included in the models are statistically significant at
0.90 level of confidence (withmost of them being statistically significant at 0.99 level
of confidence). Finally, the effect of an IM on the DI may not be of a linear form.
Hence, several transformations (power forms, logarithmic relationships, etc.) were
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Fig. 27 Observed (FE analysis) maximum drift ratio δr,max versus predicted using the nonlinear
regression model equation

tested, with the ones presented below, providing the best statistical fit and forecasting
accuracy potential. The resulting linear regression model equation for the selected
DI is as follows:

δr,max = e

⎡
⎣β1∗LN(PGA)+β2∗ 1

PGV−β3∗ 1√
PGD

−β4∗A2
RMS+β5∗ 1√

DRMS
−β6∗ 1√

Ic
−β7∗ 1√

SE
+β8∗ 1

CAV

+β9∗
√
VSI−β10∗√

HI−β11∗ 1
SMA+β12∗ 1

SMV+β13∗LN (TP )−β14∗ 1
Tmean

+β15∗
√

Dsig

⎤
⎦

(4.3)

The derived equation includes 15/19 IMs, which were found to be statistically
significant. The efficiency of the proposed nonlinear regression model equation was
examined comparing the predicted damage of the SDOF system by using the cor-
responding equation to the observed one, as obtained from the numerical analysis.
Figure 27 presents an overview of the 348 FE analyses. The overall statistical fit of
the model can be assessed through the Adjusted R-squared, as follows:

R2
ad justed = 1 − [(n − 1)/(n − p)] ∗

[(
n∑

i=1

(
Yi − Ŷi

)2)
/

(
n∑

i=1

(
Yi − Ȳ

)2
)]

= 0.949 (4.4)

where Y and Ŷ are the observed and predicted values, respectively, of the dependent
variable (i.e., DI) for observation i(i = 1, 2, …, n), Ȳ is the observed mean value
of the dependent variable, and p is the number of explanatory model parameters.
More details on the development of the model can be found in Anastasopoulos et al.
(2015a).

The efficiency of the nonlinear regression model equation is demonstrated more
clearly in Fig. 28, where the observed damage states of the numerical analysis are
compared to the predicted ones using the nonlinear regression model equations. The
damage states considered are based on typical values of drift ratio for each damage
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Fig. 28 Efficiency of nonlinear regression model equations for the 29 historic records used.
Observed, using the FE model (1st column) versus predicted, using the nonlinear regression model
equation (2nd column) damage state based on maximum drift ratio δr,max

state with reference to Response Limit States (Priestley et al. 1996). It is also shown
on how many of the total of the 348 dynamic analyses the observed damage state is
the same with the predicted one and on how many there is one state difference.

The efficiency of the nonlinear regression model equation is further examined
using a set of 15 out-of-sample records. In Fig. 29, the observed damage states of the
numerical analysis are compared to the predicted ones using the nonlinear regression
model equation. It is also shown on howmany of the total of 15 dynamic analyses the
observed damage state is the same with the predicted one. The nonlinear regression
model equations offer a satisfactory way to estimate the structural damage of SDOF
systems, within the context of real time damage assessment.

The same analysis can be conducted using a different, possiblymore sophisticated,
FEmodel and/or a different set of IMs. The purpose of this sectionwas to demonstrate
the efficiencyof the proposedmethod in a relatively simplemanner. In the next section
the same concept is applied to more complicated systems as part of an application
of a crisis management system on a metropolitan motorway.
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Fig. 29 Efficiency of nonlinear regression model equations for 15 out-of-sample historic records.
Observed, using the FE model (1st column) versus predicted, using the nonlinear regression model
equation (2nd column) damage state based on maximum drift ratio δr,max

4.3 Example Application: Attiki Odos Motorway—Athens,
Greece

Several emergency response systems have been developed worldwide (e.g., Erdik
et al. 2011) and with respect to transportation networks, there have been some
attempts to apply seismic risk assessment to motorway systems, such as the one
in the Friuli-Venezia Giulia region of NE Italy (Codermatz et al. 2003). A rapid
response (RARE) system for motorway bridges is discussed herein as part of a Euro-
pean research project, applying the previously discussed simple method for real-time
seismic damage assessment using the Attiki Odos Motorway (Athens, Greece) as a
case study (Anastasopoulos et al. 2015a, d).

The large number and complexity of the bridges encountered in motorways is
a particular challenge for such an endeavor. A motorway typically includes a few
hundreds of bridges and therefore a classification scheme is necessary in order to
examine specific representative cases instead of every single bridge. Even if a few
representative bridges are selected, the development the previously discussed non-
linear regression model equations requires a large number of dynamic time history
analyses. The computational effort to perform such a set of analyses using detailed
3D FE models (such as the one of Fig. 30a) is currently prohibitive. However, the
use of oversimplified SDOF models may lead to gross errors (Anastasopoulos et al.
2015d).

Therefore, there is a need for development of simplified, yet realisticmodels. Such
a simplified method was outlined in Anastasopoulos et al. (2015d), considering an
equivalent SDOF system of the most vulnerable pier with appropriate springs and
dashpots at its top and bottom to account for key structural components and nonlinear
SSI. The latter was extended to account for abutment stoppers and was validated for
different bridge typologies. It was shown to compare fairly well with detailed FE
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models of the entire bridge-foundation-abutment-soil system, and was subsequently
used to derive nonlinear regressions model equations. An overview of the simplified
model is shown in Fig. 30, and more details can be found in Agalianos et al. (2017b),
Sakellariadis et al. (2018).

The previously discussed nonlinear regression modeling methodology is applied
for one of the representative cases examined. The extended simplified model of the
A01-TE20 overpass bridge of Attiki Odos motorway (Fig. 30c) was subjected to
real seismic excitations, scaled to PGA ranging from 0.1 to 1.2 g in order to derive
the necessary dataset. The output of the numerical analyses refers to the structural
damage of the bridge, expressed in terms of δr,max, as a function of the 19 IMs. The
results are then used to develop nonlinear regression model equation, correlating
δr,max with statistically significant IMs:

δr,max = e

[
β1LN (PGA)+β2

1
PGV−β3

1√
PGD

−β4A2
RMS+β5

1√
DRMS

+β6
1

SMV+β7LN (TP )−β8
1

Tmean
+β9

√
Dsig

]

(4.5)

In this particular example, only 9/19 IMswere found to be statistically significant.
The efficiency of the nonlinear regression model equation is examined comparing
the predicted structural damage (using the derived equation) to the observed one (as
obtained from the FE analyses employing the simplified model). The comparison,
for all dynamic time history analyses, is summarized in Fig. 31a while the overall
statistical fit can be assessed through the Adjusted R-squared:

Fig. 30 Outline of simplified modelling technique: a detailed 3D FE model of bridge A01-TE20
used as benchmark; b illustration of key mechanisms; and c simplified model
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R2
ad j = 0.96 (4.6)

The predicted damage compares satisfactorily well with the observed damage for
all of the examined seismic excitations. However, the developed nonlinear regression
model equations were developed using the same dataset. Therefore, it is important
to verify the predictive accuracy of the derived model equations using out-of-sample
data. Such averificationwasperformedusing a set of 5out-of-sample seismic records.
The latter were used to conduct a new set of dynamic analyses, this time using as a
benchmark the rigorous 3D model of the A01-TE20 bridge (Fig. 30a).

At this point, it is should be pointed out that the nonlinear regression model
equation was developed on the basis of dynamic analyses employing the simpli-
fied model. Its verification using out-of-sample data against the detailed 3D model
is therefore a nontrivial test. Figure 31b summarizes the comparison in terms of
predicted (equation) versus observed (detailed 3D FE model) δr,max. This compar-
ison offers a simultaneous verification of the simplified model, and of the nonlinear
regressionmethod. Finally, in the same graph, both the observed (detailed 3Dmodel)
and the predicted (equation) structural damage is characterised according to typical
damage states. The nonlinear regression model equation predicts correctly the dam-
age state in all cases examined. Therefore, overall, the nonlinear regression model
equation offers a satisfactory estimate of the structural damage in the context of a
crisis management system.

The 190 bridges of Attiki Odos were subdivided in 6 classes and for each class
a representative bridge was selected and analysed in both directions of seismic
loading. The classification scheme and the details of the bridges can be found in
Anastasopoulos et al. (2015d, 2018). The analysis followed the same procedure
as for the A01-TE20 bridge, resulting to 6 nonlinear regression model equations for
each direction of seismic loading. This outcomewas the key step for the (pre-seismic)
implementation of a crisis management system.

Fig. 31 a Summary of dynamic time history analyses in predicted (nonlinear regression model
equation) versus observed (FE analysis using the simplified model) structural damage expressed
with δr,max; efficiency of nonlinear regression model equation for 5 out-of-sample historic records
in terms of δr,max and the resulting damage state
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Fig. 32 View of one accelerograph station: a the highway section monitored; b the station with
the GPS antenna; and c close-up of recording instruments and wiring

The further steps needed, include the development of a comprehensive GIS
database of motorway infrastructure (including information related to motorway
infrastructure) and the installation of an accelerograph network which will record
the seismic motions at characteristic locations along the motorway.

A network of 8 accelerographs was installed at “free field” positions along the
highway (Fig. 32). The criteria considered to define the optimum location for each
instrument along the motorway are:

(a) Proximity to a highway facility (e.g., toll plaza), to facilitate power supply;
(b) Absence of any major structure in close vicinity, so that the recorded shaking

may be characterized as “free field”; and
(c) Even distribution along the motorway, so that each one records the shaking

affecting structures within a radius of 6–8 km around it.

In accord with the concept described in the previous sections, the network was
installed so that the recording of each accelerograph may be considered represen-
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Fig. 33 Schematic illustration of the application of the RARE system during a seismic event

tative of free field shaking of a different section of the motorway. As such, the free
field demand exerted upon each structure is calculated using the readings of the two
closest accelerographs. All readings are tagged both in time and space domain within
a database maintained in the control unit and administered by the motorway admin-
istrator. Hence, they may be manipulated in real time in order to calculate the DI of
each structure following the methodology presented previously.

Under operation, during a seismic event the real-time system will record seismic
accelerations at various locations along themotorway. In this way, the seismicmotion
will be available in real time, right after the occurrence of the earthquake. For each
bridge, the nearest record(s) will be used to assess the seismic damage employing
the proposed real-time damage assessment system. Finally, the estimated damage
will be the characterised based on typical damage states, offering to an immediate
estimate of the damage distribution along the network.

The direct knowledge of the seismic excitation along the motorway is a major
difference to traditional risk assessment, in which case the seismic excitation cannot
possibly be predicted, andhence probabilistic approaches aremuchmore appropriate.
A schematic illustration of the application of the RARE system during an earthquake
is presented in Fig. 33.
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1 Introduction

Highway bridges are important infrastructures for the economic mobility of any
region. Obstruction in the transport system due to bridge damage may cause huge
losses in the economy. The East-West Highway (EWH) in Nepal is very crucial
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for the national economy and transport system as Nepal basically relies on ground
transport. Across the world, several natural hazards have reflected the performance
and damage scenarios of highway bridges. Witzany et al. (2008), Hong et al. (2012),
Wang et al. (2014), among others, have presented the effect of floods on bridges.
Similarly, Gautam and Dong (2018) presented the account of flood damage to a
bridge in central Nepal due to the 2017 flash flood. Effect of other natural hazards,
e.g. earthquake, to bridges, is extensively discussed in the existing literature. The
1993 flood and landslide events in Nepal destroyed 16 bridges in central and eastern
Nepal (For details see: https://reliefweb.int/report/nepal/nepal-floodslandslides-jul-
1993-un-dha-situation-reports-1-8). In every monsoon, dozens of bridges become
defunct in Nepal due to flood and landslides but the multi-hazard effects in bridges
are seldom discussed. Gautam (2017a, b) presented the seismic vulnerability of
highway bridges in the EWH. Previous studies on highway bridges highlight that
Nepali bridges are very vulnerable to various natural hazards (e.g. Gautam 2017a,
b; Gautam and Dong 2018).

Flooding is a global issue causing huge losses of lives and damage to infras-
tructures annually. For instance, 2016 flooding at Missouri caused damage to homes,
roads, bridges, andother structures; eight of eleven counties in the basinwere declared
a Federal Disaster Area (USGS 2016). Similarly, Nepal has faced increasing sever-
ity and frequency of floods over the past few decades. The 2017 monsoon observed
torrential precipitation within a few weeks and resulted in severe flooding in the
southern plains of Nepal. As reported by the National Planning Commission (NPC),
the flood impact was severe in 18 districts which caused enormous losses of lives
and properties (NPC 2017). The flood damage was prevalent in 35 districts of Nepal
and the overall loss was estimated to be 393 million Nepali rupees (NPC 2017) [1
US$ ≈ 115 Nepali rupees as of September 16, 2018]. The effects of natural haz-
ards such as 2001, 2008, and 2017 floods demonstrate Nepal’s high vulnerability to
natural hazards which underscores the need for identification of damage scenario,
preparedness initiatives, and resilient solutions. A continuous exposure of physical
infrastructure to floods leads to degradation of these assets. Over the years, roads
and bridges provide a reduced level of service and efficiency, affecting all economic
activities. This has serious implications for not only regional development of theTerai
region, but also to the country as a whole. The physical infrastructures, therefore,
need to be reconstructed with more stringent specifications owing to the vulnerabil-
ity scenario. The Department of Roads under the government of Nepal occasionally
conducts monitoring and maintenance of highway bridges, however, to the best of
authors’ knowledge, there is no specific guideline for post-disaster damage evalua-
tion and damage grading of the highway bridges. To fulfill this gap, this study aims
to develop a guideline for post-flood damage assessment and evaluation of vulner-
ability and deterioration. Multi-hazard vulnerability is accounted considering flood
and earthquake scenario. The developed methodology is implemented in 50 highway
bridges along the EWH affected by the 2017 flood.

https://reliefweb.int/report/nepal/nepal-floodslandslides-jul-1993-un-dha-situation-reports-1-8
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2 Multi-hazard Vulnerability of Highway Bridges in Nepal

2.1 Flood Vulnerability

More frequent than large earthquakes, flood events impose hydrodynamic and hydro-
static loads as torrential precipitation occurs almost annually.Due to a lack of periodic
or seasonal maintenance, especially in developing countries like Nepal, aggravation
of deterioration is commonly observed. Upon accumulation of such deterioration,
higher damage states would usually occur. However, higher damage may occur in
case of earthquake). Nepali rivers are well known to carry high sediment loads, thus
the damage during floods is usually unpredictable. Due to lack of information and
parameters formore rigorous numerical/mechanicalmodelling, especially in the case
of Nepali bridges, this study focuses on an empirical survey to understand the relation
between damage level and depth of inundation.

During field reconnaissance, several damage modes were documented. Sedimen-
tation and scouring were observed in almost every bridge visited in central and
eastern Nepal. Figure 1a shows the scouring mechanism developed in the pier of
an RC bridge. Similarly, Fig. 1b highlights the common sedimentation problem in
Nepali highway bridges.

Apart from scouring and sedimentation, approach slab damage was commonly
observed during the field reconnaissance as shown in Fig. 2a. It appears that approach
slabs are more vulnerable than bridge decks. Scouring damage to the pier base was
another common problem identified during the field reconnaissance; an example is
shown in Fig. 2b. Even though the damages in these cases were not serious, lack of
immediate repairs can lead to damage accumulation and eventual loss of functionality
or even stability of these bridges.

Due to continued use without repairs, plaster spalling in piers was observed in
some cases. This may be due to environmental actions as well as construction quality.
Figure 3a reflects the environmental attack on the pier along with the spalled plaster.

(a) (b)

Scouring Sedimentation in the bridge piers

Fig. 1 a Scoured pier base, b sedimentation of the piers and raised river bed along with deposited
debris
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(a) (b)

Approach slab 
damage

Scouring of 
pier bed

Fig. 2 a Approach slab damage due to the flood, b scouring of pier base

(a) (b)

Spalling of 
plaster 

Exposure 
of rebars 

Fig. 3 a Spalling of plaster due to 2017 flood, b exposed re-rebar due to flooding

Similarly, in Fig. 3b, exposed rebars are shown. Exposure of rebars was due to the
erosion of plaster and concrete cover. The thickness of concrete cover was under-
calculated in design, or the construction quality was not good enough.

Two of the major bridges along the East-West Highway of Nepal were heavily
damaged due to the 2017 flash flood. As shown in Figs. 4 and 5, some piers of
the bridges reflected large settlement due to localized erosion. Localized erosion is
common in Nepali rivers due to channel shifting. As can be seen from the figures, no
direct damage is reported in any of the piers or superstructure, however, the major
problem is arising from the foundation.

A rapid damage assessment campaign was conducted on 2–5 September 2017.
Figure 6 shows the stretch of East-West Highway covered during the field investi-
gation. Out of 50 assessed bridges, only seven reflected notable damage. To the best
of authors’ knowledge, relation between inundation depth and damage in Nepali
highway bridges is hitherto unknown. The depth-damage curves constructed from
the observations is presented in Fig. 7. In Fig. 7 damage ratio is the extent of damage
noted in situ based on visual inspection. The damage extent was assigned to a bridge
from the component-based damage extents.
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Settled bridge pier 

Debris deposited due to flood 

Fig. 4 Dudhaura bridge damaged due to settlement and scouring in Bara district, central Nepal

Settled and scoured piers 

Fig. 5 Ratu bridge damaged due to settlement and scouring in Mahottari district, central Nepal

As can be seen from Fig. 7, a linear depth-damage curve was formulated. When
formulating the depth-damage curve, the outliers with relatively high values of depth
without any damage were not considered. As the data was relatively scattered due
to variation in precipitation, nature of river bed and sedimentation, the outliers were
manually removed using judgment without any parametric basis. The governing
equation of the depth-damage curve with the coefficient of determination is also
given in Fig. 7.
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Fig. 6 The section of East-West Highway covered during field reconnaissance
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Fig. 7 Depth-damage curve for the highway bridges
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2.2 Seismic Vulnerability

During the field reconnaissance, seismic fragility of bridges was estimated according
to a pre-defined form. Four damage states, namely minor damage (<5% damage
ratio), major damage (5–40% damage ratio), severe damage (40–70% damage ratio),
and collapse (>70%), are classified in the form. The mean and lower bound estimates
of peak ground accelerations corresponding to these damage states were estimated
from experts through a questionnaire. Similarly, to accommodate the multi-hazard,
separate forms were used to identify the most likely peak ground acceleration for
each damage states when earthquake and flood occur at a time. The mean and lower
bound PGA for each four damage states (minor, major, severe, and collapse) were
noted during the field reconnaissance for earthquake and earthquake followed by
a flood equivalent to the 2017. From the recorded judgments, the two Gaussian
parameters were estimated for each bridge. After that, averaging of estimated PGA
from two experts was done for the bridges and the median and lognormal standard
deviation were used to create the fragility functions based on heuristic method.
Further details regarding the methods of creating fragility functions is available
in Porter et al. (2007). Readers are also referred to consult the heuristic methods
applied to create fragility functions in ATC-13 (1985) and ATC-40 (1996) for further
details. A simplified methodology to derive heuristic fragility functions for buildings
as suggested by Gautam et al. (2018) is presented in Fig. 8. Following the steps as
depicted in Fig. 8, combined lower bound PGA (λ) for a particular damage state (i)
can be calculated using Eq. (1) as:

λ =
∑n

i=1 wα
i λi

∑n
i=1 wα

i

(1)

Similarly, combined median PGA (θ ) for each damage state was estimated by
using Eq. (2) as follows:

θ =
∑n

i=1 wα
i θi

∑n
i=1 wα

i

(2)

In Eqs. (1) and (2), wi is the weight assigned to the lower bound PGA value (λi )

judged by expert i, α = 1.5, n is the total number of expert judgements available, and
θi is the median PGA value judged by expert i. Once the combined lower bound and
median PGAs are estimated, the logarithmic standard deviation (γ) can be estimated
as:

γ = ln
(

θ
λ

)

1.28
(3)
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Define performance levels

Develop expert opinion forms

Analyze judgments provided by experts Estimate Gaussian parameters 

Derive fragility functions

Fragility 
functions 
cross each 

other? 

End

Adjust Gaussian parameters 

YES

NO

Fig. 8 Methodology to derive heuristic fragility functions (modified from Gautam et al. (2018))

In the case of heuristic fragility functions, it is crucial to note that the logarithmic
standard deviation should not be less than 0.4 (Porter et al. 2007), thus the median
value should be adjusted as follows:

θi = 1.67 λi
[
i f γi < 0.4

]
(4)

Two sets of fragility functions were derived for the highway bridges in Nepal
using the heuristic approach as depicted above. Judgment forms were filled up in situ
together with the damage assessment campaign. Two separate forms were used to
estimate the damage level considering seismic vulnerability alone and designated
flood (similar to the August 2017 flood) followed by an earthquake. Figure 9 high-
lights occurrence of major, severe, and collapse damage states and 15–25% lower
PGA when seismic vulnerability was considered along with the flood.

As highway bridges are the engineered constructions with better construction pre-
cautions than that of residential buildings, seismic vulnerability is usually expected
to be lower. However, even minor or major damages would lead into inoperability of
highway bridges. For instance, the collapse damage state has nearly 12% probabil-
ity of exceedance at 1 g when seismic action is considered alone, but when seismic
action together with the flood event as that of 2017 was considered, the probability of
exceedance of the collapse damage state is 28%. Except theminor damage state, both
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Fig. 9 Fragility functions considering earthquake (denoted by (E) in figure) and multi-hazard, i.e.
flood followed by an earthquake (denoted by (E+F) in figure) for the RC highway bridges of Nepal

major and severe damage states depict similar variation for earthquake alone, and
flood followed by an earthquake. The variation in minor damage could be observed
as less than 10%, meanwhile other damage states have the variation higher than that.

3 Condition Assessment of Bridges: New Approach
and Application

Condition assessment of highway bridges is crucial to monitor the status of oper-
ation as well as to plan repair/rehabilitation priorities. Condition assessments are
done usually by skilled technicians; however, great care is needed to determine the
exact status of the bridge. As repair/rehabilitation priorities demand high investment,
accurate condition assessment is important. To assess the condition of the entire
bridge, component-level condition assessment is important. We presented a new
condition assessment system based on component level observations. Pile/footing,
pier/abutment (piers, abutment, wing-wall), bearing (bearings, expansion joint),
girder/beam, deck (deck, railings, kerb, overall superstructure), river training work
(retaining structures, river trainingworks), andutilities (approach road, other utilities)
were considered for component-level condition assessment. Two field investigation
formswere developed to record damage and deterioration. All types of natural aswell
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as anthropogenic hazards were considered when developing the assessment forms.
The forms are presented in the Appendix. The first form provides general description
of the bridge with a sketch and damage classification system as well as deteriora-
tion classification system. The second form depicts the component level damage and
possible interventions.

Damage to structural and other crucial elements are given higher weights in com-
puting overall condition.We used dozens of field observations to quantify the weigh-
tages which could be directly usedwhen performing condition assessment. As shown
in Table 1, the pile/footing could contribute 100% damage to the bridge leading to
inoperability. That is, if severe damage/collapse of pile/footing occurs, the bridge
should be understood to be inoperable leading to major repairs or partial reconstruc-
tion of the bridge. Piers and abutments are given 90% weightage contribution in
overall damage, girders/beams contribute 50%, bearings, deck, and river training
works contribute 20% each. Damage to utilities are not considered in estimating the
overall condition the bridges. The overall damage is taken as the largest weighted
damage of the different components. Deterioration weightages are also provided to
assess the deterioration level of bridges in situ. Pile/footing is assigned with 15%
weightage, piers/abutments with 40% weightage, bearings with 10%, girders with
15%, deck with 10%, river training works with 5%, and utilities with 5%weightages.
Deterioration scores are the weighted sum of the deterioration scores of the different
components. A generic method to designate the damage/deterioration is presented
in Table 2. In Table 2, σ denotes the standard deviation of the damage/deterioration
score obtained from field reconnaissance. A mandatory aspect of this method is that
the application of the method is possible only if several forms are filled up in situ.
Thereafter, themean value for the damage/deterioration score alongwith the standard
deviation can be estimated. Further decision can be taken based on the convention
provided in Table 2. As the method is generic one, the numerals before the standard
deviation could be adjusted per the severity and necessity. A similar application of
the mean and standard deviation based vulnerability grading can be also found in the
paper by Gautam (2017a, b).

Overall bridge damage, in most cases, was dominantly contributed by piers and
abutments as shown in Fig. 10. Bridge damagewas significant due to damage of river-
training works followed by pile or footing and then bearing. However, overall bridge
deterioration was mostly contributed due to deterioration of piers or abutments and
minor contributionswere alsomadebybearings andgirders. These observations show
that piers and river-trainingworks should get higher attention for bridge strengthening
or new design.

River training works were the most vulnerable component as shown in Fig. 11.
Piers/abutments are highly susceptible to minor to moderate damage as can be seen
from Fig. 11. Similarly, piers/abutments were the most deteriorated components
in bridges (Fig. 12). Prolonged use without maintenance may lead to accumulate
and aggravate the damage. Intervention and future design should thus focus on
deterioration resistance. Decks were also significantly deteriorated but to minor
extents only. However, deteriorations may accumulate over time in lack of regu-
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Table 1 Component level weightages for damage and deterioration

Components (i) Maximum
damage
contribution
to the system
(Wi) (%)

Deterioration
contribution
to the
system (Ti)
(%)

Damage score Deterioration score

Pile/footing 100 15 Corresponding to
max. (Wi × Di)

Sum of (Wi × Ti)

Piers/abutments 90 40

Bearings 20 10

Girders/beams 50 15

Deck 20 10

River training
works

20 5

Utilities – 5

Total – 100

Table 2 A framework to categorize the damage/deterioration level and possible intervention

Classification Damage/deterioration
level

Possible
intervention

Traffic
condition/operational
condition

>1.5 σ Critical Emergency repairs Closed

0.5 σ to 1.5 σ Severe Immediate repairs Closed

−0.5 σ to 1.5 σ Major Immediate repairs Closed

−1.5 σ to −0.5 σ Minor Repairs Partly closed

<−1.5 σ Low Minor repairs Partly
closed/uninterrupted
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Fig. 12 Deterioration condition of different bridge component (% of bridges with their component
at particular damage state or higher)

lar repair/maintenance. Bearings were found to be deteriorated significantly which
may be due to frequent flow of water through bearings.

To formulate a relationship between damage and deterioration, the field observa-
tions were plotted together as in Fig. 13. As shown in Fig. 13, significant relation
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Fig. 13 Damage versus deterioration relationship of highway bridges

between damage and deterioration was not achieved. In some bridges, damage was
high even if the deterioration was low. While in some other bridges, damage was
low even in the case of relatively higher deterioration. Meanwhile, Fig. 13 should
be carefully judged as it is constructed from the empirical data of a single event. It
should be noted that deterioration is expected to be relevant for seismic vulnerability,
thus Fig. 13 does not represent the scenarios exhaustively.

4 Futurism: Sustainability of Bridges

Sustainable structural engineering is gaining considerable momentum worldwide.
Due to increased attention towards climate change impacts and limited resources
availability, structural engineers are paying attention to sustainability in residential
buildings to large infrastructures. (see e.g.: Sabatino et al. 2015; Dong and Frangopol
2016; Frangopol et al. 2017; Zheng et al. 2018; among others). Due to its geopolitical
location and resource constraints as well as the impact of climate change, both struc-
tural and infrastructural development in Nepal may face resource constraints soon.
Moreover, exposure and vulnerability associated with natural hazards are growing
in the due course, thus a sustainable and multi-hazard resilient framework is of the
utmost need of now. As highlighted recently by Gautam and Dong (2018) a single
flash flood in central Nepal swept a newly constructed bridge. This is so emblem-
atic that all further bridge constructions should be aware of the torrential rainfall
and subsequent flash floods in the mountainous terrains. With these shreds of evi-
dences, it would be pertinent to formulate a preliminary sustainability framework
for Nepali highway bridges for possible incorporation in the bridge design guide-
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lines as well as to establish a milestone for further research in sustainable bridge
engineering. Figure 14 shows a sustainability framework which is modified and
localized for Nepali bridges considering similar studies presented by Dong et al.
(2013). Further investigations pertaining to each component are required to quan-
tify the sustainability framework in detail. Primarily, three major natural hazards,
viz. earthquake, flood, and landslide/debris flow/mass movement, either triggered
or independent are considered. As highlighted before, both deterioration and dam-
age in highway bridges would be gravely affected by component level performance,
thus the multi-hazard fragility functions to each component would be pertinent to
formulate alongside. Thereafter, the fragility functions should be integrated with the
depth-damage curves as suggested in this study. Empirical depth-damage curve as
in this study would be the most representative due to underlying uncertainties in the
simulation where creation of exacting matching environment may not be necessarily
assured. With the outputs of hazard and risk assessment campaigns, a loss estima-
tion framework could be effectively developed. Once loss estimation scenario to a
defined bridge class is known, sustainability analysis could be performed in eight
parameters and the results could be later integrated. Life-cycle assessment (LCA),
which is relatively new and not in practice Nepal, is inevitable to address sustain-
ability issues. Further details regarding LCA can be found in the book published by
American Society of Civil Engineers (2010). Similarly, Dong and Frangopol (2017)
present a life-cycle-cost-benefit analysis (LCCBA), and similar framework could

Component level 
seismic fragility analysis

Loss estimation

Depth-damage 
curves 

Seismic hazard Flood hazard 
Debris flow/ debris and 

sediment attack/scouring

Sustainability analysis

LCA Deterioration Environmental impact

Performance criteria Maintenance scheme Rehabilitation planning

Decommissioning Recyclability and Reusability 

Fig. 14 Sustainability framework for Nepali highway bridges
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be effectively implemented to Nepali highway bridges. Due lack of timely mainte-
nance, Nepali highway bridges are often subject to deterioration, which in turn may
lead to much higher damage when exposed to earthquake, or landslide although the
single event records from 2017 floods do not reflect the same. Continuous scouring
of foundation and piers was frequently observed during the field reconnaissance.
Nepali highway bridges are exposed to greater loads than the designed one thus the
performance criteria would not be assured. A mandatory framework which restricts
the vehicle type per the bridge class can resolve the issue of exposure to greater than
designed load. Nepali highway bridges were constructed primarily since the 1970s
and now is the time for effective rehabilitation planning. Cost-benefit analysis and
LCA can be effective tools at this moment. Moreover, decommissioning planning is
also required for some strategic network bridges due to traffic flow nature as well as
suitability of bridge type. Due to environmental concerns, recyclability and reusabil-
ity criteria should be encapsulated in the design and construction phases of highway
bridges. If sustainability framework is well recognized and endorsed in design and
construction of highway bridges, together with the multi-hazard risk assessment,
better performance against multiple hazards can be expected.

5 Concluding Remarks

To understand multi-hazard damage to highway bridges, a reconnaissance mission
was conducted after the 2017 central Nepal flash flood. After the detailed assessment
of 50 highway bridges, depth-damage curve is constructed in this chapter. A new
methodology of condition assessment of the highway bridges was formulated and the
samewas implemented in situ.Moreover, a sustainability framework for the highway
bridges considering possible multi-hazards is proposed for implementation. Damage
and deterioration both are crucial issues in highway bridges, thus weightage-based
damage and deterioration assessment systems are proposed, and possible interven-
tions are suggested. Besides, scenario bridge operations are assigned to each dam-
age/deterioration states. The heuristic fragility functions constructed in this chapter
show that seismic vulnerability increases after major floods.

This chapter mostly used empirical and heuristic approaches to construct fragility
functions as well as depth-damage curves. Further investigations in terms of analyt-
ical modeling may be used in future to calibrate and generalize the multi-hazard risk
of Nepali highway bridges. Further investigations are also needed to quantify each
component of the sustainability framework.
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Appendix: Data Collection Forms

Date/Time: 2017-09- Inspection Team: Insp.  Side:  (facing upstream)

Left    /    Right

Const. Year (BS): 

Location (N, E):

Bridge Type: 

S-Girder / S-Truss / C-T-Beam / 

C-Arch / Other ______________

Bridge Name:

River Name:

Span Nos:

Span Length:

Bridge Length:

Lanes No:

Carriageway w (m):

Footpath w (L, R):

Overall Det#/Damage* Rating:

a) Super-Structure: ___/___

b) Substructure: ___/___

c) Overall: ___/___

Comments (including construction deficiencies, seating, design issues):

#Deterioration Grades (except due to flooding):
T0: No deterioration;
T1: Minor Deterioration (some seepage, non-
structural cracks/spalling, corrosion patches, etc); 
T2: Major Deterioration (heavy 
corrosion/erosion of material, dislocation of non-
structural element, Non-functional non-structural 
components);
T3: Severe Deterioration (heavy 
erosion/corrosion with loss of section>20%, 
dislocation of structural-element, 
corrosion/exposure or rebar, spalling of structural 
concrete, etc.)

*Damage Grades: 
D0: No damage;
D1: Minor Damage (hairline cracks, slight damage immediately 
operable); 
D2: Extended Damage (minor damage-extended cracks & operable 
but needs repairs) [<1mm]; 
D3: Moderate Damage (extended cracks, dislocation of non-
structural components: traffic flow need to be controlled to prevent 
the damage aggravation); 
D4: Major Damage (extended damage: damage to structure and 
traffic should not be allowed; needs major repairs); 
D5: Severe Damage (significant damage to structural components); 
D6: Collapse

Utilities (describe size also): Depth of Abutment-base from Bridge-Deck (m):

Depth of Bearing (Abut-top) from Bridge-Deck (m):

Depth of HFL (Above/Below bridge Deck) (m):

L-profile

C-Profile
Pipelines/ Electric cables / Communication Cable / Canal / Other

Form ID: T___| District / Place:
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OBSERVED FLOOD DAMAGE (Right / Left) ; FormID: ________

COMPONENT

(+NDT Test Results)

Details of damage (+photo no) Extent (in scale of 5)

Damage grade*

Det. grade*

Suggested repair 
technique

Superstructure

Extreme:

Moderate:

Minor:
.

Dam-G:

Det-G:

Extreme:

Moderate:

Minor:
.

Dam-G:

Det-G:

Extreme:

Moderate:

Minor:
.

Dam-G:

Det-G:

Extreme:

Moderate:

Minor:
.

Dam-G:

Det-G:

Extreme:

Moderate:

Minor:
.

Dam-G:

Det-G:

Extreme:

Moderate:

Minor:
.

Dam-G:

Det-G:
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Systems Thinking Approach for Resilient
Critical Infrastructures in Urban
Disaster Management and Sustainable
Development

Md. Shahab Uddin, Jayant Kumar Routray and Pennung Warnitchai

1 Introduction

Disasters are dynamic processes (Alexander 1993). It can create physical damages
and reduce the capacity of functioning in unpredictable ways. There is no place, and
no system conclusively immune to disasters (Haddow et al. 2017). However, it is
possible to reduce the consequences of disasters by reducing the vulnerabilities and
timely response. Disaster damage is a function of hazards and vulnerabilities. Haz-
ards are considered as an external force whereas; vulnerabilities are negative forces
inherent in the system. Some vulnerabilities can easily be recognized while some lay
in the system complexity. In absence of proper treatment, such vulnerabilities can
rise up as secondary hazards. Latent vulnerabilities are very difficult to recognize,
most of the time they remain out of sights, and create unpredictable consequences
when the system is in chaos.

Modern cities are complex and dependent system. Functionality of an urban sys-
tem is highly dependent upon the infrastructures system (Menoni et al. 2002). Infras-
tructures system is more than just an aggregation of individual facilities. They are
mutually interconnected and interdependent. According to Elliott and McDonough
(1999), the affinity existing between infrastructures is responsible for the growing
intricacy of the “system of systems” and the subsequent disaster brought by the
damage to the individual facility in an urban system. The philosophy of Perrow
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(2011) stated that disruption in complex system is inevitable but more importantly,
the patterns of incidence are unpredictable. Aristotle’s famous axiom that in a com-
plex system “the whole is more than the sum of its parts” (Duncan 1979; Kane and
Higham 2015) bears some similarity to the statement of Perrow.

Well-reported disasters around the world (Great Japan earthquake 2011, Hurri-
cane Katrina 2005, Canada Blackout 2003, September 11 2001, Kobe Earthquake
1995, Loma Prieta Earthquake 1989, and others) have highlighted the vulnerability
of power, transportation, communication, water, fuel and essential systems and their
importance in response to the injury, death and damagewhich are an inevitable conse-
quence of significant events in urban or city areas. Resilient infrastructures can build
up a resilient city. Jha et al. (2013) defined infrastructure resilience as the decline in
the vulnerability of built structures, such as buildings, lifelines and essential facil-
ities. Resilience also refers to better management of resources and quick recovery.
As a complex system, proper understanding of connectivity and interdependence
between the components are also vital for the resilient critical infrastructures system
(Rinaldi et al. 2001).

Resilience is the building block of sustainability. The major phases of resilience
concept are planning and preparedness for initial shock absorption, emergency
response for adaptive management, and the third is restoration for bouncing back
to normalcy or even better. As cities are growing faster, their dependency on infras-
tructures is increasing dramatically. Moreover, due to incomplete understanding of
interdependencies between infrastructures, capability to protect critical infrastruc-
ture still remains as a challenge for a resilient city (Mussington 2002; Javanbarg and
Scawthorn 2012).

This chapter is an effort to use the knowledge of systems thinking for the opera-
tion and management of urban critical infrastructures system and disaster resilience.
In the beginning, this chapter elaborated the importance of critical infrastructures in
urban emergency response, and their vulnerabilities from internal (inherent complex-
ities) and external (natural and manmade hazards) factors. This chapter is followed
by a comparison between complex urban system and elaboration of the importance
of system thinking in urban emergency response, disaster resilience and future sus-
tainability. Finally, this chapter introduced many theories, tools, and models related
to systems thinking and their potentials for modeling complex connectivity and inter-
dependence among the infrastructures in an urban system. For disaster resilience and
future sustainability city managers adopt systems thinking approach and computer
aided decision support system for emergency response, disaster management and
new development.

2 Critical Infrastructures (CIs) System

Urban systems are a mesh of complex connectivity and interdependence between
the infrastructures (Fig. 1). In our daily life, the intricate systems have become
an unavoidable part, almost like an omnipresent entity. When this dependence is
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Fig. 1 Urban critical infrastructures system; a complex system (Constructed by the first author)

disrupted and brings forth the reality of our extreme reliance on the systems, only then
we come to understand the extent of our dependency on the systems. For example:
if there is a disruption in power supply, it will affect the functionality of all other
systems and ultimately the entire society will sustain a certain level of miseries.

In general, urban infrastructures are grouped into two classes, (1) physical and
(2) socio-economic. Physical infrastructures include all critical systems such as elec-
tricity and water supply, waste (water) management, transport and ITC systems. On
the other hand, socio-economic infrastructures are important for health, safety and
security, economy, culture and other social standards. Hospitals, schools, public
administration, police station, fire station, bank, and esthetic areas belong to this
class (Fourie 2006; Kabiru 2016).

2.1 Definitions of CIs System

Infrastructures are system or facility that provide basic services for the wellbeing
of the society. The dictionary of American Heritage has defined the word ‘infras-
tructure’ for standard operation as: “The basic facilities, services, and installations
needed for the functioning of a community or society, such as transportation and
communications systems, water and power lines, and public institutions including
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schools, post offices, and prisons” (Hildick-Smith 2005). All the basic facilities and
services essential for the functioning of the urban society is collectively termed as
Critical Infrastructures (CIs) system (Chapman et al. 2013).

According to Brunsdon (2003) critical infrastructure comprises the essential ser-
vices and facilities on which communities depend. These can be further subdivided
as follows:

• Lifeline services: water supply, wastewater system, electricity, gas supply and ITC
• Transportation services: road, rail, port, and airport facilities and networks
• Essential services: hospitals, police stations, fire stations, and emergency manage-
ment center.

The following section reviews definitions of Critical Infrastructures use by differ-
ent countries and organizations with a list of major critical facilities. This section is
collected from the works of Brunner and Suter (2008) and Ritter and Weber (2004).
In addition, government websites of the respective countries were also reviewed
(Table 1).

2.2 Characteristics of CIs System

2.2.1 General Features

Studer (2000) divided critical infrastructure systems into object-oriented systems
(OS) such as hospital and network-oriented systems (NS) such as electricity system.
In geographic information system (GIS) such facilities are normally illustrated using
point and line features to present locations (hospital, fire station) and networks (road
network, pipeline system). Similarly, in graph theory, nodes are used to characterize
an entity and links are used to illustrate the relationship between the facilities. Nodes,
links and their spatial location are the key features to analyze the complex mutual
connectivity and interdependence in the entire system. Critical infrastructures are
parts of an urban environment, Similarly, they also generate an environment for
themselves and the society (Fig. 2).

2.2.2 Interdependence

Urban critical infrastructures are complex, mutually connected and interdependent
system. They are also called “Complex Adaptive System” and “System of Systems”.
The interdependence between critical infrastructures are generally bilateral. Many
scholars defined the interdependence into many classes. The most common clas-
sification was proposed by Rinaldi and co-workers (2001). They divided critical
infrastructures interdependence into four classes, namely

Cyber: This type of dependency is very vital in this modern world. Most of the
organizations relay on information sharing between infrastructures. This type of
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Table 1 Definition and list of critical infrastructures adopted by different countries and organiza-
tions

Country Definition List

United States of
America

“Systems and assets, whether physical or virtual,
so vital to the United States that the incapacity
or destruction of such systems and assets would
have a debilitating impact on security, national
economic security, national public health or
safety, or any combination of those matters”

IT, telecom, chemicals,
commercial facilities,
dams, nuclear,
government facilities,
transportation systems,
emergency services,
postal and shipping,
agriculture and food,
healthcare, water
systems, energy, banking
and finance, national
monuments and icons

United
Kingdom

“… comprise those assets, services and systems
that support the economic, political and social
life of the UK whose importance is such that
loss could: (1) cause large scale loss of life; (2)
have a serious impact on the national economy;
(3) have other grave social consequences for the
community; or (3) be of immediate concern to
the national government”

Communications,
emergency services,
energy, finance, food,
government and public
services, public safety,
health, transport, water

Australia “Critical infrastructure is defined as those
physical facilities, supply chains, information
technologies and communication networks
which, if destroyed, degraded or rendered
unavailable for an extended period, would
significantly impact on the social or economic
well-being of the nation, or affect Australia’s
ability to conduct national defense and ensure
national security”

Banking, (tele-)
communication, energy
and utility, transportation
and distribution, other
critical government
services (Including
defense and emergency
services)

Japan “Critical infrastructures are formed by business
entities providing highly irreplaceable services
and are essential for people’s social lives and
economic activities. If an infrastructure’s
function is suspended, reduced or unavailable,
people’s social lives and economic activities will
be greatly disrupted”

Communication,
government and
administrative services,
finance, civil aviation,
railways, logistics,
electricity, gas, medical
services, water

Germany “Critical infrastructures are organizations and
facilities of major importance to the community
whose failure or impairment would cause a
sustained shortage of supplies, significant
disruptions to public order or other dramatic
consequences”

Banking and finance,
(tele-) communication,
energy and utilities,
public administration,
public health, rescue
services, transport

Sources https://publicwiki-01.fraunhofer.de/CIPedia/index.php/Critical_Infrastructure_Sector;
https://www.dhs.gov/critical-infrastructure-sectors; https://www.cpni.gov.uk/critical-national-
infrastructure-0; https://www.tisn.gov.au/Pages/Critical_infrastructure.aspx; https://www.nisc.
go.jp/eng/; https://www.bmi.bund.de/EN/topics/civil-protection/critical-infrastructure-protection/
critical-infrastructure-protection-node.html

https://publicwiki-01.fraunhofer.de/CIPedia/index.php/Critical_Infrastructure_Sector
https://www.dhs.gov/critical-infrastructure-sectors
https://www.cpni.gov.uk/critical-national-infrastructure-0
https://www.tisn.gov.au/Pages/Critical_infrastructure.aspx
https://www.nisc.go.jp/eng/
https://www.bmi.bund.de/EN/topics/civil-protection/critical-infrastructure-protection/critical-infrastructure-protection-node.html
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Fig. 2 General features of critical infrastructures system (Constructed by the first author)

dependence comprises and depend on Information and Telecommunication (ITC)
systems.

Geographical: This type of interdependence is also called ‘co-location’ interde-
pendence.When two ormore infrastructure systems are located in the same neighbor-
hood and close physical proximity, any disruption in the locality or any infrastructure
system can affect components across multiple infrastructures due to physical prox-
imity.

Physical: Physical interdependence is the most common and visible among all
other types. Output from one is an input for other infrastructures. Electricity from
power supply system is vital for the functionality of all other infrastructures and
facilities.

Logical: Logical interdependence is also called ‘decision interdependence’. Gov-
ernment or organizational policies, plans, and decisions can reshape the mutual inter-
dependence between the systems and attributes of individual systems.

The same categories as Rinaldi et al. (2001) was adopted by Peerenboom et al.
(2001). Dudenhoeffer et al. (2006) and Pederson et al. (2006) introduce policy
and societal interdependence. Zhang and Peeta (2011) summarize the classifica-
tion schemes of interdependencies among the infrastructure systems as following:
(1) functional, (2) physical, (3) budgetary, and (4) market and Economic. Table 2
summarized common types of interdependence, simple definition and references.
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Table 2 Types and
definitions of critical
infrastructures
interdependence

Type of Interdependence Generalized definition

Physical For functioning, one facility needs
supplies from other(s)a,b

Cyber The dependency for information
transmission through the
information infrastructurea,b

Logical Dependency on social, political,
financial decisions, and policy
interventiona,b,c,d,e

Geographic Spatial proximity between the
infrastructuresa,b,f

Societal The relationship between the
infrastructures and communityc,d

Functional One infrastructure system needs
inputs from other(s) for
operatione,f

Budgetary Dependency on money for
development, maintenance, and
recoverye,f

aRinaldi et al. (2001); bPeerenboom et al. (2001); cDudenhoeffer
et al. (2006); dPederson et al. (2006); eZhang and Peeta (2011);
fZimmerman (2013)

Many other types of interdependence were reported in different articles, such
as (1) restoration interdependence (Kameda 2000; Wong and Isenberg 1995), (2)
Cascade interaction (Kameda 2000; Yao et al. 2004), and (3) General interaction
(Yao et al. 2004). Wallace et al. (2001) and Lee et al. (Lee II et al. 2007) classified
interdependence as input, mutual, shared, exclusive, and co-located.

2.3 CIs System Vulnerabilities

Oliver-Smith (2013) expressed vulnerability as the conceptual nexus linking people’s
relationship with their environment to social forces and institutions and the cultural
values that sustain or contest them. Vulnerability generally defines the inherent prop-
erties and sensitivities of a system and its components under the impact of hazard or
stress (Cardona 1999). Comfort (1999) defined vulnerability as those circumstances
which place people at risk by reducing their means of response or denying them
existing protection.

Vulnerability of urban critical infrastructures is multifaceted. System complexity,
connectivity and interdependence, inadequate capacity, management incompetence,
community dependency, and aging facilities are major concerns for critical infras-
tructure vulnerability assessment. Eusgeld et al. (2008) listed flaws in design, imple-
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Fig. 3 Complexity and interdependence induced vulnerabilities in urban critical infrastructures
system (Constructed by the first author)

mentation, operation and/or management of a system as the reasons for increasing
the sensitivity to internal and external threats, despite its absorbing and recovering
ability.

Minciardi et al. (2006) divides vulnerability into two types; (1) physical vulnera-
bility and (2) functional vulnerability. Here, physical vulnerability is similar to static
vulnerability and functional vulnerability represents dynamic or systemic vulnerabil-
ity. Menoni et al. (2007) divided the factors of critical infrastructures vulnerability
into three types such as functional vulnerability, organizational vulnerability and
physical vulnerability. According to Little (2004), in major urban areas, infrastruc-
ture systems are intrinsically interconnected and open to complex system failures.
Interdependence induced damage cascade or domino effects are major vulnerabil-
ities in disaster emergencies. In a complex interdependent system, the effects of a
disaster propagate within the system in chain reaction and creates primary to tertiary
level interventions (Fig. 3).

2.4 CIs and Past Disasters

The critical interdependence between the disrupted infrastructures during emergency
was first reported after the 1906 San Francisco Earthquake (O’Rourke et al. 2006;
Scawthorn et al. 2006). O’Rourke (2007) reported the consequences of electric power
disruption on community and other facilities after the 1994 Northridge Earthquake.
In the recent years many disasters such as Haiti Earthquake (Kovacs 2010), Hur-
ricane Katrina (Price 2006; McDaniels et al. 2007), Great Japan Earthquake 2011
(Norio et al 2011; Bouchon and DiMauro 2012), September 11, 2001 (Seiferst 2002;
Luiijf and Klaver 2011), Canada Blackout 2003 (McDaniels et al. 2007; Chai et al.
2011), Marmara Earthquake 1999 (Comfort and Sunger 2001), German Blackout
2005 (Bach et al. 2013), Ice Storm 1998 (Chang et al. 2007), Florida Hurricane
2004 (Bigger et al. 2009), Hurricane Sandy 2012 (Heidemann et al. 2012; Beck
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Table 3 Patterns of functionality disruption on CI systems in disasters

Facility Reasons/patterns of functionality disruption

Schools 1. Physical damages (structural and non-structural)
2. Inadequate water and waste water systems

Hospitals 1. Physical damages (structural and non-structural)
2. Insufficient manpower
3. Damage of lifeline facilities (power, water, gas,

telecommunication)
4. Scarcity of fuel supply for backup generator
5. Damage of road network
6. Scarcity in logistics supply

Fire station 1. Structural and non-structural damage
2. Damage of fire trucks
3. Damage of lifeline facilities (power, water, telecommunication)
4. Scarcity of fuel supply for backup generator and fire trucks
5. Damage of road network

Police station 1. Structural and non-structural damage
2. Damage of vehicles
3. Limited fuel supply

EOC/local govt. office 1. Structural and non-structural damage
2. Damage of lifeline facilities (power, water, telecommunication)
3. Scarcity of fuel supply for backup generator and fire cars

Electric power 1. Damage/shutdown of generation plants
2. Damage of distribution center
3. Damage of distribution network (cable, poles, transformers)
4. Lack of water for cooling system
5. Inadequate supply of fuels (gas, oil, coals)

Water 1. Breaks and leakages in underground pipeline systems
2. Damage/shutdown of pump station
3. Damage/shutdown of water purification plants
4. Damage of underground/overhead reservoir tank
5. Damage of wastewater lift station and treatment plant

Telecom 1. Damage of towers and facility stations
2. Shutdown of cooling system (lack of water)
3. Inadequate electric supply and fuel for backup generator
4. Shutdown due to extreme overloads

Gas/fuel 1. Damage of underground pipeline system
2. Damaged/shutdown of petroleum purification plant
3. Damage/shutdown of compressor
4. supply disruption due to lack of accessibility

Transportation 1. Damage due to ground rapture
2. Damage due to soil liquefaction
3. Damage due to bridge collapse
4. Damage due to falling down of overpass and elevated highways
5. Blockage due to landslide debris
6. Blockage due to collapsed buildings debris
7. Shutdown of traffic signal system
8. Heavy traffic due to mass movement, road damaged and traffic

signals
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2012; Comes and Van de Walle 2014), Hurricane Hugo 1989 (Griswold et al. 1990),
South China Snow Storm 2008 (Wang et al. 2012), Kobe Earthquake 1995 (Goto
et al. 2008), Chile Earthquake (Kovascs 2010), Hurricane Haiyan 2013 (Lum and
Margesson 2014) very clearly demonstrated the vulnerabilities of critical infrastruc-
tures against natural and man-made disasters. All those events also demonstrated the
significance of cascading failure in the total disruption from the hazards. Table 3
documented ranges of damage pattern in critical infrastructures from the past disas-
ters.

3 CIs System Management

Operation and management of critical infrastructures are very challenging and their
services are vital for all the phases of disaster management cycle. During the new
development, existing risk mitigation, and preparedness planning system thinking
approach can help to find the optimumnumber and suitable sites for newconstruction,
optimizing the utilization of available resources and developing suitable communi-
cation and coordination mechanism among the organizations. Generally, the overall
situation gets more dynamic and chaotic during the emergency and disaster. The sit-
uation demands huge efforts for response and recovery. Timely initiatives can reduce
the damage and loss significantly. The necessity for systems thinking is more critical
in emergency response and recovery than the normal condition.

3.1 Location Allocation

Location theory has long been of interest for determining optimum sites of infrastruc-
tures such as fire stations, hospitals, airports, or warehouses. It has a well-developed
theoretical background (Pace and Shieh 1988; Asami and Isard 1989). Owen and
Daskin (1998) identified facility location problem as an important research issue in
spatial data analysis in 1998 as it deciphers problems of balancing the demand and
supply by using sets of objectives and relevant constrictions.

The idea of location allocation was first introduced in 1909 to find the best site
for a warehouse to optimize travel distance (Başdemir 2004). Other seminal location
publications include: Hotelling (1990), Christaller (1966), Cooper (1963), Hakimi
(1964, 1965), Balinski (1965), ReVelle and Swain (1970), Toregas et al. (1971), and
Church and ReVelle (1974), Badri (1999). Service area covering problems are one
of the principal problems in location theory (Daskin 1997; Brandeau and Chiu 1989;
ReVelle and Eiselt 2005). Badri (1999) combined Analytic Hierarchy Process and
multi-objective goal-programming to support decision making for locating optimum
site for facility planning.Church andReVelle (1974) andErdemir et al. (2008)worked
on Maximum Covering Location Problem for locating fixed number of facilities that
will provide maximum coverage.
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3.2 Resource Optimization

ThePatriotAct of 2001 legally defined theConcept andPractice ofCritical Infrastruc-
ture Protection (CIP), and the US Presidential Directive HSPD-7 in 2003 broadened
as “the Identification, prioritization, and protection of the physical and virtual sys-
tems that are so vital to the United States that the incapacity or destruction of such
systems and assets would have a debilitating impact on security, national economic
security, national public health or safety” (Moteff 2007).

Since it is impossible to protect all CI sectors, assets, systems and networks
with limited resources, prioritizing efforts are required to focus better on protection
planning, inform resource allocation decisions, and support effective incident man-
agement, including where risk management programs should be instituted and which
measures offer the greatest return on investment (Boin and McConnell 2007).

Management of widespread disruption and chaos is solely dynamic process
when the situations evolve over time and creates state of uncertainty. Traditional
management approaches may not be able to take control of the situation, rather can
push the situation from bad to worse. Management approach need to adapt with the
ever-changing dynamic situations. Such adaptive management approach demands
very clear knowledge on the attributes and attitudes of all the components involved
in the system.

Rist et al. (2013) defined adaptive management as “a structured, iterative process
which aims to reduce uncertainty by increasing knowledge and understanding, thus
enabling improved management decisions over time”. Many scholars (Williams and
Brown 2016; Allen et al. 2011; Rehme et al. 2011; Prato 2007; Parma 1998; Kohm
and Franklin 1997; Walters 1986; Holling 1978) stated adaptive management the
appropriate approach for handling uncertainty and change over time.

3.3 Priority Restoration

Restoration is the process of bringing back a disrupted society to its essential normal
functioning. The restoration process normally begins immediately after any hazard
event and mainly focuses on the establishment of repairable essential facilities and
services. The process can last for few weeks to months depending on the nature and
scale of the devastation and capacity of the affected community (Amaratunga and
Haigh 2011).

All the components in our society are interconnected and interdependent, and
function simultaneously as a single complex system. Any change in one compo-
nent has the potential to influence the whole system. Sharkey et al. (2015) stated “A
restoration interdependency occurs when a restoration task, process, or activity in an
infrastructure is impacted by a restoration task, process, or activity (or lack thereof)
in a different infrastructure”. In their research, they also documented five types of
restoration interdependency observed during the restoration process on Hurricane
Sandy 2012. Based on the experiences from 11 September 2001, Prieto (2002) sug-
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gested the importance of support environment functionality for effective restoration
and recovery. Restoration of damaged critical facilities in Kobe Earthquake took
much longer times (5–10) than hazards because of cascade effects and complex
interactions (Pitilakis et al. 2008).

3.4 Organizational Coordination

Hazard events management is eventually a dynamic playground of multiple orga-
nizations (Waugh 1993). All the organization need to understand and communicate
among each other to synchronize their activities for an effective response and man-
agement (Paton and Flin 1999; Janssen et al. 2010; Waugh and Streib 2006; Kapucu
andGarayev 2011). Information is the key to effective emergency response but rarely
available (Horan and Schooley 2007; Kapucu et al. 2010; Comfort et al. 2004;Weber
and Khademian 2008).

According to Waugh and Streib (2006) collaborative management approaches
have become an unavoidable tool for urban emergency response and disaster man-
agement. According to Bardach (1998), collaboration is the effort to join potential
mutual activities of two or more agencies to increase the value of ultimate outcomes.
In collaborative approach people from different organizations work for a single goal
through joining labors, capitals, knowledge, and share rights of the final product
(Kamensky and Burlin 2004). Communication, cooperation and coordination are
vital for effective collaboration. The efficiency of emergency response can be sig-
nificantly improved with the support of quality information (Horan and Schooley
2007; Kapucu et al. 2010). A harmonic performance is impossible without proper
coordination among the organizations in emergency response (Paton and Flin 1999).

Since emergency situation is full of complication, urgency, and indecision
(Aldunate et al. 2005; Comfort 1999; Danielsson and Ohlsson 1999) it is crucial
to have a clear idea about goals, roles, capabilities, authorities, inputs and outputs of
all participating organizations before any devastation. In the past, emergency collab-
oration was mainly focused on the post disaster situation. Emergency collaboration
can be significantly improved by networking the core emergency responders before
any disaster and continue as a normal practice by mainstreaming it in organizational
practices.

4 Urban Disaster Management

4.1 Urban System

Urban centers are at the heart of development, commerce, education and innova-
tion (Shaw et al. 2009). Urban critical infrastructures are like vital organs in a body
(Turoff et al. 2014). Infrastructure services are essential to support economic pros-
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perity and quality of life (Rinaldi et al. 2001; Kröger 2008). Currently, more than
50% of the world population are living in complex urban system (UN-Habitat 2011)
and projected as 60% by 2030 (Doytsher et al. 2010). For the safety and security
of this huge population, future urban systems need to be resilient against disasters.
Urbanization is inevitable (Teriman et al. 2008); hazards are unavoidable; but dis-
asters/emergencies could be preventable. Increasing dependency of urban systems
on critical infrastructures and technology (Menoni et al. 2002), and ever-increasing
complexity among the urban subsystems (Gencers 2013) are growing concerns about
their undesirable effects in disaster situation.

4.2 Infrastructure, City, and Hazard

Cities are becoming highly prone to disasters by both natural and manmade hazards.
Lives and livelihoods of a city solely relies on the services from their basic or critical
infrastructures system. Critical infrastructures must stay functional in all situation.
However, such facilities do not stay in isolation. They are equally victimized dur-
ing massive devastations. In absence of effective and timely recovery, lives in city
can worsen without basic services. To reduce the probability of such happening,
city managers need to think for resilient infrastructures system along with a resilient
city. Hazard can create threats for infrastructures system. On the other hand, prop-
erly designed infrastructure can reduce the risk of disasters and sometime prevent
it. Faultily designed and managed infrastructures can create additional threats and
disaster. Similarly, we can see that, urban systems are not only victims of disas-
ters/hazards, they are also the background reason for frequent disasters. Unplanned
urbanization and climate change are key reasons for the suffering of urban communi-
ties from disasters. Figure 4 illustrated the interrelationships between infrastructure,
urban system, and hazard in urban disaster continuum.

4.3 CIs in Disaster Continuum

The modern society is highly reliant on services from the infrastructures system
for their lives and livelihoods. Services from critical infrastructures are vital for
disaster management and emergency response. Moreover, malfunctioned critical
infrastructures system can create service disruption and push the entire society to
a disastrous situation. Disaster emergency response and management, usual lives
and livelihood, and development, all solely rely on the performance of critical
infrastructures system. Resilient critical infrastructures are the key to disaster
resilience and future sustainability.

Critical infrastructures are vital for the functioning of urban system, they are
also very important for managing crisis in the urban system (Fig. 5). In case of
crisis/disaster they are the primary responders for protecting the society from dev-
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Fig. 4 Interrelationships between hazard, urban system and critical infrastructure (Constructed by
the first author)

Fig. 5 Critical Infrastructure and disaster (Adopted from ‘Bouchon 2006’)

astation. On the other hand, malfunctional critical infrastructures and disrupted vital
services can push the society to chaos and sufferings (Bouchon 2006). The role
of critical infrastructure and their protection are vital for public safety, emergency
response and disaster management (Stangl et al. 2012). Post disaster recovery of
community, basic services, and economy also rely on the capacity and resilience of
infrastructures (Jha et al. 2013).

Resilient urban system is highly dependent on resilient critical infrastructures
system (Javanbarg and Scawthorn 2012; Oh et al. 2012). One of the challenging
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issues in building critical resilience is their complex connectivity and interdepen-
dency (Mussington 2002; Shinozuka et al. 2007; Dueñas-Osorio and Vemuru 2009;
Ouyang and Dueñas-Osorio 2011; Rosato et al. 2008). Since, all the infrastructure
facilities perform as a team, even if each facility is resilient, the system may still
remain vulnerable in absence of a coordinated management approach (Auersward
et al. 2006; Waugh and Streib 2006). Again, due to incomplete understanding of
interdependencies between infrastructures, capability to protect critical infrastruc-
ture remains as a challenge for a resilient urban system (Mussington 2002; Javanbarg
and Scawthorn 2012).

5 Urban Emergency Response

5.1 Emergency Response

Every hazard prompted event or incident starts with emergency: a state of confusion.
Scholars characterized emergency by complexity, urgency, and uncertainty (Chen
et al. 2008; Aldunate et al. 2005; Comfort 1999; Danielsson and Ohlsson 1999).
The situation demands huge amount of decisions with limited information. Correct
management approach may help to stop/control damage propagation and bring the
situation back to normalcy first. Wrong or improper initiatives may lead the situation
to the worst such as disaster or catastrophe (Fig. 6).

The very common nature of any hazards disruptions is, they reduce the capac-
ity (C) of the affected system and escalates the demands (D) significantly. Such
sudden fluctuations in capacity and demand can create bottlenecks to event man-

Fig. 6 Uncertainty and other challenges in emergency response (Constructed by the first author)
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agement (Fig. 6). In absence of timely and effective action to take care of such
situation workloads may increase with time and lead the system to progressive col-
lapse. Effective emergency response can miraculously improve the state of chaos
from being deteriorated and increase resilience.

5.2 Disaster Resilience

According to Holling (1973), resilience is a “measure of the persistence of systems
and their ability to absorb change and disturbance and still maintain the same rela-
tionships between populations or state variables”. Many scholars also considered
the rate of recovery as an indicator of resilience (Campanella 2006; Wallace and
Wallace 2008 ; Cutter et al. 2008). The very basic concept of sustainability is the
ability to be maintained at a certain rate or level. In the realm of development, the
concept of sustainability provides the idea of development without obstructing the
rights of future generations (Brundtland 1987). In chaos or hazard events manage-
ment, sustainability refers to the capacity of remedial from hazard devastations and
positive progression. Theoretically, sustainable and resilient communities are able
to withstand extreme disruptions and recover rapidly (Tobin 1999).

Resilience is the key to sustainability whereas chaos is an integral part of our soci-
ety.Wemay not prevent, butwe canmanage effectively to reduce losses and damages,
and recover quickly. Quicker response results in better chaos control (Waugh and
Streib 2006). Resilient communities have the capacity to absorb shock, response
fast, recover quickly and get back to normalcy, or better (Holling 1973). A resilient
system is an adaptive system, which can learn from the part and act better in future.
The ultimate outcome of resilience is sustainability. From a cyclic rise and falls over
long period, a resilient systemmaintains net achievement and supports sustainability
(Fig. 7).

5.3 Disaster Sustainability

Sustainability is the long-term outcome initiated from effective disaster manage-
ment, adaptive learning, and building resilience. Resilience is the building block of
sustainability, while adaptive learning is the process of building resilience. However,
the most important thing in disaster management is emergency response. Disaster
sustainability also depends on the event severity and community capacity. Small dis-
asters can help the community to buildup resilience gradually from positive adaptive
learning. Whereas, a catastrophic event-level of devastation is far beyond the capac-
ity of the affected community-can push the community to ground zero, and make the
community settings more miserable and vulnerable. The sense of sustainability in
real-life disaster is quite different than the concept in development studies. Disaster
sustainability is a parallel thought of sustainable development.
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Fig. 7 Conceptual links between emergency response, resilience and sustainability (Constructed
by the first author)

6 Systems Thinking

6.1 Basic Concepts

Our society is becoming complex with new developments and interventions of new
technologies. All the issues and problems in the society are interconnected andmutu-
ally dependent (Uddin et al. 2018). In the current circumstances, it is not possible
to make a safe and efficient social system by treating the constituents of the system
independently. The management practice needs a paradigm shift from managing
social issues individually to collectively. Disaster is the result of complex interac-
tions between the physical world, the natural and built environment, organizational
settings, and activates (Quarantelli 2005; Cuny 1993; Davis and Wall 1992). Latent
risk can be materialized into real disasters when a triggering event meets the vulner-
abilities and crosses the threshold (Maskrey 1993; ICSU-LAC 2010). Vulnerability
is the state of an ‘element at risk’ that reflects susceptibility, the conditions that favor
or facilitate damage (Khazai et al. 2015).

Urban systems are like mutually connected multiple gas balloons. Exerting exter-
nal pressure on one of them will change the pressure dynamics in all the connected
balloons. To understand the flow dynamics in the complex urban system, the concept
of ‘entropy’ can be used. According to the second law of thermodynamics thermal
energy flows from higher gradient to lower gradient to reach the equilibrium. While
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Fig. 8 Conceptual model for systems thinking in urban management (Uddin et al. 2018)

the thermal system is trying to find a balance state, it is also creating imbalances with
the surrounding environment which exceed the net gain of equilibrium. In complex
urban system, when we are trying to solve one issue without treating the system as a
whole, it can createmore problems than the solution. Figure 8 is a conceptual illustra-
tion of an urban system, which demonstrated complexity of the system, and pointed
out that it is impossible to solve a problem individually without taking issues directly
or indirectly connected with the target problem into consideration. All the elements
in the urban system are connected and mutually dependent. They conjointly share
internal pressure fluxes among them. In the mutually connected complex system,
urban critical infrastructures system is one of the most important balloons.



Systems Thinking Approach for Resilient Critical … 397

6.2 Systems Thinking for CIs Management

Complex systems are collection of a number of interacting parts that perform in
a non-linear way, and displays ‘emergent’ phenomena (Ramalingam 2013). Event
progression in the complex systems relies on their initial conditions, often called the
‘butterfly effect’. Butterfly effect creates large effects from small causes in a complex
system (Smith 1998; Stewart 1997). Another principle of the complex system is
‘bifurcation’, where the system evolves in a nonlinear waywith successive disruption
(Mathews et al. 1999; Williams 2014). Cities are the complex systems (Montenegro
2010), where system’s complexity is one of the challenging issues for the authority
in disaster response (Griinewald and Binder 2010; Satterthwaite and Dodman 2013).
Managing large data, understanding system dynamics, forecasting and planning,
smart decision making, organizational management, and rational plan and policies
are six potential scopes of system thinking for better urban governance (Orr 2014).

7 System Theories, Tools and Models

A system is an integration ofmany individual elements with unique features perform-
ing together in harmony to produce a collaborative goal(s). Generally, a system has an
input, a processing unit, and an output. Since, system consists of many components
and their connectivity, they are essentially complex. In a controlled complex system
(computer, internet, etc.), where all the connected elements act based on predefined
roles and relationship, systemoutputs for specific inputs are simply predictable.How-
ever, in an organic complex system, all the elements behave naturally and freely. Even
though, connectivity and interdependence in an organic complex system are equally
important as the controlled one, elements in organic complex system rarely consid-
ered the influences of each action on the overall system performance. In a complex
system, relationships between the facilities are mostly non-linear. And most of the
time it is impossible to capture the dynamics by adopting an approach. The follow-
ing section elaborated a list of theories, tools and models suitable for modeling the
interdependence and dynamic behaviors of complex infrastructures systems.

The field of operations research introduced a number of advanced analytical
techniques in order to solve complex problems and make organizational decisions.
Figure 9 illustrated a list of common ideas and their hierarchy of implementation. The
subsequent sections elaborated all the theories, tools and models and their suitability
in the understanding and management of complex urban and critical infrastructures.
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Fig. 9 Different approaches for different level of analysis (Constructed by the first author)

7.1 Theories

7.1.1 Graph Theory

Graph theory is one of the basic tools for network analysis. Basically, a graph consists
of node (vertex) and link (edge). Nodes are basic element of a graph. Each node has its
ownproperties.A link is the connection between twonodes. Based on the relationship
(unilateral and bilateral) between two nodes a graph can be directed or undirected
graph. Not only direction, types of graph also depends on the strength of relationship
between the nodes (Bollobás 2012). Graph theory is the simplest theory for visualiz-
ing the connectivity and interdependence among the target entities. In graph theory
infrastructure system are illustrated in networks where nodes represent individual
infrastructure and links represent connectivity and interdependence among them.

7.1.2 Decision Tree

Decision Tree is one of the simple ideas for breaking down a complex problem into
simple cause-effect chains. The approach is user friendly, flexible, less technical, and
can handle non-linear relationships in complex system (Friedl and Brodley 1997). In
contrast to other tools, it is quick and easy to train decision trees, and are rapid in exe-
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cution (Jacobsen et al. 1999). It consists of three basic parts: (1) causes, (2) problems,
and (3) effects. This idea can adopt both top-down (decomposition) and bottom-up
(aggregation) approaches. Decision tree can be a very suitable to synthesize problems
in urban infrastructures and solve them more naturally.

7.1.3 High Level Architecture

High Level Architecture (HLA) is a technique for modeling and simulating complex
distributed systems (Kuhl et al 2000; Dahmann et al. 1997). This approach breaks
down the complex system into many simple interconnected sub-systems. HLA offers
many advantages formodeling and simulation of dynamic behavior of complex urban
infrastructures system. The idea was developed originally by the US Department of
Defense (DoD) (Nan and Eusgeld 2011; Eusgeld et al. 2011). The main idea of the
approachwas to facilitate the reuse and the interoperability of simulations (Kuhl et al.
2000). There are lots of existing domain-wise models. HLA ideas is to integrate them
to solve new problems with higher potentials.

7.1.4 Ant Colony Optimization

Ants are social insects. Although, individually ant possesses only limited cognitive
abilities, each is equipped with basic set of behavioral rules and collectively they can
solve complex problems (Dorigo and Birattari 2011; Yaseen and Al-Slamy 2008).
Rather than performing individually, ant’s colony performs as a team based on some
predefined rules and goals. Ant foraging is a prime example of so-called emergent
behavior. When ants move for searching food, they release pheromone and create
a trail to attract other ants to a food source. The learnings from ant colony opti-
mization can significantly help optimized and collaborative management of urban
infrastructures.

7.1.5 Artificial Neural Network

Artificial Neural Network (ANN) is an idea that roughly copied the human brain.
ANN is the fundamental idea of artificial intelligence. This theory is developed to
solve complex problems through systematic organization and utilization of previous
experience (Schalkoff 1997; Haykin 2009). This approach is attractive to a large
scale of problems belonging to different domains (Bishop 2007). It is designed to
use segregated pieces of knowledge and information to solve complex problems.
Urban critical infrastructures, as a system of systems can adopt ANN for making
decisions to solve their complex problems more effectively.
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7.1.6 System Dynamics

System Dynamics is the approach for studying and understanding the processes of
a complex system over time. The method diagram includes stocks (the processing
unit), flows (inputs and outputs) and information (the relationships between stock
and slows) (Sterman 2000). The flows in system dynamics can be presented in two
basic diagrams: (a) causal-loop diagrams and (b) stock-and-flow diagrams (Kirk-
wood 1998; Min et al. 2007). System dynamics is an effective tool for strategy
assessment and policy evaluation (Sterman 2000). This approach is also used in
environmental modeling, in economics, and in analysis of infrastructure interdepen-
dencies (LeClaire and Reilly 2005; Conrad et al. 2006; Min et al 2007). Feedback
loops indicate connection and direction of effects between CI components (Ster-
giopoulos et al. 2016).

7.1.7 Input-Output Theory

Input–output model is another famous idea for modeling infrastructure interdepen-
dences (Haimes et al. 2005; Santos and Haimes 2004; Leung et al. 2007). The basic
principle is based on an economic theory. It was proposed by Leontief in 1973.
His model simplifies the analysis of the interdependence between the facilities and
forecast possible changes in the entire system for any local perturbation. The model
formulation is given by:

q = Aq∗ + c

The above equation is simple idea of capturing complex interdependencies
between the critical infrastructures. In the equation ‘q’ in the ultimate functionality
levels of different infrastructures (0 to 1); ‘q*’ is the standardized level of func-
tionality (typically 1); ‘A’ is the generalized interdependency matrix; and ‘c’ is the
recovery rate following a disaster.

7.1.8 Agent Based Model

Agent-based models (ABM) is the approach for producing valuable information
about dynamically interacting complex real-world system (Bonabeau 2002). ABM
simulates aggregate performance of the constituents of the complex system. In this
approach all the agents work for a collaborative goal, rather than for achieving indi-
vidual goals. Individual infrastructure system can be viewed as agents. Decisions
and actions of an individual agent are always influenced by the connected agents
and governed by the ultimate goals of the system. Hence, the modeling and simu-
lation of critical infrastructure interdependencies is the key advantage of the ABM
approach (Stergiopoulos et al. 2016). ABM is one of the methods that emerged in the
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early phase of modeling complex interdependence in critical infrastructures (Tolk
and Uhrmacher 2009; Tomita et al. 1998; Amin 2002; Batty 2007). This method can
seizure all types of the interdependencies among the critical infrastructures system
(Ouyang 2014).

7.1.9 Markov Process

In Markov process, the initial situation of a certain system is assumed as an input. If
the moment n is regarded as the “current”, the moment 0, 1, …, n − 1 as the “past”,
and the moment n + 1 as the “future”, Markov property indicates that when the
“current” situation of a certain system is known, the situational probability of any
“future” situation of the system is independent to its “past” situations. The system
will transfer among the potential situations with a certain probability distribution.
That is, the “future” situation features stochasticity, which is similar to the efficiency
variation of emergency system, resulted from the restriction of emergency capacity
and other uncertain factors (Gilks et al. 1995; Doucet et al. 2001).

7.1.10 Fuzzy Set Theory

Binary (0/1) system is not always suitable for solving all the real-world problems. In
binary system, an infrastructure can only have one of the two possible states of func-
tionality (functioning or not functioning) following a major hazard event. In reality,
infrastructures sustain different level of damages and different levels of functionality
loss. Effective decision-makingmodels for critical infrastructuremanagement should
be able to tolerate fuzziness or ambiguity (Yu 2002). To solve the problems of such
nature Zadeh (1965) introduced fuzzy set theory, and since then it has been applied
in varieties of research in applied science (Izadi and Mohammadi 2013). In compar-
ison with traditional binomial approach, fuzzy idea is much advanced for modeling
interdependence functionality in complex system during disaster emergencies.

7.2 Tools

7.2.1 Social Network Analysis

Social Network Analysis (SNA) is the approach to analyze and visualize the rela-
tionships among actors (Scott 1988; Knoke and Yang 2008). The origin of SNA has
deep roots in anthropology and sociology (Moreno 1934). SNA generally calculates
betweenness, closeness, and degree centrality measures to provide different per-
spectives on the social or organizational relationships within the network (Freeman
1978).
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Degree Centrality: Degree centrality is the simplestmeasure of node connectivity.
It assigns an importance weight based on the number of links held by each node.
This assessment is for finding the entities based on the potentials of their influence
on the overall system.

Closeness Centrality: The measure is to find the entities who are best placed to
influence the entire network most quickly. Closeness centrality assesses the shortest
paths between all nodes, then assigns each node a weight based on its sum of shortest
paths. The basic idea is that an entity ‘x’ is central if it can easily interact with all
other entities within the network.

Betweenness Centrality: This measure identifies which entities act as ‘bridges’
between nodes in a network. These entities are also called gatekeeper entities. It
measures the number of paths that pass through each entity.

7.2.2 Analytical Hierarchy Process

Analytical Hierarchy Process (AHP) is a frequently used tool for formulating and
analyzing multicriteria decisions. AHP was introduced by Saaty (1972) to support
decision making process for complex judgmental issues. AHP assistances decision
makers to convert qualitative experience of experts into quantitative numbers bymak-
ing trade-offs among them. The process conducts pair-wise comparisons to assess
the relative rank of one activity to the other using the scale (Saaty 1977). Saaty argues
that human mind can make more reasonable decision in comparing two things than
to compare many. AHP is a suitable tool for setting priority of facilities in critical
infrastructures system to reach a targeted goal. A inclusive list of the key applications
of AHP, along with a explanation of the technique, can be found in Saaty (1980),
Ramanathan (2001), Weiss and Rao (1987), Javanbarg et al. (2012), and Zahedi
(1986).

7.2.3 DEMATEL Process

DEMATEL is a multicriteria decision-making tool for analyzing complicated and
intertwined problems (Tsai et al. 2009). The concept of the tool was originally devel-
oped by the Science and Human Affairs Program of the Battelle Memorial Institute
of Geneva (Wu 2008). The DEMATEL (Decision-Making Trial and Evaluation Lab-
oratory) technique was adopted to visualize the influence propagation in a complex
system representing direct relationship map (Falatoonitoosi et al. 2012). DEMATEL
approach collects data from expert opinion survey following the concept ‘Pairwise
Comparison’ (Saaty 1980), analyzes them following the concept of Markov Chain
and graph theory (Geyer 1992).
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7.3 Models

7.3.1 HAZUS-MH by FEMA

HAZUS-MH is a GIS based software has been developed by the Federal Emergency
Management Agency (FEMA) to analyzes potential losses from disasters such as
earthquakes, flood, and cyclone. It can analyze the severity of an earthquake by
estimating the physical damage, economic loss and social impact (Schneider and
Schauer 2006, Kircher et al. 2006). The software has separate physical damage
and recovery models for individual structures and infrastructures (Dueñas-Osorio
et al. 2007). HAZUS restoration curves are functions of ‘damage states’ of the facil-
ity and restoration schedule only considered non-emergency situation, where all
other facilities are functioning normal. For restoration modeling, HAZUS used data
from ATC-13 (ATC 1985; FEMA 1994, 2011). However, during a real-world hazard
disruption rather than a single facility the whole society experiences disruptions.
HAZUS model failed to illustrate the critical infrastructure interdependency and its
uses are only limited to proactive disaster risk reduction and preparedness planning.

7.3.2 Syner-G by EC

Systemic Seismic Vulnerability and Risk Assessment of Complex Urban, Utility,
Lifeline Systems and Critical Facilities (SYNER-G) has developed by European
Commission Directorate-General for Research under Framework Programme-7 is
slightly advanced than the HAZUS model in context of critical infrastructure inter-
dependency. This model added the concept of usability. The concept usability not
only considered physical damage of a facility but also dependency of the facility
on other facilities (Cavalieri et al. 2012; Pitilakis and Kakderi 2011; Pitilakis et al.
2014a, b). The model slightly touched the issue of interdependency and proposed
future development of their research through integration of cascading effects and
emergency recovery process; these are absent in the current model.

7.3.3 Business Recovery Model by MCEER

A similar research has been developed by MCEER (Multidisciplinary Center for
Earthquake Engineering Research) at the State University of New York at Buffalo.
MCEER primarily works on restoration modeling of lifeline systems and has con-
ducted relevant research on multiple infrastructures, while their aim is to estab-
lish disaster-resilient communities (Shinozuka et al. 2004). The main objective on
MCEER was to increase the seismic resilience of the community through effective
rehabilitation and recovery strategies. The MCEER recovery model is characterized
by the attributes and behaviors of economic agents within a community (Chang and
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Miles 2003). In spite of physical restoration and recovery of infrastructure systems,
MCEER model mainly focused on business recovery and resilience for the analysis.

7.3.4 I2Sim Model by UBC

To estimate the effect of interdependence I2Sim used the following matrix proce-
dures. This mathematical formulation also allows performing sensitivity analysis to
determine the strongest interdependencies and the most vulnerable points. I2Sim’s
core solution is based on network partitioning techniques (Anderson 2010) imple-
mented on a PC-cluster environment. Systems of thousands of variables are solved
in seconds of computer time allowing for instant feedback on the evolution of the
system dynamics (Marti et al. 2008).

There is another famous simulator named as I2Sim (Infrastructure Interdepen-
dency Simulator) developed by TheUniversity of British Columbia (UBC) andOther
Five Universities in Canada under Joint Infrastructure Interdependencies Research
Program (JIIRP). The model explicitly explained the functional interdependency of
a facility on other facilities to aid in decision making during disasters (Ventura et al.
2010; Martí et al. 2008). Even though I2Sim is the most advanced simulator for
critical infrastructure interdependency among the three discussed above, still lacks
integrated recovery, facility management, organizational coordination and informa-
tion management.

8 Ongoing Research

An extensive research effort is essential for understanding and management of com-
plexities in the urban system to support decision making for disaster resilience and
future sustainability. The first author of the chapter is currently working on “System
Thinking forUrbanResilience:Modeling andManagement ofCritical Infrastructures
Interdependence for Urban Emergency Response”. The main target of the research is
to create a “virtual city” in GIS platform using the information from a real one. The
main methodological approach is to identify key entities (critical infrastructures),
their location, individual attributes/behavior, mutual connectivity and interdepen-
dence between the entities (inputs-outputs), their cumulative behavior, and most
importantly the priority of their services for the welfare of the community.

The integratedmodel is a system of three interconnected and interdependent mod-
els, namely facility functional interdependence model, dynamic restoration model,
and adaptive management model for resource optimization (Fig. 10). The integrated
model is designed to behave like the real city and generate scenarios based on a prede-
fined condition for decision support. The decision-making is the human component
of the system. This section is not only responsible in making decisions supported by
themodel generated alternative scenarios, but also in collecting, validating, and feed-
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Fig. 10 The architecture of the proposed Emergency Response Support System (ERSS) (Con-
structed by the first author)

ing real-time information, and updating models’ algorithms based on new learning
from past events.

9 Conclusion

Critical infrastructures in an urban system need to be planned properly before con-
structing, protected from both natural and manmade threats and kept functional in
all the circumstances. As complex-adaptive system, operation and management of
such facilities must adopt the approaches of system thinking for maximizing overall
performance and optimizing utilization of available resources. According to stan-
dard definitions, disaster is a situation while communities are unable to cope using
their own resources. Most of the research blamed scarcity of resources for the suf-
fering in disaster situation. But in reality, optimal utilization of available resources
is the bigger challenge than scarcity. Disaster in an urban system significantly alter
the input-output flows and supply-demand balances. Other than creating resources
scarcity, disaster reassigns the weight of supplies and demands in the system. Hence,
a contemporary mechanism for operation and management of urban infrastructures
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and other constituents may not meet the needs of emergencies in future urban com-
plex environment.

Cities are becoming complex with new developments and technological interven-
tions. And subsequently harvesting the latent threats for many impending disasters.
In the current social system where economy and lifestyle largely depend on the con-
tribution of the basic infrastructures system, disaster resilience of an urban system
has become an essential issue to be noted. It is a function of its resilient infrastructures
system. Enhancing the resilience of infrastructure systems is critical to the sustain-
ability of the society. As a complex system, CIs needs to adopt system-thinking
approach and computer aided decision support system for their resilience and sus-
tainability. CIs system can only provide services to the community in any situation
when they are resilient enough to deal with any calamities without any sacrifice in
their vital functionality.

It may not be possible to develop a single model, tool or theory for solving the
problems in the operation and management of critical infrastructures in complex
urban system. But it is feasible to breakdown the complex problem into simple
identical segments, solve them independently with reference to a standard boundary
conditions and later put them together to work as a single unit. For solving an inde-
pendent simple problem, it is easy to get a suitable tool or theory and modify them
as needed. This chapter described a set of theories, tools and models which have the
potentials of solving the issues in complex urban system. A suitable combination and
arrangement of these theories and tools can significantly contribute in the operation
and management of critical infrastructures in a complex urban setting, especially
in the context of emergencies. Modeling and management of critical infrastructures
are comparatively a filed of academic intervention. The field has immense scopes
of fundamental and operational research. Traditional urban management and emer-
gency response approaches may not meet the needs of the future cities. Cities are
not only growing faster but also becoming prone to hazards. It is very important to
understand the dynamics in cities and prepare accordingly for the future safety and
security of the urban areas and the half of the world population inhabiting in them.
City managers and decision makers need to focus on treating problems in the urban
system as a whole rather than treating them in parts. for effective urban emergecy
response, disaster management, and future sustainability.
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Resilience of the Built Environment
to Fire and Fire-Following-Earthquake

Thomas Gernay and Negar Elhami Khorasani

1 Introduction

Amongst the hazards with which the built environment has to cope, fire is one of
the most devastating. Throughout history, urban fires and conflagrations have rav-
aged cities (e.g. Rome 64, London 1666, Chicago 1871, Baltimore 1904), resulting
in countless casualties and losses, even reshaping the trajectory of entire regions
by diverting economic and population growth from one city to a competing one.
Such conflagrations have sometimes been caused by another primary hazard, adding
destruction to this primary event, such as an earthquake (e.g. San Francisco 1906,
Northridge 1994, Kobe 1995), blast (e.g. Phillips disaster in Texas 1989), or bomb-
ing in wartime (e.g. London 1940, Dresden 1945). Over the last century, progress
in construction practices, materials and technologies, as well as fire safety and pre-
vention, have considerably reduced the likelihood of urban conflagrations of such
scale [in developed countries; yet urban conflagrations still occur in informal set-
tlements (Arup 2018)]. Yet in any society, fire remains a major societal hazard, one
that drains valuable resources from the community and has the potential to disrupt
major infrastructure systems. Dramatic fire events have been widely reported in the
media (e.g. Mont Blanc Tunnel 1999, New York World Trade Center Towers 2001,
London Grenfell Tower 2017, Tehran Plasco Building 2017), but structure fires are
in fact a permanent and rampant hazard. In 2016 in the U.S., 475,500 structure fires
caused 2,950 deaths and 7.9 billion dollars in direct property damage (Haynes 2017).
This dollar cost of structure fires increases dramatically when accounting for indirect
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losses and expenditures, with estimates at around 1% of GDP in developed countries
(CTIF 2016; The Geneva Association 2010; Zhuang et al. 2017). Besides structure
fires, wildfires are also taking a considerable toll on the built environment with sig-
nificant direct and indirect economic and social losses, while these wildfire events
are increasing in both frequency and intensity.

To mitigate the effects of fire on the built environment, building codes were
developedwith specific provisions against fire hazard.Actually inmany jurisdictions,
unsustainable fire losses were the very reason that gave the impetus for developing
the first building codes. The goal of the codes was primarily to protect lives from fire
in the built environment. The approach was largely prescriptive, relying on tabulated
data and empirical indexing methods for designing the measures deemed adequate
to reach an implicit safety level. While this approach was successful in reducing
fire-related deaths and urban conflagrations, it appears to have reached its limits
for a number of reasons. First, the decreasing trends in human and direct economic
losses due to fire have been levelling off during the last decades; these losses remain
unacceptably high. Second, it is now widely recognized that extreme hazards harm
our societies not only through direct consequences, but also through indirect socio-
economic losses, which largely result from the loss of functionality of buildings and
infrastructure systems in the aftermath of a disaster. For instance, bridge fires have
recently caught increasing attention of the engineering community for their capacity
to disrupt a transportation network and cause tremendous indirect economic losses.
Finally, the rising threats posed by multi-hazard cascading events in increasingly
interconnected urban networks, such as fire following earthquake, as well as wildfires
within the context of wildland urban interface growth and climate change, also call
for new approaches to fire hazard mitigation.

Recently, new paradigms have emerged in civil engineering and risk management
to meet these challenges. These new paradigms center on principles that include
resilience, performance-based design, and probabilistic assessment. Beyond life
safety, the goal is to design a built environment that is prepared for, able to with-
stand and rapidly recover from disruptions due to hazardous events. To achieve
this, building codes based on empirical ad hoc approach are ill-suited. Instead,
performance-based approaches based on rational and scientific analysis, which inte-
grate uncertainty, provide the framework to assess, retrofit and design buildings and
infrastructure systems for resilience to complex and changing hazards. Extensive
research has been conducted over the last three decades to advance the principles of
resilience, performance-based design, and probabilistic modeling, in different sub-
fields of structural engineering. The seismic engineering community, for instance,
has achieved great progress, materialized notably through the release of the FEMA
P58 reports (FEMA 2012a) and the associated Performance Assessment Calculation
Tool (PACT) (FEMA 2012b). In contrast, research in the field of structural fire engi-
neering is still in its early stages. While the fire community is increasingly adopting
the idea that applying these principles to fire safety can yield significant dividends,
much remains to be done to enable a transformation of the extent of that observed in
the seismic field.
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In this context, this chapter focuses on the issues and recent developments in
the area of resilience of the built environment to fire hazard. The point of view is
that of structural engineers, i.e. the focus of discussion is towards implementing
optimum designs for the structures that support the socio-economic functions of the
community to minimize losses, downtime and disruption in case of fire events. The
chapter starts with a description of the fire problem (Sect. 2) to clarify what is at
stake. Then, it argues that the current approach to fire safety has reached its limits
when it comes to delivering resilience, and that it should be complemented with a
next-generation performance-based approach to overcome the identified shortcom-
ings (Sect. 3). Thereafter, the chapter reviews the definition and implementation
of resilience in other structural engineering subfields, and discusses the similarities
with and specificities of fire engineering (Sect. 4). The research toward advancing
the principles of resilience in structural fire engineering is examined, including cur-
rent gaps in knowledge (Sect. 5). The case of multi-hazard events, and particularly
fire following earthquakes, is explored (Sect. 6). Finally, the chapter concludes with
perspectives on the future of the topic (Sect. 7).

2 The Fire Problem

Fire takes a heavy toll on our societies, both in terms of human lives and economic
losses. Fire death rates range between 2 and 20 per million population in industri-
alized countries (FEMA 2011). The factors causing differences between countries
are unclear, but could be related to differences in lifestyle, cultural attitudes towards
fire, fire prevention practices and education, and building practices and regulations.
The U.S. fire death rate is in the worst half among the studied countries at around
10.9 in 2016 (FEMA 2018). While these rates have been continuously declining,
the trend in absolute value has been levelling off and fire-caused deaths in the U.S.
have been around 3,200 annually during the past 10 years, see Fig. 1a (the numbers
include deaths due to structure and non-structure fires). Fire also drains considerable
economic resources. A recent report prepared for the NFPA (Zhuang et al. 2017)
estimated that, for 2014, the total cost of fire in the U.S. was $328.5 billion, i.e. 1.9%
of the U.S. Gross Domestic Product (GDP). This total cost is defined as the collective
of all net expenditure on fire protection and all net losses due to fire incidents, where
the expenditures constituted $273.1 billion and the losses constituted $55.4 billion.
The fire safety costs in building construction was the largest component at $57.4 bil-
lion (17.5% of total). Direct property damage is only a small part of this cost, which
has hovered around $13 billion (in 2012 dollars) for nearly 25 years (Fig. 1b). The
total cost has been continuously increasing in absolute value (Fig. 1c), but showed
an exponentially decreasing trend in value relative to the GDP, which has hovered
at around 2% (Zhuang et al. 2017). Other sources evaluate the total cost of fire at
around 1% of the GDP for most industrialized countries (CTIF 2016; The Geneva
Association 2010). These numbers show that fire is a significant issue, with very
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high human and economic costs; furthermore, despite progress in fire mitigation, the
declining trends in fire losses have been levelling off.

Regularly, dramatic accidents shed light on the potentially devastating conse-
quences of fire. Collapses such as the NY World Trade Center in 2001 and the
Tehran Plasco building in 2017 (Behnam 2018) showed that high-rise buildings are
vulnerable to fire. Transport infrastructure such as tunnels and bridges are also at risk.
A study of 72 historic tunnel events in road and railway tunnels between 1949 and
2010 demonstrate themajority of these events (52 cases) occurred in Europewhile 10
of these events were identified in North America. These are low-probability events
but with potential for high consequences. For example, in 1996, a fire broke out
in the Channel Tunnel connecting France and the UK, and caused tunnel closure
for 6 months, disrupting commercial business between the two countries (Kirkland
2002). The Mont Blanc Tunnel fire in 1999 caused 39 deaths and the closing down
of the tunnel for 3 years. Regarding bridge fires, one well-known historic event is
the MacArthur Maze I-80/I-580/I-880 interchange overpass in Oakland, California
in 2007, where a tanker truck accident led to a fire that caused the collapse of a
portion of the busy overpass (Garlock et al. 2012). The structure was made of steel
girders with a concrete deck. The consequences of such events imply major eco-
nomic losses due to a critical bridge closure within a transportation network. Chung
et al. (2008) reported that the daily indirect losses associated with the MacArthur
Maze overpass collapse were about $6 million, while the interchange was closed
for 26 days. Such accidents indicate the fragility of our infrastructure to fire. They
further demonstrate the need to carefully take into consideration the fire loading
case when designing elements of the built environment, and particularly in case of
large, critical or iconic structures. In addition, careful considerations are demanded
when adopting novel materials, construction systems, or when extending the size and
scope of existing solutions. For instance, the 2017 Grenfell Tower Fire, which caused
72 deaths, pointed the attention on the problem of façade and exterior cladding fire
spread. For novel or complex buildings, for which reliance on precedence is insuffi-
cient, an adequate level of safety should be explicitly demonstrated through adequate
engineering.

In an increasingly interconnected society, any disruption in the built environment
may cause significant indirect costs. Infrastructure fires, such as the aforementioned
tunnel and bridge fires, are relevant examples of such disruptions. In both cases, the
fire resulted in the closing down of a critical link in the transportation network. Statis-
tics show that fire represents a significant hazard to bridges, with fire-induced bridge
collapses being much more frequent than, for instance, seismic-induced collapses
(Garlock et al. 2012). However fire loading is not accounted for in conventional
bridge design. Indeed, fire has traditionally been considered as a life safety issue
rather than as a community resilience issue. Building fires also affect the functional-
ity of the built environment, i.e. its ability to support the socio-economic functions
of a community. Occupants of dwellings have to be rehoused; relatively minor fire
incidents in hospitals or schools can lead to temporary closures that disrupt the
social fabric; while statistics show that many businesses that experience a large fire



Resilience of the Built Environment to Fire … 421

Fig. 1 U.S. fire hazard
statistics: a fire related
civilian deaths (Haynes
2017); b direct property
damage (Haynes 2017); and
c total cost (Zhuang et al.
2017). Data exclude losses
that occurred from the events
of 9/11/01



422 T. Gernay and N. E. Khorasani

eventually go into bankruptcy due to downtime and indirect costs. Current fire pro-
visions fail to address these issues.

There have been increasing trends in both frequency and the level of damage from
wildfires across the western U.S. More than 70,000 U.S. communities, containing
46 million homes, are at the risk of Wildland Urban Interface (WUI) fires, yet only
about 7,000 communities have adopted protection measures. In 2014, losses due to
25 wildfire events reached $654.3 million in direct property damage (Badger 2015).
More recently, in 2017, a number of wildfires in Northern California (including
the Tubbs, Nuns, and Atlas Fires) caused more than $9 billion in insured property
losses, one of the costliest on the records. Potential for the loss of life and direct
damage to homes and other infrastructure, as well as injuries or longer term health
issues from smoke spread due to fires in the wildland andWUI communities confirm
that the current approach in managing fires in communities is not sufficient. Similar
conclusions can be made in case of fires following earthquake. For example, Japan’s
Kobe earthquake in 1995 incinerated 7.1 million sq. ft and the fire alone resulted in
500 deaths (6000 deaths total) and damaged 6900 buildings. There were 261 post-
earthquake fires, 83 of these started in fire resistive buildings (Sekizawa et al. 2003).
Multiple fire ignitions across the community that is already experiencing chaos due
to the earthquake with possibly limited firefighting resources can lead to quick fire
spread and significant damage.

3 The Need for a New Approach to Fire Safety
for Buildings and Infrastructure

3.1 Description of the Current Approach for Buildings
and Communities

Thedesign process for buildings is typically accomplished by adhering to prescriptive
criteria contained within codes. These criteria are meant to provide a certain level of
safety and performance for the built environment. Yet, this level of performance is
not explicitly evaluated, and the actual obtained performance is unknown. Arguably
different buildings may end up with very different actual safety levels.

This prescriptive design process is particularly prevalent in structural fire protec-
tion design. Since the beginning of building fire codes, the design of structures for the
fire loading case has mostly relied on the standard fire resistance concept. Standard
fire resistance design is an empirical indexing method based on furnace testing of
isolated structural components. A single standard heating exposure is used to com-
paratively test isolated components against predefined acceptance criteria that are
intended to generalize the robustness of the protection scheme to fire exposure. For
steel components, the design strategy relies entirely on insulation for fire endurance,
meaning that the intent is to reduce heating of elements for mitigating the action of
fire. The correlation between the criteria used in furnace testing and the performance
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of the structural system in a real fire situation is very weak. Indeed, in defining the
standard fire resistance, neither the anticipated in situ fire conditions nor the actual
fire response of the structural system are quantified or explicitly contemplated.

Performance-based design is an alternative to the prescriptive approach.
Performance-based design is a formal process that relies on the application of engi-
neering principles and physics-based modeling for the design of buildings. It entails
a specific intent to achieve defined performance objectives. The performance, which
is quantified, relates to societal expectations of acceptable structural damage levels
under specified loading scenarios. Systematic performance-based approaches now
exist for design loads such as seismic loads that are being used in practice (FEMA
2012a).

However, performance-based design is not commonly used in the field of fire
safety engineering. Despite the advances of the last decades in research pertaining to
the modeling of structures at elevated temperatures, the fire protection design of the
built environment rarely relies on an explicit evaluation of the demand and capacity
of structural systems under fire exposure, as is done with other design loads. In
order words, fire is not being considered as a load case within the load combinations
when designing the structure. The performance-based approach provides a rigorous,
comprehensive framework to consider the effects of fuel loads, structural insulation
and other fire exposure mitigation techniques, structural capacity, etc. on explicit
performance objectives. Instead, the generalized reliance on prescriptive standard
fire engineering arguably results in inconsistent safety levels, stifles innovation in
the field, and hinders the rational allocation of resources to mitigate fire hazard.

In addition, the current approach to fire safety is aimed at protecting life and
property from the direct destructive force of fire, but does not consider indirect losses
through the impact of fire on buildings, communities, and infrastructure systems’
downtime. That is, the current approach does not contemplate the role of fire hazard
within the societal challenge that is the need for resilience. Yet, examples abound
where fire has disrupted systems and networks, for instance in the transportation and
energy sectors or communities in theWUI. Buildings with strategic importance, such
as hospitals, airport terminals, or data centers, ought to be designed against fire with
explicit performance objectives to achieve resilience.

Finally, the current approach treats fire as an isolated hazard. Therefore, it fails to
account for multi-hazard events. For instance, a fire following earthquake scenario
poses significant challenges to a structure integrity. Structural and non-structural (e.g.
active and passive fire protection) components may be pre-damaged while the fire
action develops, which affects the structure ability to withstand the fire action (Ni
and Birely 2018a; Behnam and Ronagh 2013).
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3.2 Description of the Current Approach for Bridges,
Tunnels and Other Infrastructure

Fire poses a hazard to infrastructure such as tunnels and bridges. Tunnel fires have
received much attention by the research community compared to bridge fires. One
main concern with tunnel fires relate to safety of people, as the fire and smoke can
quickly spread between trucks or railway cars while people could get trapped in the
tunnel. The fire scenario in a tunnel is a function of the type of fuel and available
ventilation. In case of road tunnels, trucks carrying fuel, chemicals or commercial
goods (categorized as heavy goods vehicles) can be a source of large fire with a
relatively large heat release rate. Previous tests of large-scale railcars show that if
they are on fire, they carry a heat release rate in the range of 7–77 MW (Lattimer
and Ferreira 2017), this value can increase to 200 MW in the case of freight trains
carrying fuel. Meanwhile, the effect of ventilation (natural or fans) cannot be ignored
in determining the potential fire growth rate, fire spread, and smoke production. In
addition, the effectiveness of fixedwater-based suppression systems to control the fire
spread has been considered, although cautionmust be takenwhenwater mist systems
are being used in combination with the ventilation system. A number of research
projects in Europe were conducted to develop guidelines or recommendations on
fire safety in the tunnels. These projects have led to a better understanding of the
fire evolution in a tunnel (Li and Ingason 2012), and to develop more effective
emergency egress paths for evacuation of people. However, what remains to be
answered relates to the tunnel downtime and associated economic losses versus
investments in structural fire design of tunnel lining including provisions for fire
protection. A risk assessment framework that defines the fire scenario, the associated
probability of occurrence, the level of damage due to fire, and consequences in terms
of downtime and repair time can be used for informed decision-making during the
design process.

Bridge fires have been less studied compared to tunnel fires, in part because bridge
fires generally do not lead to fatalities. In 2017, Kodur et al. noted that “to date, there
are no specific requirements in codes and standards for designing bridges to with-
stand fire hazard”. The primary risk of fire to bridges is associated to vehicle or
tanker truck crashes. The fire hazard in case of a bridge is typically characterized
by a pool fire. Fire models of various complexities have been used by researchers,
ranging from simple standard hydrocarbon fire curves to computational fluid dynam-
ics. Intermediate approaches, such as the work of Quiel et al. (2015), exist where
the modeling approach moves away from conservative simplified standard curves
while keeping the computational costs manageable. Quiel et al. (2015) proposed a
modified discretized solid flame model (MDSF) where a pool fire is represented as
a solid vertical cylinder and radiation heat flux is calculated as the output. Similar to
the tunnel fires, traffic interruptions in major transportation networks and significant
economic losses in case of a fire justify the need to perform cost-benefit analysis
and case studies on whether additional investments to increase fire resilience of the
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structure should be considered or not. In addition, guidelines on post-fire assessment
and systematic repair strategies need to be developed.

3.3 Limitations of the Current Approach

Clearly the current approach to fire safety for buildings and infrastructure systems
fails to address the civil engineering challenges of the 21st century. The incorporation
of prescriptive criteria within codes has positively impacted fire safety of the built
environment over the last century, by reducing the fire related deaths, immediate
property losses, and urban conflagrations. However, this prescriptive approach has
reached its limits as evidenced by unacceptably high human and economic costs
still attributable to fire and by the lack of consideration for the potential disruptive
effects of fire on the intricate, interconnected infrastructure systems that characterize
modern societies.

The limitations of the current approach stem from several paradigms that are
most commonly adopted and lock the progress of the field. We define the following
problems that hinder the progress of structural fire engineering toward achieving a
fire resilient built environment: theGoal problem, the Scale problem, theUncertainty
problem and the Hazard Scenario problem, see Fig. 2.

The Goal problem refers to the fact that the prime motivation of fire mitigation
efforts in the built environment has traditionally been life safety and, to a lesser
extent, protection of property from direct loss. The life safety, as the performance
metric, is of course sound and should remain the priority. However, relying on this
metric as the only criterion to define the goal of fire mitigation does not allow
contemplating larger issues at stake for society, such as downtime, indirect losses,
and more broadly, resiliency. These follow-up consequences related to the loss of

Fig. 2 The need for a new
approach to fire safety for
buildings and infrastructure.
The current approach relies
on outdated paradigms
regarding the definitions of
the Goal, Scale, Uncertainty,
and Hazard scenario

Need for 
Paradigm Shift in 

Structural Fire 
Engineering 



426 T. Gernay and N. E. Khorasani

functionality may dominate the overall cost as infrastructure networks become more
interconnected. Some buildings and infrastructures support critical socio-economic
functions while hosting few people and property (bridges, data centers, energy plant,
etc.). Meanwhile, data indicate that many businesses do not survive a major fire due
to indirect losses in the weeks and months following the accident. A holistic view on
fire safety needs to account for the strategic importance of buildings and infrastruc-
tures and the socio-economic costs of fire-induced downtime in defining the target
safety level for the built environment. This entails redefining the goal to address a
broader definition of what it means for structures and communities to be resilient to
fire.

The Scale problem indicates the current inadequate focus on individual structural
components rather than buildings/infrastructures and systems. The prescriptive fire
resistance approach looks at individual, isolated structural components in furnace to
define the fire protection. In the last two decades, research has clearly established that
the behavior of structural assemblies in fire differ from that of isolated components,
notably due to thermal expansion effects. This has been evidenced by large-scale
structural fire tests (Lennon et al. 1999), forensic analysis of fire-induced building
failure (Gann2008), andnumerical simulations (Gillie et al. 2001;Gernay andGamba
2018). Further, due consideration of fire hazard for society entails looking at the
systems of buildings/infrastructures, and the functions they serve. Cascading effects
triggered by fire-induced structural failure on systems’ functionality are important.
Similarly, defensive actions by a small number of houses in aWUI community would
not be sufficient to stop the fire spread during a wildfire event. Uniform actions taken
across a neighborhood is needed to change the behavior of fire and reduce damage.
Resilience to fire can only be achieved if the problem is contemplated across all
scales.

The Uncertainty problem relates to the prevalent reliance on a deterministic
approach and the lack of consideration for uncertainties in fire-structure hazard mod-
els. Uncertainties are ubiquitous when assessing structural fire safety, notably in the
definition of the fire scenario, fuel loading (ElhamiKhorasani et al. 2014), ventilation
conditions, and material and structural response at high temperature (Gernay et al.
2018). Newmaterials, new architectural and structural designs impact how fires grow
and spread, e.g. in large open space compartments (Byström et al. 2014), or in façade
fires such as in the recent Grenfell Tower Fire. Probabilistic Risk Analyses (PRA)
are necessary to support explicit safety verification, particularly for uncommon fire
safety designs for which the collective experience of the profession is insufficient
to support an implicitly defined safety level (Hopkin et al. 2017). While other fields
of structural engineering (e.g., earthquake and wind) have long embraced a proba-
bilistic framework to assess structures performance (FEMA 2012a; Kareem 1987),
probabilistic structural fire engineering is still in its infancy.

Finally, the Hazard Scenario problem refers to the tendency of building codes
to consider hazards in isolation, adopting a silo approach to scenarios. To promote
resilience, structural engineering designs must mitigate the risks to multiple hazards
including multi-hazard scenarios (Gardoni and LaFave 2016). Fire can be triggered
by a primary hazard such as blast or earthquake. Research indicates that the fire
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response of structure is negatively affected by the previous occurrence of a blast
(Liew 2008) or an earthquake (Ni and Birely 2018a). Therefore, the field needs to
move beyond the silo of fire hazard and address resilience to multi-hazard scenarios
involving fire if it is to create successful solutions for the built environment.

3.4 Next-Generation Performance-Based Fire Design
for Resilient Built Environment

The next-generation design approach for a fire resilient built environment will need
to overcome the Goal, Scale, Uncertainty, and Hazard Scenario problems. This
will require adopting scientifically grounded performance-based design approaches
in lieu of ad hoc prescriptive methods. In a performance-based design process, the
desired performance of a building/infrastructure is stated explicitly at the outset of the
project. This performance is identified jointly by all stakeholders (including owners,
building officials, architect, engineers, etc.). The performance objectives that are
derived state the acceptable risk of incurring damage or loss for identified fire hazards
with known frequencies. As such, the risks are explicitly expressed and can account
for indirect economic impact, downtime, interdependencies between infrastructure,
etc. The effects of different designs on the achieved performance are determined.
In this performance assessment, uncertainties in the fire severity, and limitations in
our ability to accurately predict its effects, are accounted for and acknowledged.
Finally, meaningful ways of communicating performance and resilience against fire
to stakeholders are identified to enable decision-making. Research is underway to
enable this next-generation approach, as presented in the next sections.

4 Definition of Resilience and the Context of Fire Hazard

4.1 Resilience Definition for Structural Engineers

The term resiliency has been described by many researchers and in a number of doc-
uments. The term is defined by the Presidential Policy Directive on Critical Infras-
tructure Security and Resilience (PPD 2013) stating that: “resiliency is the ability
to prepare for and adapt to changing conditions and withstand and recover rapidly
from disruptions”. The National Institute of Standards and Technology (NIST) in
the US has published the “Community Resilience Planning Guide for Buildings and
Infrastructure” (NIST 2016). The primary argument is that a community’s social
institutions are essentially its ‘human infrastructure’ (Doerfel and Harris 2015) and
as such must be supported during and after a hazard. However, safe-guarding the
social functionality begins with ensuring that the largely intangible networks avoid
the disruption of abrupt physical relocation, which brings the challenge back to
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Fig. 3 Definition of
resilience. Buildings and
infrastructure systems are
characterized by the
functions they serve to
support a society. Resiliency
is the ability to minimize the
effect of disruptions on this
functionality
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the resiliency of the physical built environments. In measuring resiliency, the guide
prepared by NIST proposes an approach to identify the gaps between the desired per-
formance goals in a community subject to hazard and anticipated performance of the
built environment. The existing frameworks generally rely on risk-informedmethod-
ologies to characterize the intensity and frequency of a hazard (e.g. earthquake or
floods) and assess performance of the physical infrastructure subjected to the hazard.
Figure 3 shows a typical definition of resilience used by structural engineers.

In a recent paper, Koliou et al. (2018) reviewed the state of the research in commu-
nity resilience and pointed out that a “tripartite view of resilience—reducing impacts
or consequences, reducing recovery time, and reducing future vulnerabilities—has
been prevalent over the last decade, although there are certainly variations in empha-
sis.” Meanwhile, there has been an emphasis on how ensuring life safety does not
imply resilience while maintaining functionality is key to minimize disruption and
ensure resilience. Mieler andMitrani-Reiser (2018) have studied existing definitions
on functionality and deduced that functionality for buildings refers to the availability
of a building facility to be used for its intended purpose. This implies the building
has to maintain safety (i.e., occupants are not subjected to risk), serviceability (i.e.,
physical space is usable and services such as utilities are available), and accessibility
(i.e., building surrounding is not damaged and building access is safe). If buildings
retain functionality, the occupants, or as stated earlier, the social institution of a
community, do not see the need for relocation and disruptions can be minimized.
However, combining all the factors related to safety, serviceability, and accessibility
of a building to simulate and quantify functionality is a complex process and it has
been a challenge to establish modeling techniques to capture the complexity of the
process.

4.2 Implementation of Resilience Framework for Hazards
Other Than Fire

Implementation of the resilience framework for hazards other than fire, in particular
earthquakes, has been the focus of a number of projects in the past few years, aiming
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to reduce losses (economic and life) and minimize disruptions. For example, the
literature is quite comprehensive on how to improve seismic structural performance
of buildings, as one of the primary elements of a community. Most of the exist-
ing research, current building codes and standards, or frameworks such as FEMA
P695 “Quantification of Building Seismic Performance Factors” (FEMA 2009) that
quantifies building seismic performance, have mainly focused on the life safety cri-
terion (and not necessarily functionality) for residential and commercial buildings.
Meanwhile, current frameworks for estimating losses for entire communities, such as
Hazus (FEMA 2014), take functionality or time to regain functionality into account
but rely on simplified analysis. Hazus quantifies building repair time, as a function
of time to clean-up and obtain financing, permits, and complete design. The Hazus
approach is generally based on aggregated data rather than building specific infor-
mation. The existing approaches to quantify losses at the community or building
level rely on estimates of losses or restoration times as represented by fragilities. A
fragility function provides the probability of exceeding a damage state for a given
intensity measure. The damage states (or limit states) are generally related to the
structural/non-structural performance level of a component and can be grouped into
different categories ranging from no damage to collapse. The intensity measure char-
acterizes the earthquake hazard.

The P-58 framework for seismic performance assessment of buildings (FEMA
2012a), developed by the Federal Emergency Management Agency (FEMA), is one
example that provides a more robust approach to quantify seismic performance but at
the building level. The P-58 framework is a step-by-step methodology to (a) quantify
intensity of ground shaking, (b) deformation, acceleration, and velocity demands on
structural and non-structural components of the building, (c) vulnerability of building
components, and (d) the consequences and losses. After detailed information on
characteristics of building structural and nonstructural components is assembled,
building response is assessed using simplified or nonlinear response-history analysis.
Performance metrics are defined as the number of casualties, repair and replacement
cost, repair time, and unsafe placarding. Themethodology incorporates uncertainties
at different steps and reports building performance in terms of statistical distributions.
The framework is meant to be used for risk assessment and decision-making when
designing new buildings or evaluating retrofit options for existing buildings. The P-
58 framework is implemented in Performance Assessment Calculation Tool (PACT)
(FEMA 2012b), which provides users a platform to assemble building information
and performance models and measure probabilistic loss estimates for the building.

The Advanced Technology and Research team in Arup has proposed a Resilience-
based Earthquake Design Initiative (REDi) Rating system to be used by owners,
architects and engineers to go beyond the current building codes and implement
“resilience-based earthquake design” (Arup 2013). The REDi Rating System relies
on a design that implements performance of both structural and non-structural com-
ponents, including facades, building content, etc. to minimize downtime after an
earthquake. The REDi Resilience Objectives rate a building into three categories of
platinum (immediate re-occupancy and functional recovery of less than 72 h), gold
(immediate re-occupancy and functional recovery of less than one month), and silver
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(re-occupancy and functional recovery of less than 6 months). Additional criteria are
provided for direction financial losses and occupant safety for each category.

In the majority of the frameworks explained above, when performance of the
building is analyzed under a ground motion, the performance metrics for restoration
times or vulnerabilities are quantified based on drift or acceleration of every floor in
the building. Damage to structuralmembers andmost of the building components can
be related to the inter-story drift that a building floor experiences,while somebuilding
contents, equipment, and furniture might be sensitive to acceleration. Therefore,
studying global response of the building structural system at every floor can be used
to quantify damage or restoration time.

4.3 Implementation for Fire Safety Engineering

Applying the existing frameworks on resilience to fire safety engineering is a chal-
lenging problem. Assessment of fire performance of structures involves complex
multi-physics modeling and considerable uncertainties. The modeling issues per-
taining to fire development, fire-structure interactions, and fire-induced damage and
losses, are specific to this hazard.

It can be argued that performance-based fire engineering can be used to design
and analyze the structure under fire, reduce vulnerabilities, and increase resilience.
While this is possible, there is yet work to be done to establish performance-based
design frameworks that are widely accepted and can be used in practice. Structural
fire engineering has made significant advances in recent years in understanding per-
formance of structural components and to some extent structural systems at elevated
temperatures. However, there lacks a standard probabilistic approach for quantifying
safety or reliability of a structural system under fire.

The level of uncertainty is especially large in defining the fire scenario (i.e. demand
on the structure). A fire scenario not only defines the fire severity, but also captures the
extent of fire spread in a building. A fire event initiated from one compartment may
possibly spread between compartments in one floor or across different stories. While
in earthquake engineering, performance-based design relies on a set of groundmotion
records from past earthquakes to cover potential design or maximum considered
earthquakes, there does not exist much data on fire scenarios for structures and their
frequency of occurrence. Therefore, modeling assumptions need to be made. The
severity of fire and the number of compartments/floors affected by fire makes a
significant difference on structural damage, and consequently on repair time, repair
cost, and functionality.

Another challenge lies in the quantification of cost and time of repair given struc-
tural damage due to fire. Few studies have focused on fire-related indirect losses. In
addition, it is important to study post-fire assessment of the structures and residual
load capacity of members exposed to fire to have an informed decision on the condi-
tions for re-occupancy.A recent study byMolkens et al. (2017) proposed a reliability-
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based procedure that accounts for uncertaintieswhile incorporating information from
inspections, test data, and models to evaluate post-fire safety of a structure.

In summary, the current approach in practice, when it comes to decision-making
about safety of a structure subjected to a fire event, follows procedures developed
on ad hoc basis and engineering judgment, rather than well-established researched
frameworks. The recent research aimed at advancing such frameworks is examined
in Sects. 5 and 6.

5 Research Toward a Fire Resilient Built Environment

5.1 Setting up the Goals Explicitly

Research is underway to enable fire resilient designs for the built environment. A
first, crucial research axis deals with the definition of the desired performance of the
building or infrastructure. A performance-based design approach requires defining
explicitly the performance objectives at the outset of a project jointly between the
stakeholders.

Recently, performance-based design approach has started to gain traction as a
means of satisfying statutory fire safety requirements with greater confidence and
often in amore efficientmanner thanwith prescriptive design, for example, case stud-
ies are presented in (Block et al. 2010; Hopkin et al. 2018). However, this approach
so far has remained largely deterministic. The performance criteria used in these
studies are deemed appropriately conservative based on engineering judgment and
reliance on the experience of the fire safety profession. This means that the residual
risk of incurring damage or loss for identified fire hazards is not evaluated as the full
spectrum of consequences and their associated probabilities are not interrogated. For
explicitly evaluating the residual risk associated with a given design, a Probabilistic
Risk Assessment (PRA) framework can be adopted (Van Coile 2014a). This is par-
ticularly true in the context of resilience, as recovery in the wake of a fire event is
dependent on the uncertain performance during fire (Molkens et al. 2017). A PRA
allows evaluating the residual risk, which can then be assessed against performance
objectives.

Performance objectives are generally established based on a variation of a Cost
Benefit Analysis (CBA), i.e. an optimization problem. As fire is a societal safety
issue, this CBA also takes into account what is both tolerable to society, and as low
as is reasonably practicable (ALARP). Discussions on the performance objectives in
fire engineering can be found for instance in (Fischer 2014; Van Coile et al. 2018a;
Hopkin et al. 2018b). Fischer (2014) applied Lifetime Cost Optimization (LCO) to
inform target reliability levels for structural fire engineering designs. LCO mini-
mizes the lifetime costs associated with the structural fire design (or parts thereof)
and fire-induced failure. The total lifetime cost is quantified as the sum of, on the
one hand, upfront safety investments and maintenance costs and, on the other hand,
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damage costs incurred in the uncertain event of a fire (Van Coile et al. 2014b). LCO
underpins the definition of target reliability indices for buildings in the Eurocodes
for normal (i.e. ambient temperature) design conditions, but such framework is not
currently applied to fire design conditions. Van Coile et al. (2018a) aimed to clarify
the relationship between different acceptance concepts for PRA, including compara-
tive, absolute and ALARP concepts, as well as the different designer responsibilities
associated with these different concepts. They highlighted the importance of improv-
ing the explicit safety foundation of fire safety designs and further argued that the
“ALARP assessment necessarily entails a societal, risk-neutral, and scalar cost–ben-
efit analysis, choosing between safety features so as to maximize societal welfare.”
Hopkin et al. (2018b) proposed the use of the J-value, derived from societal welfare
considerations (the Life Quality Index), as a decision support indicator for informing
decisions on fire safety.

Future works will need to focus on the incorporation of resilience considerations
within decision-making frameworks such asLCO,ALARP, J-value, etc. for structural
fire engineering. This is necessary to broaden the goal of fire engineering beyond
life safety and thus to define performance objectives relevant for resiliency. Per-
formance objectives focusing on functionality-recovery (Mieler and Mitrani-Reiser
2018) need to be incorporated. For instance, in a LCO framework, the damage costs
incurred in the uncertain event of a fire should be broaden to include indirect costs of
unavailability of societal functions. This entails a considerable amount of research
to quantify the indirect costs due to fire.

Another challenge for the future development of a fire resilient built environment
will consist in linking functionality-recovery performance metrics (and associated
costs) directly to structural damage/response metrics in fire. In the seismic field, the
resilience performancemetrics are commonlymeasured based ondrift or acceleration
of a building floor under a groundmotion, which is quantified by a structural analysis.
In contrast, themeans to link structural fire damage to resilience performancemetrics
are not established yet. More research is needed to understand what aspects of the
structural fire response are more closely correlated to lack of functionality.

5.2 Developing the Methodology to Evaluate Performance

After selection of the performance objectives, designs must be developed and the
performance capability assessed. The performance assessment of a given design
must entail the definition of fire hazards, thermal-structural analyses to predict build-
ing/infrastructure response, assessment of the likely amount of damage, and probable
consequences of that damage; see Fig. 4.

First, data must be gathered about the building or infrastructure under consid-
eration. Following the methodology of FEMA P58 for earthquake loading, these
data should include building/infrastructure size, replacement cost, replacement time,
occupancy, vulnerable structural components and assemblies, and vulnerable non-
structural systems. Part of these data is already collected and used in traditional
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Fig. 4 Methodology for evaluating the performance of a given design under fire

structural fire engineering analyses. For instance, the building size and structural
design are employed to assess the fire response. However, the amount of data used in
a resilience-based analysis is larger as it includes data about costs, necessary repair
actions of structural and nonstructural systems, and influence on post-fire building
occupancy. Further, it is necessary to develop an understanding of the role (func-
tionality) of the building/infrastructure at the system level to enable an accurate
assessment of the economic consequences of a downtime. In earthquake engineer-
ing, data are available to assign a fragility specification to the vulnerable components
in a building, with this specification including information on component damage
states, fragility functions, and consequence functions in terms of restoration time
and repair cost, as required in the PEER framework (the Pacific Earthquake Engi-
neering Research (PEER) Center has established a largely used seismic engineering
framework named after the Center). However, no such data is available in the fire
engineering field.

Then, the performance assessment starts with the characterization of the fire haz-
ard. This characterization relies on a combination of modeling and assumptions, as
there is few data on fire scenarios for structures and their frequency of occurrence.
The characterization of a design fire scenario requires assumptions on the likelihood
and location of ignition. To inform assumptions about fire occurrences, statistical
databases are published in some countries, e.g. in the US by the NFPA [see the
analysis in (Manes and Rush 2018)]. A probabilistic fire occurrence equation is also
described in the background document for the Eurocode fire load design value, see
(Vassart et al. 2014). In buildings, the possibility for the fire to grow and spread
beyond the compartment of origin is gauged based on engineering judgment, or
accounted for in a sensitivity analysis, rather than explicitly modeled. Currently, no
predictive model exists to realistically capture the fully coupled effect between the
fire attacking the partitions between different fire compartments, and the failure of
these partitions influencing the fire propagation in the building. Multi-compartments
and/or multi-floors fire scenarios are typically considered for large projects with
arbitrary propagation criteria, e.g. (Rackauskaite et al. 2017). In the end, the identi-
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fication of the relevant design fire scenarios should be determined on the basis of a
fire risk assessment.

Once the fire location is defined, different types of models can be applied to
evaluate the thermal loading on the structure. The development and growth of a
fire depends on many parameters including ventilation, fire load, geometry of the
compartment, etc. For instance, open air fires attacking a bridge are very different
from fires in small enclosed rooms because of the ventilation conditions and the
absence of flashover. The simplest models represent the fire as a gas temperature-
time curve applied on the structure, assuming a post-flashover situation in which the
conditions are spatially uniform in the compartment. A commonly used example of
such model is the Eurocode parametric fire (CEN 2002). The Eurocode parametric
fire model provides a natural fire curve with a cooling phase as a function of the
fire load density, compartment ventilation, and thermal inertia of the boundary of
enclosure. This firemodel has been used in several probabilistic analyses of structures
in fire due to its convenience, e.g. (Gernay et al. 2018; Eamon and Jensen 2013).
Where no flashover is expected to have occurred, either because the fire is in its
early stage, or because the physical conditions leading to flashover are not met (e.g.
in large open space compartments such as atriums or airport terminals), localized
fire models accounting for spatially non-uniform heating conditions as a function
of time are considered. The heating conditions are represented by thermal fluxes
or temperatures. The position of the fire in a localized fire model can be either
static or moving. The former case includes, for instance, the Hasemi and Heskestat
models (CEN 2002). In the latter case, the term traveling fire has imposed itself
in the community. Development of traveling fire model is recent (Stern-Gottfried
and Rein 2012) and its physical foundations still need to be consolidated; ongoing
research projects aim at addressing this question (Charlier et al. 2018). The use of
localized and traveling fire models in probabilistic performance-based structural fire
design appears as the next step (Teslim-Balogun et al. 2017), e.g. a case study of
a steel-framed office building making use of Monte Carlo simulations considering
traveling fires in open-plan spaces is presented in (Block and Kho 2018). At the more
sophisticated end of the spectrum, Computational Fluid Dynamics can be used to
model the fire. The CFD software Fire Dynamics Simulator (FDS), developed by
NIST (McGrattan et al. 2007), is the most widely used in fire engineering. Dedicated
interfaces have been developed to allow easy transfer of the results from a CFD FDS
simulation to a thermo-mechanical finite element software, e.g. with SAFIR (Tondini
et al. 2016). The use of FDS in structural fire engineering has gained traction in recent
years, due partly to the increase in computational power. The coupling of CFD and
FEM has demonstrated the potential to accurately capture the coupled fire-structure
response, e.g. for reproducing localized fire tests on a steel column (Zhang et al.
2016). CFD models are particularly useful for modeling complex configurations for
which no accurate simple model is available, e.g. in bridge fire applications (Alos-
Moya et al. 2014). However due to computational cost, coupled CFD-FEM analyses
are usually limited to the study of a few identified fire scenarios.

Uncertainties in the parameters influencing the fire severity should be accounted
for in the performance assessment. In particular, the heat release rate per unit area
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(Au et al. 2007) and the fire load per unit area have significant influence on the
fire and involve considerable uncertainty. Data and probabilistic models for fire load
densities are given in (Elhami Khorasani et al. 2014). In fact, the severity of the fire
in a compartment results from a complex interaction of different parameters includ-
ing the geometry, ventilation, fire load, and thermo-physical properties of the solid
boundaries (Maluk et al. 2017). Notably, in compartment fires, two different regimes,
known as ventilation-controlled and fuel-controlled, are observed as a function of
the relative values of these parameters. Recent probabilistic studies have illustrated
the sensitivity of gas temperatures to compartment size and ventilation conditions
(Gernay et al. 2018; Guo and Jeffers 2015).

The next step in the performance assessment is the evaluation of the temperature
evolution within the structural members. The results of the fire hazard character-
ization (design fires) represent boundary conditions for the heat transfer analyses
within the structure. The relative position of the design fire and the structural mem-
ber need to be taken into account when considering non-uniform fires. The heat
transfer problem is usually solved either using simplified method, such as lumped
mass approximations (Quiel et al. 2011) (particularly for steel structures), or numer-
ical methods with a discretization of the domain (e.g. FEM) and a time integration
procedure. When natural fire models are adopted, the temperature analysis of the
structural members need to be made for the full duration of the fire including the
cooling phase, to evaluate possible delayed failure (Gernay and Dimia 2013) and
assess the residual behavior. Different uncertain parameters affect the heat transfer
analysis, including the actual thickness and integrity of insulation materials (e.g.
SFRM on steel sections), the thermal properties of the insulation, and that of the
load-bearing materials.

Then, the building/infrastructure response is assessed under fire loading. The cal-
culation of the mechanical behavior at elevated temperature determines the stresses,
strains and displacements in the structure exposed to fire. As a result of the tem-
perature changes, the mechanical properties of the materials are affected; hence the
analysis must consider the temperature dependency of the properties. As the material
properties at elevated temperature exhibit variability (Nauss 2010), some authors
have proposed probabilistic temperature-dependent material models, e.g. for steel
(Elhami Khorasani et al. 2015a). Yet, a well-established set of models for quantify-
ing material properties at high temperature does not currently exist. Other effects of
the temperature changes are the imposed and constrained expansions and deforma-
tions that result in thermally induced forces and moments in the structure. Advanced
analyses based on numerical methods (e.g. FEM) are generally used to capture these
effects.

Simulation capabilities for assessing building performance under fire loading have
advanced dramatically over the last two decades. Finite element models have been
used to simulate real fire-induced building failures (e.g. World Trade Center 1 and
2 (Usmani et al. 2003) and WTC 5 (LaMalva et al. 2009), Tehran Plasco building
(Behnam 2018)) as well as full-scale fire tests [e.g. BRE Cardington tests (Foster
et al. 2007), Ulster test (Vassart et al. 2012)]. Recently, ElhamiKhorasani et al. (2019)
presented a performance-based analysis of a steel-concrete composite floor subjected
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to different design fire scenarios based on numerical modeling. Fire assessments of
bridges (Alos-Moya et al. 2014) and tunnels (Savov et al. 2005) can also be found
in the literature, although these types of structures have received less attention than
buildings. More generally, a significant amount of research has been published in
the last two decades to improve understanding of the behavior of structural compo-
nents and structural assemblies under fire, largely based on computational studies.
Advanced material models have been developed to capture the constitutive behavior
at high temperature, e.g. for concrete (Gernay and Franssen 2012; Gernay et al. 2013)
or aluminum (Maljaars et al. 2008). Dedicated finite element software such as SAFIR
(Franssen and Gernay 2017), as well as general purpose FE software such as Abaqus
and ANSYS, are available to enable studies of structures in fire. Some remaining
frontiers in the deterministic performance-based modeling include the consideration
of sophisticated fire scenarios and their interactions with thermal-structural response,
the modeling of multi-scale problems (e.g. large buildings with high fidelity model-
ing of joints), and the modeling of the response of nonstructural components. Yet,
the field has made considerable progress toward an established methodology for
deterministic performance assessment of structural fire response.

Recently, the ability to assess performance of structures in fire in a probabilistic
framework has been investigated. In 2014, Lange et al. (2014) made an important
contribution by proposing an adaptation of the seismic PEER framework to the case
of fire loading. This laid the groundwork for a probabilistic performance-based fire
engineering framework. In 2016, the authors of this chapter (Gernay et al. 2016)
proposed for the first time a methodology for constructing fragility functions for
entire buildings under fire hazard. These fragility functions provide a probabilistic
measure of performance for an entire building system. Hence, they can be used to
evaluate a city’s resilience to fire hazard, including in case of multi-hazard cascad-
ing event such as fire following earthquake (Elhami Khorasani et al. 2015b). This
methodology was exemplified on a 2D multi-story steel frame studied by stochastic
nonlinear finite element analyses with SAFIR using a Latin Hypercube Sampling
(LHS) scheme (Gernay et al. 2016). The incorporation of the fire fragility functions
in a reliability framework is discussed in (Gernay et al. 2018). Fragility functions for
fire hazards have been used recently in a number of studies, e.g. for concrete columns
(Rush and Lange 2017) or for multi-hazard analysis of a hospital building (Marasco
et al. 2017). Yet, some theoretical questions remain such as the definition of damage
states for different typologies of structures and the most proper intensity measure to
characterize hazard. Furthermore, much efforts remain needed to eventually build
libraries of fragility functions to assign to different types of vulnerable components
and assemblies in buildings and infrastructure. Studies in uncertainty quantification
of fire performance contribute to these efforts. For instance, a few reliability analyses
of structural members in fire have been published for timber elements (Lange et al.
2016), steel elements (Guo and Jeffers 2014), and concrete elements (Eamon and
Jensen 2013). However, a common shortcoming of current studies is their focus on
isolated members and specific failure modes (e.g. pure bending of a beam, buck-
ling of a column). This is due to the computational expense of modeling structural
assemblies or entire buildings, for which advanced numerical models are required.
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Therefore, another research gap for enabling probabilistic structural fire engineering
lies in the development of efficient uncertainty quantification methods compatible
with costly numerical models. In 2017, Van Coile et al. (2017) proposed an unbiased
method, which was successfully applied to finite element models of structures in fire
(Van Coile et al. 2018b), as a promising first step. In conclusion, the fire engineering
community has only recently started to address the issue of probabilistic model-
ing and fragility specification. Developments toward this goal are encouraging, but
require much more efforts over the next years if one hopes to achieve a paradigm
shift in performance assessment of structures in fire.

Ideally, for a given design, variability in fire performance of the build-
ing/infrastructure is explored by considering a suite of design fires and performing
a large number of thermal-structural analyses involving uncertainties. The analyses
model all the structural components and assemblies, as well as possibly nonstructural
systems, and result in explicit prediction of damage due to the fire. By considering
a large number of realizations, one obtains a probability distribution of the conse-
quences of fire on the considered building/infrastructure. As such a process would
be cumbersome and impractical in practice, fragility functions and consequence
functions can be developed for different typologies of structural components and
assemblies to determine the likelihood of reaching certain damage states and com-
pute the consequences associated with that damage. The consequence functions aim
at relating the damage sustained by each component to losses. The losses should
include repair cost and repair time. As a result, a distribution of expected losses
could be obtained for probabilistic assessment of fire performance. From a resilience
prospective, (loss of) functionality is a key aspect in this loss evaluation. Currently, no
framework exists to construct consequence functions for fire hazard, and the authors
are not aware of any study reporting systematic evaluations of repair cost and repair
time associated with fire-induced damage. Therefore, important research efforts are
needed to close this gap, including in data collection and modeling.

5.3 Enabling Decision Making and Code Implementation

The advancement of performance assessment methodologies aims at generating use-
ful information to enable decision making. The end goal is to support policymakers
and building officials in their mission, notably through implementation of new pro-
visions in design codes that advance the principles of resilience for the built environ-
ment. Therefore, the research outlined in Sects. 5.1 and 5.2 needs to be eventually
translated into practice to positively impact fire resilience.

Probabilistic performance-based fire engineering can support policymakers and
building officials in multiple ways. By explicitly evaluating the residual risk of incur-
ring damage or loss for identified fire hazards, it enables demonstrating equivalence
of alternative design approaches. It also enables making informed decisions about
specific building/infrastructure, such as determining if an existing building consti-
tutes an acceptable risk, if its occupancy type can bemodified andwhether this entails
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upgrading the fire design. At a larger scale, it provides a rational framework to per-
form Cost Benefit Analyses (CBA) and hence determine the efficiency of fire risk
mitigation techniques. Additional upfront safety investments need to be balanced
against reduction in disaster-induced damage losses to assess the net benefits and
economic viability of proposed design changes. At the societal level, it is clear that
resources are limited and the cost of improving resilience to fire needs to be weighed
against possible life quality enhancement investments in other fields. Only risk-based
analyses accounting for uncertainties can rationally inform these types of decisions.

Current building codes in Europe and in the U.S. permit the application of
performance-based structural fire design to evaluate the performance of structural
systems explicitly under fire exposure. In Europe, the Eurocodes have been pioneer
in this approach, while in the U.S. the newly released Standard ASCE 7-16Appendix
E put forth structural fire engineering as an alternative to the code-default prescrip-
tive method. The code framework thus exists to adopt physics-based modeling and
comprehensively evaluate structural fire design variants. Explicit incorporation of
uncertainties, as well as functionality objectives, in these evaluations has the poten-
tial to provide important dividends in terms of fire resilience of the built environment.

6 Accounting for Multi-hazard—The Case of Fire
Following Earthquake

6.1 Fire as a Secondary Event

A fire may ignite as a secondary event following another extreme event, such as
blast, impact, or earthquake. In such cases, fire could cause more damage than the
initial event given that the system has already experienced a shock and is damaged to
some extent. The most well-known example of collapse from fire following impact
is the 2001 World Trade Center event. More recently, two buildings collapsed due
to gas explosions in the Lower Manhattan (New York) in 2015, and caused a large
fire that spread to other nearby buildings, which resulted in further damage (The
New York Times 2015). Earthquakes can also be followed by a number of ignitions
across a community due to ruptured gas lines, electric arcing, or toppled furniture
inside the buildings. There have been historic cases in Japan, US, Chile, etc. where
the earthquake ignited fires and caused excessive damage. These records are not
limited only to the old events such as the 1906 San Francisco earthquake (where
conflagration burned the city), but include others in post 1970s. For example, fires
that followed the 1995 Kobe earthquake in Japan led to conflagrations and burned
several blocks of houses in the city (Elhami Khorasani and Garlock 2017).

The rest of this section will focus on post-earthquake fires as a case of fire within a
multi-hazard scenario. Thediscussion covers three aspects of hazard characterization,
building response, and community response for fire following earthquake (FFE)
events.
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6.2 Likelihood of Ignition After an Earthquake

The study and modeling of fire following earthquake starts with characterizing the
hazard and the likelihood of occurrence.While gas and electricity are themain causes
of fire ignition after an earthquake, damage to walls, fire doors, sprinkler systems,
etc. are the main causes of fire spread within a building when a fire starts. Ruptured
gas lines (inside or outside of a building), water heaters, gas appliances such as
ovens, flammable liquids, electric arcing, damaged electric wiring, and sparks during
power restorations could lead to fire ignitions. Meanwhile, failure of non-structural
components within buildings (e.g., sprinklers) and loss of fire compartmentation
(damage to walls and doors) has also been recorded in previous earthquakes. Based
on historic observations, mitigation actions such as automatic gas shut-off valves,
and bracing of sprinkler systems and water heaters have been prescribed to reduce
the likelihood of damage and the consequences.

A number of models have been developed to simulate post-earthquake ignitions.
Lee et al. (2008) list and compare the existing ignition models in 2008 and conclude
that “[FFE] data include a great deal of uncertainty, only some of which is captured in
reported statistics.” Ideally, it is preferred to establish a physics-based model that can
be adapted for any region for simulation of post-earthquake fires. A physics-based
model will require the power network, gas network, individual buildings, furniture
inside the buildings, etc. to bemodeled and the earthquake damage to these systemsbe
captured. However, the complexities of developing a physics-based model for post-
earthquake ignitions across a community scale make it impractical to follow such
approaches. Meanwhile, Zolfaghari et al. (2009) investigated a semi-physics-based
model, where causes of fire ignition (electric arcing, gas, toppled furniture, etc.) are
taken into account but historic data and engineering judgment was used to arrive to
the probability of ignition due to each source. Therefore, the existing models in the
literature, e.g. Davidson (2009), primarily rely on historic data to assess probability
of ignition after an earthquake.

The authors of this chapter have also established a data-driven probabilistic post-
earthquake fire ignition model for a community. The objective was to develop a
practical approach where the input information would be available to the emergency
management officials. The model uses data from seven earthquakes post 1980s in
California to derive the probability of ignition at a census track level given the peak
ground acceleration (a measure of earthquake intensity), population density, and
total square footage of buildings. Once the probability of ignition at a census track
is known, the buildings in the area are categorized based on their construction type
into three groups of non-combustible, wood, and mobile homes. The probability
of ignition for each building is then calculated based on ignition factors for each
construction type, derived again using the historic dataset. Details of the model are
provided in Elhami Khorasani et al. (2017). The model can be used in a GIS-based
software. Note that, since occurrence of FFE depends on environmental data such
as building standards and appliances, US data-based models such as the ones in
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(Davidson 2009; Elhami Khorasani et al. 2017) cannot be extrapolated for other
countries.

6.3 Building Response to FFE

A well-established framework to characterize and study response of buildings to
post-earthquake fires does not exist. Conducting experiments on full-scale build-
ings, where the structure is first subjected to earthquake shaking and then to fire,
is expensive and requires special laboratory facilities and setting. Simulating the
process using finite element programs would provide some insight on potential vul-
nerabilities of the structure. Earlier studies on the topic use different software or
tools to perform non-linear numerical analyses for the earthquake and fire scenarios.
Switching between programs, to conduct dynamic analysis followed by heat transfer
and structural analysis at elevated temperatures implies simplifying assumptions and
loss of information in transition between the models. For example, material degra-
dation during the earthquake is ignored when analyzing the structure at elevated
temperature. Therefore, a seamless and efficient transition between the two sets of
analyses can enhance accuracy of the analyses. This section provides a summary
of existing experimental and numerical studies on performance of buildings during
post-earthquake fires.

As part of a collaborative effort, industry, government, and a number of universi-
ties came together to perform full-scale earthquake and post-earthquake fire testing
of buildings. The project led by the University of California, San Diego (UCSD)
studied post-earthquake fire performance of a five-story reinforced concrete frame
(Hutchinson et al. 2013) and a six-story cold-formed steel (CFS)wall braced building
(Hutchinson et al. 2018). The results of fire test after shaking the concrete building
show that automatic sprinkler systems, fire dampers and roll-down fire doors per-
formed well. However, separated joint seals and significant gaps between balloon
framing and slabs could potentially lead to loss of compartment integrity and con-
sequently spread of fire and smoke.

Della Corte et al. (2003, 2005) performed seismic and thermal analyses of steel
moment resisting frames independently. In doing so, they categorized earthquake
damage as geometric damage or mechanical damage, where the inter-story drift is
the primary cause of damage andmechanical degradation is only critical at very large
earthquake intensities. Their study of a multi-story frame show a 10% reduction in
fire resistance when the frame is subjected to design-level earthquake, but with large
intensity earthquakes, the effect in reduction of fire resistance is more significant.
Behnam andRonagh (2015) studied post-earthquake fire performance of unprotected
moment resisting frames as part of a school or residential occupancy types. The earth-
quake effect is modeled with pushover analysis in SAP2000 and the thermal analysis
is conducted in SAFIR. The results of pushover analysis, in terms of displacements,
are imported to SAFIR. The results show that structures experiencing damage from
earthquake have lower fire resistance (in the form of time to failure) than those in
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the intact condition. Keller and Pessiki (2013) studied response of special moment
frames with damaged fire protection during post-earthquake fires. The results show
that softening of the beam at elevated temperatures, at regions that reach bending
capacity during seismic loading, increases drift demands on the frame.

In order to be able to perform the cascading fire following earthquake analysis
in one software environment while performing reliability analysis to capture uncer-
tainties, Elhami Khorasani et al. (2015c) enhanced the thermal module in OpenSees
by implementing a strain-based approach that allows for strain reversals. Elhami
Khorasani et al.’s (2016) probabilistic analyses of a moment resisting frame subject
to fire at lower versus upper floors, and interior versus exterior bays showed that the
earthquake does not significantly change the fire resistance of the frame. Inter-story
drift was the only parameter affected by the earthquake. The residual drift after the
earthquake increased the total drift during fire, but this did not exceed 4%. The results
implied that in case of fire, the gravity frames would be the more vulnerable part of a
building. Memari andMahmoud (2018) used a probabilistic framework to study per-
formance of a column in a 3-story moment resisting frame and developed fragilities
of steel columns considering buckling as the damage limit state. The results show
that the probability of buckling in one or more columns in a story at maximum fire
load density is 60% given a set of selected near- and far-field earthquake records. The
developed fragility surfaces considered inter-story drift from the earthquake and fire
load density as intensity measures. In summary, Chicchi and Varma (2017) provide a
literature review of post-earthquake fire assessment of steel buildings in the US and
Elhami Khorasani and Garlock (2017) provide an overview of existing research on
response of buildings or communities to fire following earthquake.

In the studies above, it is generally assumed that steel frames are not protected.
Although a conservative assumption, Braxtan and Pessiki (2011)’s experimental
research confirm that spray-applied fire-resistive material (SFRM) used as fire pro-
tection is vulnerable to delamination or dislodge during seismic response. The above
overview also shows that the majority of existing research has focused on steel struc-
tures. This is explained by the vulnerability of steel structures, especially unprotected,
when subjected to fire, compared to concrete structures.

Another potential scenario that is of interest to the designers in earthquake prone
areas is the post-fire seismic strengthof structural systems. For example,Ni andBirely
(2018b) studied impact of fire induced structural damage on the lateral load resistance
of reinforced concrete walls. In doing so, Ni andBirely performed thermal analysis in
SAFIR and obtained the maximum temperature in concrete and steel reinforcement.
The residual strength and fire-damaged material properties are defined for cyclic
analysis of the reinforced concrete shear wall in OpenSees. The NIST (Andres and
Hoehler 2018) is conducting a test campaign on cold-formed steel shear walls to
investigate the influence of fire on the seismic shear capacity.

One key aspect that needs to be further studied is related to the earthquake damage
to non-structural components in a building and the potential loss of fire compartment
integrity. In the Northridge and Hyogoken-Nanbu (Kobe) earthquakes, numerous
building fire protection systems experienced significant damage, including up to 40%
of the sprinkler systems and 30% of the fire doors. During the recent Christchurch
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earthquakes, the non-structural building elements, including stairs, ceiling, facade,
and fire protection systems, are reported as contributing a significant percentage
of the NZ$16 Billion loss (Meacham 2015). In all these cases, damage to gypsum
wall assemblies, fire doors, sprinkler systems, etc. means that active and passive fire
protection systems that are provided to control fire and smoke are affected. Therefore,
a holistic approach that takes into account potential fire spread inside the building is
needed to measure post-earthquake fire performance of a structural system.

6.4 Community Response to FFE

Given the recent advances in community resilience studies, a fire following earth-
quake model is best utilized if implemented as part of a Geographic Information Sys-
tem (GIS) based platform, where the spatial information on the likelihood of damage
fromfire at a given time following the earthquake can be analyzed for regions across a
certain community. The twomost recognized tools for community resilience and risk
management studies in the US are Hazus (FEMA 2014) and MAEViz/Ergo (2014).
Hazus is developed by the Federal EmergencyManagement Agency and provides an
inventory of data for the United States based on census tract areas. MAEViz/Ergo is
an open source platform, primarily used by the researchers, developed in association
with the MAE Center (Multi-hazard Approach to Engineering) at the University of
Illinois, Urbana Champaign. The majority of initial efforts in advancing modeling
and decision-making processes for hazard risk reductions in a region started by the
earthquake engineers for seismic risk assessment. The ultimate goal and focus of
many current research projects is to further incorporate economic and social losses
to enable effective decisions by policy makers.

Hazus includes a fire following earthquake (FFE) module but warns the user that
the available research in this area is limited and therefore, the estimated total losses
from the earthquake does not include those from the fire. The FFE module includes
three phases of ignition, spread, and suppression. Fire spread depends on the wind
condition, spacing of buildings, their construction type, and the influence of suppres-
sion efforts. Firefighting response after an earthquake depends on water availability
given post-earthquake damage to the water network, engine and crew availability
given the state of emergency immediately after the earthquake, and accessibility
of area for firefighters given damage to bridges and transportation network. The
existing FFE module in Hazus and other available studies in the literature make sim-
plifying assumptions regarding water availability and response time of firefighters.
For example, water availability not only depends on the level of damage to pipes in
the network, but also on functionality of pumps and their dependence on the power
availability. Coar et al. (2018) confirmed that ignoring explicit dependence of the
water network on power may provide inaccurate and unconservative predictions of
the available water pressure and flow at fire hydrants after an earthquake, particularly
for ‘medium’ to ‘large’ seismic events.
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Yildiz and Karaman (2013) implemented an ignition model in MAEViz/Ergo to
complete a scenario study in Turkey. A brief overview of their model is provided in
Sect. 6.2 based on the work of Zolfaghari et al. (2009). In summary, their developed
model, although it relies on a framework that groups the ignitions based on their
source (gas, power, or furniture), uses site specific data and generate probability of
ignition values for individual buildings that are relatively large and not realistic. Such
a model is more suitable for comparison purposes to identify vulnerable areas, rather
than using the absolute values of calculated probabilities.

There have been three notable scenario studies to assess seismic vulnerability and
potential damage from an earthquake in the US, namely, the Shakeout (Scawthorn
2008) andHayWired (USGS2018) earthquake scenarios inCalifornia and theHazard
Mitigation Plan seismic study of NY-NJ-CT area (NYCEM 2003). The Shakeout
scenario assumed a 7.8 earthquake on Southern San Andreas Fault, which estimated
1600 fire ignitions in the region, with 1200 of which could spread and a few could
possibly lead to conflagration. The most recent HayWired scenario study released in
2018 assumed a 7.0 magnitude earthquake on the Hayward Fault along the east-bay
side of San Francisco Bay and concluded that the earthquake could cause 400 gas-
and electric-related fires with potential conflagration. The study estimated that the
fires would be directly responsible for the loss of hundreds of lives and total property
losses close to $30 billion (in 2016 dollars). Finally, the tri-state NY-NJ-CT hazard
study showed that a moderate earthquake could result in up to 900 fires.

In summary, the current modeling approach to fire following earthquake can be
improved to reduce uncertainty in predicting losses with explicit inputs on per-
formance of water and power networks, firefighting resources, and their response
time. Decision making tools can be developed accordingly for resource allocation
and implementing strategies for mitigation or response in vulnerable regions of a
community.

7 Perspectives

In designing the built environment, which supports the socio-economic functions
of our societies, structural engineers’ objectives are evolving from a sole focus on
occupant life safety toward a broader goal of resiliency and continuity of service
in case of crisis. This evolution stems naturally from the development toward more
dense and interconnected systems, as well as from increasing expectations from the
public (as evidenced for instance after the 2011 Christchurch earthquake). Yet, even
though fire is one of the most devastating hazards for buildings and infrastructures,
the field of structural fire engineering has been slow to adapt to this evolution. The
main reason is that, unlike earthquake or wind, fire is not traditionally contemplated
as a loading case by structural engineers, but rather it is handled in a prescriptive
manner at the end of the design process. As a result, the current approach to fire safety
is arguably in a dead-end; draining significant resources year after year (~1–2% of
GDP) while not delivering the resiliency one could expect.
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Yet, there are signs that the field of structural fire engineering is catching up.
Research is gaining traction in performance-based approaches, numerical modeling
capabilities, and probabilistic risk assessment; these research outcomes support the
transition from empirical ad hoc approaches toward scientifically grounded analyses
and designs. To be successful, newperformance-based designswill have to efficiently
navigate the necessary shifts in paradigm in termsof how theGoal,Scale,Uncertainty
andHazardScenario are defined.Methods basedon cost benefit analysis and lifecycle
cost optimization should be used at the system scale to rationalize the use of resources
to tackle the fire issue,while keeping in sight that fire is only one ofmany problem that
society has to face (avoiding the silo effect). Importantly, other fields such as seismic
engineering have paved the way, and provide methods and inspiration which can be
built upon. Meanwhile, the recent evolutions of standards permitting the application
of performance-based structural fire design, such as the newly released Standard
ASCE 7-16 Appendix E in the U.S., will hopefully also accelerate the modernization
of structural fire engineering practice. Obstacles remain, but the stakes and resources
invested in fire safety are important, so that the opportunities and potential dividends
in advancing the principles of fire resilience in the built environment are real.

References

Alos-Moya, J., Paya-Zaforteza, I., Garlock, M. E., Loma-Ossorio, E., Schiffner, D., & Hospitaler,
A. (2014). Analysis of a bridge failure due to fire using computational fluid dynamics and finite
element models. Engineering Structures, 68, 96–110.

Andres, B., & Hoehler, M. S. (2018). Influence of fire on the seismic shear capacity of cold-formed
steel shear walls. In Eleventh U.S. National Conference on Earthquake Engineering Integrating
Science, Engineering & Policy, Los Angeles, California, June 25–29, 2018.

Arup. (2013). REDi rating system resilience-based earthquake design initiative for the next gener-
ation of buildings.

Arup. (2018). A framework for fire safety in informal settlements. London, UK: Arup.
Au, S. K., Wang, Z. H., & Lo, S. M. (2007). Compartment fire risk analysis by advanced Monte
Carlo simulation. Engineering Structures, 29(9), 2381–2390.

Badger, S. G. (2015). Large-loss fires in the United States. Report for National Fire Protection
Association.

Behnam, B. (2018). Fire structural response of the Plasco building: A preliminary investigation
report. International Journal of Civil Engineering, 1–18.

Behnam, B., & Ronagh, H. R. (2013). Performance of reinforced concrete structures subjected
to fire following earthquake. European Journal of Environmental and Civil Engineering, 17(4),
270–292.

Behnam, B., & Ronagh, H. R. (2015). Post-earthquake fire performance-based behavior of unpro-
tected moment resisting 2D steel frames. KSCE Journal of Civil Engineering, 19(1), 274–284.

Block, F.M., &Kho, T. S. (2018). Determining the fire resistance rating of buildings using the prob-
abilistic method—A state-of-the-art approach. The Structural Engineer: Journal of the Institution
of Structural Engineer, 96(1), 36–40.

Block, F., Yu, C., & Butterworth, N. (2010). The practical application of structural fire engineering
on a retail development in the UK. Journal of Structural Fire Engineering, 1, 205–218.

Braxtan, N. L., & Pessiki, S. (2011). Bond performance of SFRM on steel plates subjected to tensile
yielding. Journal of Fire Protection Engineering, 21(1), 37–55.



Resilience of the Built Environment to Fire … 445

Byström, A., Sjöström, J., Wickström, U., Lange, D., & Veljkovic, M. (2014). Large scale test on
a steel column exposed to localized fire. Journal of Structural Fire Engineering, 5(2), 147–160.

CEN. (2002). EN1991-1-2.Eurocode 1:Actions on structures—Part 1–2:General actions—Actions
on structures exposed to fire. European Standard.

Charlier, M., Gamba, A., Dai, X., Welch, S., Vassart, O., & Franssen, J. M. (2018). CFD analyses
used to evaluate the influence of compartment geometry on the possibility of development of a
travelling fire. In Structures in fire (Proceedings of the 10th International Conference).

Chicchi, R., & Varma A. H. (2017). Research review: Post-earthquake fire assessment of steel
buildings in the United States. Advances in Structural Engineering, 1–17.

Chung, P., Wolfe, R. W., Ostrom, T., & Hida, S. (2008). Accelerated bridge construction appli-
cations in California—A lessons learned report. USA: California Department of Transportation
(CALTRANS).

Coar, M., Garlock, M., & Elhami Khorasani, N. (2018). Effects of water network dependency on
the electric network for post-earthquake fire suppression. Submitted to the Journal of Sustainable
and Resilient Infrastructure.

CTIF International Assoc. of Fire and Rescue Services. (2016). World fire statistics no 21.
Davidson, R. (2009). Generalized linear (mixed) models of post-earthquake fire ignitions. Tech-
nical Report MCEER-09–2004, Multidisciplinary Center for Earthquake Engineering Research,
Buffalo.

Della Corte, G., Landolfo, R., &Mazzolani, F.M. (2003). Post-earthquake fire resistance ofmoment
resisting steel frames. Fire Safety Journal, 38, 593–612.

Della Corte, G., Faggiano, B., &Mazzolani, F. M. (2005). On the structural effects of fire following
earthquake. In Improvement of Buildings’ Structural Quality by New Technologies: Proceedings
of the Final Conference of COST Action C12, Innsbruck, January, 20–22

Doerfel, M. L., & Harris, J. L. (2015). Longitudinal disaster response networks: The clash of insti-
tutional and emergent organizations. Presented at the Political Networks Conference, Portland,
OR.

Eamon, C., & Jensen, E. (2013). Reliability analysis of RC beams exposed to fire. Journal of
Structural Engineering, 139, 212–220. https://doi.org/10.1061/(ASCE)ST.1943-541X.0000614.

Elhami Khorasani, N., & Garlock, M. (2017). Overview of fire following earthquake: Historical
events and community responses. International Journal of Disaster Resilience in the Built Envi-
ronment, 8(2), 158–174.

Elhami Khorasani, N., Garlock, M., & Gardoni, P. (2014). Fire load: Survey data, recent standards,
and probabilistic models for office buildings. Engineering Structures, 58, 152–165.

ElhamiKhorasani, N., Gardoni, P., &Garlock,M. (2015a). Probabilistic fire analysis: material mod-
els and evaluation of steel structural members. Journal of Structural Engineering, 141, 04015050.
https://doi.org/10.1061/(ASCE)ST.1943-541X.0001285.

Elhami Khorasani, N., Gernay, T., & Garlock, M. (2015b). Tools for measuring a city’s resilience in
a fire following earthquake scenario. In IABSE Conference on Structural Engineering: Providing
Solutions to Global Challenges, Geneva, Switzerland (pp. 886–889).

Elhami Khorasani, N., Garlock, M., & Quiel, S. E. (2015c). Modeling steel structures in OpenSees:
Enhancements for fire and multi-hazard probabilistic analysis. Journal of Computers and Struc-
tures, 157, 218–231.

Elhami Khorasani, N., Garlock, M., & Gardoni, P. (2016). Probabilistic performance-based evalua-
tion of a tall steel moment resisting frame under fire following earthquake. Journal of Structural
Fire Engineering, 7(3), 193–216.

Elhami Khorasani, N., Gernay, T., & Garlock, M. (2017). Data-driven probabilistic post-earthquake
fire ignition model for a community. Fire Safety Journal, 94, 33–44.

Elhami Khorasani, N., Gernay, T., & Fang, C. (2019). Parametric study for performance-based fire
design of U.S. prototype composite floor systems. Journal of Structural Engineering ASCE.

Federal Emergency Management Agency (FEMA). (2009). Quantification of building seismic per-
formance factors. Federal Emergency Management Agency (FEMA) P695, Prepared by Applied
Technology Council for the Federal Emergency Management Agency, Washington, D.C.

https://doi.org/10.1061/(ASCE)ST.1943-541X.0000614
https://doi.org/10.1061/(ASCE)ST.1943-541X.0001285


446 T. Gernay and N. E. Khorasani

FEMA. (2011). Fire death rate trends: An international perspective. Topical Fire Report Series,
12(8), 1–8.

FEMA. (2012a). Seismic performance assessment of buildings. FEMA P-58, Prepared by Applied
Technology Council for the Federal Emergency Management Agency, Washington, D.C.

FEMA. (2012b). Performance assessment calculation tool (PACT). Federal Emergency Manage-
ment Agency. http://www.fema.gov/medialibrary/assets/documents/90380, Washington, D.C.

FEMA. (2014).Hazus:MH2.1 technicalmanual—earthquakemodel. Developed by theDepartment
of Homeland Security. Federal Emergency Management Agency. Mitigation Division, Washing-
ton, DC.

FEMA. (2018). Retrieved September 28, 2018. https://www.usfa.fema.gov/data/statistics/fire_
death_rates.html.

Fischer, K. (2014). Societal decision-making for optimal fire safety. Bericht IBK, 357.
Foster, S., Chladná,M., Hsieh, C., Burgess, I., & Plank, R. (2007). Thermal and structural behaviour
of a full-scale composite building subject to a severe compartment fire.Fire Safety Journal, 42(3),
183–199.

Franssen, J. M., & Gernay, T. (2017). Modeling structures in fire with SAFIR®: Theoretical back-
ground and capabilities. Journal of Structural Fire Engineering, 8(3), 300–323.

Gann, R. G. (2008). Final report on the collapse of world trade center building 7, Federal Building
and Fire Safety Investigation of the World Trade Center Disaster (NIST NCSTAR 1A). No.
National Construction Safety Team Act Reports (NIST NCSTAR).

Gardoni, P., & LaFave, J. M. (2016). Multi-hazard approaches to civil infrastructure engineering:
Mitigating risks and promoting resilience. In Multi-hazard approaches to civil infrastructure
engineering (pp. 3–12). Cham: Springer.

Garlock, M., Paya-Zaforteza, I., Kodur, V., & Gu, L. (2012). Fire hazard in bridges: Review, assess-
ment and repair strategies. Engineering Structures, 35, 89–98.

Gernay, T., & Franssen, J. M. (2012). A formulation of the Eurocode 2 concrete model at elevated
temperature that includes an explicit term for transient creep. Fire Safety Journal, 51, 1–9.

Gernay, T.,Millard, A., & Franssen, J.M. (2013). Amultiaxial constitutivemodel for concrete in the
fire situation: Theoretical formulation. International Journal of Solids and Structures, 50(22–23),
3659–3673.

Gernay, T., & Salah Dimia, M. (2013). Structural behaviour of concrete columns under natural fires.
Engineering Computations, 30(6), 854–872.

Gernay, T., Elhami Khorasani, N., & Garlock, M. (2016). Fire fragility curves for steel buildings in
a community context: A methodology. Engineering Structures, 113, 259–276.

Gernay, T., Elhami Khorasani, N., & Garlock, M. (2018). Fire fragility functions for steel frame
buildings: Sensitivity analysis and reliability framework. Fire Technology. https://doi.org/10.
1007/s10694-018-0764-5.

Gernay, T., & Gamba, A. (2018). Progressive collapse triggered by fire induced column loss: Detri-
mental effect of thermal forces. Engineering Structures, 172, 483–496.

Gillie, M., Usmani, A. S., & Rotter, J. M. (2001). A structural analysis of the first Cardington test.
Journal of Constructional Steel Research, 57(6), 581–601.

Guo, Q., & Jeffers, A. E. (2014). Finite-element reliability analysis of structures subjected to fire.
Journal of Structural Engineering, 141(4), 04014129.

Guo, Q., & Jeffers, A. E. (2015). Finite-element reliability analysis of structures subjected to fire.
Journal of Structural Engineering, 141(4), 04014129.

Haynes, H. J. G. (2017). Fire loss in the United States during 2016, NFPA.
Hopkin, D., Van Coile, R., & Lange, D. (2017). Certain uncertainty—Demonstrating safety in fire
engineering and the need for safety targets. In SFPE Europe, 07.

Hopkin, D., Anastasov, S., McColl, B., O’Loughlin, E., & Taylor, A. (2018a). A structural fire
strategy for an exposed weathering steel-framed building. The Structural Engineer, 96(1), 60–66.

Hopkin, D., Spearpoint, M., & Van Coile, R. (2018b). The J-value and its role in evaluating invest-
ments in fire safety schemes. Fire Technology, 1–18.

http://www.fema.gov/medialibrary/assets/documents/90380
https://www.usfa.fema.gov/data/statistics/fire_death_rates.html
https://doi.org/10.1007/s10694-018-0764-5


Resilience of the Built Environment to Fire … 447

Hutchinson, T., Restrepo, J., Conte, J., &Meacham, B. J. (2013). Overview of the building nonstruc-
tural components and systems (BNCS) project. In Proceedings of Structures Congress, ASCE,
Pittsburgh, PA.

Hutchinson, T. C., Wang, X., Hegemier, G., Meacham, B., & Kamath, P. (2018). Physical dam-
age evolution during earthquake and post-earthquake fire testing of a mid-rise cold-formed steel
framed building. In Proceedings of the 11th U.S. National Conference on Earthquake Engineer-
ing, Los Angeles, California, June.

Kareem,A. (1987).Wind effects on structures: A probabilistic viewpoint.Probabilistic Engineering
Mechanics, 2(4), 166–200.

Keller, W., & Pessiki, S. (2013). Effect of earthquake-induced damage on the sidesway response of
steel moment-frame buildings during fire exposure. Journal of Earthquake Spectra, 31(1).

Kirkland,C. J. (2002). The fire in the channel tunnel.Tunneling andUnderground Space Technology,
17(2), 129–132.

Kodur, V. K., Aziz, E. M., & Naser, M. Z. (2017). Strategies for enhancing fire performance of steel
bridges. Engineering Structures, 131, 446–458.

Koliou, M., van de Lindt, J. W., McAllister, T. P., Ellingwood, B. P., Dillard, M., & Cutler, H.
(2018). State of the research in community resilience: Progress and challenges. In Sustainable
and Resilient Infrastructure.

LaMalva, K. J., Barnett, J. R., &Dusenberry, D. O. (2009). Failure analysis of the world trade center
5 building. Journal of Fire Protection Engineering, 19(4), 261–274.

Lange, D., Devaney, S., & Usmani, A. (2014). An application of the PEER performance based
earthquake engineering framework to structures in fire. Engineering Structures, 66, 100–115.

Lange, D., Boström, L., & Schmid, J. (2016). Reliability of timber elements exposed to fire. In
Proceedings of theWorldConference onTimberEngineering (WCTE), 22–25/08,Vienna,Austria.

Lattimer, B. Y., & Ferreira, M., (2017). A review of developing railcar design for smoke control
system design. In Proceedings of the 2017 Joint Rail Conference, Philadelphia, U.S.A.

Lee, S., Davidson, R., Ohnishi, N., & Scawthorn, C. (2008). Fire following earthquake—Reviewing
the state-of-the-art of modeling. Earthquake Spectra, 24, 933–967.

Lennon, T., Moore, D. B., & Bailey, C. (1999). The behaviour of full-scale steel-framed buildings
subjected to compartment fires. Structural Engineering, 77(8), 15–21.

Li, Y. Z., & Ingason, H. (2012). The maximum ceiling gas temperature in a large tunnel fire. Fire
Safety Journal, 48, 38–48.

Liew, J. R. (2008). Survivability of steel frame structures subject to blast and fire. Journal of
Constructional Steel Research, 64(7–8), 854–866.

MAEViz. (2014). Hosted by theNational Center for SupercomputingApplications, at theUniversity
of Illinois, Urbana. http://mae.cee.illinois.edu/software/software_maeviz.html.

Maljaars, J., Soetens, F., & Katgerman, L. (2008). Constitutive model for aluminum alloys exposed
to fire conditions. Metallurgical and Materials Transactions A, 39(4), 778–789.

Maluk, C., Linnan, B., Wong, A., Hidalgo, J. P., Torero, J. L., Abecassis-Empis, C., et al. (2017).
Energy distribution analysis in full-scale open floor plan enclosure fires. Fire Safety Journal, 91,
422–431.

Manes, M., & Rush, D. (2018). A critical evaluation of BS PD 7974-7 structural fire response data
based on USA fire statistics. Fire Technology. https://doi.org/10.1007/s10694-018-0775-2.

Marasco, S., Zamani Noori, A., & Cimellaro, G. P. (2017). Cascading hazard analysis of a hospital
building. Journal of Structural Engineering, 143(9), 04017100.

McGrattan, K., Klein, B., Hostikka, S., & Floyd, J. (2007). Fire dynamics simulator (Version 5):
User’s guide. National Institute of Standards and Technology (NIST).

Meacham, B. (2015). Post-earthquake fire performance of buildings: Summary of a large-scale
experiment and conceptual framework for integrated performance-based seismic fire design. Fire
Technology. Springer Science. https://doi.org/10.1007/s10694-015-0523-9.

Memari,M.,&Mahmoud,H. (2018). Framework for a performance-based analysis of fires following
earthquakes. Engineering Structures, 171, 794–805.

http://mae.cee.illinois.edu/software/software_maeviz.html
https://doi.org/10.1007/s10694-018-0775-2
https://doi.org/10.1007/s10694-015-0523-9


448 T. Gernay and N. E. Khorasani

Mieler, M. W., & Mitrani-Reiser, J. (2018). Review of the state of the art assessing earthquake-
induced loss of functionality in buildings. Journal of Structural Engineering, 144(3). https://doi.
org/10.1061/(asce)st.1943-541x.0001959.

Molkens, T., Van Coile, R., & Gernay, T. (2017). Assessment of damage and residual load bear-
ing capacity of a concrete slab after fire: Applied reliability-based methodology. Engineering
Structures, 150, 969–985.

Naus, D. (2010). A compilation of elevated temperature concrete material property data and infor-
mation for use in assessments of nuclear power plant reinforced concrete structures. US Nuclear
Regulatory Commission, Office of Nuclear Regulatory Research, Washington, DC.

Ni, S.,&Birely,A.C. (2018a). Impact of physical seismic damage on the fire resistance of reinforced
concrete walls. Construction and Building Materials, 182, 469–482.

Ni, S., & Birely, A. C. (2018b). Simulation procedure for the post-fire seismic analysis of reinforced
concrete structural walls. Fire Safety Journal, 95, 101–112.

NIST. (2016). Community resilience planning guide for buildings and infrastructure systems. NIST
Special Publication 1190 (Vols. 1 and 2). National Institute of Standards and Technology.

NYCEM:TheNewYorkCityAreaConsortium for EarthquakeLossMitigation. (2003).Earthquake
risks and mitigation in the New York, New Jersey, Connecticut Region. Report Number MCEER-
03-SP02.

PPD (Presidential Policy Directive). (2013). Critical infrastructure security and resilience.
PPD-21. https://www.whitehouse.gov/the-press-office/2013/02/12/presidential-policy-directive-
critical-infrastructure-security-and-resil.

Quiel, S. E., Moreyra Garlock, M. E., & Paya-Zaforteza, I. (2011). Closed-form procedure for
predicting the capacity and demand of steel beam-columns under fire. Journal of Structural
Engineering, 137(9), 967–976.

Quiel, S., Yokoyama, T., Bregman, L. S., Mueller, K., & Marjanishvili, S. (2015). A streamlined
framework for calculating the response of steel-supported bridges to open-air tanker truck fires.
Fire Safety Journal, 73, 63–75. (Elsevier).

Rackauskaite, E., Kotsovinos, P., & Rein, G. (2017). Structural response of a steel-frame building
to horizontal and vertical travelling fires in multiple floors. Fire Safety Journal, 91, 542–552.

Rush, D., & Lange, D. (2017). Towards a fragility assessment of a concrete column exposed to a
real fire–tisova fire test. Engineering Structures, 150, 537–549.

Savov, K., Lackner, R., & Mang, H. A. (2005). Stability assessment of shallow tunnels subjected
to fire load. Fire Safety Journal, 40(8), 745–763.

Scawthorn, C. R. (2008). The ShakeOut scenario—Fire following earthquake. Prepared for United
States Geological Survey, Pasadena, CA and California Geological Survey, Sacramento, CA.

Sekizawa, A., Ebihara, M., & Notake, H. (2003). Development of seismic-induced fire risk assess-
ment method for a building. In Fire Safety Science—Proceedings of the Seventh International
Symposium, International Association for Fire Safety Science (pp. 309–320).

Stern-Gottfried, J., &Rein, G. (2012). Travelling fires for structural design–Part I: Literature review.
Fire Safety Journal, 54, 74–85.

Teslim-Balogun, A., Málaga-Chuquitaype, C., & Stafford, P. J. (2017). Assessment of efficiency
of intensity measures for performance-based travelling fire design. In IABSE Symposium Report
(Vol. 109, No. 41, pp. 1645–1648). International Association for Bridge and Structural Engineer-
ing.

The Geneva Association. (2010). Information bulletin world fire statistics centre no. 26.
The New York Time. (2015). East village explosion ignites fire, fells buildings and injures at least
19. Retrieved from https://www.nytimes.com/2015/03/27/nyregion/reports-of-explosion-in-east-
village.html.

Tondini, N., Morbioli, A., Vassart, O., Lechêne, S., & Franssen, J. M. (2016). An integrated mod-
elling strategy between a CFD and an FE software: Methodology and application to compartment
fires. Journal of Structural Fire Engineering, 7(3), 217–233.

USGS. (2018). The HayWired earthquake scenario—We can outsmart disaster. U.S. Geological
Survey, U.S. Department of the Interior, Fact Sheet 2018-3016.

https://doi.org/10.1061/(asce)st.1943-541x.0001959
https://www.whitehouse.gov/the-press-office/2013/02/12/presidential-policy-directive-critical-infrastructure-security-and-resil
https://www.nytimes.com/2015/03/27/nyregion/reports-of-explosion-in-east-village.html


Resilience of the Built Environment to Fire … 449

Usmani, A. S., Chung, Y. C., & Torero, J. L. (2003). How did the WTC towers collapse: A new
theory. Fire Safety Journal, 38(6), 501–533.

Van Coile, R., Caspeele, R., & Taerwe, L. (2014a). Reliability-based evaluation of the inherent
safety presumptions in common fire safety design. Engineering Structures, 77, 181–192.

Van Coile, R., Caspeele, R., & Taerwe, L. (2014b). Lifetime cost optimization for the structural fire
resistance of concrete slabs. Fire Technology, 50, 1201–1227.

Van Coile, R., Balomenos, G. P., Pandey, M. D., & Caspeele, R. (2017). An unbiased method
for probabilistic fire safety engineering, requiring a limited number of model evaluations. Fire
Technology, 53(5), 1705–1744.

Van Coile, R., Hopkin, D., Lange, D., Jomaas, G., & Bisby, L. (2018a). The need for hierarchies of
acceptance criteria for probabilistic risk assessments in fire engineering. Fire Technology, 1–36.

Van Coile, R., Gernay, T., Elhami Khorasani, N., & Hopkin, D. (2018b). Evaluating uncertainty in
steel-composite structure under fire-application of the ME-MDRM. In 10th International Con-
ference on Structures in Fire.

Vassart, O., Bailey, C. G., Hawes, M., Nadjai, A., Simms, W. I., Zhao, B., et al. (2012). Large-scale
fire test of unprotected cellular beam acting in membrane action. Proceedings of the Institution
of Civil Engineers: Structures and Buildings, 165(7), 327–334.

Vassart, O., Zhao, B., Cajot, L. G., Robert, F., Meyer, U., Frangi, A. (2014). Eurocode: Background
and applications. Structural fire design. Worked examples. JRC, Luxemburg

Yildiz, S. S.,&Karaman,H. (2013). Post-earthquake ignition vulnerability assessment ofKucukcek-
mece District. Journal of Natural Hazards and Earth System Sciences, 13, 3357–3368.

Zhang, C., Silva, J. G., Weinschenk, C., Kamikawa, D., & Hasemi, Y. (2016). Simulation method-
ology for coupled fire-structure analysis: Modeling localized fire tests on a steel column. Fire
Technology, 52(1), 239–262.

Zhuang, J., Payyappalli, V. M., Behrendt, A., & Lukasiewicz, K. (2017). Total cost of fire in the
United States. Fire Protection Research Foundation. Research for the NFPA mission. University
at Buffalo, NY.

Zolfaghari,M. R., Peyghaleh, E., &Nasirzadeh, G. (2009). Fire following earthquake, infrastructure
ignition modeling. Journal of Fire Science, 27, 45–79.



Part III
Resilience Concepts



Disaster Risk Reduction and Urban
Resilience: Concepts, Methods
and Applications

Tiago Miguel Ferreira and Paulo B. Lourenço

1 Introduction

During the past decades, there have been numerous large-scale disasters through-
out the world, causing severe economic losses and affecting millions of people.
These numbers, associated with a rapidly increasing rate of urbanisation, demon-
strate the need for specific approaches to assess and manage natural and man-made
disaster risks over these areas (Maio et al. 2018). Earthquakes, fires or floods are
inevitable hazards with the potential to generate large-scale social, cultural and eco-
nomic impacts and long-last disruption of the urban systems. However, these impacts
can be significantly reduced through the implementation of a systematic risk assess-
ment process. Current hazard mitigation methods applicable to reduce losses require
a great effort in terms of development and implementation. This has been recently rec-
ognized as amethodology of riskmanagement, a process of determining what should
be done for a hazard, deciding which hazards and at what scale magnitude should
be managed, and in what priority order. Thus, one of the most important research
challenges in the field of systemic risk analysis is how to define new advanced anal-
ysis methods able to take into account the interdependencies between these different
components.

The evaluation of the risk is considered essential to define strategic urban and
emergency planning management actions and should be based on the analysis of the
buildings, the exposed population and their emergency interaction. Such an approach
is urgently needed for complex scenarios, like the historical one, but still, in many
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cases around the world, historical centres scenarios are not properly investigated
according this holistic risk analysis standpoint.

2 Conceptual Framework for Urban Resilience

Urban resilience is generally understood as the ability of an exposed urban area to
prepare, respond and recover from the effects of multi-hazard threats, being directly
connected to mitigation, preparedness, disaster, response, recovery and reconstruc-
tion disaster risk management phases (Coaffee 2008). Risk identification from nat-
ural hazards is considered the first step towards reducing their adverse effects. Sev-
eral organisations such as the Global Facility for Disaster Reduction and Recovery
(GFDRR) are focused on supporting governments and communities in vulnerable
disaster-prone areas by increasing the perception, awareness and access to compre-
hensive information about physical and societal exposure to disaster risk. Hence,
communities, private stakeholders and governments, are able to better estimate the
potential impacts of the hazards most likely to occur and to affect people and prop-
erty, as well as to carry out risk-sensitive decision-making. Moreover, these global
knowledge-sharing partnerships frequently work together with the governments, the
private sector and the civil society in order to create new or improve existing land-use
policies, to drive investment in risk mitigation measures and to act as moderators in
the dialogue between stakeholders (Arshad and Athar 2013).

There are numerous references in the literature of the positive influence of disas-
ter risk management and planning on communities’ resilient capacity. By the way
of example, it is worth refereeing here the Rural Housing Reconstruction Program
(RHRP), implemented in the aftermath of earthquake that struck northern Pakistan
in October 2005 causing about 73,000 deaths and more than 2.8 million homeless
people (Arshad and Athar 2013), the February 2010 Chile earthquake (Astroza et al.
2012) and the 22 February 2011 Christchurch earthquake (Mitchelson 2011). A par-
ticularly striking example is the 2011 Great East Japan Earthquake, a mega disaster
crisis that caused about 20,000 casualties, over 130,000 building collapses and a
direct economic cost estimated in $210 billion (Covello 2014). Although the level
of preparedness of the Japanese community to natural hazards is internationally
acclaimed and disaster risk management strategies had been developed and imple-
mented for decades in the country, complexity resulting from the cascading effects
of the 9.0 magnitude earthquake that hit the territory was simply too complex to deal
with.

Civil protection bodies, in many countries, the agencies responsible for planning
emergency response. In order to accomplish such task, it is essential that they be
able to accurately identify which are the most vulnerable areas/zones and to pre-
pare and put into practice logistic and field exercises aimed at simulating realistic
emergency event scenarios (Goula et al. 2006). However, as highlighted by Ferreira
et al. (2017b), urban riskmanagement is often conducted by technicians and decision
makers without the use of a general planning tool, which can seriously compromise



Disaster Risk Reduction and Urban Resilience … 455

the their effectiveness since they don’t have a comprehensive view of the area under
investigation. An effective way of tackling this issue is to use a multi-purpose tool
connected to a relational database within a Geographic Information System (GIS)
platform. This kind of tools allow to perform spatially integrated analysis of the
elements at risk, namely of the building stock, and to manage and integrate different
types of data, such as survey information, building features, seismic vulnerability
and risk scenarios. Due to this ability, these tools are of great value and usefulness
for territorial planning of the city, particularly in supporting retrofitting strategies,
cost-benefit analyses and the development and implementation of civil protection
and local emergency plans (Neves et al. 2012).

In the pre-event phase, the primary attention should be focused on raising com-
munities’ preparedness, awareness, and perception of risks, which, in practice, can
be achieved only by implementing appropriate education and communication strate-
gies. According to Covello (2010), individual risk perception depends on a series of
factors which determine how an individual responds to risk information. One of the
most effective means of increasing risk awareness and assessing the risk perception
of a community is through the creation and dissemination of information and com-
munication tools and the organisation of risk awareness campaigns. Last but not least,
volunteering and aiding mechanisms should be established in order to increase the
response capacity during the emergency and response phase, wherein the safeguard-
ing of human life, namely by means of the implementation of efficient safety and
rescue plans, and the endowing of temporary settlement camps and infrastructures
to receive homeless and injured people, should be a key priority.

Moreover, it is in the emergency and response phase that preliminary in-field
technical surveys are conducted for evaluating the severity of the damage inflicted
to structures and infrastructures. These surveying activities are usually developed
from on a strong cooperation between the scientific community and the civil pro-
tection bodies. Even though these actions typically begin in a very early stage of
the emergency and response phase, they are very likely to last for several months
following the event, which increases significantly the complexity associated with
their management since it involves the in-field cooperation of different players.

3 Vulnerability and Risk Evaluation Approaches for Urban
Areas

Urban areas are characterized by high interference level between the buildings’ vul-
nerabilities, the urban fabric features (complex streets network characterized by a
high ratio between building height and width of facing street) and potentially high
population densities, including tourists who can be unfamiliar with the environment.
According to previous research (Gavarini 2001; Indirli 2009), the most influencing
elements in inhabitants’ safety is represented by the interactions between people and
post-event environment in urban scenarios. In fact, the streets network plays a very
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important role in emergency planning, especially during the evacuation phase since
some urban areas can become fully or partially inaccessible due to the deposition of
debris resulting from collapsed or heavily damaged buildings. In this sense, under-
standing urban and buildings vulnerabilities is a crucial step towards the development
of more efficient and effective risk mitigation strategies. Two types of vulnerability
can be distinguished (Santarelli et al. 2018):

• “Intrinsic” vulnerability, which concerns elements composing the path itself and
where evaluation indices are provided for streets, public open spaces, and particular
elements such as bridges;

• “Extrinsic” vulnerability, which involves the elements that do not directly belong
to the path itself but that can compromise it.

Moreover, three main groups of vulnerability assessment methods are reported in
the literature: empirical, analytical, and hybrid methods.

Empirical methods are particularly when a record of past events is available and
building damage has been systematically collected over a significant number of
events. Empirical methods can be distinguished between those purely empirical, i.e.,
based on post-event damage observation, and those relying on analytical formu-
lations, in which a model of a representative building typology is defined, and its
response is analysed for a certain level of action. According to Calvi et al. (2006), the
stream of thought implicit in empirical methods usually fall upon damage probability
matrices, vulnerability index methods, continuous vulnerability curves or screening
methods.

Analytical methods are more appropriate for the cases where construction details
are recorded andwell understood.According toMaio et al. (2018), analyticalmethods
tend to feature slightly more detailed and transparent vulnerability assessment algo-
rithmswith direct physical meaning, which not only allow detailed sensitivity studies
to be undertaken but also the straightforward calibration to various characteristics of
building stock and hazard sources. For large-scale vulnerability assessments, capac-
ity and demand are often determined using simplified analytical methods (Mouroux
and Le Brun 2006). It is worth referring the judgment-based methods, in which vul-
nerability is attributed to building typologies by a panel of experts selected to perform
the assessment based on a common set of information and their previous knowledge.
An illustrative example can be found in Porter et al. (2007). This technique may be
particularly useful for generating vulnerability curves or damage probability matri-
ces for classes of structures which are reasonably well defined in structural terms,
but for which other methods cannot be applied (Rota et al. 2008).

Finally, the hybrid approaches try to overcome the main limitations of the previ-
ously described methods, making use of different sources of information combined
together (Rota et al. 2010). Relevant examples of hybrid approaches are the macro-
seismic methods, which are based on empirical data and expert judgment or combine
empirical data and analytical results.

To date, a limited number of works focuses on streets network punctual conditions
and debris interactions, and, only few of them include historical scenarios through the
introduction of geometric methodologies, which use the ratio between the height of
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building, h, and the width of facing street,W, in order to determine the limit condition
for building street interference. Since the ratio h/W is significant for the selection of
pedestrians’ evacuation route, this method is also used for the design of evacuation
plan according to current standard methods developed in some earthquake-prone
countries. It worth noting that the earthquake is one of the most influential hazards
when it comes to the vulnerability of buildings in urban centres, leading to major
modifications in terms of ruins production. For this reason, most of the vulnerability
and debris quantification studies are related to earthquake events. Nevertheless, they
can be very simplymodified and adapted to other disaster events, such as fires, floods,
etc.

4 Vulnerability Assessment as a Tool for Mitigating Risk
in Urban Areas

The present section is aimed at discussing some of the concepts addressed in the
previous sections through the application and discussion of two different large-scale
vulnerability assessment approaches in two different cases studies.

In the first example, a hybrid seismic vulnerability assessment method originally
developed for evaluating the seismic vulnerability of stone masonry façade walls is
applied to the Historical Centre of Coimbra. The results obtained from that appli-
cation are then used to estimate damage scenarios, which, in turn, are subsequently
exploited to discuss emergency planning strategies. The definition of possible evac-
uation routes, the identification of inaccessible urban areas, as well as the number of
people that, in consequence, may be affected, are some of the results presented and
discussed herein.

In the second example, a simplified fire risk assessment method is applied to
evaluate the fire risk in the Historical Centre of Guimarães. After being integrated
into a Geographical Information System (GIS) software, the assessment results are
spatially examined and discussed in the form of fire vulnerability and risk maps.

4.1 Seismic Vulnerability and Risk Analysis

Among the most frequently observed damage mechanisms in traditional masonry
structures located the urban areas, the response of the facade walls is one of the most
prevalent and critical ones, not only due to the direct consequences that may result
from the partial or global collapse of these elements, but also because of the indirect
impacts that can arise from that, such as the obstruction of evacuation routes due to the
deposition of debris and ruins. Trying to tackle this issue, a new seismic vulnerability
assessment method was proposed by Ferreira et al. (2014) to assess the seismic
vulnerability ofmasonry facadewalls. Suchmethodwas later extended and calibrated
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by the authors (Ferreira et al. 2017a) resorting to two complementary approaches.
A first based on fragility curves obtained from damage limit states defined with a
simplified analytical method (Ferreira et al. 2015). The second one, based on post-
earthquake damage data.

According to this vulnerability formulation, individual vulnerability is measured
through an index obtained as the weighted sum of 13 evaluation parameters, listed
in Table 1, each of which related to 4 classes, Cvi, of increasing vulnerability: A, B,
C and D.

The vulnerability index of the façade wall, I ∗
v f , can be then obtained by the

weighted sum of the 13 parameters, each one of them affected by a weighting factor,
pi, which depends on the relative importance of the that particular parameter, see
Eq. (1). For ease of use, the vulnerability index is normalised to range between 0 and
100, Ivf ; the lower its value, the lower the seismic vulnerability of the façade wall.

I ∗
v f =

13∑

i=1

Cvi pi (1)

In addition, amean damage grade,µD, can be estimated for differentmacroseismic
intensities based on the vulnerability index, Ivf . To this end, an analytical expression

Table 1 Vulnerability index formulation: parameters, classes and respective weights

Parameters Class, Cvi Weight
piA B C D

Group 1. Façade geometry, openings and interaction

P1. Geometry of the façade 0 5 20 50 0.50

P2. Maximum slenderness 0 5 20 50 0.50

P3. Area of openings 0 5 20 50 0.50

P4. Misalignment of openings 0 5 20 50 0.50

P5. Interaction between contiguous facades. 0 5 20 50 0.25

Group 2. Masonry materials and conservation

P6. Quality of materials 0 5 20 50 2.00

P7. State of conservation 0 5 20 50 2.00

P8. Replacement of original flooring system 0 5 20 50 0.25

Group 3. Connection efficiency to other structural elements

P9. Connection to orthogonal walls 0 5 20 50 2.00

P10. Connection to horizontal diaphragms 0 5 20 50 0.50

P11. Impulsive nature of the roofing system 0 5 20 50 2.00

Group 4. Elements connected to the façade wall

P12. Elements connected to the facade 0 5 20 50 0.50

P13. Improving elements. 0 5 20 50 −2.00
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that correlates hazard with the mean damage grade (0 < µD< 5) of the damage
distribution in terms of vulnerability value was developed by (Ferreira et al. 2014),
Eq. (2):

µD = 2.51 + 2.5 × tanh

(
I + 5.25 × V − 11.6

Q

)
(2)

where I represents the seismic hazard described in terms of macroseismic intensity
scale EMS-98 (Grünthal 1998), V is the vulnerability index obtained from Eq. (3),
and Q is a ductility factor that describes the ductility of a certain constructive typol-
ogy. Following the calibration made by Ferreira et al. (2014), a value of Q = 2.0 was
assumed in this work. According to the authors, this value leads to the best approxi-
mation between mean damage grade values and post seismic damage evaluation for
traditional stone masonry buildings.

V = 0.592 + 0.0057 × Iv f (3)

4.1.1 Application to the Historic Centre of Coimbra

The city of Coimbra is one of the oldest and most important cities in Portugal.
Besides the University of Coimbra-Alta and Sofia zone, which has been classified as
a UNESCO World Heritage Site in 2013 (Vicente et al. 2015), the historical centre
of Coimbra is also an outstanding cultural and touristic point. The architecture, the
urban environment, the history and the cultural wealth of the area are enjoyed by the
thousands of tourists who visit the city annually (Mendes da Silva 2015). A view to
one of the most important streets of the historical centre of Coimbra, Rua Ferreira
Borges, is shown in Fig. 1.

The seismic vulnerability assessment of the historical centre of Coimbra was per-
formed by applying the above-described seismic vulnerability index methodology.
A vulnerability index value, Ivf , was calculated for each one of the 672 façade walls
that compose this case study and the vulnerability results were subsequently mapped
resorting to a Geographic Information System (GIS) tool. As already discussed in
Sect. 2, besides other advantages, the use of GIS allows for the spatial and organic
view of the inter-connected issues associated with the study area. In this specific
case, GIS was used to acquire a general overview of the level of vulnerability and
risk in the study area (including damage scenarios for different seismic intensities).

The spatial distribution of the vulnerability index results over the study area is
presented in Fig. 2a. In addition, Fig. 2b presents the buildings for which the corre-
sponding vulnerability index value resulted higher than 45 and for that, consequently,
a further evaluation resorting to a more detailed seismic vulnerability assessment
methodology is advised.

From the analysis of Fig. 2b one can notice that there is a clear concentration of
more vulnerable buildings (i.e., with higher vulnerability index values) in the north
part of the study area. This result, when read together with the urban characteristics
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Fig. 1 Historic Centre of Coimbra: view to Rua Ferreira Borges

(a) (b)

Fig. 2 Vulnerability index distribution (a) and identification of the building façade walls with
vulnerability index values equal or higher than 45 (b), adapted from Aguado et al. (2018)
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of this area (characterised by narrow paths, alleys and streets), allows to observe that
this area is one of the most problematic ones of the Historic Centre of Coimbra in
terms of operational accessibility after a seismic event.

4.1.2 Analysis of Seismic Scenarios

Characterised the seismic vulnerability of the building façade walls over the study
area, it is then possible to estimate and analyse damage distributions for different
seismic scenarios. To do so, the above presented Eq. (2) is used to estimate individual
levels of damage for different earthquake intensities which, resorting to the GIS tool,
are mapped and spatially analysed. As an example, Fig. 3 presents four of these
damage scenarios (for macroseismic intensities of IEMS-98 = VI, VII, VIII and IX).

From the analysis of Fig. 3a, b, one can observed that for earthquake intensities
lower than VII, most of the building façade walls present damage grade values, µD,
ranging between 0 and 3.0. For intensities IEMS-98 = VIII and IX the global scenario
is very different, with several buildings presenting damage grades, µD, higher than
3.0.

4.1.3 Emergency Planning

Based on the damage scenarios given in Fig. 3, particularly of that of intensity IEMS-98

= VIII, a proposal of potential evacuation routes for the historical centre of Coimbra
is described and analysed herein. Thus, two cumulative conditions were established
in order to determine if a street, alley or avenue can be used as an evacuation route
in case of earthquake:

• A minimum free width of 4 meters should be guaranteed, aimed at ensuring the
circulation of emergency and rescue vehicles (ambulances, fire trucks, etc.);

• The level of damage of the façade walls present along the route should be lower
than 3.5 [i.e., in the range between “no damage” to “severe damage”, see (Aguado
et al. 2018)].

If these two conditions are met, it is plausible to assume that the route in question
will be potentially free of obstacles after the earthquake event and that it can therefore
be used as an evacuation route. If however one of the conditions is not satisfied, it is
assumed that the pass is blocked and therefore that specific a street, alley or avenue
cannot act as an evacuation route.

Following this criterion, Fig. 4a presents the three accessibility levels obtained
for the Historic Centre of Coimbra, considering an intensity of IEMS-98= VIII (the
maximum historic intensity felt in the zone). Such accessibility are represented in
accordance with the following: the routes coloured in green are those where rescue
vehicles can potentially circulate; the routes with restricted access (their narrowness
does not allow the free circulation of the rescue vehicles) are coloured in yellow;
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(a) (b)

(c) (d)

Fig. 3 Damage scenarios formacroseismic intensities IEMS-98=VI (a), IEMS-98=VII (b), IEMS-98=
VIII (c) and IEMS-98= IX (d), adapted from Aguado et al. (2018)
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(a) (b)

Fig. 4 Identification of potential evacuation routes (a); and inaccessible areas (b), both for an
earthquake scenario of IEMS-98= VIII, adapted from Aguado et al. (2018)

Table 2 Number of residents
living in each one of the nine
urban areas analysed

Area 1 2 3 4 5 6 7 8 9 Total

No.
resi-
dents

5 35 58 25 98 26 2 14 10 273

finally, the roads that will become potentially blocked for the seismic scenario con-
sidered are coloured in red.

From the result presented in Fig. 4a, it is further possible to define the urban
areas that, for seismic scenario considered, may be potentially inaccessible. For this
purpose, it is assumed that the urban zones located between two or more buildings
for which the partial or the global collapse of their façade is expected will become
isolated, as well as, as a consequence, all buildings located within its perimeter.

Following this criterion, Fig. 4b illustrates the nine areas of the Historic Centre of
Coimbra that may become inaccessible for an earthquake scenario of IEMS-98= VIII.

Finally, the number of residents living in each one of the nine areas identified in
Fig. 4b is given in Table 2.

Regarding the numbers presented in Table 2, it is important to stress that this result
should be interpreted with caution, not only due to the natural uncertainty associated
to data collection, but also because these numbers are largely variable throughout the
day. In this case, taking into account that a considerable portion of these buildings
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have commercial use at the ground floor level, the occurrence of a seismic event
during the day time will very probably result in much larger numbers than those
presented here, due to the many passers-by and customers potentially in the affected
areas.

4.2 Fire Vulnerability and Risk Analysis

The simplified fire risk assessment methodology presented in this section, known
as Fire Risk Index (FRI ) method, was proposed by Ferreira et al. (2016) aimed at
providing a simpler but reliable alternative to conduct large-scale fire risk analysis,
accelerating the information gathering process and optimising the risk evaluation
through a “large-scale reworked and redefined assessment tool”. As presented in
Table 3, in terms of methodological structure the FRI method is composed by two
global factors, a global risk factor and a global efficiency factor, which, as detailed
below, unfold into two sub-factors and fifteen partial factors.

The global risk factor is divided into three sub-factors devoted to evaluating fire
ignition, fire propagation and evacuation phase. As for the global efficiency factor,
it considers the fire combat with only one sub-factor. Furthermore, the sub-factors
break-down into partial factors that assume numerical values which were defined
according to an analytical hierarchy process.

Table 3 Methodological structure of the Fire Risk Index (FRI ) method, adapted from Ferreira et al.
(2016)

Sub-factors Partial factors

Global risk factor Fire ignition, SFI Building conservation state

Electric installations

Gas installations

Fire load nature

Fire propagation, SFP Gap between aligned openings

Safety and security teams

Fire detection, alert and alarm

Fire compartmentalisation

Fire loads

Evacuation, SFE Evacuation and escape routes

Building properties

Evacuation correction factor

Global efficiency factor Fire combat, SFC Building external fire combat factors

Building internal fire combat factors

Security teams
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Table 4 Reference Fire Risk factor (FRR), for different types of building use

Reference risk factor Building use

Residential Service or industrial spaces, libraries and
archives

FRR 0.19 + 0.25 × Fc
(a) 0.10 + 0.25 × Fc

(a)

(a)FC is a correction factor that can assume the values of 1.10, 1.20 or 1.30, for a building of <3,
<7, and 7+ floors, respectively

As presented in Eq. (1), the Fire Risk Index (FRI ) is obtained by the quotient
between theweighted average of the four sub-factors described above and a reference
risk factor (FRR) that considers the type of building use, see Table 4.

F RI = (1.20 × SFI + 1.10 × SFP + SFE + SFC)/4.0

F RR
(1)

As detailed by Ferreira et al. (2016), the Fire Risk Index (FRI ) assumes the unit
value as the reference value for safety verification. Thus, in a simplified manner,
it is possible to say that an FRI value higher than 1.0 suggests the need for the
implementation of fire risk mitigation strategies, whereas an FRI value lower than
1.0 suggests that the building fulfils the minimum fire safety conditions.

4.2.1 Application to the Historic Centre of Guimarães

Located in the northern region of Portugal, theHistoricCentre ofGuimarães is known
as the cradle of the Portuguese nationality. Its historical centre, formally inscribed
as a UNESCO World Heritage Site in 2001, is an exceptionally well-preserved and
authentic example of the evolution of a Medieval settlement into a modern town,
Fig. 5. Due to its unity, architectural characteristics, diversity of construction system,
aswell as due to its singular integrationwith the landscape setting, theHistoric Centre
of Guimarães represents outstanding universal values (UNESCO 2001).

Following the same logic of Sect. 4.1, the fire risk results obtained from the
application of the simplified Fire Risk Index (FRI ) method described in the previous
section to the Historical Centre of Guimarães are presented and discussed in the
following. Also in this case, a GIS tool was developed and used to combine data
regarding the characteristics of the building stock, types of use, conservation state
and level of exposure and fire risk.

The first output presented in the following is the distribution of theFRI results over
the study area. On the basis of this result, which is mapped in Fig. 6, one can quickly
examine the overall level of fire risk associated to each one of the buildings assessed.
As detailed in Granda and Ferreira (2018), this indicator allows, in a broader and
spatial manner, to identifymore unsafe and critical buildings. In order to facilitate the
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Fig. 5 Historic Centre of Guimarães. General view to Largo da Oliveira

analysis and interpretation of the results,FRI has been divided into four levels of risk:
low [0.60–1.00], moderate [1.00–1.30], high [1.30–1.65] and extreme [1.65–2.0].

4.2.2 Risk Results Associated to Fire Ignition, Propagation, Evacuation
and Combat

The sub-factor associated to Fire ignition is obtained through the average of the four
partial factors indicated in Table 3: building conservation state; electric installations;
gas installations; and fire load nature.

This sub-factor is particularly important insofar that old and absolute electrical
installations and heating systems are included among themain sources of fire ignition
in ancient buildings. In fact, such elements are particularly hazardouswhenassociated
with low conservation/maintenance levels and high fire loads, which is a frequent
situation in historic city centres.

As illustrated in Fig. 7a, about 93% (253) and 6% (16) of the buildings assessed
in the Historic Centre of Guimarães present a low and a moderate level of risk
regarding fire ignition, respectively. It is interesting to highlight that despite the high
number of buildings with non-refurbished electrical installations (69, 26%) and gas
bottles placed inside the building in non-ventilated compartments (34%), the values
obtained for this sub-factor were low thanks to the low hazardous nature of the
materials present in most of the buildings.
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Fig. 6 Fire Risk Index
(FRI ) results over the
Historic Centre of
Guimarães, adapted from
Granda and Ferreira (2018)

As for the sub-factor associated to fire propagation, it is obtained through the
average of five partial factors: the gap between aligned openings; safety and security
teams; fire detection, alert and alarm; fire compartmentalization; and fire loads. As
can be seen in Fig. 7b, 52% of the buildings are considered in high risk of fire prop-
agation. To a large extend this is due to the lack of detection and alarm systems, the
insufficient vertical distance between aligned openings and the presence of materials
with moderate to high fire load densities. Moreover, 38% of the buildings present a
moderate risk. Regarding these latter, it is important to add that most of them have
a commercial use, which means that, they are periodically subjected to a legally
compulsory inspection process. For this reason, it seems reasonable to assume that
these buildings fully comply with the legal regulations in force. Finally, 3% of the
buildings (8) were found to be in extreme risk considering their fire propagation
characteristics.

The sub-factor associated to building evacuation results from the average of the
partial factors related to: evacuation and escape routes; building properties; and
evacuation correction factor. The distribution of the results obtained for this sub-
factor is depicted in Fig. 8a. From this result, one can notice that about 41% of
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(a) (b)

Fig. 7 Fire ignition and fire propagation risk results in the Historic Centre of Guimarães

buildings assessed (110) present a level of risk associated to evacuation ranging
from high to extreme.

The last sub-factor that constitutes the Fire Risk Index is associated with fire
combat. This sub-factor is evaluated on the basis of three partial factors: the building
external fire combat; the building internal fire combat; and the existence of fire
security teams. Of these, the partial factor related to the external fire combat plays a
particularly relevant role in terms of urban fire risk. The result of this partial factor
is linked to two key characteristics, the accessibility and the location of hydrants in
the vicinity of the building, as well as the accessibility of the streets (based on the
free width, the height and the slope of the access ways). As discussed by Bernardini
(2017), these features play a key role in terms of fire combat due to their direct
influence on the capacity of the emergency vehicles to access the buildings and to
help and rescue the victims during the fire.

The Historical Centre of Guimarães does not present relevant issues related to the
free height and the slope of the streets. However, regarding their free width, there is
actually a potential risk resulting from the fact that much of streets located within the
study area present free widths lower than 3.5 m, refer to Fig. 9a. The only exceptions
are the peripheral streets of the area, whose dimensions comply with this limit of
3.5 m, see Fig. 9b.

Finally, Fig. 8b presents the distribution of the sub-factor fire combat. As one can
observe in this figure, about 65% of the evaluated buildings present a level of risk in
the range from high or extreme.
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(a) (b)

Fig. 8 Evacuation and fire combat results

(a) (b)

Fig. 9 Mapping of accessibilities in the Historic Centre of Guimarães: street width (a) and different
levels of accessibility (b)
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4.2.3 Second Level Analysis: FRI with Empty Floors and Number
of Building Occupants

In order to complement the analysis presented in the previous sections, the Fire Risk
Index (FRI ) values obtained for the Historic Centre of Guimarães are combined and
analysed in the present section with two types of exposure data: the existence of
empty upper floors and total number of building occupants. In the first case, empty
upper floors can contribute to facilitate fire propagation, namely due to the increased
difficulty in detecting the ignition,whereas, in the second case, the number of building
occupants is a fundamental indicator for estimating the number of people potentially
exposed to fire.

Figure 10a presents the distribution of the empty upper floors in the Historical
Centre of Guimarães, together with the individual FRI results. As it is possible to
observe, 20 of the 436 buildings evaluated in theHistoricCentre ofGuimarães present
currently empty upper floors, being that, most of those, have a commercial use at the
ground floor level.

As for the combined analysis of the FRI and the number of building occupants,
illustrated in the following Fig. 10b, about 30% of the occupants considered in this
study are associatedwith buildingswhoseFRI ranges fromhigh to extreme (1.3–2.0).
Moreover, it is worth adding that the distribution of buildings with high to extreme

(a) (b)

Fig. 10 Second level analysis: FRI results with empty upper floors (a) and number of building
occupants (b)
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fire risk is homogeneous over thewhole study area,which emphasizes the need for the
adoption of appropriate fire risk mitigation strategies, not only in specific locations
of the Historic Centre of Guimarães, but in the whole area.

5 Conclusions

As presented and discussed in this chapter, urban disaster risk depends on several
factors, some of them related to the physical characteristics of the buildings, others
associated with the features of the urban space. This fact, together with the techni-
cal and practical difficulties associated with the vulnerability evaluation of existing
buildings, makes the risk assessment of old urban areas a very challenging problem.

The broad conclusions and recommendation drawn from the discussion presented
in this chapter converge towards the enhancement of public awareness and of the
research on riskmitigation. Preferably, riskmitigation strategies should address land-
use zoning (reducing exposure), planning of adequate strengthening campaigns, and
the implementation of building codes suitable both for new and existing structures.

As demonstrated in the two application examples discussed in this chapter, the
use of Geographic Information System (GIS) tool to integrate vulnerability and risk
results constitutes a major step in the risk assessment process, enabling, in parallel,
the storage of building features and survey information, and the construction of
damage and risk scenarios.

The application of the seismic vulnerability assessment method presented in
Sect. 4.1 to the old building stock of the Historic Centre of Coimbra allowed to obtain
a broad range of relevant building vulnerability and urban risk outputs. Through the
mapping of the vulnerability and loss assessment results, suitable evacuation routes
associated with different levels of accessibility were mapped. Blocked, restricted
access and free roads were identified considering both the façade walls prone to par-
tial or total collapse and the narrowness of streets. Due to its practical application,
this information can represent an important output for civil protection agencies. The
identification of the buildings with higher risk of partial or total collapse plays a
fundamental role toward the definition of the areas more prone to be inaccessible in
the sequence of a seismic event.

Regarding the simplified fire risk assessment methodology presented in Sect. 4.2,
it has emerged as an attempt to address and overcome some of the difficulties inherent
to the evaluation of fire risk in urban areas, namely those related to time constraints
and to the limited access to the interior of buildings. It is worth stressing the fire risk
results presented here for the Historic Centre of Guimarães should be interpreted
keeping in mind the scale and aim of the work. Nevertheless, and despite the lim-
itations associated with this type of analysis, it allows for the identification of the
most vulnerable buildings in respect to fire risk, which, from the point of view of
the management of urban risks, particularly in old urban areas, represents a valuable
asset.
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Stochastic Life-Cycle Sustainability
Analysis: Its Mathematical Formulation
and the Role of Resilience

Paul Gharzouzi and Paolo Gardoni

1 Introduction

In recent years, there has been an increasing attention toward the evaluation of the
sustainability and resilience of engineering systems throughout their service lives
(Gardoni 2019). Several researchers havedeveloped frameworks andmodels to assess
the sustainability of various infrastructure components like bridges (Tapia et al.
2011; Mara et al. 2013), pavements (Yu and Lu 2012; Yang and Al-Qadi 2017)
and infrastructure systems (Seo and Hwang 2001; Ramesh et al. 2010; Biswas 2014;
Abdallah and El-Rayes 2016). In these studies, sustainability is evaluated in terms
of different performance measures that include environmental, economic, and social
impacts of systems. The interpretation and evaluation of sustainability depends on
the context of the study. For example, in the context of modern building design,
recent studies proposed frameworks that integrate the performance-based design
with sustainability assessment to obtain a design that is both safe and sustainable
(Welsh-Huggins and Leil 2016; Alibrandi and Mosalam 2017, 2019). In the context
of disaster recovery of communities, Gardoni and Murphy (2008) conceptualized
sustainable recovery in terms of individuals’ capabilities as part of a Capabilities
Approach to recovery.

Sustainability is also closely related to resilience (Gardoni and Murphy 2018;
Gardoni 2019). The inherent resilience of a system and the work plan of activities
involved in the recovery process affect the sustainability of the system when consid-
ering its life-cycle. Over the last fifteen years, resilience has become one of the most
desirable feature of systems and communities (e.g., Bruneau et al. 2003; Caverzan
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and Solomos 2014; Ellingwood et al. 2016; Guidotti et al. 2016, 2019; Sharma et al.
2018; Nocera et al. 2019). A review of the literature on community resilience can
be found in Koliou et al. (2018). With a more holistic perspective and going beyond
the engineering domain, Doorn et al. (2018) also incorporated philosophical and
social science considerations into a multidisciplinary definition of resilience that
accounts for social justice. In resilience analysis, recovery curves are typically used
to describe the performance or functionality of a system as a function of time as the
system recovers. Different studies have proposed recovery curves of engineering sys-
tems following a hazard (e.g., Cimellaro et al. 2010; Decò et al. 2013). Most recently,
Sharma et al. (2018) proposed a mathematical formulation of recovery curves based
on the actual work plan of activities involved in the recovery process.

When evaluating the sustainability of a system in terms of its environmental
impact over a fixed time horizon, current studies have three important limitations.
First, these studies do not consider the impacts on the sustainability associated with
all the processes (i.e., construction and recovery processes) that are part of the sys-
tem life-cycle. Second, they do not consider the various types of engineering systems
(i.e., structures or infrastructure components/systems such as buildings, bridges or
pipelines). Third, they do not account for all relevant uncertainties in evaluating the
sustainability of the system, such as the uncertainties in the environmental emis-
sions associated with the material and energy needed during the system life-cycle,
in addition to the uncertainties in the external conditions, among others.

This chapter proposes a formulation, named Stochastic Life-cycle Sustainability
Analysis (SLCSA), for evaluating the sustainability of engineering systems through-
out a time horizon of interest. The SLCSA assesses the sustainability of an engi-
neering system in terms of its environmental impact (i.e., carbon footprint, ozone
depletion or smog), for a fixed time horizon over which a system might be subject
to multiple cycles of repairs. The proposed SLCSA provides a more comprehensive
evaluation of the environmental impact of a system by addressing the aforementioned
limitations.

First, we consider that the engineering system of interest is any structure or infras-
tructure. Accordingly, the environmental impact of any structure or infrastructure can
be evaluated using the SLCSA.

Second, this chapter proposes state-dependent stochastic models that capture the
effects and the interaction of the various processes, such as deterioration and recovery
processes, in the evaluation of the environmental impact of the system.By accounting
for the various processes that affect the different components of an engineering sys-
tem, the environmental performance can be determined as a function of the structural
performance of the system. The time-varying structural performance of the system is
a function of a set of variables that characterize the system of interest (e.g., material
properties, member dimensions, and imposed boundary conditions), called structural
state variables. The change of these variables over time is estimated from the model-
ing of the relevant state-dependent stochastic processes. For instance, the modeling
of the state-dependent deterioration (Jia and Gardoni 2018a, 2019) and resilience
(defined by the recovery processes) (Sharma et al. 2018) aims to estimate the time-
varying structural state variables of the system. The estimates of these variables can
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be used to predict the structural performance of the system (that describes a certain
state of the engineering system) over time (Choe et al. 2008, 2009; Simon et al. 2010;
Zhong et al. 2012; Kumar et al. 2009; Kumar and Gardoni 2014a; Jia and Gardoni
2018a). The integration of the different stochastic processes, such as deterioration
and recovery processes, and their effects on the structural performance is modeled
following Jia et al. (2017). Following the estimation of the structural performance
of the system, the environmental performance can be determined. In particular, the
quantity state variables for the system are first estimated as a direct function of the
structural performance. In this formulation, the quantity state variables characterize
the quantities of materials and energy used during the system life-cycle. These quan-
tity state variables are then used as inputs to themodels to estimate the environmental
impact of the system over time. The environmental impact is estimated using the life-
cycle assessment approach, as described in the ISO 14040/14044 series (ISO 2006).

Third, to account for the relevant uncertainties in the assessment of the environ-
mental impact of the system, the formulation adopts a simulation-based approach,
such as the one developed by Jia and Gardoni (2018b). The simulation-based
approach allows the propagation of the relevant uncertainties that result in a proba-
bilistic output for the environmental impact of the system. The relevant uncertainties
include those in the external conditions, such as environmental exposure and potential
hazards, the system performance models, and those in the environmental emissions,
associated with the material and energy inputs.

Following this introduction, this chapter is organized as follows: Sect. 2 introduces
the general background that is relevant for developing theSLCSAformulation; Sect. 3
presents the proposedSLCSA formulation; Sect. 4 presents the sustainability analysis
of an example reinforced concrete (RC) bridge, as an illustration of the proposed
formulation; and, finally, Sect. 5 presents some conclusions.

2 Background

2.1 Life-Cycle Analysis

The life-cycle of an engineering system consists of multiple phases in which the
system is in use or down (Kumar and Gardoni 2014b; Jia et al. 2017), as illustrated
in Fig. 1. Within each cycle, the in use system is typically subject to various gradual
and shock deterioration processes. These processes lead to the deterioration of
the system state over time. The system state is described by a generic system
performance measure Q(t) (such as reliability or probability of failure). When Q(t)
is no longer acceptable, an intervention is triggered and the system is taken out of
service/operation for repair or replacement/reconstruction. With reference to Fig. 1,
an intervention is triggered when Q(t) falls below the intervention threshold. In this
case, Q(t) can correspond to the reliability of a system. For example, if the probability
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of failure of a system is the performance measure of interest, then an intervention is
triggeredwhenever the probability of failure exceeds a certain intervention threshold.

The repair or replacement/reconstruction events, following an intervention, cor-
respond to the recovery process of the system, which requires developing a specific
recovery strategy to restore the system to a target performance level (Kumar and
Gardoni 2014b; Sharma et al. 2018). Whether the recovery strategy corresponds to
a repair or replacement/reconstruction depends on the intervention threshold, the
system state at the time of intervention and the target state following the recovery
process. These processes aim to prevent, mitigate or reverse the effects of the deteri-
oration processes on the system and to increase the availability of the system. If the
repair strategies would not succeed in restoring the damaged system to the desired
state, then a replacement/reconstruction of the system is needed. In this chapter, we
consider that a system can have multiple recovery processes during one cycle within
the time horizon of interest. In particular, after a repair, the system is restored to a
state that could be higher than the target performance level. In addition, a cycle ends
whenever a replacement or reconstruction of the system is needed (i.e., at the end of
the service life of the system). When a new cycle starts within a fixed time horizon,
the system has again the initial target performance level, as illustrated in Fig. 1.

In this chapter, the duration of the generic i th cycle (see in Fig. 1) is denoted as
TLi and can be written as TLi = tLi − tLi−1 , where tLi is the end time of the i th cycle
and tLi−1 is the end time of the (i −1)th cycle. An intervention event, j, within the i th

Fig. 1 Illustration of the life-cycle performance of an engineering system
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cycle is denoted as Ii, j . Following the intervention event Ii, j at time tIi, j , there might
be a lag period (or a delay period), denoted as Tdi, j , between the time of intervention
and the start of recovery. During the lag period (i.e., from tIi, j to tIi, j + Tdi, j ), Q(t)
may further degrade, for example, due to the possible occurrence of aftershocks. The
subsequent recovery period is denoted as TRi, j , and the total period when the system
is down following an intervention Ii, j , can be written as TDi, j = Tdi, j + TRi, j .

During the time horizon of interest, every recovery strategy for the system has
associated environmental impacts, in addition to the environmental impacts result-
ing from the construction of the system. The environmental impact associated with
every process is evaluated in this chapter using the life-cycle assessment approach
described in the ISO 14040/14044 series (ISO 2006). Additional life-cycle perfor-
mance measures, such as the financial costs associated with these processes can
also be evaluated to provide additional insight into the life-cycle performance of the
system during the time horizon of interest (Gardoni et al. 2016).

3 Proposed Formulation

Figure 2 shows theflowchart of the proposedSCLSAformulation for the evaluationof
the environmental performance of the system over time as a function of its structural
performance. This formulation is based on the sustainability formulations proposed
by Gharzouzi and Gardoni (2019a, b). Next, we discuss the modeling of the different
performance measures of the system.

3.1 Structural Performance Analysis

3.1.1 Modeling the Deterioration Processes and Their Impact
on the Structural Performance

Starting with the structural performance analysis, the structural external condi-
tions/variables are modeled first. The modeling of these external conditions con-
sists of modeling the vector of structural environmental conditions/variables (such
as temperature, atmospheric pressure and relative humidity), denoted as Est (t), and
the vector of structural shock intensity measures, denoted as Sst (t). In this formula-
tion, the vectors Est (t) and Sst (t) constitute the vector of the time-varying structural
external conditions/variables, denoted as Zst (t), where Zst (t) = [Est (t),Sst (t)].
These vectors correspond to the external conditions that the engineering system is
subject to. Accordingly, the deterioration processes, that adversely affect the struc-
tural performance, are influenced by these conditions (Jia and Gardoni 2018a, 2019).
Deterioration can occur both in the form of shocks due to extreme events such as
earthquakes, hurricanes, floods, and blasts (i.e., shock deterioration processes) (e.g.,
Kumar and Gardoni 2012, 2014a, b; Kumar et al. 2009, 2015), as well as gradu-
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Fig. 2 Overall flowchart for
modeling the environmental
performance of the system

ally over time due harsh environments and regular use (i.e., gradual deterioration
processes) (e.g., Choe et al. 2008, 2009, 2010; Gardoni and Rosowsky 2011). Jia
and Gardoni (2018a) developed a general state-dependent stochastic formulation
that models the change of the vector of structural state variables, xst (t), over time
due to deterioration processes using state-dependent stochastic models. These mod-
els can consider the likely interaction among different deterioration processes, such
that their joint impact on the system state can become more significant than simply
superimposing their individual impacts.

Following Jia and Gardoni (2018a, 2019), the sequence {Zst (t)} of the exter-
nal conditions from 0 to t is used as an input to the state-dependent stochastic
models of xst (t). The vector of structural state variables is written as xst (t) =
xst [t, xst,0, {Zst (t)},�xst ], where xst,0 is the vector of structural state variables at
some reference time t = 0, such as the time of the construction or reconstruction
of the system (where xst,0 = xst (t = 0)), and �xst is the vector of unknown model
parameters that need to be estimated. With reference to Fig. 1, the reference time
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t = 0 corresponds to the start of a new system cycle i, at time tLi−1 , during the time
horizon of interest. Because of the deterioration processes, the vector of the structural
state variables changes from xst,0 to xst (t). Following Jia and Gardoni (2018a), we
write the vector of the structural state variables at time t, where t ∈ [tLi−1 , tIi, j +Tdi, j ],
as

xst (t) = xst,0 +
∫ t

0
ẋst (ξ)dξ (1)

where ẋst (ξ) = ẋst [ξ, xst (ξ−),Zst (ξ),�xst ] denotes the rate of change of the struc-
tural state variables over time, and xst (ξ−) is the vector of vector of state variables
immediately before time ξ .

To implement this formulation for modeling the effect of the deterioration pro-
cesses on xst (t), specific models for the changes of xst (t) need to be established and
calibrated for each deterioration process. Since the formulation is general, anymodel
for the changes of xst (t) can be incorporated. As an example, Jia andGardoni (2018a)
proposed a non-homogenous state-dependent Markov process model for evaluating
the effect of gradual deterioration on xst (t). Such model is able to capture time/age
and state-dependence in modeling the changes in xst (t) due to gradual deterioration.
As for the models due to shock deteriorations, the random occurrence of shocks and
their intensities is first modeled. As an example, homogeneous Poisson processes
have been used to model the occurrence of shocks with constant occurrence rate
(Kumar and Gardoni 2014b). Alternatively, non-homogeneous Poisson processes
have been used to model the occurrence of shocks with time-varying occurrence rate
(Kumar and Gardoni 2012). After modeling the shocks, the changes in xst (t) due
to a shock with a given intensity can be modeled using, for example, probabilistic
predictive models as in Kumar and Gardoni (2012, 2014a).

The changes in xst (t) lead to changes in the state of the engineering system,
characterized by a vector of structural performance measures Qst (t). Note that this
is a vector of structural performances which can include performance measures
such as state of physical damage, reliability, instantaneous probability of failure and
durability.WewriteQst (t) asQst [xst (t),�Qst ], where�Qst is the vector of unknown
model parameters that need to be estimated. For instance, thesemodel parameters can
correspond to the parameters in the probabilistic capacity and demandmodels used to
determine the time-varying fragility and corresponding reliability of the engineering
system (Gardoni et al. 2002, 2003).

3.1.2 Modeling the Recovery Processes and Their Impact
on the Structural Performance

During the system life-cycle, a recovery occurs when the engineering system is
taken out of service, as a result of its structural performance measures, Qst (t), no
longer being acceptable. In this formulation, a recovery process is either a repair or
a reconstruction depending on the intervention threshold, the structural performance
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of the system at the time of intervention, and target structural performance following
the recovery process.

A key element of the recoverymodeling is the development of a recovery schedule
associate to a recovery strategy. The schedule should consist ideally of all of the
recovery activities needed to restore the system to a desired structural performance.
In this formulation, the recovery schedule, following any intervention Ii, j , has a
duration of TRi, j , as illustrated in Fig. 1. The structural state variables, xst (t), change
with the completion of the recovery activities and possible disrupting shocks that
could occur during the recovery process. The recovery activities that lead to a change
in the structural performance described byQst (t) are grouped into one recovery step.
The disrupting shocks might lead to modifications in the structural performance as
well as the recovery schedule.

Sharma et al. (2018) proposed a stochastic formulation to model the recovery of
a system incorporating the effect of recovery activities as well as possible disrupting
shocks during the recovery process.As the recovery activities progress, the associated
recovery steps might introduce additional structural state variables (e.g., describing
new materials used for the repair) or replace a subset of existing ones.

Following Sharma et al. (2018), we can model the structural state variables during
the implementation of the recovery strategy at any time τ ∈ [0, TRi, j ] as

xst (τ ) =
∞∑
u=1

xst
(
τr,u−1

)
1{τr,u−1≤τ<τr,u} +

∞∑
u,v=1

�xst
(
τs,v

)
1{τr,u−1<τ<τr,u ,τr,u−1<τs,v≤τ}

(2)

where xst (τ ) is the vector of structural state variables at relative time τ , measured
from the beginning of the recovery process (i.e., the reference time τ = 0 for the
recovery schedule corresponds to t = tIi, j + Tdi, j following the intervention Ii, j in
the i th cycle in Fig. 1), xst (τr,u−1) is the vector of structural state variables after
completing a recovery step at time τr,u−1, 1{A} is an indicator function, defined such
that 1{A} = 1 if A is a true statement, and 1{A} = 0, otherwise, and �xst (τs,v) is the
change of the structural state variables due to the occurrence of the vth disrupting
shock at time τs,v ∈ [τr,u−1, τr,u]. Note that probability distributions of xst (τr,0) at
the beginning of the recovery process can be obtained from the deterioration models.

Ultimately, these updated structural state variables can be used to determine the
new structural performance of the system during and after the recovery process, as
described in Sect. 3.1.1. As an example, considering RC bridges and the retrofitting
with fiber reinforced polymer (FRP) as the intervention strategy,Qst (τ ) can be deter-
mined using the probabilistic capacity and demand models developed by Tabandeh
and Gardoni (2014, 2015).
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3.2 Environmental Performance Analysis

With reference to Fig. 2, the environmental performance analysis of the system
follows the modeling of the structural performance of the system.

The evaluation of the environmental performance of the engineering system pri-
marily depends on modeling the vector of the quantity state variables, xqty(t), that
describes the quantities of the materials and energy used for all the processes (i.e.,
construction and recovery processes) associated with the engineering system over
a fixed time horizon. Accordingly, the vector xqty(t) incorporates all the quantities
needed by the system over time. In this formulation, xqty(t) ∈ R

nq
≥0, where nq is the

total number of the materials and energy used during the life-cycle of the system.
In the SLCSA, Qst (t) is used as inputs to the state-dependent stochastic mod-

els of xqty(t). We can write the vector of quantity state variables as xqty(t) =
xqty[t, xqty,0,Qst (t)], where xqty,0 is the vector of quantity state variables at some
reference time t = 0, such as the time of the construction of the system (where
xqty,0 = xqty(t = 0)). The estimated quantities of materials and energy in xqty(t)
can be considered as random variables in the evaluation of the environmental per-
formance of the system. Because of the recovery processes during the time horizon
of interest, the vector of the quantity state variables changes from xqty,0 to xqty(t),
as discussed next.

3.2.1 Modeling the Change of the Quantity State Variables Due
to the Recovery Processes

For the change of the quantity state variables due to the recovery processes of the
system, we write �xqty(τ ) during the implementation of a corresponding recovery
strategy, at any time τ ∈ [0, TRi, j ], as

�xqty(τ ) =
nr∑
u=1

�xqty
(
τr,u

)
1{τr,u−1<τ≤τr,u} (3)

where �xqty(τr,u) is the change of the quantity state variables after the completion
of the recovery step at time τr,u , and nr is the number of recovery steps needed to
restore the system to a target performance level. From the modeling of the recovery
process, discussed in Sect. 3.1.2, we can obtain the number of recovery steps, nr ,
for the system. Note that nr is a random number which makes the sum in Eq. (3) a
random sum.

In this formulation, �xqty(τr,u) reflects the incremental increase in the quantities
of materials and energy used during the recovery process. Accordingly, we can write
the change of the quantity state variables, after the completion of the uth recovery
step at time τr,u , as
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�xqty
(
τr,u

) = �xqty
[
xqty

(
τr,u−1

)
,Qst

(
τr,u

)]
(4)

where �xqty[xqty(τr,u−1),Qst (τr,u)] = xqty(τr,u) − xqty,(τr,u−1) is the change of the
quantity state variables between recovery steps (u−1) and u, xqty(τr,u−1) represents
the values of the quantity state variables at the (u − 1)th recovery step, andQst (τr,u)

represents the target structural performance after completing the uth recovery step.
Since �xqty(τ ) corresponds to an incremental change of the quantity state vari-

ables, xqty(τ ) includes the cumulative quantities of materials and energy used during
the recovery period.

3.2.2 Modeling the Environmental Impact of the System

After modeling the quantity state variables over time, xqty(t), these variables can
then be used to estimate the time-varying environmental performance measures of
the engineering system, denoted by the vector Qenv(t). The vector Qenv(t) includes
various environmental impacts of interest such as carbon footprint, ozone deple-
tion or smog. We write the vector of environmental system state as Qenv(t) =
Qenv[xqty(t),Yqty,Wqty], whereYqty is thematrix of environmental emissions asso-
ciatedwith xqty(t), andWqty is thematrix of equivalency factors needed to determine
the environmental impacts of interest based on the emissions in Yqty . Determining
the matrices Yqty and Wqty are two essential steps in evaluating the environmental
impacts using the life-cycle assessment approach, according to theU.S. Environmen-
tal ProtectionAgency (EPA) (2006) andHeijungs andSuh (2002). In this formulation,
the matrix Yqty ∈ R

ny×nq
≥0 , where ny is the number of the environmental emissions

associated with xqty(t), and the matrix Wqty ∈ R
ny×nw

≥0 , where nw is the number of
environmental impacts of interest associated with Yqty .

In this formulation, we can consider the environmental emissions and equivalency
factors in Yqty and Wqty as random variables to account for their uncertainty when
estimating the environmental impacts of the system. Ultimately, we determine the
environmental impacts of interest as

Qenv(t) = xTqty(t) · YT
qty · Wqty (5)

Using Eq. (5), we can determine the cumulative environmental impact of the
system up to time t during the time horizon of interest. The expression in Eq. (5)
is a generic expression to evaluate Qenv(t), following Heijungs and Suh (2002).
This expression allows us to compute the environmental impacts of a system and
obtain similar impacts as the ones evaluated from commercially available software
for life-cycle assessment.
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4 Example

As an illustration of the proposed formulation, we model the environmental perfor-
mance of an example RC bridge. We consider the RC bridge with one-single column
bent in Kumar and Gardoni (2014b) and Jia et al. (2017). The bridge is subject to
gradual deterioration due to corrosion, and to shock deterioration due seismic exci-
tations. Figure 3 shows the bridge configuration in addition to a schematic layout of
the hypothetical seismic site of the bridge. The structural properties of the bridge can
be found in Kumar and Gardoni (2014b) and Jia et al. (2017). In this example, we
evaluate the environmental performance of the bridge in terms of its carbon footprint
over a set time horizon of 75 years. The carbon footprint represents the total amount
of carbon dioxide equivalent (CO2eq), in kilogram (kg), as a result of all the green-
house gases associated with the system of interest. These greenhouse gases are due to
the different processes associated with the bridge throughout the 75 years. Since the
carbon dioxide equivalent is evaluated over time, we express the carbon footprint in
this example asCO2eq(t). In this example, we make some simplifying assumptions,
since the purpose of this example is to show how the proposed formulation works.

For the evaluation of the structural performance of the bridge,we use the reliability
index, β(t), and an intervention threshold of 3.09 to determinewhen a recovery of the
bridge is needed (i.e., when β(t) ≤ 3.09). This intervention threshold corresponds to
a probability of failure, Pf (t), of 0.001. For the purpose of illustration, we simulate
three realizations of the change of β(t), due to corrosion and seismic excitations,
and the subsequent effect on CO2eq(t), over 75 years. Accordingly, the scope of
evaluating CO2eq(t) includes the contribution of the construction of the bridge and
the required recovery processes over the period of interest.

Fig. 3 The considered RC bridge and its hypothetical site (Adapted from Jia et al. 2017)
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4.1 Structural Performance Analysis

The modeling of the gradual and shock deterioration processes and their impact
on xst (t) follows Jia et al. (2017). After determining xst (t) for the realizations, we
evaluate Pf (t) similarly to Jia et al. (2017). Then, we can evaluate β(t) as

β(t) = �−1
[
1 − Pf (t)

]
(6)

where �−1(·) is the inverse of the standard normal cumulative distribution function
(Ditlevsen and Madsen 1996; Gardoni 2017).

The recovery processes as result of the deterioration of β(t) also follows Jia et al.
(2017). We consider a repair strategy that consists of applying FRP to repair the
bridge and restore it to a desired target state. Following Jia et al. (2017), we consider
that the reliability index at the time of construction (i.e., t = 0), β0, as the target
performance level, where β0 = 3.196. The recovery strategy is modeled with the
FRP application as the sole recovery step. This means that the reliability of the bridge
only improves once the FRP is applied to the bridge column. In this example, we
consider a lag period, Td , of 3 months, and a repair time, TR , of 1 month. Based on
this repair strategy, new structural state variables that characterize the FRP and its
properties are introduced to xst (t) during the recovery process. In particular in this
example, we choose a carbon fiber reinforced polymer (CFRP) with a composite
nominal strength of 3465 MPa, and a tensile modulus of 231 GPa for retrofitting
the column of the bridge. Following the CFRP retrofit of the bridge, we do not
consider the deterioration of the added CFRP, due to the lack of available models in
the literature. As such, we might be overestimating the deterioration of β(t) after a
recovery process.

In case the application of FRP did not sufficiently improve the reliability of the
bridge (due to accumulation of damage), then we consider a reconstruction of the
bridge. This corresponds to the start of a new cycle for the bridge during the 75 years.
For the reconstruction of the bridge, we consider a reconstruction time of 1.5 years.

4.2 Environmental Performance Analysis

To evaluate CO2eq(t) of the bridge for any realization, we first need to determine
xqty(t) associated with the recovery processes, in addition to xqty,0 due to the con-
struction of the bridge at t = 0. In determining xqty(t), we make some simplifying
assumptions based on the available information.

For the construction of the bridge, xqty,0 is determined based on the initial bridge
dimensions andmaterial properties. To obtain xqty,0,wemainly focus on thematerials
and energy used for the construction of column of the bridge. That is because, in this
example, we assume that the environmental impact due the construction of the bridge
deck remains constant throughout the 75 years of interest, since the repair strategy
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Table 1 Assumed quantities
of materials and energy used
for the bridge construction for
all realizations

Material and Energy Quantity Unit

Concrete 15 m3

Steel 0.5 m3

Diesel (on site operations) 8 h

Diesel (transportation and hauling) 8.8 h

using CFRP mainly targets the column of the bridge (the CFRP is applied in the
plastic hinge region of the column). We evaluate the volumes of concrete and steel,
as well as the diesel used for the site operations and for the transportation of materials
to and from the site. Table 1 shows the assumed quantities of materials and energy
used for the construction of the bridge. For xqty(t) associated with the recovery
processes, we mainly determine the CFRP quantities needed to restore β(t) to β0.
We consider a composite consisting of 65% fibers and 35% resin. In the case where
a reconstruction is needed, then the additional material and energy requirements for
the demolition of the bridge before its reconstruction are included in xqty(t).

After determiningxqty(t), we can obtainYqty andWqty , as discussed inSect. 3.2.2.
In this example,Wqty is a vector since we are only determining the CO2eq(t) of the
bridge. Using the databases in the LCA software, SimaPro (PRé Consultants 2016),
we obtainYqty(t). The vector ofWqty(t) is obtained using the Tool for the Reduction
and Assessment of Chemical and Other Environmental Impacts (TRACI v2.1) from
the EPA. In this example, we assume that the environmental emissions in Yqty are
random variables and follow a lognormal distribution where each environmental
emission has a mean corresponding to their value in Yqty and a COV equal to 0.3
as a measure of the dispersion of each distribution. The simulation-based approach,
from Jia and Gardoni (2018b), is used to probabilistically estimate the CO2eq(t) of
the bridge for the realizations over 75 years.

4.3 Results

Figure 4 shows the change of β(t) of the bridge due to the deterioration and recovery
processes and the associated change in the expected value of CO2eq(t), denoted
as E[CO2eq(t)], for the three realizations. In the first realization over 75 years
(Realization 1), we observe that a total of three interventions are neededwhen β(t) ≤
3.09. At years 29.5, 49.2 and 61.7, a recovery strategy is required. We notice that,
following the first repair strategy at year 29.5, the bridge is restored to a higher state
than β0, where β(t = 29.9) = 3.47.

However, for the second repair strategy at year 49.2, a reconstruction of the bridge
is needed. This means that the repair strategy using CFRP is not sufficient to restore
the bridge to a desired level in this case. This could be due to the accumulation of
damage up to that time, which is not the case for the first repair strategy at a rel-
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Fig. 4 The change of the bridge reliability (top plot) and the associated carbon footprint (bottom
plot) during 75 years, for all realizations

atively early time in the bridge life-cycle (at year 29.5). Moreover, in some cases,
additional repair and retrofitting schemes could be added to the repair strategy using
CFRP to counteract the effects of the damage accumulated from the deterioration
processes and further improve the structural performance of the bridge. These addi-
tional schemes, along with using CFRP, could be a solid alternative to reconstructing
the bridge at year 49.2. Following its reconstruction, the bridge is again at β0 and a
new cycle begins during the time horizon of 75 years.
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For the third recovery strategy at year 61.7, another reconstruction of the bridge is
needed. Despite the relatively short interval of time between this reconstruction and
the one at year 49.2, the bridge has deteriorated rapidly enough to require a recon-
struction following the intervention. The rapid deterioration of the bridge is due to
the occurrence of multiple earthquakes during this relatively short interval. In this
realization, 20 aftershocks have occurred following a mainshock at t = 61.7 years.
The continuous occurrence of aftershocks results in further deterioration of the struc-
tural state of the bridge, and subsequently in longer periods during which the bridge
is down, as illustrated in Fig. 4. That is because, whenever an aftershock occurs
during the recovery period following the lag period of 3 months, the reconstruction
is reset from that time. And with another mainshock occurring at t = 64.1 years, the
reconstruction of the bridge is completed at t = 65.9 years.

In the second realization over 75 years (Realization 2), we only observe one inter-
vention at year 35.3. For this intervention, a repair strategy using CFRP is sufficient
to restore the bridge to a significantly higher state, where β(t = 35.6) = 3.55.
Despite requiring a recovery at t = 35.3 years, the bridge is restored to a better state
compared to the first recovery at t = 29.5 years in Realization 1. This indicates that
the bridge has sustained less damage in 35.3 years, in Realization 2, compared to
the damage sustained in 29.5 years, in Realization 1. Following this repair strategy,
no other repairs are needed during 75 years. This is in fact due to the low number
of earthquakes that occurred during this time, for Realization 2. By comparing this
realization with Realization 1, we notice the significant impact that the deterioration
processes have on the state of the bridge and the associated recovery strategies.

As for the third realization (Realization 3), we observe three interventions during
75 years. The first intervention occurs at t = 29.5 years, similarly to Realization
1. Following the repair strategy using CFRP, the reliability of the bridge is restored
to β(t = 29.9) = 3.60. From Fig. 4, we observe that the repair strategy in this
realization restored the bridge to a higher state compared to the strategy in Realiza-
tion 1. This further emphasizes the impact of the accumulated damage due to the
deterioration processes on the recovery strategies.

For the second recovery strategy at t = 51.3 years, a reconstruction of the bridge
is needed. As in Realization 1, the multiple aftershocks occurring following the
mainshock at t = 51.3 years, have further deteriorated β(t) and delayed the recovery
period. The final recovery at t = 68.2 years consists of a repair strategy using CFRP,
where β(t = 68.5) = 3.55.

For E[CO2eq(t)] due to the construction and the recovery processes for Real-
ization 1, we first observe a jump in the carbon footprint due to the construction at
t = 0, E[CO2eq0]. In Realization 1, the increase in E[CO2eq(t)] due to the repair
strategy using CFRP at t = 29.9 years is minor compared to the increase due to the
reconstruction of the bridge.

Similarly for Realization 2, we first observe E[CO2eq0] and a small increase in
E[CO2eq(t)] due the repair strategy using CFRP at t = 35.6 years. As for Real-
ization 3, we observe an increase of E[CO2eq(t)] similar to E[CO2eq0] due the
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reconstruction of the bridge. Moreover, we notice a small increase in E[CO2eq(t)]
associated with each of the repair strategies using CFRP at years 29.5 and 68.2.

The increase in E[CO2eq(t)] at years 29.5, 35.3 and 68.2 is of similar magnitude,
for all three realizations, due to the application of a similar amount of CFRP at each
intervention. CFRP with thicknesses 1.35, 1.45, 1.45, and 1.35 mm are required
around the plastic hinge for the repair strategies at year 29.5 (for Realization 1and 3),
35 (for Realization 2) and 68.2 (for Realization 3), respectively. In addition, the small
magnitude of the change in E[CO2eq(t)] due to these repair strategies, compared to
E[CO2eq0], reflects the difference in the contributions of the construction and each
repair strategy to the overall E[CO2eq(t)].

We can observe, however, the significant increase in E[CO2eq(t)] due to the
reconstruction of the bridge at different instances for Realization 1 and 3. This means
that the E[CO2eq(t)] due to the multiple recovery strategies required during these
75 years exceeds the impact of the E[CO2eq0] due to the bridge construction at
t = 0. Accordingly, this reflects the importance of considering the deterioration
of the bridge in evaluating its environmental performance, since the deterioration
processes ultimately lead to the recovery processes which result in an increase of the
E[CO2eq(t)] of the bridge over time.

From the simulation-based approach, we obtain a probabilistic output of the
CO2eq(t) due to the construction of the bridge and the subsequent recovery pro-
cesses for the three realizations, as presented in Table 2 which shows the mean and
standard deviation of the CO2eq(t) during 75 years.

Table 2 Mean and standard
deviation of the carbon
footprint of the bridge due to
construction and the recovery
processes during 75 years, for
all realizations

Time (years) Mean
(kgCO2 eq)

Standard
Deviation
(kgCO2 eq)

Realization 1 0 13894 2516

29.9 118.1 26.1

51 14043.2 2541

65.9 13981.9 2559.1

Realization 2 0 13868.3 2530.6

35.6 117.6 25.8

Realization 3 0 13854.4 2564.9

29.9 118.1 26.1

53.1 13980.4 2550.2

68.5 117.5 25.7
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5 Conclusions

This chapter proposed a stochastic formulation for the evaluation of the life-cycle
sustainability of engineering systems, named Stochastic Life-cycle Sustainability
Analysis (SLCSA). In the SLCSA, the sustainability of the system is evaluated
in terms of its environmental impact over a fixed time horizon. The formulation
provides a more comprehensive approach to estimate the environmental impact of
any structure or infrastructure, by considering the environmental impacts due to
the various processes, such as the construction and recovery processes, associated
with that engineering system. Moreover, the proposed formulation accounts for the
relevant uncertainties, such as those in the external conditions, and those in the
environmental emissions associated with the materials and energy processes used
during the time horizon of interest, in determining the environmental impact of the
engineering system.

As an illustration, the life-cycle sustainability evaluation of an exampleRCbridge,
subject to corrosion and seismic excitations, is presented. In the example, the car-
bon footprint due to construction of the bridge and subsequent recovery processes
is evaluated for three life-cycle realizations. Based on the realizations of the bridge
deterioration, the results indicated that the cumulative carbon footprint from the
recovery processes can exceed the initial footprint due to construction. This is par-
ticularly the casewhen a repair strategy, such a CFRP retrofit scheme, is not sufficient
to restore the bridge to a target state, and a reconstruction of the bridge is thus needed.
The example shows the importance of considering the deterioration of engineering
systems when evaluating their sustainability over a time horizon of interest. Subse-
quently, the estimated environmental impacts can be used in an optimization problem
for the design and management of resilient and sustainable engineering systems.
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