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Abstract Analysis of micro-text presents a challenging task due to the incomplete-
ness of its corpus in the domain of Natural Language Processing (NLP). Primarily,
micro-text refers to the limited textual content in the form of letters and words, col-
lected from various web-based resources. In the present paper, we are motivated
to build a supervised model for analysing micro-text. The model assists in simpli-
fying the texts and extracting the important knowledge from unstructured corpora.
Additionally, we have prepared an experimental dataset to validate the proposed
model. The validation process offers 94% accuracy to identify the micro-text from
the unstructured corpus like Twitter. The proposed model helps to design various
applications such as annotation system and prediction system for micro-texts in the
future.
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1 Introduction

Micro-text refers to a microfilmed or micro-photographed1 textual information. This
information is widely availed by several users in various social media platforms to
express their emotions [1, 2]. The micro-text analysis task is challenging due to the
presentation of texts in an impromptu manner. This presentation also introduced
other difficulties such as identification of knowledge-based information and proper
meaning recognition from unstructured corpora. Primarily, the users often make
use of a various form of micro-texts at the time of communication through social
media platforms like Facebook, Twitter, YouTube, Google+, WhatsApp, Instagram,
and LinkedIn [3]. Also, they are preferred to use abbreviation of texts and other
SMS languages patterns to convey their sentiments or emotions very fluently to
other [4, 5]. We have observed that the micro-texts are generated by digital short
messages between the range of 2–700 characters alongwith unconventional grammar
and style [3]. It is also hybridisation between informal and traditional expressions
with threading characteristics. Micro-text is sufficiently divergent for a progenitor to
necessitate unique study. The researchers have observed that the traditional long-text
techniques do not translatewell tomicro-text due to unstructured and semi-structured
nature of the corpus. Additionally, the micro-text corpora contain a minute-level
time-stamp and a source attribution.

In this paper, we have developed an analysis system for simplifying themicro-text.
The simplified form assists in converting the structural corpus from the unstructured
and semi-structured corpora. In order to build this system, we have employed vari-
ous well-known machine learning classifiers such as Logistic Regression, Decision
Tree, and Support Vector Classifier (SVC) on the top of the prepared experimental
dataset. Finally, we have validated the proposed system using test dataset as a part
of experimental dataset, which provides an adequate output. The output may assist
in designing various domain-specific applications such as annotation, relationship
extraction, and concept-network systems in the future [6, 7].

The rest of the paper presents a detail background study related to micro-text
analysis in Sect. 2. Sections 3 and 4 describe the proposed system and the result
analysis of the mentioned system in details. Finally, Sect. 5 illustrates the concluding
remarks and future scopes in this research.

2 Related Work

Universal in the present world, micro-text has refined theway of communicationwith
an effortless technique. It redefines new defiances for Natural Language Processing
(NLP) tools, which are usually designed for well-written text. In some cases, authors
present a novel supervised method to translate Chinese abbreviations, which extract
the relation between a full-form phrase and its abbreviations from monolingual cor-

1https://www.merriam-webstar.com/.
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pora, and induce translation entries for the abbreviation by using its full-form as
a bridge. Other works based on this are Topic Detection in IRC chat-rooms which
follows the approach of TF/IDF with temporal augmentation which impacted to the
achievement of 71.5% accuracy on a system modelled to detect the speaker’s intent
to flirt using a spoken corpus of speed dates [1].

In order to develop an analysis system formicro-texts, the researchers have applied
primarily two different types of approaches, namely lexicon-based and machine
learning-oriented approaches [8, 9]. Additionally, they have introduced sentiment
analysis and phonetic-based approach to analyse the micro-texts [8, 10, 11].

Generally, it follows a dictionary-based approach where acronyms and emoticons
are found and extracted from various online sources which ended up forming a table
of 1727+ acronyms and 512+ emoticons. The task performed for this proposed
model follows the same polarity classification as used for sentiment analysis. The
use of POS-tags is more frequent in subjective texts which can be hypothesised by
dependency types [8].

The use of SO-dictionaries was challenged to be dogmatic. Hence, the researchers
have employed supervised and unsupervised learning modules after extracting vari-
ous features like parts of speech (POS) and sentiment words, etc. to build and validate
the micro-text analysis systems [4].

Due to the origin of human life on Earth, people have been considered as social
animals exploitable to opinions as practically all vows and conducts are influenced
by them. Generally, when decisions are to be made, individuals and organisations
frequently go for other’s perspections. Perspections, opinions and its associated
concepts like sentiments, emotions, attitudes, etiquettes, evaluations comprise of
the sentiment analysis. Gradual upsurge of Web 2.0, people express their views
upon various matters and on certain issues. The economic benefits from this can be
derived from the knowledge are pretty decent that the market has proposed solutions
for analysis of these views. Sentiment analysis is a branch of effecting computed
research that tends to assimilate the text into either positive, negative, neutral or
mixed expressions. The task required in this field is polarity classification which
determines the above objective. No standardisation is followed about polarity cate-
gories, but the results give analysis of binary or ternary classification. The task has
been incorporated from two different perspectives supervisedmachine learning (ML)
approaches and non-supervised semantic-basedmethods. Statistical approaches have
proved to be subdued as statistical text classifiers only work with adequate precision
when given a satisfactorily vast input text. Concept-level sentiment analysis deals
with large semantic text analysis in scientific community as well as the business
world [12].

Common textual languages in phones generally SMS languages have made more
significance on the monotony of a common man’s life. Re-imagining and recon-
structing a large word into consequential formatted small words have made work and
communication more likeable and lovable. The phonetic-based approach follows a
simple but tactful algorithm to manipulate micro-text. Soundex is the most famous
algorithm which is used effectively to group similar sounding letters together, and
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each group unit is assigned to a letter of the numeric characters. The main objective
is to use homophones for encoding [8].

The provided background assists in developing the proposed system for micro-
texts, which is described in the following section.

3 Methodology

In order to build the proposed system for micro-text analysis, we have initially pre-
pared an experimental dataset which has been collected from Twitter.2 This exper-
imental dataset has been processed through three different types of classifiers such
as Logistics Regression, Decision Tree, and Support Vector Classifier (SVC) for
improving the accuracy of the proposed simplification system [13, 14]. In the fol-
lowing subsections, we describe, (a) how we have prepared the dataset? (b) selection
process of machine learning classifiers, and (c) the design steps of the proposed
model in details.

3.1 Dataset Preparation

Initially,wehave collected a dataset fromaTwitterRepository,3 contains around2500
textual tweets. Besides, we have preprocessed the crawled tweets and identified a
number of 1000 tweets as an experimental dataset. All the tweets of the experimental
dataset have been satisfied the length of the micro-text as 2–120 characters. These
tweets have been labelled manually by a group of Internet users to assign the tweets
as a micro-text or general tweets. Thereafter, we have split the experimental dataset
into two parts such as training and test dataset. The training dataset helps to learn
the classifiers whereas test dataset assists in validating the proposed system. Train-
ing dataset contains 800 number of tweets where rest of 200 tweets presented as a
test dataset. In the following subsection, we have discussed the classifier selection
approach.

3.2 Classifier Selection

Logistic regression is a classified algorithm mainly used for Machine Learning Sta-
tistical Analysis. It constructs a statisticalmodel to apply a binary dependent variable.
The variable contains a coded data as 1 which indicates a success or 0 for failure. The

2https://twitter.github.io/.
3https://twitter.github.io/.
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algorithm is generally used for the prediction of the probability of the variable. In
simplewords, themodel generates a variable sayP as a function of another dependent
variable X.

Decision tree is a one-dimensional regression analysis which is used to place a
sine curve in accordance with and addition of a noisy observation. If the maximum
depth of the tree is plotted to be high enough, the regression impacts to learn fine
details of the trained data and from the incurred noise. It breaks the dataset into tiny
datasets whereas at the same time, the decision tree is hierarchically formed.

Support vector classifiers, commonly known as support vector machines or net-
works, are trained supervised learning models with algorithms in association that
examines data used for classification as well as regression. However, to use SVM for
analysis of sparse data predictions, it must fit the dimensions properly.

3.3 Proposed Algorithm

Thereafter, we have applied the following algorithm to identify the micro-text from
the unstructured corpus.

Step-1: Initially, we have collected a dataset from the Twitter repository and 
preprocessed them.

Step-2: Prepared an experimental dataset after manually labeled (L) the crawled 
micro-texts tweets.

Step-3: Extract various features like capital words, alphanumeric characters, etc 
for the experimental dataset in the form (X) = X1, X2, .... , Xn.

Step-4: The prepared experimental dataset is split into two parts as training and 
testing datasets.

Step-5: The extracted features (X) and their corresponding label (L) of the train-
ing dataset have been processed through three different classifiers namely Lo-
gistic Regression (MLR), Decision Tree (MDT), and SVC (MSVC) to build the 
model.
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Step-6: Thereafter, we have merged these classifiers MLR, MDT, and MSVC with 
the help of Equation 1 to build another approach (MMerged) under the proposed 
module.

MMerged = MLR  MDT  MSVC (1)

Step-7: Finally, the test dataset has been applied on the above classifiers to vali-
date the proposed micro-text analysis system.

In the following section, we have discussed the validation process and obtained
output for the proposed system.

4 Estimated Results

Besides, to validate the proposed system, we have employed the test dataset and
processed through all the classifiers individually. The accuracy of these classifiers
has been measured using standard evaluation matrices like precision, recall, and
F-Measure. Table 1 presents a comparative analysis between all the mentioned clas-
sifiers to the process of designing micro-text analysis system.

Additionally, we have generated the confusion matrix for all classifiers. Table 2
shows a confusion matrix for Logistic Regression Classifier.

The result shows that the combined classifier provides an adequate output for the
proposed system. We have also observed that the combined classifier offers 94%
accuracy to identify the micro-text from the corpus.

Table 1 An evaluation of the
proposed system using
precision, recall, and
F-measure for all classifiers

Classifiers Precision Recall F-measure

MLR 0.948 0.929 0.939

MDT 0.921 0.909 0.915

MSVC 0.933 0.921 0.927

MMerged 0.954 0.942 0.948

Table 2 A confusion matrix
representation for identifying
micro-text using Logistic
Regression Classifier

Samples Predicted Total

Micro-text General-
texts

Original Micro-text 146 8 154

General-
texts

11 35 46

Total 157 43
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5 Conclusion and Future Scopes

This paper aims towards deciphering information from the micro-text, widely used
in different social media platforms. Here, we have adopted the technique of Machine
Learning and applied it to the abbreviated texts and the various small phrases con-
taining alphanumeric characters to interpret them correctly. The concepts of Logistic
Regression, Decision Tree, and SVC have been applied to achieve adequate accuracy
for simplifying the micro-texts. The simplified micro-texts may assist in designing
various social media applications as a platform to interact and thus it is gaining its
importance in market understanding where skilful and strategic planning is required.
It can thus be predicted that studies and enhances development onmicro-text analysis
on big data platform for customer relation management and various other aspects are
going to get increasing attention in near future.
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