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Preface

This is the third book compiled by the Electronic Navigation Research Institute
(ENRI) after the completion of its workshops. ENRI is a national laboratory in
Japan that specializes in air traffic management (ATM) and communication, navi-
gation, and surveillance (CNS) for aviation. Since 2009, ENRI has organized
biannual international workshops titled “ENRI International Workshop on
ATM/CNS (EIWAC).” EIWAC aims to contribute to the development of civil
aviation by facilitating the exchange and sharing the updated information about
ATM/CNS in the world. The fifth workshop, EIWAC2017, was held in November
2017 in Tokyo. The main theme of EIWAC2017 was “Drafting the future skies.” It
has been a great honor for ENRI to provide opportunities to draft the future skies in
the presence of key players from international organizations, civil aviation
authorities, aviation industries, and academic institutions from all over the world.

This book is being published to share the essence of EIWAC2017 with people
who are involved in CNS/ATM R&D worldwide. This book comprises four parts.
Part I introduces the overview of EIWAC2017 and the summaries of the keynote
and special speeches. Parts II, III, and IV comprise the selected papers from among
the academia presented at EIWAC2017. Parts II and III discuss the cutting-edge
research related to ATM and CNS, respectively. Part IV discusses the fundamental
technologies that will be applied in future CNS/ATM systems.

Each chapter in Parts II, III, and IV comprises the selected papers that have
passed through two selection stages. First, the technical program committee
(TPC) conducted on-site evaluations with the help of professionals and experts who
participated in EIWAC2017. They sincerely evaluated the quality of the presen-
tations and manuscripts. Further, the papers that achieved high scores were nom-
inated as candidate papers. A specific period was assigned to the candidates to
revise and improve their papers to achieve the required publishing quality. Further,
the revised papers were subjected to a review process by professionals and experts.
The review is similar to the process that has been adopted by several academic
journals. Multiple anonymous reviewers reviewed each paper and judged the
quality of each paper.

vii



I believe that this book presents novel ideas and great findings for professionals,
experts, and researchers. Further, I hope that this book will stimulate the R&D
activities in the field of CNS/ATM.

Finally, I wish to express my sincere appreciation to the EIWAC2017 TPC
members, the associate editor, and the reviewers. They voluntarily supported us
while selecting, reviewing, and compiling processes. Note that the TPC members
have been separately listed in this book, and special appreciation has been attributed
to them.

Tokyo, Japan Tadashi Koga
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Introduction to the Fifth ENRI International
Workshop on ATM/CNS (EIWAC2017)

Shigeru Ozeki(&), Tadashi Koga(&), Takeyasu Sakai,
and Xiaodong Lu

Electronic Navigation Research Institute (ENRI), 7-42-23, Jindaiji-Higashi-
Machi, Chofu, Tokyo 182-0012, Japan
{ozeki,koga}@mpat.go.jp

Abstract. In this chapter, an overview of the fifth ENRI International Work-
shop on ATM/CNS (EIWAC2017) is provided, together with summaries of
presentations at keynote sessions and special speeches. This chapter also
explains the approach of the Electronic Navigation Research Institute toward the
organization of EIWAC. In this workshop, various aspects of air traffic man-
agement (ATM) and its enablers in the fields of communication, navigation, and
surveillance (CNS) were discussed. EIWAC2017 was held in Nakano, Tokyo,
from November 14 to 16, 2017.

Keywords: Global air safety plan � Global air navigation plan � ATM � CNS �
Standardization

1 Introduction

This introduction explains the approach taken by the Electronic Navigation Research
Institute (ENRI) toward the organization of the ENRI International Workshop on
ATM/CNS (EIWAC). EIWAC is the forum for exchanging up-to-date information
from participants working in the fields of air traffic management, communication,
navigation, and surveillance (ATM/CNS) concerning the strategies employed by each
part of the aviation community. ENRI intends to offer all participants a forum to review
their R&D strategies with reference to other parts of the aviation community. There-
fore, ENRI invites participants from the wider aviation community—such as policy-
makers from regulatory authorities, deployment managers, managing experts from
operating fields, project managers from industry, researchers from R&D institutes, and
members of academia.

The EIWAC conference is one approach taken by ENRI to fulfill its roles and
functions. ENRI has been conducting research, development, and tests on electronic
navigation systems for about half a century. ENRI is now the only research institute in
Japan specialized in ATM and CNS. ENRI also conducts R&D projects to provide a
choice of solutions for timely improvements to national, regional, and global aviation
systems. Therefore, ENRI is also expected to contribute to the standardization of
current and emerging ATM/CNS operations and enablers. ENRI sends its researchers
to standardization meetings such as ICAO, RTCA, EUROCAE, and domestic com-
mittees, thanking them for giving ENRI a chance to make a contribution.

© Springer Nature Singapore Pte Ltd. 2019
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One purpose of EIWAC is to facilitate the application of R&D results in the future.
Thus, EIWAC has both keynote sessions on international standardization strategy and
technical sessions on operations and R&D. In those sessions, participants share com-
prehensive up-to-date information from various layers of strategy between policy and
R&D. The updates offer participants a chance to review their R&D strategy with a full
understanding of the strategy in each layer. This review will improve the conformity of
strategies among layers while adjusting the technical requirements and time to deliver
the R&D results to be more realistic. Conformity will thus make R&D results easier to
apply in the future. ENRI hopes that discussions in the EIWAC conference will help in
putting these strategies in perspective and in improving the conformity of the activities
of the participants with proper understandings.

The EIWAC conference is also intended to contribute to the modernization of
aviation systems by introducing or furnishing the technical basics of harmonized global
standards. The spread of standardized technologies and procedures will accelerate the
modernization of aviation systems with global harmonization. The role of national
research institutes such as ENRI is to harmonize standards while maintaining inter-
operability, even under regional conditions. EIWAC will contribute to the global
harmonization of standards by providing a forum for sharing technical and operational
experiences in regional conditions, forming the basis from which the standard
requirements will be extracted.

The strong demand for an R&D meeting like EIWAC comes from the members of
the aviation community who are concerned with the modernization of ATM/CNS
systems to accommodate more traffic in the future because air traffic throughout the
world is increasing steadily and is expected to maintain this trend for decades according
to the ICAO forecast. Mitigation of congestion and reduction of environmental impact
(while maintaining safety and efficiency) have become common interests around the
world. In particular, in the Asia-Pacific region, increasing air traffic capacity, efficiency,
and safety is essential because this region has the world’s highest growth rate in air
traffic. That is one reason why EIWAC is held in Tokyo, one of the gateways to the
Asia-Pacific region.

The next section will explain some facts about EIWAC. This will be followed by
reports on keynote sessions and some invited presentations.

2 Overview of EIWACs

ENRI would like to thank the members of the EIWAC Technical Program Committee
(EIWAC-TPC) for their great contributions to making the workshop more attractive to
potential participants. Members from other institutes offered comments to improve
EIWAC by including viewpoints from outside of ENRI.

EIWAC has sessions for keynote speakers, as well as other sessions for technical
discussions on operations and R&D. The keynote sessions of EIWAC are organized to
share strategic updates among participants, and they are scheduled on the first day in
most cases. The technical sessions offer participants chances to review operational facts
and the progress of R&D with reference to updates from the keynote sessions.

4 S. Ozeki et al.



Table 1 presents a brief summary with listing indices on the growth of EIWAC. It
started in 2009 as a 2-day workshop and later expanded to include one more day for
technical sessions to accommodate more presentations. EIWAC is growing as inter-
national participants offer more presentations and side meetings [1–5].

One of the advisors to ENRI suggested that excellent papers for EIWAC should be
more visible to more researchers and students in the aviation community to encourage
the next generation. ENRI reacted to this comment in 2012 by engaging an editorial
team to compose the first book, “Air Traffic Management Systems,” collecting selected
papers from EIWAC2013 [6]. This was followed up by “Air Traffic Management

Table 1. Summary of the EIWAC series

Meeting# 1st 2nd 3rd 4th 5th

Name EIWAC2009 EIWAC2010 EIWAC2013 EIWAC2015 EIWAC2017
Date, Year March 5–6,

2009
November
10–12, 2010

February 19–
21, 2013

November 17–
19, 2015

November 14–
16, 2017

Venue Ohtemachi
Sankei
Plaza,
Ohtemachi,
Tokyo

Akihabara
convention
Hall,
Akihabara,
Tokyo

Odaiba
Miraikan Hall,
Odaiba, Tokyo

Ryogoku KFC
Hall and
Rooms,
Ryogoku,
Tokyo

CongresSquare
Nakano,
Nakano, Tokyo

Theme Toward
future
ATM/CNS

Safety,
efficiency,
and
environment

Drafting future
sky

Global
harmonization
for future sky

Drafting future
skies

Keynote
speakers

4 7 9 13 5

Panel
session

NA “Future of
automation
in ATM,”
six panelists

“Future ATM:
Centralized,
de-centralized
or best
mixed,” four
panelists

NA NA

Other
sessions

Poster,
Tutorial

Poster Poster, Tutorial

Technical
sessions

6 19 17 18 17

Presentations 22 w. incl.
9 from Japan

45 w. incl.
12 from
Japan

46 w. incl.
13 from Japan

70 w. incl.
30 from Japan

71 w. incl.
25 from Japan

Participants 480 550 539 744 630
In first day N/A N/A 238 259 205
Foreigners 20 60 80 174 180
Countries 7 14 13 17 13

Introduction to the Fifth ENRI International … 5



Systems—II,” which collected selected papers from EIWAC2015 [7]. These books
were published by Springer Japan in 2014 and 2017, respectively.

EIWAC2017 is the first international workshop to take place following a change in
the corporate structure of ENRI. ENRI is now a part of the National Institute of
Maritime, Port, and Aviation Technology (MPAT). MPAT was established in 2016 by
uniting research institutes affiliated with the Ministry of Land Infrastructure, Transport
and Tourism (MLIT) Japan. This change in corporate structure may offer ENRI
chances to work with more researchers in MPAT and their colleagues for R&D on
airports, safety analysis, and other areas. This change has not reduced the role of ENRI
in the aviation community, and ENRI has continued to host the EIWAC conference.

3 Keynote Speeches

The keynote speeches in EIWAC2017 are summarized in this section. These speeches,
on the whole, gave the authors of this section the impression that needed changes to the
CNS architecture will be announced soon. The keyword “digital” is found many times
in these sessions, indicating the application of network-based information management
to aviation. The internet applications that have revolutionized many areas of business
have not been widely introduced to aviation as yet, especially not in cockpits, because
changes in aviation are slowed by the need to assess operational safety and to resolve
legal issues arising from new operations and their enablers.

3.1 Stephen P. Creamer, “Global Plans and Importance of Global
Interoperability”

Mr. Creamer is the director of Air Navigation Bureau (ANB) of ICAO. He presented
updates from ICAO. First, he pointed to the result of the 39th ICAO triennial assembly
with a revised Global Air Navigation Plan (GANP) and a new ICAO document for the
Global Air Safety Plan (GASP) [8]. These are also known as ICAO Doc-9750 and
Doc-10004, respectively. GANP has been revised with an extension to its Aviation
System Block Upgrade (ASBU) roadmap. He emphasized the importance of spreading
technology in such ICAO provisions with proper understandings and acknowledge-
ments and of talent to catch up them. ICAO Doc-9750 and Doc-10004 will be revised
every 3 years to remain up-to-date.

He explained ICAO’s proposal for the enhancement of GASP. Annex 19 to the
Chicago convention has already been proven effective and that the ICAO Safety
Management Manual will be published as a web-based document to be updated reg-
ularly. ICAO is ready to provide various tools and consultation services to support
member states in building and implementing State Safety Plans.

He raised concerns about how well the GANP has spread around the world, as well
as about how ASBU is understood at planning. Because of aircraft lifetimes as long as
20 years, Block 4 in ASBU, which will start in 2037, should already be a focus of
planning. Mr. Creamer asserted the need to plan based on estimates of the future
density and size of airspace.

6 S. Ozeki et al.



Mr. Creamer also explained ICAO proposals for the enhancement of GANP by
creating a managerial structure with global, regional, and national layers. The global
layer has a technical sublayer to support frameworks such as ASBU and Basic Building
Blocks (BBBs) while also providing performance-based decision-making methods.
This technical sublayer will control the global interoperability of products from
regional R&D and the implementation after national plans and deployment. This
enhancement will be proposed for the next update of the GANP in 2019.

Mr. Creamer also reported some developments at ICAO. ICAO provides a data-
driven decision-making tool, iMPLEMENT, to improve safety performance in air-
space. He also focused on the need for the evolution of standardization to bring about
innovation on the flight deck, at the control position, and in other fields in aviation
where people are using standardized tools. They are the first to know how they can be
improved. Timely standardization is the key for the implementation of the elements of
ASBU to upgrade the tools.

Therefore, ICAO has started to discuss SARPs-ready proposals from standards-
making organizations and other aviation stakeholders. In addition, ICAO is searching
for candidates for further proof-of-concept work. These actions may happen at the
Standard Round Table, which is an interface meeting between standards-making
organizations and ICAO. The round table also discusses the standardization
roadmap. Innovation will be accelerated by timely provision of standards with
increasing references from industry standards with supporting performance-based
manner. This evolution in standardization is expected to improve information man-
agement, for example, by standardizing the connection between various aviation
systems.

Finally, Mr. Creamer introduced some topics of interest as current and emerging
issues. These include cyber safety, flights higher than 60,000 ft, and other considera-
tions. ICAO is planning meetings to discuss what is next. The Global Air Navigation
Industry Symposium (GANIS) and the Safety and Air Navigation Implementation
Symposium (SANIS) have been introduced as forums for discussions leading up to the
13th Air Navigation Conference.

After his presentation, some questions were asked by participants. One question
concerned the possibility for standardization as an ICAO provision with inclusion of
the effects of human resources upon safety measures. Mr. Creamer answered by
pointing out the example of standardization and certification of education. He men-
tioned that this example may be applicable to standardizing systems using artificial
intelligence (AI).

3.2 Florian Guillermet, “Towards a Digital Aviation Infrastructure”

Mr. Guillermet is the executive director of SESAR Joint Undertaking. He presented the
activities that SESAR is undertaking (and will undertake) “towards a digital aviation
infrastructure,” as well as the motivation and process for these activities.

First, he discussed why a digital aviation infrastructure is necessary for SESAR. He
pointed out five major game changers reshaping the future of aviation, including
(1) growing world populations, (2) technological disruption and entry players from the
digital industry, (3) reshaping of customer expectations by hyper-connectivity and the
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“always-on” reality, (4) automation of traditional jobs, the changing role of humans,
and the race for talent, and (5) reshaping of global competition by global leaders (China
and India) and the growing influence of non-state players (e.g., Google, Amazon, and
the like). In addition to the above changes, there is currently a large gap between
technologies on the cutting edge of IoT systems/devices and the technologies currently
operational in CNS/ATM systems. This means that there is a significant room to
improve current systems, and gaps must be filled.

Second, Mr. Guillermet discussed what SESAR is doing to establish a digital
aviation infrastructure. He showed six building blocks of SESAR’s technological
vision for accomplishing this goal. These include (1) automation support, (2) flight-
and flow-centric operation, (3) sharing of information through system-wide information
management (SWIM), (4) integrated systems, (5) integration of all vehicles, and
(6) visualization.

Third, he discussed how SESAR is proceeding with these developments. He
explained the structure of SESAR, which is a unique public–private partnership con-
sisting of 15 industry members, 100+ companies, and 3,000+ ATM experts. SESAR
has many partnerships with academia, the R&D community, and other domains. The
SESAR2020 program has set three domains of researches, namely, (1) exploratory
research, (2) industrial research, and (3) very large-scale demonstrations. These three
domains are ongoing in parallel but sometimes interact with one another. SESAR has
developed 63 solutions, of which 24 are already being deployed across Europe. The
details of the solutions are explained in the SESAR SOLUTIONS catalogue available
on the web. The SESAR outcomes contribute not only to European states but also to a
global interoperability context. Mr. Guillermet pointed out four key features to the
success of SESAR, namely, (1) public–private partnership, (2) blending of corporate
and academic values, (3) acceleration of the innovation lifecycle, and (4) worldwide
outreach.

In addition to the above discussions, Mr. Guillermet mentioned two takeaways. The
first takeaway is the game changers that are shaping the future of aviation. New service
providers in other commercial domains will also change aviation, just as ICT/IoT/AI
technologies have been changing our daily lives for decades. The second takeaway is
the appearance of new services in airspace. There will be a significant value in “flying-
something services” in the future. New mobility services, such as drones, would better
assist citizens. Many investments are also being made today. In 2050, 30 billion euros
of annual value are expected to be enabled by the digital aviation infrastructure in
addition to the current commercial air services.

In conclusion, he discussed the “digital sky,” i.e., the next necessary step to
building an infrastructure suited for traffic expansion. Today, airspace is occupied
mainly by traditional manned aviation. However, in the future, hundreds of thousands
of connected flying devices will be found in the sky. The digital aviation infrastructure
will enable all air operations. From the viewpoints of industry, innovation, and
sovereignty, adaptation of the current system is not an option for continuing the avi-
ation success story.
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3.3 Pamela Whitley, “Aviation: A Global Digital Journey”

Ms. Whitley is the assistant administrator for NextGEN, FAA. She presented updates
from the FAA with a focus on the digital revolution in aviation. The digital revolution
comprises changes in data acquisition and its summary as useful information, as well as
communication and information management. The advancement of the digital revo-
lution for aeronautics serves to support stakeholders globally in terms of strategic and
operational technical decision-making. On the other hand, improvements in mobile
communications technology, such as cell phones or smartphones, are proceeding faster
than those for aeronautics. Because aviation has been a series of learning from new
experiences and stakeholders step forward after estimating risks before new challenges.

Ms. Whitley referred to the history of aviation, aeronautical radio systems, and air
traffic control, which have affected each other as they have grown, and technologies for
aviation are always at the cutting edge.

She pointed out certain aspects of aviation today. It is the responsibility of aviation
to meet the strong demand for increased traffic in the future through global collabo-
ration and proper strategic and tactical planning. One approach to addressing this
challenge is through information management and sharing. Ms. Whitley pointed out
that the aviation industry is rich in data but not in information because aviation works
with systems before information management and focuses primarily upon safety. The
approach that she suggests to stepping forward is “information.” Information man-
agement will benefit aviation, and there is a great deal of experience with the tech-
nology in other business areas with stringent requirements for safety and security.

Ms. Whitley reported the FAA’s decision to invest in infrastructure for aeronautical
communication and information management with NextGEN. NextGEN has projects
focusing on digital data and information, such as ADS-B, data communications, and
SWIM. She introduced some examples of trials with these projects, such as a program
at Charlotte Airport in North Carolina. A decision support tool for ground controllers
works by sharing information concerning aircraft movements and intended paths from
airlines; this tool helps controllers in creating smooth flows of ground traffic by syn-
chronizing them with shared information. This improves the flow capacity of ground
traffic, even with restrictions on the layout of taxiways at airports. This system is
connected to the Traffic Flow Management System in the US and used to share the
information of arrival time at departure fix with other controllers. Further trials are also
planned for incorporating meteorological information and more.

Ms. Whitley expects improvements to the global harmonized interoperability at the
next revision of GANP and GASP. She explained that the US FAA is working closely
with ICAO, Europe, and Japan to bring about global harmonization in tandem with
NextGEN.

She also reported some views on digital transformations. Such transformations are
possible through implementation on various scales depending on the environment of
the region under discussion and the needs specific to it. We can choose pieces of
applications step by step when safety is assured, although support is needed from a
wide range of stakeholders in the aviation community. This is why Ms. Whitley
emphasized the importance of international cooperation.
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She concluded her presentation by referring again to the history of aviation to point
out the importance of global collaboration in safety and information management.

Some questions were raised concerning the activities related to standards and
certifications for software in information management systems and the time for their
delivery. Her answer was that NextGEN has projects with including the development
of the standards for software installed in SWIM as well as in the Standard Terminal
Automation Replacement System (STARS).

3.4 Yasuhiro Iijima, “CARATS Long-Term Vision for Air Traffic
Systems—the Challenge for Realization of Future Technology—”

Mr. Iijima is the director general of air navigation services department of JCAB. He
spoke about three topics of Japan’s long-term vision for future air traffic systems,
Collaborative Actions for Renovation of Air Traffic Systems (CARATS).

The first topic was the background and status of CARATS. CARATS aim at the
renovation of Air Traffic Systems to meet the growing demands and needs for air
travel. Japan has witnessed a growth in air traffic in line with the global growth of air
traffic. The number of aircraft flying over the Flight Information Region (FIR) of Japan
is expected to increase 1.5 times in the next two decades. Hence, air traffic control
should have sufficient capacity for supporting the growing demand. Moreover, Japan is
expected to accommodate a large amount of air traffic during the Olympic and Para-
lympics Games to be held in Tokyo in 2020. The Japan Air Navigation Service (JANS)
needs to renew and improve the current ATM systems.

The second topic was CARATS’ actions in collaboration with ENRI. He remarked
that ENRI plays a major role in this research and development. He introduced four
CARATS actions based on cooperation with ENRI: AeroMacs, Ground-Based Aug-
mentation System (GBAS), Dynamic Airborne Reroute Procedures (DARP), and
System-Wide Information Management (SWIM). In AeroMacs and GBAS projects,
ENRI has developed prototype systems and it conducts evaluations and validations in
operational environments. In DARP, ENRI verifies the effect of DARP based on actual
flight path data provided by airlines. In SWIM, JANS developed a SWIM test bed in
collaboration with ENRI and participated in international experiment programs for
SWIM such as the Mini-Global Demonstration trials with Australia, Canada, Singa-
pore, the US, and other nations.

The third topic was the importance of the Plan–Do–Check–Act (PDCA) cycle in
CARATS. The CARATS measures need to be changed on a regular basis to adjust to
the changing external environment and user needs. In the process of a PDCA cycle, all
stakeholders should be involved through the collaboration among governments, aca-
demia, and the industry. As one practical example of PDCA, he introduced efforts on
time-based traffic management. The JANS commenced trajectory-based operation trials
in 2011. The ATC system calculates the time of the passing points, while the aircraft
are flying enroute. Air traffic flow was managed by designating the computed time.
However, there existed large differences between the time estimated by aircraft
avionics and that estimated by the ATC system. The trials were suspended in August
2014. CARATS organized a new WG, “Air Traffic Time Management Study WG,” for
dealing with operational and technological issues in time-based traffic management.
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The trial operations will be restarted in 2019. ENRI plays an essential role in verifying
the improvement method examined by the WG and studying the prediction models.

In conclusion, he spoke that planning, practice, verification, and improvement is
essential for the enhancement of air traffic systems in CARATS. In particular, JANS
recognizes that cooperation with ENRI is indispensable.

3.5 Masahiro Kudo, “Perspective on the Role of R&D
Toward the Future Sky”

Mr. Kudo is the director general of ENRI. He spoke about facts concerning the roles
and strategies of the Electronic Navigation Research Institute (ENRI).

First, he spoke about ENRI’s history and organization. ENRI was established in
1967 as a research institute of the Ministry of Transport, Japan, and in 2001, owing to
the governmental reorganization act, it became an independent administrative agency.
In 2016, the Ministry of Land, Infrastructure, and Transport (MLIT) merged three
national research institutes for transportation and established one national research
institute—the National Institute of Maritime, Port, and Aviation Technology (MPAT).
Figure 1 shows the organizational structure of MPAT. MPAT has one governing body
and three research institutes. These institutes include the National Maritime Research
Institute (NMRI), the Port and Airport Research Institute (PARI), and ENRI. ENRI has
three departments: one branch-navigation-systems department (Nav), one surveillance
and communications department (SC), and one air traffic management department
(ATM). The Iwanuma branch office is located at Sendai airport. As a center for field
and flight experiments, the branch has been achieving essential missions for the last 40
years. The Great East Japan earthquake and tsunami destroyed the branch in 2011, but
it has now fully recovered from this damage. Many prototype CNS/ATM systems have
been installed for operational tests.

Fig. 1. MPAT organization
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Second, Mr. Kudo discussed ENRI’s roles. He mentioned that its fundamental role
is to support government undertakings for aviation, mainly achieved through the Japan
Civil Aviation Bureau (JCAB). JCAB has developed its own plan to support future air
traffic in Japan in accordance with the ICAO Global Air Navigation Plan (GANP) and
Aviation System Block Upgrades (ASBU). ENRI actively supports JCAB missions for
GANP and ASBU and contributes to aviation societies through R&D activities.

Third, Mr. Kudo spoke about strategy. He emphasized the necessity of collabo-
ration. Many missions and various R&D tasks are needed to achieve the objectives of
GANP and ASBU. On the other hand, ENRI’s research resources—personnel and
budget—are limited. Nevertheless, we remain willing to provide practical and useful
solutions to aviation societies. Our answer is to collaborate with external research
sources in academia and industry. Such collaborations will build a firm foundation to
support R&D activities at ENRI.

Mr. Kudo concluded by noting that our R&D work would firmly support safe and
comfortable air travel all over the world.

4 Invited Talks

4.1 Paul Bosman, “Drafting Future Skies—From SWIM to a Fully
Digitized ATM”

Mr. Bosman is the head of ATM strategies division, EUROCONTROL. He first
described the background and problems with information management in current ATM
systems. The present-day ATM system comprises a wide variety of applications
developed over time for specific purposes. It is characterized by many custom com-
munication protocols, each with its own self-contained information systems. Each of
these interfaces is custom designed, developed, managed, and maintained individually
and locally at significant cost. Moreover, the way ATM information is
defined/structured and the ways it is provided and used are specific to most ATM
systems. Legacy information products, such as NOTAMs, are limited in functionality
and usability because of their textual nature. Paper-product AIs are also limited in
usability and interoperability without a digital format.

Mr. Bosman then explained the requirements and concept of System Wide Infor-
mation Management (SWIM). The expected increase in aviation capacity demands,
economic pressure, and attention to environmental impact require ever more accurate
and timely information. Global improvements in information management are intended
to integrate the ATM network in the information sense, not just in the system sense,
and are envisioned for application as a SWIM concept. This concept provides not only
a system architecture for the delivery of information services to meet the expectations
of the ATM community in different key performance areas but also a common
understanding of different information domains.

Next, he introduced the current status and development plan for SWIM imple-
mentation in Europe. EUROCONTROL has been identified as providing the technical
specifications for the foundational-information-service-implementation-standardization
area in support of SWIM deployment. The goal of SWIM is to foster interoperability
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between European ATM stakeholders in a networked environment. The means to
achieve this goal are information services and service-orientation practice.

Consequently, draft EUROCONTROL specifications for SWIM have therefore
been developed with the objective of providing foundational requirements applicable to
the deployment of SWIM in support of interoperability within the European ATM
network. The EUROCONTROL specifications for SWIM consistently address the
description of information services, the definition of the exchanged information, and
the technical infrastructure on which the services are implemented.

Finally, Mr. Bosman outlined some challenges for achieving global interoperability
and harmonization by SWIM. The interoperability envisaged by SWIM requires
standards to be agreed upon at the global, regional, and local levels. It is fair to assume
that not all information needs to be exchanged among all in a highly interoperable way
at all levels. The operational context plays an important role in setting the scope of the
required interoperability, making it necessary to delineate precisely the problem/
solution space. Furthermore, since levels of interoperability are correlated with levels
of complexity, it is good practice to consider requiring interoperability only where
needed (within an identified context) and with the right level of complexity.

4.2 Patrick Souchu, “Benefits of Standardization—EUROCAE
Activities”

Patrick Souchu is the SESAR program director of DSNA, and a EUROCAE council
member and the former council chair. He introduced the main characteristics of the
EUROCAE association and then spoke about recent changes and current activities of
EUROCAE.

First, he introduced the main characteristics of EUROCAE, which is a standard-
ization body based in the EU; it has 220 members, 36 inactive working groups, and
1,400 experts. Then, he introduced two coordination groups recently established by
EUROCAE: the European ATM Standards Coordination Group (EASCG) and the
European UAS Standards Coordination Group (EUSCG). The groups aim to accom-
modate the increased need for new standards arising from the deployment of SESAR,
the transition to performance-based regulation, and growing demands for UAS in a
wide variety of fields. The EASCGS/EUSCG goals are to accomplish harmonized
implementation in support of the regulatory frame, establish timely availability,
streamline relevant standardization activities in EUROPE, set new standards arising
from the deployment and implementation process, and implement performance-based
regulation.

Second, Mr. Souchu spoke about recent changes in EUROCAE, namely, the new
office, new work infrastructure, and new financial structure. These changes are
expected to improve the efficiency of works and processes in EUROCAE and to bring
many benefits not only for members but also for aviation stakeholders.

To conclude, Mr. Souchu discussed the status of WGs in EUROCAE. He showed
the list of all active WGs. Currently, the WGs of GNSS, A-SMGCS, ADS-B, Aero-
nautical System security, Interoperability of ATM validation platforms, VDL Mode 2,
Remote Tower WG, and SWIM services are hot topics for discussion. Other WGs are
also being steadily discussed for standardization.
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4.3 Satoshi Kogure, “Japanese Space-Based PNT System, QZSS—
Services, System and Applications”

Satoshi Kogure is the executive director of the Quasi-Zenith Satellite System (QZSS)
development, National Space Policy Secretariat (NSPS), Cabinet Office in the
Government of Japan. He has reported the status of QZSS, which is a Japanese space-
based position, navigation, and timing (PNT) system that is under development.

The first satellite, called “Michibiki,” was launched in 2010 as a demonstration
satellite based on collaboration between several Japanese research institutes; further,
various technologies related to satellite navigation were validated by performing
technical experiments and application demonstrations.

In 2011, the Government of Japan decided to establish their own satellite navi-
gation system and initiated the development of QZSS. In 2017, three satellites were
successfully launched. Further, the operational service provision will commence in
2018.

QZSS will provide three kinds of services, including GPS complimentary, GNSS
augmentation, and messaging service, in Japan and the surrounding areas, Eastern Asia,
and the West Pacific Rim. The report of Kogure includes the following topics: Services
to be provided through QZSS; How QZSS provides the services: System configuration;
and Expected applications to be developed.

5 Conclusions

EIWAC may have a hard time in the near future changing its name to reflect changes in
aviation infrastructure. The keyword “digital” may lead the merger of CNS into an
integrated infrastructure for information management; then, the C in EIWAC should be
changed to stand for a keyword other than CNS.

This integration will be a result of the technical trend toward “performance-based
standardization,” as well as the shortage of aeronautical radio spectrum availability.
The performance-based standard will allow the introduction of a new technology or
architecture more easily, with reuse of many parts of safety assessments for existing
systems focusing on essential performance parameters, if this is possible for the con-
sidered case.

Integration will also result from shortages of the aeronautical radio spectrum. This
spectrum should be managed and guarded to prepare for the strong demands for
communication bandwidth in the future by improving spectral efficiency. This will
impose changes to the aeronautical CNS architecture to compete with other mobile
communications at spectrum assignments. One example of such architecture is found in
the military radio system, which has a 4D reference for position and time through
GNSS, a multipurpose datalink with CNS functions for friendly mobile devices, sen-
sors and voice communication for suspicious or incompatible mobile devices, and
network infrastructure for information management. This architecture may improve the
radio spectrum efficiency for CNS functions by integrating these functions into an
efficient radio communication system. This topic will be discussed at the next EIWAC
conference, regardless of its name.

14 S. Ozeki et al.



References

1. EIWAC2009 homepage. https://www.enri.go.jp/eiwac/2009/en/index.html
2. EIWAC2010 homepage. https://www.enri.go.jp/eiwac/en_EIWAC2010siryou.html
3. EIWAC2013 homepage. https://www.enri.go.jp/eiwac/en_EIWAC2013siryou.html
4. EIWAC2015 homepage. https://www.enri.go.jp/eiwac/eiwac_2015_eng.html
5. EIWAC2017 homepage. https://www.enri.go.jp/eiwac/eiwac_2017_eng.html
6. Electronic Navigation Research Institute. Ed. (2014) Air traffic management and systems.

Springer, pp 3–14
7. Electronic Navigation Research Institute. Ed. (2017) Air traffic management and systems II.

Springer, pp 3–24
8. International Civil Aviation Organization (2014) 2013–2028 Global air navigation capacity &

efficiency plan. 2014–2016 Triennium Edition DOC 9750: 10–11

Introduction to the Fifth ENRI International … 15

https://www.enri.go.jp/eiwac/2009/en/index.html
https://www.enri.go.jp/eiwac/en_EIWAC2010siryou.html
https://www.enri.go.jp/eiwac/en_EIWAC2013siryou.html
https://www.enri.go.jp/eiwac/eiwac_2015_eng.html
https://www.enri.go.jp/eiwac/eiwac_2017_eng.html


Part II
Air Traffic Managements



Future Airspace Design by Dynamic
Sectorization

M. Schultz(&), I. Gerdes, T. Standfuß, and A. Temme

Institute of Flight Guidance, Department of Air Transportation, German
Aerospace Center (DLR), Braunschweig, Germany

{michael.schultz,ingrid.gerdes,thomas.standfuss,

annette.temme}@dlr.de

Abstract. The future airspace has to provide a reliable infrastructure and
operational concept to ensure efficient and safe operations considering both
flight-centric operations and the integration of new entrants. We propose an
approach for a dynamic sectorization to manage the air traffic demand and flow
appropriately. Our dynamic sectorization results in enhancements of the current
operational structure (less deviation in controller task load) and leads to a sig-
nificantly lower controller task load for the newly created airspace. Since future
4D trajectory management demands an efficient consideration of operational
(e.g., temporally restricted areas), ecological (e.g., contrail prevention), and
economic (e.g., functional airspace blocks) constraints, our dynamic sectoriza-
tion method contributes to the highly flexible use of current and future airspace.
In this paper, we provide an overview of several use cases and describe the
working principle of our approach: fuzzy clustering of air traffic, Voronoi
diagram for initial structures, and evolutionary algorithms for optimization.

Keywords: Airspace efficiency � Dynamic sectorization � Clustering �
Evolutionary algorithms � Optimization

1 Introduction

Due to political restrictions, more specifically the federal air sovereignty, airspace
structure in Europe is determined by a high level of fragmentation. Furthermore, air
space areas are generally not determined by the dynamic traffic flow over the day, but
by static constraints (e.g., national borders). The resulting inefficiencies (negative
operational and economic effects) are caused by coordination efforts as well as asyn-
chronies between operational concepts and capacity management of the different
decision-making units. Concepts such as dynamic capacity balancing target this
problem, but do not treat the root cause of having an insufficient airspace design. Based
on the liberalization of the aviation markets and as a part of the Single European Sky
concept to create a legislative framework for European aviation, the Functional Air-
space Block (FAB) approach was introduced by the European Commission in order to
restructure the European air space. The management of European Air Traffic within a
Functional Airspace Block system is one of the main pillars in the Single European Sky
concept for meeting future air traffic requirements.
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The sectorization of the airspace considers requirements of air traffic control
(safety, capacity, and efficiency), users (unhindered access), and environment (re-
stricted areas over cities, residential areas, etc.) as far as possible. Particularly, Air
Traffic Control (ATC) demands a sufficient airspace by designing appropriate proce-
dures, routes, or holding areas, and considering operational demands such as handling
of mixed traffic, balanced workload, or efficient arrival/departure sequences. The cur-
rent allocation of air space areas systematically leads to operational inefficiencies and
demonstrates that the task load of the air traffic controllers significantly deviates
depending on the air space sector and the traffic demand/flow over the day.

To ensure a more efficient allocation and a harmonized task load distribution, we
consequently changed the current paradigm of traffic flow, which is determined by
airspace structure, to a dynamic approach of a structure which is adjusted to the traffic
flow sequentially. We contribute to the flight-centered Air Traffic Management with a
specific approach to dynamically optimize the airspace focusing on the sector structure
and resource allocation, considering both operational and economic efficiency targets
(e.g., task load, fragmentation of flights by sectors). Therefore, we develop a four-step
approach containing (1) economic performance evaluation, (2) fuzzy clustering of traffic
flows on the day of operations, (3) generation of a new sector structure based on Voronoi
diagrams, and (4) evolutionary algorithms in order to adjust and optimize the new sector
structure depending on dynamic demands over the day of operations (see [1, 2]).

Our dynamic sectorization concept enables sector adaptation in a time-dependent
way by dynamically adapting the position and shape of the sectors with respect to
actual necessities and restrictions (e.g., capacity, task load, controller availability, or
stability/resilience). Due to operational determinants and restrictions, the scope will
cover upper airspaces only. The developed tool AutoSec is an essential and superior
approach to combine the idea of completely unstructured airspace and today’s rigid
structures to achieve both a balanced and more efficient use of the airspace. Addi-
tionally, the dynamic sectorization may enable efficient strategies to cope with severe
weather conditions, temporal closures (e.g., space vehicles, intruders, military), and
integration of new entrants (e.g., personal or unmanned air vehicles).

In the context of SESAR’s flight-centric operations, we developed a Dynamic
Airspace Sectorization (DAS) approach, which differs from the Dynamic Airspace
Configuration (DAC) where predefined airspace blocks are combined to superior
structures [1]. We are assuming a continuous airspace that will be separated without a
specific demand for underlying structures but considering both the current/future air
traffic flows and the controller’s ability to manage all assigned aircraft (e.g., measured
by task/workload). We fundamentally changed the common method of “traffic flow is
following the provided structure” to “a structure follows the traffic flow” paradigm.
Furthermore, our approach bridges the gap between structured and unstructured air-
space designs and will be a fundamental key element for efficient air traffic operations
taking into account both regular and disruptive events.

1.1 Objectives and Structure of the Document

This paper provides an overview of our research focusing on the efficient sectorization
of the airspace with a special emphasis on a dynamic adaptation of operational air
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traffic demands and flows. In the first section, we introduce the common challenge of
an efficient airspace design using examples from the European airspace, the consid-
eration of volcanic ash clouds, the integration of space vehicles in highly segregated
airspace, as well as the air traffic control in urban environments. In the second chapter,
we introduce our methodology in detail, addressing the approaches of fuzzy clustering,
Voronoi diagrams, and evolutionary algorithms to analyze, structure, and optimize the
airspace, respectively. In the following, we introduce our tool environment and results
of the exemplary application of dynamic sectorization to a part of the European upper
airspace. This paper finishes with a conclusion and an outlook for our future research,
implementation, and validation tasks.

2 Airspace Structure

Air traffic demands efficient airspace management, which ensures safe operations
considering economic (e.g., cost-efficient air traffic service), environmental (e.g.,
contrail prevention [3]), and operational (e.g., convective weather cells) requirements.
In this section, we focus exemplarily on several topics connected to efficient airspace
structures with a clear indication that a dynamic sectorization could provide significant
benefits to the specific challenge.

2.1 Analysis of European Airspace

Due to the legal and political framework, airspace structure in Europe is characterized
by a high level of fragmentation. Basically, boundaries of airspaces, and partly sectors,
are determined according to national territories. The current structure of Euro-
pean ATM is expected to lead to inefficiencies caused by coordination efforts, incon-
sistencies between the ANSPs’ strategies and capacity restrictions [4]. Furthermore, the
growing number of flight movements, as well as the rising market share of Low-Cost
Carriers in Europe, pose new operational challenges to Air Navigation Service Pro-
viders (ANSPs) and lead to an increasing cost pressure. Consequently, productivity and
cost efficiency of ANSPs have gained increasing attention recently [5].

Following the liberalization of the air transport markets and as a part of the Single
European Sky (SES) concept, the Functional Airspace Block (FAB, see Fig. 1)
approach was introduced by the European Commission (EC) in order to restructure the
European airspace [6]. Through the consolidation of airspaces and a subsequent
adjustment of procedures and technical equipment, nine FABs were constructed to
meet future air traffic requirements.

The management of European Air Traffic within a Functional Airspace Block
system is one of the main pillars in the Single European Sky concept. However, over
the past years, significant problems in implementing this concept could be observed for
some FABs. First adopted in 2004, all FABs were scheduled to be operating by 2012.
However, just two of the nine FABs have been implemented today. A key underlying
rationale of calls for intensified cooperation among European ANSPs and for a con-
solidation of this sector is the assumption that the provision of air navigation services is
characterized by significant economies of scale. However, previous studies show that
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there is a turning point when diseconomies of scale occur [7, 8]. The reasons derived
concern in particular operational procedures, cultural and legal differences, an inap-
propriate allocation of ANSPs to one FAB, and missing incentives in implementation.

Since the fragmented airspace shows inefficiencies as well as the consolidation into
FABs, an alternative restructuring of the European ATM is mandatory. Based on the
lessons learned through the previous studies, a dynamic sectorization was identified as
an appropriate candidate for further improving the ATM efficiency [2].

2.2 Volcanic Ash Cloud

The eruption of the Eyjafjallajokull volcano in 2010 seriously affected the European air
traffic system. Airspaces under the control of different Air Navigation Service Providers
were affected, such as all Italian flight information regions, Croatia, Albania, Mace-
donia (former Yugoslav Republic of Macedonia), Serbia, Slovenia, Hungary, Romania,
Bulgaria, Bosnia, Herzegovina, Malta, East of Greece, Cyprus, Turkey, Bulgaria,
Ukraine, and Moldavia.

This specific non-regular situation emphasizes the need for a harmonized and
cooperative approach without insistence on national sovereignty of airspaces or pre-
defined airspace structures. In order to predict and prevent similar effects on the
European airspace, a test scenario was created. This scenario includes a potential
eruption of the Stromboli volcano and contains the ash distribution created for test
purposes by the organization committee of the ICAO’s regular volcanic ash exercise
(VOLCEX 14/01). The simulation was performed using a fast-time simulation tool and

Fig. 1. Functional airspace blocks (EUROPEAN Commission MEMO/13/525)
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the traffic data as well as ash distribution characteristics for 1st and 2nd of April were
simulated (see Fig. 2).

Beside the cross-border effect of the volcanic ash cloud, both the prediction (de-
velopment of area in time and space) and the specific particle concentration of the
affected areas are essential in order to efficiently manage this non-regular situation. To
generate reliable flight trajectories around the volcanic ash cloud, an active airspace
management is needed to efficiently use the available, scarce airspace capacity. Fur-
thermore, this will lead to the necessity of restructuring the airspace to adapt the
sectorization to the new trajectories with the target of distributing the controller task
load equally between all sectors. The high complexity of this disruptive scenario is
primarily driven by the uncertainties in the predictions of the ash cloud and the different
handlings of regular and non-regular situations. Our approach of a dynamic airspace
sectorization is immanently designed to handle these kinds of disruptive scenarios in
the same way as regular days of operations.

2.3 Interoperable Air and Space Traffic Management

The expected increasing demand for commercial space transportation will require an
interoperable air and space management, where the incoming and outgoing space
flights challenge the current segregated airspace in Europe [10]. A seamless and safe
integration into the civil airspace is needed to handle a regular pass-through of space
vehicles (see Fig. 3). There are several approaches of future air/space operations, which
have to be covered by a comprehensive air/space traffic management, ranging from
rocket launch operations up to suborbital flights with capabilities of operating in normal
airport environments (e.g., arrival/departure areas, standard runway operations). To
enable a reliable mixed air and space traffic management in Europe, the operational

Fig. 2. Volcanic ash cloud in European airspace (left) and an exemplarily rerouted flight
considering a safety risk assessment (right) [9]
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airspace concept has to be timely and spatially flexible in order to adapt upcoming
changes in the flight path of the space vehicle. In this context, the dynamic airspace
sectorization is a key technology in enabling future European landing sides.

2.4 Urban Environment

From a ground-based traffic point of view, the traffic theory indicates three phases of
traffic: free flow, bound flow (synchronized traffic), and congestion (wide moving jam)
with zones of phase transitions [12]. In the context of traffic management, these zones
call for different kinds of management solutions. In comparison to the air traffic, an
almost free flow phase could be understood as flights in upper airspace and the
synchronized/congested phase is found in the terminal area and on the runway. The
different kinds of traffic result in different controller strategies. As an example, con-
trollers like to grant directs to the runway if the traffic density is low, but with
increasing traffic, the controllers switch to specific arrival patterns (e.g., trombone
structures or holding areas) to efficiently handle the increasing task load.

Due to increasing traffic demand by personal air vehicles, it is expected that a future
urban traffic management will primarily have to cope with the synchronized and
congested phases, which demands specific adaptation of the accompanied airspace. In
the project Metropolis, different kinds of potential airspace designs were tested
regarding airspace efficiency [13]. In Fig. 4, four different approaches are shown with
an increasing airspace structure: free flight (individual conflict solution), layered
structure (altitude bands corresponding to heading ranges), zones (today’s airspace
design), and tubes (road-based concept, separation by speed, direction, and vehicle
types). In the context of the project Metropolis, the layer concept offers the best balance
with regard to safety, airspace capacity, and efficiency [13].

Fig. 3. Integration of space flights into European airspace [11]
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If, in the future, the urban area will consist of a significant amount of movements of
personal air vehicles, the frequency of traffic will follow the daily time-dependent
demand for transportation. As shown for the case of Berlin in Fig. 5, there is a clear
indication of a highly used infrastructure, which changes over the day (e.g., morning
and evening peaks).

In Fig. 5, a morning peak is shown in the Berlin road transport system, where red
indicates congestion and green is used for free flow conditions. An appropriate airspace
design and operational concept have to essentially consider the expected high amount
of synchronized air traffic and should be able to handle the changing air traffic demand
through a dynamic and adaptive approach.

Fig. 4. Different airspace designs with increasing structure to integrate personal and unmanned
aerial vehicles into an urban environment [14]

Fig. 5. Traffic densities on Friday morning in Berlin using Google Maps’ traffic situation
display
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2.5 Unmanned Freight Operations

In the context of the DLR research project Unmanned Freight Operations (UFO) [15],
we analyzed the implementation of unmanned cargo aircraft flying in a formation for
the transport of relief goods starting in Europe and flying to Africa. We assumed that a
specific, temporary airspace structure could provide an efficient handling of this for-
mation. In a first step, we used a segregated airspace area for the unmanned cargo relief
flight as is done today for military and relief flights as well. This allowed us to evaluate
the impact on airspace capacity of such flights [16]. Dynamic adaptation of the sector
structure is a prerequisite for allowing more flexibility in airspace segregation. Instead
of reserving an airspace area for the whole flight duration, the adaptation facilitates a
restructuring of airspace during the segregated flight so only a specified area around
this flight has to be reserved. This reserved area moves according to the actual flight’s
trajectory, and the sectorization of the surrounding unrestricted airspace is dynamically
adapted with respect to the residual traffic demand.

3 Dynamic Airspace Sectorization

In Sect. 2, we emphasize the need for a comprehensive airspace management, using
examples of special traffic patterns, air traffic influenced by disruptive events, or new
operational concepts necessary for future urban environments. All these changes
require a restructuring of the airspace in a more flexible and time-dependent way. The
necessity to adapt the current and future ATM system results in new concepts, such as
the Dynamic Airspace Configuration (DAC) [17] or Dynamic Airspace Sectorization
(DAS) [18]. For a DAC system, the airspace is structured into smaller airspace blocks,
which are subsequently combined to form sectors in dependence of the actual traffic
situation. The DAS system is not built on a substructure. A completely new airspace
structure is designed for each specific traffic situation (continuous in space and time).

Both approaches focus on a harmonized, uniformly distributed task load for and
between the airspace controller(s). Thereby, the task load depends on the density of air
traffic (movements per area) and on the complexity of the air traffic movements (e.g.,
level changes, relative speeds). The proposed more flexible and especially time-
dependent concepts for air traffic control structures (sectors) will be able to cope with
the identified future requirements, even when there is no expert knowledge for future
operations. Both the DAC and DAS approaches will provide an efficient support to
human controllers or controlling systems. It is assumed that flights in urban environ-
ments will fulfill similar requirements to today’s flight planning procedures (e.g.,
communication of flight plan) and the future negotiation of full 4D business trajectories.

3.1 Theoretical Background

In this section, we introduce the basic elements of our DAS approach, which consists of
three major steps: clustering of air traffic movements (fuzzy clustering), design of an
initial airspace structure using Voronoi diagrams, and optimization of the structure with
evolutionary algorithms [1, 2].
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3.1.1 Fuzzy Clustering
The aim of clustering techniques in general is to find a partition of a given dataset. In a
fuzzy partition, a datum is not necessarily assigned to a unique class or cluster. Instead,
membership degrees are associated with each datum and each cluster. These mem-
bership degrees provide information about the ambiguity of the classification. Fuzzy
clustering techniques can adapt to both noisy data and not well-separated classes.
Although noise will not be a major issue with radar data of flight trajectories which are
initially used for the DAS approach, the clear separation of classes might be difficult.

This and our earlier promising results with fuzzy clustering techniques (see [19])
allow us to choose fuzzy clustering techniques for our DAS approach, which is based
on optimizing an objective function. The clustering solution consists of cluster centers,
i.e., the center of gravity of a cluster with regard to a characteristic distance function,
and membership degrees. For an overview of fuzzy clustering and its applications, see
e.g., [19] or [20]. For our approach, we use the fuzzy-c-means clustering approach [21]
that is based on the Euclidean distance measure. The resulting centers are used as
initialization for the following structuring with Voronoi diagrams.

3.1.2 Structuring Approach: Voronoi Diagram
A Voronoi diagram [22] is a possibility for structuring an area, depending on a certain
number of so-called center points, into sections where every point belongs to the
section with the nearest center point. Edges are created of all points which belong to
two center points, i.e., the points of an edge have the same distance to the two center
points, and vertices are those points which are associated with three different center
points. An area containing all points with the same nearest point is called “face”.

At first, faces at the boundary of the area of interest are not limited at their outside.
A convex hull is added once the faces have been determined. Often this convex hull
simply has the form of a rectangle. A more detailed description of our structuring
approach is given in [1]. In Fig. 6, the area of Norway is used to derive an exemplary
airspace design. Starting with a given traffic sample, seven cluster centers were iden-
tified and surrounded by Voronoi structures. The Voronoi diagram provides an inner
structure defined by the blue dots in Fig. 6 (right).

As mentioned before, the application of Voronoi diagrams is limited to areas with a
convex hull. In the case of airspace areas, this methodological limitation has to be
overcome to provide an operational concept for air traffic control. Therefore, the
determination of the initial airspace structure has been extended in such a way that a
Voronoi diagram can be adapted to arbitrary boundaries. Hereby, the line-segment-
intersecting method was adapted to the problem of intersecting the Voronoi diagram
and the boundary of the selected airspace area [1, 22]. Thus, the intersections of edges
with the national border provide an additional set of structural elements (green dots)
which, together with the blue dots, are subject to the following optimization. Whereas
the blue dots could be rearranged inside the boundaries, the green dots can only be
moved on the boundary.

3.1.3 Evolutionary Algorithms
The common principles of evolutionary algorithms follow the idea of biological evo-
lution (cf. [23, 24]). In nature, a group of individuals mix their genetic material,
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especially the information coded in chromosomes, to obtain a better chance of survival
in a hostile environment through a higher degree of adaptation. For an evolutionary
algorithm, a population of solutions for an artificial problem is coded as sequence
(chromosome) of parameters (genes) describing a problem solution. These fundamental
principles are transferred to the optimization of a technical/operational environment (cf.
[1]). Using a set of available solutions, specific components and parameters are mixed
and stochastically mutated to generate a new set of solutions.

The assessment of these new solutions concerning their fitness with regard to an
underlying evaluation function results in a hierarchical order, where the most appropriate
solutions are used as the parental generation for the next generation of solutions. In the
context of the dynamic airspace sectorization, the idea of evolutionary algorithms is used
to optimize the initial airspace structure considering different evaluation functions [1].
These functions are defined depending on the specific research/operational scenario. For
the approach of functional airspace blocks, the evaluation function could consider the
ANSP productivity (composite flight hours per air traffic controller-hour on duty) or
controlled IFR airport movements. Aiming at a harmonized distribution of controller
effort in the European network, the evaluation function could include the aggregated task
load and the corresponding standard deviation for each sector over the day of operation to
efficiently allocate the available expertise. For each controller task related to managing
aircraft in airspace, a specific effort in seconds is allocated. The controller task load

Fig. 6. Example of a Voronoi diagram (black) for Norway with seven center points, a square as
convex hull (black), country/sector boundary in green. Additional to the blue dots (inner
structure), the green dots arise from the intersection of boundaries and edges of Voronoi diagram

28 M. Schultz et al.



caused by a flight in a selected sector is calculated as sum of all actions to be taken by the
responsible controllers. Amount and distribution of these task load sums can be used as
factor for the evaluation function (for details see [1]).

3.2 Simulation Environment, Tool Chain

The Institute for Flight Guidance of DLR has developed a basic framework of tools
which implement the developed DAS concept and enable the creation of a complete
new sectorization, considering the current and future air traffic flows and demands.

The new sector structure is dynamically created in three steps (see Fig. 7). First, the
software tools RouGe (route generator) and PrePro (preprocessor) developed at DLR
are used to generate the necessary airspace data (traffic and sector data) based on
Eurocontrol’s DDR-2 data, see [25]. In this step, the DDR-2 data are mainly used as a
reliable source for air traffic movements. In future operational environments, the air
traffic movements will be provided by online ANSP data services, which should consist
of historic data (DDR-2), current data, and flight planning data (to predict the air traffic
progress). Furthermore, PrePro is used to define the boundary of the airspace area of
interest and to smooth the traffic to avoid high numbers of waypoints. This region could
be any connected area of airspace with one continuous boundary (connectedness
constraint [18]) independent of national borders.

RouGe uses this boundary generated with PrePro to filter the radar data of the
aircraft movements. We cluster the air traffic data, use the resulting cluster centers as
centers for the calculation of an initial Voronoi diagram implemented in AutoSec, and
optimize the resulting diagram (i.e., an initial airspace structure) with the evolutionary
algorithm with respect to the air traffic flow [1] selected with RouGe.

Fig. 7. Fundamental structure of framework of tools to create a sector structure (cf. [2])
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3.3 Evaluation Function

The most important and crucial part of our DAS approach is the definition of an
appropriate evaluation function for the evolutionary algorithm to optimize the air space
structure. Therefore, several evaluation functions with different factors have been
comprehensively tested [1], and the following factors were selected for a future
application of the developed DAS approach:

• Sum of task load in the investigation scenario,
• Standard deviation of task load (as a measure of uniformity of its distribution),
• Well-formed controlling areas, measured by the standard deviation of interior

angles,
• Number of flight intervals caused by the airspace sectors (intersection of flights).

Including the number of flight intervals per sector indirectly results in avoiding
short dwell times of flights in sectors, which is an important constraint seen by several
authors for the creation of dynamic airspace sectorizations [26, 27]. Furthermore, the
number of flight intervals per sector represents the segmentation of flights over different
sectors. The ideal angle is calculated as the sum of standard deviations of interior
angles for all sectors related to the optimal mean value of interior angles for the
corresponding sector (polygon). Both factors influence the optimization to prefer a
more convex structure of the sector. This approach covers the proposed strong con-
vexity constraint, which should be applied to the created sectors to ensure that an
aircraft visits every sector only once. However, today’s operational sectors are not
necessarily convex (see Fig. 6, green boundary), and our DAS approach is able to
handle non-convex structures efficiently.

A weighted combination of sum and standard deviation of task load, ideal angle,
and number of flights per sector is then used as evaluation function. The calculation is
based on a fixed flight plan which remains unchanged during the optimization process.
In our investigation scenario, no traffic simulation takes place; operational measure-
ments, such as delay or punctuality, are not taken into account in the evaluation.

4 Applications

Within recent work, it was shown that it will be possible to replace ATM experts, who
are normally responsible for arranging a system of sectors, with our DAS system,
thereby improving the balance of the task load between the observed sectors. For our
evaluation experiment, the airspace area EDYYDUTA with four sectors (see Fig. 8)
was used from flight level 300.

In the first two steps, a Voronoi diagram was created which is shown in Fig. 9. The
results for the evaluation function for the original sectorization were better (lower) than
for our start solution with the Voronoi diagram (see Table 1). Nevertheless, when
executing the third step and optimizing the start solution, the resulting sectorization
(see Fig. 10) has much better results for all parts of the evaluation function than for
initial/original sectorizations.
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Fig. 8. Airspace EDYYDUTA with air traffic movements (aircraft trajectories) as blue lines
with the current existing sectors. A darker blue color represents a higher traffic density on the
trajectories

Fig. 9. Airspace EDYYDUTA with cluster centers (red dots) as Voronoi diagram adapted to the
outer sector boundary

Table 1. Comparison of results for evaluation function factors Task Load (TL) and Task Load
Standard Deviation (TLSD) for original, Voronoi and optimized Voronoi sectorization

Type Original Voronoi Optimized

TL 231848.9 245068.4 227703.4
TLSD 14634.6 17093.3 1756.5
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5 Summary and Outlook

In our paper, we provide an overview of current and future fields of application
demanding a dynamic sectorization of controlled airspaces. To enable efficient air
traffic operation, we propose a DAS approach considering the air traffic flow (aircraft
trajectories) and the complexity of the airspace (measured in controller task load). We
implemented three steps to derive the dynamic airspace structure: fuzzy clustering to
derive centers of dense traffic for air traffic movements, Voronoi diagrams for initial
structures, and evolutionary algorithms to finally optimize the airspace structure with
regard to specific evaluation functions. Using the exemplary airspace EDYYDUTA, we
could show that our approach is able to reproduce today’s structure, without bringing in
any expert knowledge to the optimization process.

It is expected that the aircraft movements used already depend on the current
structure and the interdependencies restrict a stepwise improvement of today’s air-
spaces. Our DAS approach, however, provides a reliable technology for overcoming
this limitation and also for enabling scalable concepts ranging from space traffic
management to personal air vehicles in urban environments.

To further improve our DAS approach and to proof the concept in the operational
controller environment, we have brought our expertise into a new project which is
investigating the ecological impact of contrails in comparison to the operational effort
needed. In this context, we will provide adaptive airspace structures indicating contrail
areas and set up a real-time controller environment to enable an operational interaction
between human controllers and our DAS system.
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Abstract. Notably, in engineering and behavioral sciences, the topic of resi-
lience is being investigated broadly quantitatively in technical systems like
infrastructure or public transportation and qualitatively with respect to social and
organizational aspects. Especially with regard to disturbances and crises in
complex socio-technical systems, human operators play a pivotal role in
ensuring the continuation of operations by adapting to the situation. An inte-
grated framework for quantitative assessment as well as behavioral aspects in a
socio-technical system is therefore essential to measure resilience and to com-
pare different design approaches. The combination of quantitative and qualita-
tive approaches is presented in this paper. In the wake of a crisis often not only
the system itself is affected but also interdependent systems. The resilience of
those combined systems is the subject of this conceptual paper. Two objectives
are pursued. First, the creation of generic resilience management guidelines
which are subsequently translated into operating procedures, strategies, and
practices in order to support individuals, systems, and organizations in the face
of crisis and to validate their cross-domain applicability. The second objective of
the paper is to contribute to closing the gap between formal descriptions of
resilience in technical systems and the representation of the influence of the
human operators. This is done by following an approach that combines serious
gaming exercises of different scenarios, expert judgment and a simplified sim-
ulation of the involved systems which provides a quantitative assessment of
resilience. The ongoing work described in this paper is being carried out within
the scope of the DARWIN project which has received funding by Horizon 2020.
Preliminary results of the project that address the creation of resilience man-
agement guidelines will be presented.
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1 Introduction

Exceptional events, such as disturbances of great magnitude or of unusual character,
can pose a significant challenge to critical infrastructure systems with respect to safety
and operational continuity. In the aftermath of such events, the performance of these
systems is reduced or even disabled over a certain period of time. The return of the
system to nominal conditions is delayed or at worst, further implications of the dis-
turbance will be amplified.

Involved actors are often unable to cope appropriately with an unfamiliar situation.
The great number of stakeholders involved in the ATM system, interacting with each
other under the constraints of different goals and competition for resources, illustrates
the significance of social and organizational aspects of a socio-technical system and the
problems arising in the face of a crisis. This is especially valid with regard to inter-
dependent systems, which often display a confusion of responsibilities or inadequate
synchronization between them [1]. In order to mitigate the consequences of exceptional
events, affecting critical infrastructures, service providers aim to increase the resilience
of the system. Two main directions of assessment of resilience in complex systems are
currently subject of investigation [2]. On the one hand, performance-based metrics are
applied to directly measure the outcome of the system during a rebound. This is done
by evaluating the system’s functionality, i.e., the state of the system, which is adapted
to the particular research domain and scenario. The other aspect is attribute-related.
Here, system attributes are explored which increase the resilience of the system. They
often represent indicators that are gathered by subjective assessment. Resilience, as an
inherit property of a socio-technical system, enables to anticipate and have readiness to
respond to the implications of disturbances and to graceful extend essential function-
alities when surprises arrive [3]. Both directions have become part of a broad range of
research in recent years.

The project DARWIN develops resilience-enhancing measures intended to improve
the response to expected and unexpected crises affecting critical infrastructures. In
particular, DARWIN’s measures consist of innovative training modules for crisis
management practitioners and a set of resilience management guidelines. Intended as
cross-domain reference guidelines, the latter can help organizations to operationalize
various resilience concepts depending on the specific domain in which organizations
operate. Thus, developed guidelines aim to serve as a set of generic recommendations in
order to enable institutions to derive particular and domain-specific instructions by
applying a set of resilience concepts, found to increase resilience. The developed
guidelines will be assessed by means of an integrated framework that considers
attribute-based metrics as well as performance-based approaches to evaluate resilience
and considers two critical infrastructure systems, air traffic management, and health care.

DARWIN will investigate its guidelines’ effectiveness in two coupled domains,
ATM and health care, and will do so by means of serious gaming exercises. The
exercises will involve domain experts and will make use of cross-domain crisis sce-
narios, thus capturing relevant interdependencies between actors and resources. In
order to detect bottlenecks to monitor and to perform what-if analyses, a computer-
based simulation will be added. This simulation represents a simplified conceptual
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model of the relevant parts of the involved systems of a particular scenario. Workflows
as well as available resources are depicted here. Expert knowledge supports the cre-
ation of the conceptual model and the configuration of the implemented model into a
discrete event simulation environment.

To quantitatively assess the impact of the guidelines on system resilience, the
simplified model incorporates individually defined performance indicators for each
particular scenario. The evolution of the chosen performance indicators over time (or
the state of the particular system functionality) will serve to calculate the systems
resilience, based on approaches made in [4–7]. Reference [6] proposes a resilience
factor by means of a sigmoid function.

f ðtÞ ¼ 1
1þ exp � t�l

s

� � ; ð1Þ

Reference [7] formalizes this approach by describing the course of the system
functionality by a succession of three sigmoid functions, investigating the time series of
occurring delay at an airport during an exceptional storm.

Figure 1 illustrates the underlying concept of resilience quantification which is
widely spread in the engineering domain and was introduced by [8]. The course of the
system performance represents different phases in the aftermath of a disturbance. The
stages can be described by the time constants of the particular sigmoid function. Due to
a disturbance d, the functionality is being deviated from the former (static), reference
state. Resilient systems would anticipate the event sooner and due to adaptive capac-
ities, effective countermeasures c would be introduced to shorten the recovery phase as
well as to limit the extent of performance loss. Depending on the resilience abilities of
the system, the difference between the asymptotically reached new state and the ref-
erence state would be minimized.

The paper is divided into four chapters. Chapter 2 gives a short overview of
relevant resilience concepts, as well as qualitative and quantitative assessments and

Fig. 1. Systems functionality as a measure for resilience
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modeling approaches found in resilience literature. The necessity to consider both in a
framework, attribute as well as performance-based approaches will be discussed.

This chapter presents (i) the process adopted by DARWIN to generate generic
resilience guidelines and (ii) discusses the framework which is used for their evalua-
tion. Chapter 4 discusses a scenario to illustrate the approach.

2 Resilience Concepts and Motivation for the Framework

Currently, resilience is being investigated in a broad spectrum of research disciplines.
This stretches from the beginnings in material sciences and psychology to ecology,
environmental sciences and the engineering of technical systems.

A good overview over the distribution in different research domains is provided in
[9]. Due to the variety of the domains, the terminology has not been evolved consis-
tently over the years.

For example, the terms robustness and resilience are often used synonymously in
different fields of research. An explanation of these terms, discussed in the light of the
various definitions of resilience, is given in [5]. The described methodology relates to a
performance-based approach in ATM and proposes a differentiation between both
terms. Depending on the system functionality and a predefined reference state, the
abilities of a system to absorb disturbances as well as to bounce back in case of
deviation from the reference state, are discussed against the background of a
performance-based ATM system. This stage of an envisaged ATM system is intended
to operate on the basis of key performance indicators (KPIs). Performance-based
operations envisaged by SESAR [10] and quantified by means of ICAO performance
indicators [11] can therefore be used to express resilience. Thus, resilient design
principles might contribute to the shape of the future ATM system. Examples of
performance-based approaches of resilience in the ATM system, that incorporate KPIs,
can be found in [12, 13].

As stated before, with respect to the broader research community of resilience,
different concepts as well as different approaches for assessment exists today. A widely
used classification of resilience is the division into ecological resilience [14], engi-
neering resilience [14] and, being a younger discipline, resilience engineering [15].
Ecological resilience can be described as the ability of an ecosystem to maintain
equilibrium in the face of a disturbance, whereas different reference states are possible.
In contrast to that, resilience in technical systems, such as in transportation or power
infrastructure, refers to one reference state only. The aim of the resilient system is to
return to this reference state as fast and with less cost as possible. Resilience engi-
neering investigates sociological aspects in complex socio-technical systems by
ensuring the safe operation of the system. Here, human and organizational aspects play
a pivotal role.

Other concepts also address the various dimensions of resilience in socio-technical
systems, such as the technical, organizational, economic or social dimensions, as
proposed in [8] which also states that a single measure cannot be applied on all four
dimensions and that each dimension has to define appropriate means to assess resi-
lience. Here, properties of resilience are denoted as robustness (ability to withstand a
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disturbance), redundancy (available substitutes of elements), resourcefulness (ability to
manage resources during a disturbance), and rapidity (ability to reach a defined system
state in a given time horizon). Reference [6] provides a good survey of definitions of
resilience in different research domains and suggests three capacities as fundamental
properties of a resilient system. Absorptive (ability to withstand disturbances by means
of proactive design of operations and resources for a minimal deviation from the
system state), adaptive (ability to adapt to occurring disturbances in case absorptive
capacity is exhausted by means of prediction of disturbances or restructuring), and
restorative capacity (ability to return fast to the reference state) are to be optimized in
order to increase the resilience of a socio-technical system. Though both latter resi-
lience concepts [8, 6] refer to a performance-based perspective. That is, the system
performance is being used to define measures of resilience with regard to the rebound
from a disturbance.

With respect to resilience engineering (RE), which is a more attribute-related
method of assessment of resilience, Woods [3] proposes four concepts of resilience.
Resilience as rebound (“how a system rebounds from disrupting or traumatic events
and returns to previous or normal activities”), resilience as robustness (“expanding the
set of disturbances the system can respond to effectively”), resilience as graceful
extensibility (“how a system extends performance, or brings extra adaptive capacity to
bear, when surprise events challenge its boundaries”), and resilience as sustained
adaptability (“the ability to adapt to future surprises as conditions continue to evolve”),
advocating the latter two as foci for the development of the resilience concept in RE.

Considering the different approaches of resilience concepts, considerable overlap-
ping of various aspects can be observed. This paragraph provides an example by means
of the three capacities, introduced in the engineering domain by [6]. For instance,
general resilience design principles, proposed by [16] can be associated to a particular
capacity. For example, the proposed functional and physical redundancy, see [16], can
be associated with absorptive capacity. Reorganization and human backup could be
assigned to adaptive capacity. Reference [17] provides further examples with respect to
the three capacities. Here, absorptive capacity is associated to the design principle:
“Design and prepare redundancy, backup and substitution to lower the interdependency
impacts” and adaptive capacity is enhanced by “Adjusting and improving the orga-
nizational and administrative structure to increase early-warning awareness”. As stated
in [17], recovery capacity is related to “Design advanced decision support platform to
quickly find the restoration sequences and priorities, optimum resource allocation
strategies”. This design principle is addressed by the simulation, which is part of the
DARWIN framework. During the course of the crisis, the system state is presented to
the participants, supporting for example the anticipation of bottlenecks, such as
resource shortages, earlier or the comparison of different strategies, by the use of
predictions.

Although there is a large variety of conceptions of resilience in socio-technical
systems, stemming from organizational as well as engineering domains (the worldwide
systematic literature review in [18] reveals roughly 300 definitions), to the best
knowledge of the authors, no generally accepted definition of the concept of resilience
for socio-technical system is available to this day.
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Similar to the different concepts of resilience, evolving from behavioral and
engineering disciplines, the evaluation of resilient systems also displays a variety of
approaches. With regard to technical systems, such as public transportation or road
infrastructure (domains which are tending to engineering resilience and are therefore
performance based), a great number of approaches for resilience quantification can be
found, see [1, 6, 19–21]. A good overview of resilience quantification approaches is
provided by [20]. A great number of approaches relate to the system functionality (see
Chap. 1) and its course over time. In this case, resilience is being described by the
amount of loss of performance and time constants defining the phases of disruption and
recovery. A first illustration is provided in [5]. Resilience engineering approaches on
the other hand assesses resilience of socio-technical systems in an attribute-related
manner. A prominent, widely known approach to assess resilience consists of four so
called cornerstones (see [22]), to be considered by involved stakeholders. To anticipate,
monitor, respond and adapt, learn and evolve is essential in order to constitute a
resilient system. An assignment to adaptive and restorative capacity can easily be
deducted, though when it comes to quantification of resilience different approaches
between engineering resilience and resilience engineering are taken. For example, in
contrast to the measurement of resilience by means of system functionality by engi-
neering resilience, [3] constitutes, “that is not possible to measure resilience per se, but
the potential for resilience”, see also [1]. That is, in the field of resilience engineering
current research investigates so-called indicators which reveal potential to “remain
resilient when challenging events occur” [1]. Several RE approaches have been pro-
posed to identify and to apply those indicators of resilience potential, such as the
Resilience Analysis Grid (RAG), the Functional Resonance Analysis Method (FRAM)
or the Q4 Balance framework. Reference [1] provides a good summary of available
tools for assessment in the field of resilience engineering (RE). A SESAR project on
RE [23] applied the application of resilience engineering concepts to the ATM system
using a workshop- and human-in-the-loop-simulation-based concept evaluation
approach for ATM safety assessment and design. Brittleness is another aspect to
measure resilience, since it describes “how rapidly a system’s performance declines
when it nears and reaches its boundary conditions” [3]. Though it should be noted, that
a general formalization is hard to deduct and not yet presented.

In summary, it can be stated that quantifications of socio-technical systems focus
rather on the rebound after a disturbance, thus neglecting influences of human oper-
ators, whereas socio-technical indicators that reveal resilience potential cannot easily be
quantified. As an example of a misalignment of concepts of resilience engineering and
engineering resilience might serve the recent approach to assign adaptive capacities
only to the recovery phase and absorptive capacity only to the disruption phase, see
[21]. Here, the adaptive capabilities of human operators during the decrease of the
performance, and even further back, before a crisis, are not considered appropriately.

Since the proposed framework of DARWIN includes a simulation to support
human operators, aspects of its implementation will be addressed shortly. Reference
[17] discusses different modeling approaches for critical infrastructure systems (CIS).
Agent-based modeling as well as flow-based techniques seem to be the preferred
methods, keeping in mind CIS represent complex interdependencies of a variety of
technical system, resources, and human actors. Reference [24] states that, as opposed to
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topological based modeling methods, flow-based modeling methods cover all three
resilient capacities. Reference [24] also states the problem which arises regarding the
available quantifications of resilience of technical systems with respect to the adaptive
capacity, as part of a resilient system. Adaptive capacity cannot be measured explicitly.
That is, when analyzing quantitative measures of the performance of the system, the
human contribution is already inherent to system. Any quantitative assessment of the
system functionality will incorporate adaptive capacity.

The aim of this project is first to provide resilience management guidelines to
support organizations as well as individuals in critical situation and second, to evaluate
their effectiveness by attribute- and performance-based approaches. It aims to con-
tribute shorten the gap between resilience engineering and engineering resilience, by
integrating measuring and modeling approaches of both perspectives in one
framework.

The following chapter presents the approach to obtain the generic resilience
management guidelines in DARWIN. It also introduces the developed evaluation
framework.

3 Resilience Management Guidelines

3.1 The DARWIN Project

DARWIN is a project funded by the European Union’s Horizon 2020 research pro-
gram. It is part of the DRS-7-2014 [25] projects in which multiple consortia investigate
crises and disaster resilience in order to operationalize resilience concepts. The ratio-
nale behind the call was to enhance the preparedness, response, and recovery in the
wake of man-made and natural disasters like the sinking of the Deepwater Horizon in
2010 and the eruption of the Icelandic volcano Eyjafjallajökull in 2010.

The consortium is led by SINTEF Digital from Norway. Other partners are the
Technische Universität Braunschweig (Germany), Carr Communications (Ireland),
Deep Blue Srl (Italy), ENAV S.p.A. (Italy), Instituto Superiore de Sanità—ISS (Italy),
the Swedish Defense Research Agency—FOI (Sweden), Centre for Teaching &
Research in Disaster Medicine and Traumatology—KCM (Sweden) and Ben-Gurion
University of the Negev (Israel).

As introduced, the aim of the project is to improve the responses to expected and
unexpected crises affecting critical infrastructures by the development of resilience
management guidelines that cover the essential resilience abilities of the affected
stakeholders. Adapted from Hollnagel [22, 26, 27], these abilities are to be able to:

• Anticipate: The ability to understand how the situation at hand develops and how
certain changes might influence the system positively or negatively.

• Monitor: This describes the active search for signs of what might happen in the
near future—be it positive or negative.

• Respond and Adapt: This is the preparedness to react and to possess the resources
to encounter a disastrous event in an efficient and flexible way.

• Learn and Evolve: The ability to learn from previous experiences to be more
effective the next time a similar (or other) situation arises.
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3.2 Approach of the Project

Based on a systematic literature review covering multiple areas of research, a number
of concepts for crisis management have been extracted [18]. This vast list has been
condensed using interviews and a two-stage Delphi process with experts, both internal
and external to the consortium [28]. As a result of this process, a total of 51 resilience
concepts emerged which was assigned to eleven categories: (1) collaboration;
(2) planning; (3) procedures; (4) training; (5) infrastructure; (6) communication;
(7) governance; (8) learning lessons; (9) situation understanding; (10) resources; and
(11) evaluation [15].

During the development process, these concepts were transformed into a set of
requirements [29] which builds the foundation to derive the generic resilience man-
agement guidelines. These aim at guiding organizations during the development and
improvement of the capabilities and processes that support resilience, as described by
the requirements. Resilience management guidelines, specific to their domain of
operation are used to assess, improve, and create such processes and tools, typically by
roles at higher echelons in the organization. The guidelines provide the generic material
based on which actors, in charge of policies and regulations in their domain develop
domain-specific guidelines.

Figure 2 depicts the project’s hierarchical view of guidelines. The separation of
users shown in Fig. 2 is a simplification because actors often have roles at different
levels (e.g., organization leaders can also be policy makers, as experts in their domain
and primary stakeholders). It should also be mentioned that community leaders are part
of the scope of DARWIN since community resilience is addressed (it is, however, not
part of the examples discussed in this paper and therefore neglected in the description).

3.3 Concept Cards

The DARWIN guidelines are developed in the form of Concept Cards (CCs). These
documents constitute mechanism by which DARWIN translates general resilience
concepts into actionable guidelines. CCs propose interventions that can be imple-
mented in order to reach the capabilities identified in crisis management practices and
scientific literature. Many CCs are interrelated. The guidelines build on the CCs by
organizing and relating them. This aspect of the guidelines is a consequence of the fact
that resilience management capabilities are not independent. For instance, the man-
agement of adaptive capacity requires that coordination is properly supported between
operational units; these two types of resilience management capabilities are different,
but interdependent [30].

Each CC consists of a table that contains information on its purpose, relevant actors
in the field of crisis management the CC is addressed to, expected benefits, propositions
for implementation, and associated challenges.

Ways for implementation are described for utilization before, during and after a
crisis and, when possible, are complemented by illustrative examples of best practices
available in the literature, which provide additional guidance. Estimation of these
practices’ maturity in terms of technology readiness levels (TRLs) is also provided
[30].
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The first three Concept Cards developed include resilience management capabilities
such as:

• Ensure that the actors involved in resilience management have a clear understanding
of their responsibilities and the responsibilities of other involved actors.

• Noticing brittleness.
• Systematic management of policies involving policy makers and operational per-

sonnel for dealing with emergencies and disruptions.

3.4 First Evaluation of Concept Cards

DARWIN adopts a two-phase evaluation framework consisting of an initial prelimi-
nary evaluation followed by a set of crisis simulation exercises. This incremental

Fig. 2. Applicability of the DARWIN resilience management guidelines for crisis management
[30] Copyright 2017 DARWIN
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approach was chosen to maximize the success of the latter exercises, as these could
benefit from lessons learnt and insights from the preliminary evaluation.

3.5 Evaluation Framework and Simulation

Serious gaming is being used to evaluate the resilience management guidelines, derived
from the generic guidelines. The interacting of the participants from both domains
paves the way to reveal emergent behavior, which serves redefining parts of the
guidelines. Emergent behavior is likely to be expected due to the complex interde-
pendencies of involved actors and organizations, roles, technical system or resources,
between both investigated systems. For example, [31] indicates that in the case of a
crisis emergent behavior of type 3 (multiple emergence) is likely to occur. This is
characterized by “multiple negative and positive feedback loops” and unpredictability
and might lead to even chaotic actions of the participants. In gaming sessions, com-
munication and problem solving capabilities of experts, representing both domains and
the first two levels of hierarchy (see Fig. 2), will be examined. The gaming sessions
will make use of table-top exercises as well as of available domain-specific simulation
environments. During these pilot trials, coordinated solutions for problems, arising
from the different scenarios, have to be devised among the participants. The achieved
results will be evaluated by means of attribute focused metrics on the one and
performance-based metrics on the other hand. Here, the aim is to reflect both per-
spectives of resilience, resilience engineering, and engineering resilience. Due to its
broad scope, represented for example by being multidisciplinary, incorporating oper-
ational experience as well as technical, human and organizational performance, or by
investigating the various interdependencies in a CIS, resilience engineering though still
lacks a standard terminology. As mentioned before, this is also represented concerning
the measures to assess resilience. They do not refer to a distinct set of indicators but
instead to attributes. With regard to the attribute-based measures, [9] proposes a dif-
ferentiation between conceptual frameworks, which offer “best practices” and semi-
quantitative indices, which offer “expert assessments of different qualitative aspects of
resilience”. The latter is characterized by evaluating different characteristics that
enhance resilience by means of questions, “designed” for experts and represented on a
Likert or percentage scale. The answers are later aggregated and weighted to construct
an “index of resilience”. For example, during the pilot trials of the crisis simulation
exercises, described in Chap. 4, questionnaires will be distributed among the partici-
pants. For example, with respect to pilot number 4, the questions tackle resilience
empowering aspects such as the understanding of interdependencies, capacities, and
constraints, or to manage goal conflicts between actors. The questions again are derived
from the concept cards. This for example includes cards such as “Understanding roles
and responsibilities”, “Adapting to expected and unexpected events”, “Adapting plans
and procedures during crises” or “Noticing brittleness”. The results of the question-
naires will be evaluated by experts at a later stage, targeting to reveal problems during
the collaboration and to come up with an evaluation with regard to the resilience during
the exercises.

With respect to performance-based quantification, an additional simulation of the
particular scenario is being developed. A simplified model which is tailored to the
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particular scenario is being implemented into a discrete event simulation environment.
As stated in [32], the simulation of examples in the network domain addresses
schedules, capacities, resources and can reasonably be translated into a discrete event
simulation (DES). Reference [32] refers to a “middle level of abstraction” which can be
applied to transportation and emergency departments by elements of a DES, such as
resources, entities, and flowcharts. Therefore, DES is chosen as an adequate approach
to provide insights into the performance of the particular participants.

Generally, the scope of a scenario is defined by boundaries to other systems, the
number of involved actors and their roles, technical system, and resources. The level of
detail of those elements is also being outlined by the scenario. This conceptual model
of the particular scenario aims to represent the relevant operational procedures and
resources. The necessary abstraction of the particular elements of the system, to roles
and resources, is being carried by the help of domain experts and can be represented by
different means such as workflow depictions, i.e., flowcharts. This is done in prepa-
ration of implementing the model. The flow-based related modeling approach of the
simulation denotes so-called entities as commodities which flow through the system (or
network) from node to node [17], such as aircraft (for example moving at the airport) or
patients (for example moving around different departments at the hospital). The
availability of shared resources defines the particular process durations in which entities
are being “kept up” till a further advancing in the network. Until now, TU Braun-
schweig has implemented the conceptual model of one scenario by means of the
discrete event simulation environment SIMEVENTS. Other examples of the applica-
tion of SIMEVENTS can be found in [33]. The underlying method used in this
environment is transaction based modeling. It depends on events which evoke the
advancing of an entity in the network, such as the beginning or the end of a process or a
rule-based clearance of an involved actor. Currently, additional functionalities for
monitoring or configuring (of a particular scenario) by the participants are developed.
This, for example, includes functionalities to easily model interdependencies between
two systems. Important dependencies represent for example physical, geographical and
cyber interdependencies; see [32]. Furthermore, functionalities to enable what-if sim-
ulations and the calculation of resilience are developed. The implemented simplified
representation of the particular system supports the participants of the pilot trials to
monitor the current state of the system and to perform projections of different opera-
tional options during the course of the crisis. It calculates the resilience of the system
(as proposed in Chap. 1), based on performance indicators selected for each scenario.
The indicators are used to represent the system performance. Various time constants of
the functionality will be calculated and will represent the performance-based part of the
resilience evaluation. Possible performance indicators could be the delay of flights and
the capacity of the affected airport or other airports in the network, which are affected
as well. Also, the number of casualties among the passengers could be a reasonable
performance indicator. In the case of including a number of performance indicators,
weighting factors will be applied in order to define the system functionality. The
simulation is intended to support the gaming sessions during the debriefing phase.
Events arising during the pilot trials, such as the assigning of resources to specific
processes, the giving of clearances, or the start or end of processes, will serve as input
for the simulation. During the debriefing, the performance of system, as well as
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development of resources over time, thus indicating possible bottlenecks in the system,
will be discussed. The latter point relates to the identification of brittleness, which plays
a crucial role with respect to the resilience engineering concepts, see [3].

The following chapter shortly discusses a scenario and a set of performance indi-
cators as possible representations of the system functionality.

4 Scenario Example

Four scenarios are used in the project [30]. They consist of:

• Aircraft crash in an urban area close to Rome Fiumicino Airport shortly after take-
off,

• Total loss of radar information at Rome Area Control Centre caused by a
cyberattack,

• Disease outbreak during an incoming flight,
• Collision between an oil tanker and a passenger ferry on the Baltic Sea near

Sweden.

This chapter will discuss the latter of the above scenarios.
In this scenario, a small oil tanker and a ferry carrying about 1900 passengers

collide in the Baltic Sea near Sweden and a number of injured persons need to be
evacuated and transported to hospitals on land while the ferry remains afloat and moves
slowly to the nearest suitable harbor.

For the evacuation, multiple sea rescue vessels and helicopters will be used and
ambulances will be dispatched to transport the injured persons from the shore to the
hospitals.

4.1 Modeling of the Scenario and Simulation

The simulation described in Sect. 3 is adjusted to the scenario so that multiple distri-
bution schemes for the differently injured persons as well as resource allocations of
transport vehicles can be tested.

This results in estimates of durations of the evacuation and the usage of hospital
capacities or vehicles. Thus, helping a participant to detect the bottlenecks in the
system and assess the outcome of a particular course of action.

The following aspects could serve as examples of possible performance indicators
to provide a quantitative assessment of resilience in this particular scenario.

• Capacity of the hospitals.
• Duration for transport of all injured persons to hospitals.
• Usage of particular vehicles

4.2 Using the Simulation as a Tool to Evaluate Concept Cards

The simulation supports the evaluation of specific concept cards with its ability to
conduct what-if simulations. During after-crisis reviews, they can be used to determine
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how well the adaption relative to events could be applied by playing out different
courses of action. The ability to detect bottlenecks and lack of resources during this
example of crisis management helps to notice brittleness.

Figure 3 shows the Graphical User Interface (GUI) of the implementation of this
example. It depicts the map of the accident and related information on the available
transportation resources and the patient allocation parameters.

5 Outlook

The next step in the project will be the application of the generic guidelines to a
particular domain by operational experts to derive domain-specific guidelines. After-
wards, simulation runs of the different scenarios during the debriefing phases of par-
ticular scenarios will be performed, beginning in October.

The results will be presented to a group of external experts called “DARWIN
Community of Practitioners (DCoP)”. A group of experts which accompanies the
consortium during the complete duration of the project and assures that the contents are
closely related to practice.

Their feedback will be used to generate a revised version of the resilience man-
agement guidelines that will be published by the end of the project.

6 Summary

This conceptual paper presents first results of generic resilience management guideli-
nes, developed in the DARWIN project. The guidelines aim to support domain experts
to adapt current operational procedures in order to increase resilience. Due to the

Fig. 3. Graphical user interface
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general character of the guidelines, they will be applied to the ATM and the healthcare
domain. Simulation trials, performed by operational experts in the form of gaming
sessions, assess the effectiveness of the adapted operational procedures. Scenarios are
developed which emphasize the organizational interdependencies between the two
critical infrastructure systems. An evaluation framework is presented that aims to
incorporate attribute-based as well as performance-based approaches, contributing to
bridge the gap between the fields of engineering resilience and resilience engineering.
With regard to engineering resilience, the performance of the system is described by the
system’s functionality, using designated performance indicators. A simplified con-
ceptual model of each scenario is implemented into a discrete event simulation envi-
ronment in order to investigate the functionality of the system over the course of a
simulation trial. The participants of the debriefing phase of an exercise are supported by
the environment by means of monitoring and what if probing to assess their different
courses of action. The aim is to improve the resilience of the system by participants
reflecting on their actions during crisis management.
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Abstract. In this paper, the problem of aircraft trajectories representation and
analysis is addressed. In many operational situations, there is a need to have a
value expressing how trajectories are close to each other. Some measures have
been previously defined, mainly for trajectory prediction applications, all of
them being based on distance computations at given positions in space and time.
The approach presented here is to consider the trajectory as a whole object
belonging to a functional space and to perform all computations in this space.
An efficient algorithm for computing mathematical distance between trajectories
is then presented and applied to the major flows extraction in the French
airspace.

Keywords: Distance � Trajectory � Homotopy � Hierarchical clustering

1 Introduction

Future Air Traffic Management relies, in part, on the use of decision support tools
(DST) to provide improved service to the user community under increasing traffic
demand. Furthermore, this improvement has to be validated by the mean of system
performance metrics such as complexity, robustness, and capacity. As aircraft fly 4D
trajectories, there is a strong need to quantify the associated trajectory accuracy in order
to validate aircraft models and trackers. Such validation is usually based on a com-
parison between the actual trajectory and a reference by the mean of a trajectory
distance. This last point is the key element of the whole process. Such trajectory
distance is still needed for ATM applications and the goal of this paper is to present a
new trajectory distance based on rigorous mathematical concepts. Although trajectories
are well understood and studied, relatively little investigation on the precise compar-
ison of trajectories is presented in the literature. A key issue in performance evaluation
of ATM decision support tools (DST) is the distance metric that determines the

© Springer Nature Singapore Pte Ltd. 2019
Electronic Navigation Research Institute, Air Traffic Management
and Systems III, Lecture Notes in Electrical Engineering 555,
https://doi.org/10.1007/978-981-13-7086-1_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7086-1_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7086-1_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7086-1_4&amp;domain=pdf
https://doi.org/10.1007/978-981-13-7086-1_4


similarity of trajectories. Most existing measures [1, 2] compute a mean distance of the
corresponding positions of two equal duration trajectories. Supplementary statistics
such as variance, median, minimum, and maximum distances are also suggested to
extend the description of similarity. In [3], Needman proposed an alignment based
distance metric that reveals the spatial transition and temporal shift between the given
trajectories, and introduced an area based metric that calculates the total enclosed area
between trajectories using trajectory intersection.

One main disadvantage of the existing approaches is that they are all limited to the
equal duration (lifetime) trajectories. By duration, we refer to the number of coordinate
points that constitute the trajectory. These coordinates are sampled at different
instances. Since the existing measures depend on the mutual coordinate correspon-
dences, they cannot be applied to trajectories that have different durations. Conven-
tional distance measures assume that the temporal sampling rates of trajectories are
equal. They do not cope with the uneven sampling instances, i.e., varying temporal
distance between the coordinates. Therefore, there is a need to develop other alterna-
tives that can effectively measure the difference between unrestricted trajectories. There
are a lot of ATM applications where such distance between trajectories is needed.

Aircraft Model Inference

All aircraft models are based on ODEs (Ordinary Differential Equation), including
tabular ones (see Fig. 1).

The aircraft model inference consists in answering the following question: Given a
parametrized model and a goal trajectory, can we infer the best parameter val-
ues? A model can be viewed as a mapping from the control space into the trajectory
space. The way to answer the previous question is then given by the closest model to
the goal trajectory (see Fig. 2).

In order to find the closest model in this trajectory space, a reliable trajectory
distance is needed. The model inference problem has to solve the accuracy-smoothness
dilemma: Over-fitted models are generally poor predictors. The previous con-
struction gives the shortest path (and thus the distance) between the goal trajectory and
the trajectory set which can be synthesized by the model.

ΣSOLVER +

−Control

Reference

Error

Feedback Path

Fig. 1. General simulation model. The solver generate trajectories as close as possible to the
reference trajectory thanks to the feedback path
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Trajectory Prediction

Air traffic management research and development has provided a substantial collection
of decision support tools that provide automated conflict detection and resolution [4–
6], trial planning [7], controller advisories for metering and sequencing [8, 9], traffic
load forecasting [10, 11], and weather impact assessment [12–14]. The ability to
properly forecast future aircraft trajectories is central in many of those decision support
tools. As a result, trajectory prediction (TP) and the treatment of trajectory prediction
uncertainty are an active of research and development (e.g., [15–19]).

Accuracy of TP is generally defined as point spatial accuracy (goal attainment) or
as trajectory following accuracy. The last one can be rigorously defined by the mean of
trajectory space. The first one is a limit case of the second by adding a weight function
in the energy functional.

When we refer to trajectory prediction errors for a specific DST, we are typically
comparing the predicted trajectory for a specific DST to the actual trajectory to be
experienced by an aircraft. Discrepancies between these two types of trajectories
typically affect the performance of the DST.

Radar Tracker Evaluation

The goal of a radar tracker is to eliminate the residual noise coming from the radars. It
is a key element of the ATM system and its accuracy is one of the factors which
determines the separation norm. In order to validate such trackers, an exact reference
trajectory is generated and perturbed Gaussian noise. This perturbed trajectory is then
used as input of the tested tracker. The tracker generates an estimated trajectory which
is compared to the reference trajectory. In order to do such comparison, a reliable
trajectory distance is also needed.

Alternative Route Synthesis

Airspace congestion is related to aircraft located in the same area during the same
period of time. Then, when congestion has to be minimized, algorithms have to sep-
arate aircraft in time (slot allocation), in space (route allocation) or both (bi-allocation).
When route allocation is investigated, associated algorithms need alternative routes set
in order to spread the traffic on them. A route is said to be alternative to another if it is
different enough based on a trajectory distance.

γ

Fig. 2. Finding the best model from a given class. The green “grid” represents such class
produced by the model and c is the goal aircraft trajectory
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Major Flows Definition

When radar tracks are observed on a radar screen over a long period of time in a dense
area, it is very easy to see major flows connecting major airports. The expression
“major flows” is often used but never rigorously defined. Based on an exact trajectory
distance and a learning classifier, it is possible to answer the following questions:
Given a set of observed trajectories, can we it into “similar” trajectory classes? If
yes, classes with highest number of elements will rigorously define the major flows.
Given those classes and a new trajectory, can we tell if it belongs to a major flow
and which one? The principle of the major flows definition is to use shape space to
represent trajectory shapes as points and to use a shape distance (the shape of a
trajectory is the path followed by an aircraft, that is the projection in the 3D space of its
4D trajectory. The speed on the path has no impact).

Major flows have not to be confused with highest density in the airspace. As a
matter of fact, some approaches for major flows extraction consider the accumulated
traffic in the airspace and build a kind of density map for which the highest areas are
considered as major flows. This approach may be completely false as shown on Fig. 3.
On this figure, four artificial trajectories share a common highest density area but, as it
can be seen on the figure, no aircraft is flying this “high density trajectory”.

Another approach consists in extracting major flows on a set of trajectories thanks
to an efficient HMI and a bundling algorithm [20]. The results produced by this kind of
algorithm are quite similar to the ones presented in this paper but it is done manually
and we propose to do it automatically.

As it has been shown in this section, mathematical distance between trajectories is a
real need for many ATM applications. The next section of this paper presents some
current trajectory distance metrics and shows their limitations. The third part gives a

γ1 γ1

γ1 γ1

Highest Density

Fig. 3. Four trajectories c1, c2, c3, and c4 are sharing a common central straight line. One can
identify an average of two aircraft at each point of this line and only one in the other segments. If
we compute the highest density associated with those trajectories, we will extract the central
segment which is flown by no aircraft
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detailed mathematical description of our new trajectory distance. The fourth part
introduces the associated algorithms implementation. Finally, the fifth part presents the
application of such algorithms to the major flows extraction of the French airspace with
’ 8000 trajectories.

2 Mathematical Distance Between Trajectories

2.1 Introduction

In a vector space, distances are very well defined. If we consider two points
~P1 ¼ ðx1; y1ÞT and ~P2 ¼ ðx2; y2ÞT in a plane (see Fig. 4), the distance between them
can be computed with the classical formula of the euclidean distance (see Fig. 4):

dð~P1;~P2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � x1Þ2 þðy2 � y1Þ2

q
ð1Þ

What is the distance, if now the points~P1 and~P2 are replaced by two trajectories c1
and c2? Trajectories are infinite dimension mathematical objects which are not easy to
manipulate. We are looking for a mathematical distance between trajectories (c1 and c2)
with the following properties:

• dðc1ðtÞ; c2ðtÞÞ ¼ 0 ) c1ðtÞ ¼ c2ðtÞ
• dðc1ðtÞ; c2ðtÞÞ ¼ dðc2ðtÞ; c1ðtÞÞ
• dðc1ðtÞ; c2ðtÞÞþ dðc2ðtÞ; c3ðtÞÞ� dðc1ðtÞ; c3ðtÞÞ

One of the main results of this paper is the establishment of such mathematical
distance between aircraft trajectories.

P1

P2

γ 2

1γDistance

Distance= ?

Fig. 4. On the left, two points ~P1 and ~P2 has been drawn for which the classical Euclidean
distance is shown in red. On the right, two trajectories are drawn (c1, c2) for which one want to
determine a mathematical distance
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2.2 Current Trajectory Distances

An aircraft trajectory is a time sequence of coordinates representing the aircraft path
over a period of time and may be represented by a : T ¼ fðx1; y1; z1; t1Þ;
ðx2; y2; z2; t2Þ; . . .; ðxN ; yN ; zN ; tNÞg where N is the duration.The simplest metric used for
computing the distance between a pair of trajectories is the mean of coordinate dis-
tance, which is given as

m1ðTa; TbÞ ¼ 1
N

XN
n¼1

dn ð2Þ

where the displacement between the positions is calculated using the Cartesian distance

dn ¼ ½ðxan � xbnÞ2 þðyan � ybnÞ2 þðzan � zbnÞ2�
1
2 ð3Þ

Note that, the mean of distance metric makes three critical assumptions:

1. the durations of both trajectories are the same: Na ¼ Nb ¼ N
2. the coordinates are synchronized tan ¼ tbn
3. the time sampling rate is constant tanþ 1 � tan ¼ tamþ 1 � tam

It is evident that the mean of distance is very sensitive to the partial mismatches and
cannot deal with the distortions in time. To provide more descriptive information, the
second-order statistics such as median, variance, minimum and maximum distance may
be incorporated. For instance variance trajectory distance is defined as

m2ðTa; TbÞ ¼ 1
N

XN
n¼1

ðdn � m1ðTa; TbÞÞ2 ð4Þ

Although these statistics supply extra information, they inherit (even amplify) the
shortcomings of the ordinary mean of distance metric m1. Besides, none of the above
metrics is sufficient enough by itself to make an accurate assessment of the similarity.
Another possible candidate for the distance between two trajectories c1 and c2 will
simply be to take the supremum norm (see Fig. 5), that is:

d1ðc1; c2Þ ¼ sup
s2R

kc1ðsÞ � c2ðsÞk ð5Þ

Since c1 and c2 are constant outside bounded intervals of R, the supremum is well
defined. However, this metric is not sensitive to global properties of curves. In Fig. 6,
the curves c1 and c2 are at the same distance from c3 but have very different shapes.

d 8

γ
1(t)

γ (t)2

O
D

Fig. 5. Supremum norm distance
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From an operational point of view, c1 is just a shifted copy of c3 while c2 will
probably not be realistic. For trajectories c1; c2 with the same origin–destination pairs,
c1 � c2 can be defined as a compactly supported mapping and an area distance between
trajectories can be defined (see Fig. 7):

d2ðc1; c2Þ ¼
Z
R

c1ðtÞ � c2ðtÞk k2dt
� �1

2 ð6Þ

An extension of such area based distance metric is proposed in [3]. The crossing
points of two paths (where TaðpiÞ ¼ TbðpjÞ) are used to define regions Qj; j ¼ 1; . . .; J
between trajectories (see Fig. 8).

For each region, a polygon model is generated and the enclosed area is found by the
parameterized shape. The resulting distance is given by:

m3ðTa; TbÞ ¼
XN
n¼1

areaðQjÞ ð7Þ

This metric can handle more complex trajectories, however it is sensitive to entan-
glements of the trajectory, it discards the time continuity, and fails to distinguish two
trajectories in opposite directions. Furthermore, it is not adapted to 3D trajectories. In
order to introduce our new mathematical distance between trajectories, one must first
give some representation definitions.

2.3 Representation

Since objects of interest are aircraft trajectories, we need to find an adapted framework
in which computations may be made on trajectories as a whole. There are basically two
ways of understanding what a trajectory is:

d2 ~ area γ
1(t)

γ (t)2

O
D

Fig. 7. Area distance between trajectories with the same origin–destination pairs

γ

γ

3

γ 2

1

Fig. 6. Different trajectories with same sup distance
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• The time/position approach. In this case, a trajectory can be represented as a
mapping from a bounded interval of R (the life time of the trajectory) to R

3 or R6

depending on whether speed is part of the data or not. Since there is an explicit
dependence on time, there is a need to calibrate trajectories with time shifts for all
applications involving trajectory comparison. We will see in the following that there
is nevertheless a mean of reducing the problem so that origin of time is automat-
ically calibrated.

• The shape approach. Here, trajectories are understood as paths and time is not
directly relevant (from a more formal point of view, we take the quotient of the
trajectories understood as mappings by the group of diffeomorphisms acting on
time), so that we may assume that the underlying life time of trajectories is always
the interval [0, 1]. This is the right framework for dealing with major flows
estimation.

2.4 Trajectories as Mappings

We will assume in the following that trajectories are given as mappings from a compact
interval of R to R

3. The case of mappings from R to R
6 (that is with explicit speed, for

example as given by radar tracking filter) can be derived with minor changes and thus
will not be addressed here. Since physical trajectories are smooth unless there is a
perturbing noise, we made the choice to take all trajectories as smooth mappings from a
compact interval of R to R

3. The first point to deal with is the necessary calibration of
the origin of time for trajectories comparison. Remembering that there is an explicit
dependence on time, one cannot just time shift one trajectory in time in order to make it
coincident with another in order to compare them: this will result in forgetting dis-
tortions in time, that is trajectories with the same range (as mappings) but different
positions at different times may become equal. The previous family of semi-distances
has nice features because of the scaling ability, but since it is not a single metric, it is

1
γ

2
γ

1
γ

2
γ

Q 1

Q 1 Q 2 Q 3

Fig. 8. Area distance between trajectories with or without crossings
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difficult to use standard algorithms based on distances (for example, classification
algorithms). There is thus a need for another definition of proximity between trajec-
tories that will yield a single value while capturing interesting global characteristics.
Before introducing our homotopic distance between trajectories one must introduce
how do we cope with time difference between trajectories.

2.5 Parametrization Invariance

The parametrization invariance is a very feature: the shape of an object is independent
on the way its contour is followed. In its seminal paper, Kendall introduced the notion
of shape manifold [21]: the originality of its work was the use of a differential geometry
setting to implicitly enforce the invariance with respect to shape-preserving transfor-
mations. Curves were represented as finite sequences of distinguished points, called
landmarks. Some related algorithms were eventually designed for air traffic analysis
applications. In a study conducted by the Mitre corporation on behalf of the Federal
Aviation Authority (FAA) [22], a spectral clustering algorithm was applied to sampled
trajectories. Only the distance between landmarks was used, no invariance under
Euclidean transformations was imposed. Due to the high computational complexity, a
random projection was first applied to the data in order to reduce the dimension of the
samples. The most important limitation of this approach is that the shape of the tra-
jectories is not taken into account when applying the clustering procedure unless a re-
sampling procedure based on arc-length is applied: changing the time parametrization
of the flight paths will induce a change in the classification. Methods based on times
series as surveyed in [23, 24] are appealing, but are inadequate for the present appli-
cation. Finally, functional data statistics [25, 26] provides a powerful framework, still
lacking the re-parametrization invariance. In this section, flight paths will be modeled
as points in an infinite dimensional riemanian manifold. In such space, each point is
considered as a full trajectory. An intrinsic notion of distance exists in this setting and
is defined as the infimum of the length of the paths connecting two points. Having this
at hand allows the use of standard, distance based algorithms like k-means, k-medoids
or hierarchical clustering.

2.6 Trajectories Registration

A flight path may be modeled as a smooth curve c : ½a; b� ! R
3 that maps a time to a

position (at each time one can determine the associated position). Two distinct tra-
jectories c1; c2 are most of the time defined on different time intervals, say ½a1; b1�
(resp. ½a2; b2�) for c1 (resp. c2), making the comparison between them quite awkward.
This issue is well known in the field of functional data statistics as the registration
problem. In a formal sense, it amounts to find a pair ð/1;/2Þ of strictly increasing
diffeomorphisms /1 : ½0; 1� ! ½a1; b1�, /2 : ½0; 1� ! ½a2; b2� such that the transformed
curves c1 � /1, c2 � /2, defined on the common interval [0, 1], are as similar as pos-
sible. The special problem instance:
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min
/1;/2

Z 1

0
c1 � /1ðtÞ � c2 � /2ðtÞk k2dt ð8Þ

gives the Fréchet distance between c1; c2. Computing the optimal /1;/2 is a difficult
task, unless the curves are assumed to be polygonal. Furthermore, as mentioned in [26],
the registration procedure may remove some important features from the data: the extra
degree of freedom provided by the so-called warping functions /1;/2 may have the
detrimental effect of registering curves that does not need it [27]. A discrete relative to
the Fréchet distance is known as dynamic time warping and may be used to compare
sampled sequences. Nevertheless, it suffers from the same drawback (two trajectories
having different time sampling will be considered as different which is not relevant for
our application).

3 Algorithm

3.1 Distance Based on Homotopy Between Trajectories

In order to compute the distance between two trajectories (c1, c2), a time regularization is
first applied to both trajectories. Then, an homotopyU between c1, c2 is built for which a
discrete grid is built in order to minimize its associate energy. Let a be the origin of the
trajectory c. We have: cðtÞ ¼ aþ R t

0 c
0ðsÞds, so a couple ða; c0Þ (2 W) with c0 compactly

supported defines a trajectory. An homotopy between ða; c01Þ and ðb; c02Þ is a continuous
mapping U : ½0; 1� ! W such that Uð0Þ ¼ ða; c01Þ ; Uð1Þ ¼ ðb; c02Þ. Intuitively, an
homotopy is a continuous deformation between two trajectories (see Fig. 9).

The deformation energy between c1 and c2 is linked to the distance between those
trajectories and can be computed with the energy of the homotopy between c1 and c2:

EðUÞ ¼
Z 1

0

@vu
@u

����
����
2

þ
Z
R

@c0uðsÞ
@u

����
����
2

ds

 !
du ð9Þ

(a,         )1(t)γ ’

(t)γ ’
2(b,         )

1γ ’(u)

du
1γ ’(u)d(        )

du
dvu

vu initial point

Fig. 9. Smooth path between two curves
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where @vu
@u is the normal vector (see Fig. 9). In the case of a linear homotopy (which is

the simplest one), the associated energy is given by:

U0ðu; sÞ ¼ ð1� uÞ:aþ u:b½ �; ð1� uÞ:c01ðsÞþ u:c02ðsÞ
� �� 	 ð10Þ

EðU0Þ ¼ b� ak k2 þ
Z
R

c01ðsÞ � c02ðsÞ
�� ��2ds ð11Þ

There is an infinite number of homotopies shifting from c1 to c2 and our problem is to
find the one with the minimum energy. The deformation energy of a shape homotopy is
obtained with a slight change in the expression for trajectories.

EðUÞ ¼
Z 1

0

@vu
@u

����
����
2

þ
Z
R

@c0uðsÞ
@u

����
����
2

: c0uðsÞ
�� ��ds

 !
du ð12Þ

In order to compute such energy, a grid on the homotopy connecting c1 to c2 is built, as
shown in Fig. 10.

This grid helps us to compute an approximation of summation used in EðUÞ. The
optimization algorithm is searching for the z coordinate of each grid point in order to
minimize EðUÞ. One can show that such problem is convex (from the optimization
theory point of view) and gradient like method can be used to find the associated
minimum (quadratic programming has been used to solved this problem efficiently).

3.2 Clustering Algorithm

We consider a set of trajectories extracted from the radar track database of a given
airspace. Having defined a distance between trajectories, one can gather together such
trajectories in order to create clusters by using an adaptive clustering algorithm
(hierarchical clustering). Such a clustering algorithm aims to partition the trajectory set

(a,         )1
(t)γ ’

(t)γ ’
2(b,         )

x,y,z

Fig. 10. Structure of the grid used for homotopy energy minimization. Each red point has 2D
coordinates (x, y) for which an optimization algorithm is used for searching the z coordinates
which minimize the energy of the homotopy connecting c1 to c2
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into K clusters. To reach this goal, trajectories are considered as points in the associated
metric space (blue points on Fig. 11). This algorithm uses two parameters, dmin and
dmax, to respectively fuse clusters and create new clusters. Initially, each trajectory is
considered as the centroid of a cluster. We then apply the three following principles one
after the other:

• if two centroids are at a distance lower than dmin, we fuse them into a single cluster,
of which the resulting centroid is the barycenter of the two initial centroids. The
barycenter is computed the following way:

li ¼
1
N

Xi¼N

i¼1

ci ð13Þ

• a new individual is aggregated to a cluster if its distance from the closest centroid is
lower than dmax and in this case we compute the new global centroid.

• Otherwise, we create a new cluster containing the single trajectory.

The number of clusters is also a result of the algorithm. An example of clustering
result is given in Fig. 11. For each cluster c, one can compute also the following
features:

• Number of trajectories in the cluster Nc;
• Mean trajectory which is the cluster centroid (cc);
• Dispersion of the cluster:

XNc

i¼1

cj � cc
�� ��2 ð14Þ

where k:k is the norm in the trajectory metric space.

Fig. 11. In this example, the algorithm finds eleven clusters with different features

62 D. Delahaye et al.



4 Results

The algorithm has been applied to the French airspace with a heavy traffic of 8764
flights corresponding to June 27, 2015. This traffic has been extracted from the radar
track database. Each trajectory being sampled every ten seconds, one has to manipulate
about five million points, each them having four coordinates (x, y, z, t). The traffic is
represented in Fig. 12.

The initial step consists in computing the trajectory registration in order to remove
the absolute time dependency. Then, the dmin and dmax distance have been fixed in order
to apply the hierarchical clustering algorithm. Those distances have been established
during experimentations (dmin ¼ 2:30 dmax ¼ 4:5). Based on those distances, the
hierarchical clustering algorithm has extracted 47 major flows for this day as shown in
Fig. 13. The algorithm has been implemented into Cþ þ and executed on a Intel-
Xeon3.2Ghz PC computer with an executing time of 30 s for extraction the major flow
associated to the 8764 flights of June 27, 2015.

5 Conclusion

This paper has shown that distance between trajectories is a real need for ATM
applications. Several ways of computing distances on the space of trajectories have
been presented with their limitations. This family of metrics, scale based, is mainly

Fig. 12. Radar tracks of the France traffic of June, 27, 2015. This traffic corresponds to the upper
airspace
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useful for descriptive purpose and to quickly analyze a set of trajectories (for example,
as a tool complementary to standard descriptive statistics).

Then, a concept originating from functional analysis has been introduced in order to
work directly on trajectories as a whole. For more in depth analysis of trajectories, a
new kind of distance has been introduced that is based on the energies of homotopies
joining pairs of trajectories. This yield to a variational problem that cannot be solved
directly, but may be reduced to a quadratic optimization problem. This kind of distance
allows computations to be done on trajectories understood as shapes (or embeddings).

Based on this new distance between trajectories, an efficient major flows extraction
has been developed with nice results on the French airspace for several thousands of
trajectories.
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Abstract. In this paper we investigate the application of generalized polyno-
mial chaos (gPC) for optimal control based aircraft safety assessment with
parameter uncertainties. The approach is based on the formulation of an
appropriate optimal control problem to obtain worst case inputs. The criterion to
be assessed is introduced in the cost function and the numerical solution is
obtained using direct optimal control methods. In this context, we consider the
case where the parameter distribution is unknown and assume a truncated
uniform distribution with truncation values to be determined. The approach can
be summarized as follows: First an optimization assisted bisection search
algorithm is performed. This algorithm yields regions of a defined size in which
a violation of the criterion occurs. In order to obtain a local explicit represen-
tation of the worst-case solution, we approximate this solution in the parameter
space using a spectral representation based on gPC. This representation is then
used to determine the worst case truncation limits of the uniform distribution
and to estimate the exceedance probability for the criterion under investigation.
The application is illustrated using a F-16 short period model with model ref-
erence adaptive controller. In this example, we estimate the exceedance prob-
ability for the maximum tracking error in the angle of attack for worst case
reference command inputs and plant uncertainties in pitch damping, pitch
stiffness, and control effectiveness.

Keywords: Safety analysis � Generalized polynomial chaos � Optimal control

1 Introduction

Model based testing of flight control laws is a key element in the development process
to verify the safety level of aerial systems. The standard procedures in industry practice
for this purpose are mainly based on Monte Carlo and gridding methods. These
methods are computationally demanding and in case of gridding may miss solutions in
between grid points. Therefore, it is useful to complement them by using optimization
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[1, 2] or optimal control methods [3, 4]. By solving a minimization problem, worst-
case scenarios with respect to the criterion under investigation can be found. Specifi-
cally, optimal control based methods have shown to be highly effective in finding worst
case continuous inputs and disturbances. One of the main differences between
optimization-based methods, e.g., based on global optimization schemes such as
genetic algorithms or evolutionary strategies, and optimal control methods is the
treatment of the control input and the discretization of the dynamic system. In case of
direct optimal control methods a variety of discretization methods, such as collocation
methods or multiple shooting, can be used to find an approximate solution to the
infinite-dimensional control problem [5, 6]. The resulting problem usually exhibits a
sparse structure which can be exploited by gradient based schemes tailored to these
kind of problems. Moreover, optimal control theory can be used to check the results
e.g. by investigating the co-states or the switching function of the optimal solution.
Contrary, global optimization schemes have shown to be effective in finding worst case
control inputs which rely on a coarse discretization or parametrization of the control
signal. Even though the application of the latter is very generic it is difficult to check
the optimality of the solution or to define a meaningful termination criterion.

Besides the worst case control input, uncertain parameters play a major role for
testing flight control systems: An important question to be investigated in this case
concerns the exceedance probability of the safety criterion, when considering dis-
tributed parameters. The problem of uncertainty quantification has been addressed by
various methods [7, 8] in the past. Popular approaches to obtain stochastic information
about the solution are sampling-based methods. However, these methods usually
exhibit slow convergence and require a large number of realizations. Especially for the
optimal control based approach, the computational requirements would be prohibitive,
as each sampling point requires the solution of a high-dimensional nonlinear parameter
optimization problem. Therefore, the generalized polynomial chaos (gPC) approach [9]
has become a popular choice for uncertainty quantification. This method is based on a
spectral representation of the uncertain output using orthogonal polynomial basis
functions, which exhibits fast convergence and only needs few realizations to deter-
mine the expansion coefficients for the polynomial basis. The paper is organized as
follows: First we introduce the basic notions concerning optimal control based flight
control law testing and provide a brief overview for the gPC method. Afterwards, the
main approach for the approximation of the worst case solution in the random space is
presented. The following section describes a bisection search algorithm used to identify
regions where a violation of the criterion is expected. Finally, the approach presented in
this paper is illustrated by investigating the exceedance probability for the angle-of-
attack tracking error using a model reference adaptive controlled short period F-16
fighter model for a three-dimensional random space.
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2 Theoretical Background

2.1 Optimal Control Based Flight Control Law Testing

Optimal control based flight control law testing can be used to find continuous worst
case inputs uðtÞ 2 R

nu for the dynamic closed loop system _xðtÞ ¼ f xðtÞ; uðtÞ; hð Þ with
the system states xðtÞ 2 R

nx and the parameters h 2 R
nh . The criterion to be tested is

introduced in the cost function using a MAYER-cost J ¼ ycðtf Þ, which evaluates the
criterion yc at the free final time tf . Note that by letting the final time free, we do not
need a-priori information about when the worst case occurs. Furthermore, path con-
straints cðxðtÞ; uðtÞÞ� 0 can be used to include physical limits such as actuator position
and rate limits. Moreover, the parameters are constrained via the box bounds
hlb� h� hub. The boundary conditions at the initial time t0 ¼ 0 and final time tf are
introduced by the equality constraint /ðxðt0Þ; xðtf ÞÞ ¼ 0. Summarizing, the optimal
control problem formulation reads

As a generic tool to solve problem (1), direct methods [5, 6] have shown to be very
effective. In contrast to indirect methods, which rely on the derivation of necessary
conditions and the solution of the resulting two-point boundary value problem, direct
methods first discretize the problem in time. For the dynamic equation the dis-
cretization is achieved by means of transcription methods such as shooting or collo-
cation. The discretized optimal control problem yields a nonlinear programming
problem (NLP) with optimization variable vector z 2 R

nz , which can be efficiently
solved via solvers such as IPOPT [10] or SNOPT [11]. Here, we consider trapezoidal
collocation where the states and controls are fully discrectized on a time grid t ¼
tf � ¿ ¼ tf � ½�0; �1; . . .; �f � with the normalized time grid ¿ 2 ½0; 1�, which yields the
following optimization variable vector

z ¼ ½tf ; hT ; xT0 ; uT0 ; . . .; xTf ; uTf �T ; ð2Þ

with xi ¼ x tf � �i
� �

, ui respectively. The boundary conditions and the discretized
dynamic constraints

xiþ 1 � xi � tf ð�iþ 1 � �iÞ f iþ 1þ f i
2

¼ 0; ð3Þ

with f i ¼ fðxi;ui; hÞ for time steps i ¼ 1; . . .; f � 1 are included in the equality con-
straints hðzÞ ¼ 0 of the NLP. Moreover, the path constraints are imposed on the time
grid points by introducing the inequality constraints gðzÞ� 0.
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Note that in the problem formulation (1) the parameters can be subject to opti-
mization or fixed to a specific value. The first type, with free parameters, is used in the
bisection search algorithm outlined in Sect. 4 to test for violations in a specific region
of the parameter space. In the second type, the optimal control problem becomes a
parameter dependent problem and the parameters h are not part of the optimization
variable vector z. This type of problem is used for the computation of the expansion
coefficients for the gPC approximation described in the following section.

2.2 Generalized Polynomial Chaos

The gPC approach [7] uses an orthogonal polynomial basis wm;m ¼ 0; . . .; di, withZ
Xi

wmðhiÞwnðhiÞqiðhiÞdhi ¼ h2mdmn; ð4Þ

for the uncertain parameters hi; i ¼ 1; . . .; nh, with probability density functions qiðhiÞ
defined over the random space Xi to approximate the response metric yðz; hÞ. In Eq. (4)
the Kronecker delta dmn is 1 if m ¼ n and 0 otherwise and hm is defined by the relationZ

Xi

w2
mðhiÞqiðhiÞdhi ¼ h2m: ð5Þ

In the following we assume, without loss of generality, a normalized basis. Depending
on the type of distribution of the random parameters hi, the basis functions wm should
be selected according to Table 1 in order to ensure exponential convergence. The
response surface representation can then be written as a sum of the products of the
expansion coefficients ŷmðzÞ and the joint polynomial basis WmðhÞ

WmðhÞ ¼
Ynh
i¼1

wmðhiÞ; ð6Þ

by

yðz; hÞ �
XM�1
m¼0

ŷmðzÞWmðhÞ: ð7Þ

Table 1. Polynomial basis for different continuous distribution types [7]

Distribution Polynomial basis Support

Gaussian Hermite ð�1;1Þ
Gamma Laguerre ½0;1Þ
Beta Jacobi ½�1; 1�
Uniform Legendre ½�1; 1�
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In the following, the calculation of the expansion coefficients is described only for the
case of a scalar parameter h. For a description of the multivariate case please refer to
[7]. The coefficients ŷmðzÞ for a scalar parameter h are defined by the integral over the
random space X:

ŷmðzÞ ¼
Z
X
yðz; hÞwmðhÞqðhÞdh ð8Þ

This integral can be efficiently approximated using a Gaussian quadrature with nodes
hðjÞ and weights wðjÞ:

ŷmðzÞ ¼
XM
j¼1

yðz; hðjÞÞwmðhðjÞÞwðjÞ ð9Þ

Note that for tensor grids the number of quadrature points increases exponentially,
which renders the evaluation computationally expensive in higher dimensions (CURSE
OF DIMENSIONALITY). For dimensions nh [ 5 it is thus useful to employ sparse grid
representations.

3 General Approach

The goal of our approach for performing the safety analysis is to approximate the worst
case solution for the optimal control formulation (1) in the space of the distributed
parameters h. This approach relies on a gPC approximation in the random space to
cheaply evaluate stochastic information regarding the criterion. Please take into account
that the worst case solution of problem (1) might change considerably depending on the
values of the distributed parameters h. A global approximation of the response surface
over the whole parameter space may thus not exhibit sufficient accuracy. Furthermore,
large parts of the random space may not contain a violation of the criterion under
investigation. Thus, for the approximation we only want to focus our attention on
regions where we expect a violation of the criterion. The main steps of the approach are:

I Search for violated regions in the random space using an optimization-based
bisection algorithm.

II Perform the gPC approximation locally in the violated regions using stochastic
collocation.

III Determine stochastic information with respect to the clearance criterion based on
the gPC approximation.

In the first step, we search the parameter space for regions of a defined size in which
the criterion under investigation is violated. The search algorithm is based on the idea
of bisection in combination with optimization and is described in Sect. 4. In essence,
the algorithm exploits the fact that we can clear large portions of the parameter space
by searching for a worst case solution using the optimal control problem (1). If no
violation is detected, the region is regarded as cleared. Otherwise, we further refine the
search space until a defined cell size is reached.
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Within these identified regions we then compute the approximation using gPC with
the respective polynomial basis. For the parameter distributions we consider the case
where the distributions are unknown. It can be shown that under reasonable assump-
tions [12] the worst case distribution is of type truncated uniform with unknown
bounds. In practice these bounds are often simply taken to be the extremal values of the
parameter space, as it is difficult to determine the true worst case bounds. This
assumption is justified for many applications, as the worst case solutions are often
found at the maximum or minimum values of the parameters. Nevertheless, to perform
a rigorous analysis it is important to test which values for the bounds of the truncated
uniform distribution actually lead to an extremal value of the criterion.

For the last step, in the context of flight control law clearance, we are especially
interested in computing the probability pc for the criterion yc to exceed the performance
threshold c:

pc ¼ Pðyc\cÞ ð10Þ

4 Bisection Search Algorithm

As outlined in Sect. 3, our goal is to perform the gPC approximation only locally
within the nR regions Riðhilb; hiubÞ

Riðhilb; hiubÞ ¼ h 2 R
nh : hilb� h� hiub

� �
; ð11Þ

i ¼ 1; . . .; nR with maximum edge lengths h, i.e.,

hiub;j � hilb;j

� �
� hj; 8j ¼ 1; . . .; nh: ð12Þ

This is mainly due to the fact that several solutions of the optimal control problem at
the collocation points within each region are necessary to compute the gPC expansion
coefficients in Eq. (8). A division of the whole parameter space and the analysis of the
response surface in all regions would be computationally very demanding, if not
prohibitive. Therefore, we seek to perform the approximation only for those regions
where we expect a violation of the criterion. In order to find those regions we exploit
the fact that we can test, if a violation of the criterion within Riðhilb; hiubÞ can be
expected, via solving the optimal control problem (1). Please note that for this optimal
control problem the parameters are optimizable within the bounds hilb and hiub. For the
formal description of the algorithm the corresponding function is denoted by

Ĵi; ĥ
h i

¼ Test Riðhilb; hiubÞ
� �

.

The solution of this optimal control problem tells us if a violation Ĵi\c has been
detected or if the region can be regarded as cleared. In order to efficiently find those
grid regions we employ a search algorithm based on the idea of bisection.
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To formally describe the algorithm let us define three different types of regions R.
The first type, RS, are regions that need to be searched. The second type, RV , are the
regions where we found a violation of the criterion but which have edge lengths greater
than defined by h. The third type,RVmin , are the grid cells in which we found a violation
of the criterion and that are below the required size. The refinement of the search space
is achieved by repeatedly bisecting regions where a violation of the criterion was found

into two new regions RV and RS: RV ;RS
� 	 ¼ Bisect Ri; ĥi

� �
. Here, RV is the region

which contains the worst case solution violating the criterion and RS is the comple-
mentary region that still needs to be tested. In order to make the bisection unique for
more than one parameter, i.e., nh [ 1, we perform the bisection in those directions for
which the bisection plane has the greatest normal distance from the worst case. The
reasoning behind this strategy is to obtain search regions RS which have a higher
chance of not containing a violation of the criterion. Moreover, the region is not refined
in directions in which the edge length is smaller than or equal to the maximum
allowable size. The described algorithm is formalized in Algorithm 1.

The search set for Algorithm 1 is initialized with the whole search space,
RS  R0ðhlb; hubÞ, and the violated regions are initially an empty set, RVmin  ;,
which starts the recursive algorithm TestAndBisect RS; c; h

� �
. It should be noted that

the computational efficiency of Algorithm 1 largely depends on the number and
location of the violated regions. In case one single region of the required minimum size
contains the violated portion, the number N1 of necessary bisections is

N1 ¼
Xnh
j¼1
dlog2 hub;j � hlb;j

� �
=hj

� �e: ð13Þ
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4.1 Illustration of the Algorithm

To illustrate the algorithm we will use HIMMELBLAU’s function

Jðh1; h2Þ ¼ ðh21þ h2 � 11Þ2þðh1þ h22 � 7Þ2 ð14Þ

depending on the parameters h1 and h2. In this example the parameter region is
restricted within �5� h1� 5 and �5� h2� 5 in which HIMMELBLAU’s function has four
distinct minima, as can be seen from Fig. 1. We illustrate Algorithm 1 by estimating
the portion of the search space for which we have a value J\1. Note that for this
example the Test()-function in Algorithm 1 only minimizes the function locally within
the search space. For solving the associated optimization problem within each region
we use the MATLAB NLP solver fmincon() with two randomly initialized starting points.
Figure 2 illustrates the regions for the bisection search Algorithm 1.

Let us further investigate the question concerning the symmetric truncation limit
values hlim for which the value for the portion J\1 is extremal. From Fig. 2 it can be
seen that the symmetric, outer limiting boundary of the highlighted regions (dashed
line) can be chosen as a first approximation for the upper bound for the truncation
limits. Furthermore, the symmetric, inner limiting boundary (dash-dotted line) repre-
sents a first approximation to the lower bound where no regions J\1 are contained.
The solid line shows the worst case truncation values hlim at which the portion for J\1
(see brown markers in Fig. 3) is maximal. The corresponding values are summarized in
Table 2.

Fig. 1. HIMMELBLAU’s function
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Fig. 2. Visualization of the bisection search algorithm for HIMMELBLAU’s function (violated areas
marked in brown, identified regions in blue, approximation of the upper truncation limits dashed
line, approximation of the lower truncation limits dash-dotted line, worst case limits thick solid
line)

Table 2. Limits and portions with a value J\1

Case Limits hlim Portion J\1½%�
Full h1 2 ½�5; 5�

h2 2 ½�5; 5�
0.412

Approximation upper bound h1 2 ½�4:1;�3:4�
h2 2 ½4:1; 3:4�

0.733

Maximum h1 2 ½�3:7;�2:2�
h2 2 ½3:7; 2:2�

0.761
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5 Illustrative Example

For illustration purposes we use the example from [13] for testing a model reference
adaptive controller and extend it by assuming a truncated uniform distribution for the
uncertain parameters. In the following, we will briefly summarize the main model
equations and state the problem formulation to be investigated.

5.1 Model Equations

The model represents a short period approximation for the F-16 aircraft with model
reference adaptive controller. This controller translates the reference command r
(angle-of-attack) into the control u such that the plant model states xP track the ref-
erence model states xM asymptotically. The state space representation comprises states

x ¼ ½ea; eq; aM ; qM ;Ha;Hq;Hr�T ; ð15Þ

namely the states of the tracking error dynamic eTC ¼ xTP � xTM ¼ ½ea; eq� for the angle-
of-attack error ea and pitch rate error eq, the reference model states xTM ¼ ½aM ; qM �,
i.e., the angle of attack aM and pitch rate qM , and the states for the adaptation law
HT ¼ ½HT

x ;Hr� ¼ ½Ha;Hq;Hr�

Fig. 3. Portion with J\1 for different truncation values (maximum value marked red)
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_eC ¼ AMeC þBPkMgðH�H�Þ � x;
_xM ¼ AMxM þBPKrr;

_H
T ¼ �CxeTCPBP:

ð16Þ

The system matrix AM of the reference model and the feed-forward gain Kr are defined
as

AM ¼
Za 1þ Zq
Mades Mqdes


 �
;Kr ¼ �1:55; ð17Þ

with Mades ¼ �11:38 and Mqdes ¼ �4:16. The plant model system matrix AP and input
matrix BP read:

AP ¼
Za 1þ Zq

kMaMa kMqMq

" #
;BP ¼

0

Mg


 �
; ð18Þ

with Ma ¼ �30:79, Mq ¼ �3:75, Za ¼ �1:84, Zq ¼ �0:09, and Mg ¼ �12:75. The
nominal plant coefficients are subject to the multiplicative uncertainties kMa , kMq , and
kMg which are assumed to be a truncated uniform distribution with symmetric limits to
the nominal value 1, ranging between 0.5 and 1.5. Here H� ¼ ½H�xT;H�r � are the so
called ideal parameters related to the matching conditions

AM ¼ APþBPkMgH
�
x; ð19Þ

BP � Kr ¼ BPkMgH
�
r ; ð20Þ

and xT ¼ ½xTP; r� is the regressor vector. Furthermore, C ¼ 200 � I3�3 and P are
parameters of the adaptive controller, where P is the solution of the Lyapunov equation

AT
MPþPAM ¼ �Q; ð21Þ

with Q ¼ I2�2. Note that the matrix Q and the learning rate C are design parameters
which effect the tracking performance of the controller. At higher values of the learning
rate usually a smaller error between the reference model states and the uncertain plant
can be expected (see [13] for a comparative study of different learning rates).

5.2 Problem Formulation

For the example problem formulation we investigate the probability pc that the tracking
error for the angle-of-attack ea exceeds the limit of 5 deg at the free final time within the
bounds tf 2 ½0s; 4s�
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pc ¼ P eaðtf Þ[ 5 deg
� �

: ð22Þ

The optimal control problem starts from the trim condition xðt0Þ ¼ 0 and reads for this
particular example

In this formulation, the uncertain parameter vector h contains the plant uncertainties as

defined in Sect. 5.1, i.e. h ¼ kMa ; kMg ; kMq

� 	T .
The maximum allowable edge length for the bisection Algorithm 1 is set to h ¼

0:25 for all directions. For the numerical solution of problem (23) we employ a
trapezoidal collocation scheme using the optimal control tool FALCON.m [14] with the
NLP solver IPOPT.

The results of the gPC analysis are compared with the solution obtained from
MONTE CARLO sampling over the optimal control solution in the random space.

5.3 Results and Discussion

First, we visualize the results for a two-dimensional grid in 0:5� kMa � 1:5,
0:5� kMg � 1:5 for kMq ¼ 1 in Fig. 4. As can be seen three regions RVmin violating the
criterion have been identified for this case. The green dots in Fig. 4 represent the
collocation points for evaluating the expansion coefficients for a third-order gPC
approximation. The red region in Fig. 4 indicates where a violation can be expected
when using the local gPC approximations. Figure 5 illustrates the critical regions for
the full three-dimensional case 0:5� kMa � 1:5, 0:5� kMg � 1:5, and 0:5� kMq � 1:5 in
which the identified regions of the maximum allowable size containing a violation are
marked in blue. In this example the violations occur at the maximum, respectively
minimum, values of the admissible parameter space which means that the worst case
truncation values for the truncated uniform distributions are taken as the maximum
limits.

For a comparative analysis we performed a MONTE CARLO [15] study using 5000
pseudo-random sampling points. It should be noted that for the sampling points a large
number of optimal control problems must be solved which is computationally very
demanding. The mean value of the exceedance probability obtained from MONTE CARLO

analysis yields 6:20% and the 95% confidence interval for the chosen sample size is
between 5.53 and 6:87%. In comparison the approximation using the gPC approach
presented in this paper yields a probability of 6:56% which is in good agreement with
the value obtained from the MONTE CARLO analysis.
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Fig. 4. Third-order gPC approximation for the violated regions in the two-dimensional
parameter space in kMa and kMg for kMq ¼ 1 (violated area marked in red, collocation points for
the gPC approximation are marked in green)

Fig. 5. Result of the bisection search algorithm for the three-dimensional parameter space kMa ,
kMg , and kMq . Regions in which a violation was detected are highlighted in blue
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6 Conclusions

We presented an approach to estimate the exceedance probability for safety criteria
using optimal control methods in combination with generalized polynomial chaos. This
analysis assumes a truncated uniform distribution, which is the worst case distribution
when the true distribution is unknown. By means of an optimization assisted search
algorithm, we first identify critical regions where we expect a violation of the criterion
under investigation. The gPC representation can then be used to cheaply determine
stochastic information such as the exceedance probability using sampling. It is
important to mention that direct methods usually employ gradient based optimization
schemes which only guarantee local optimality. Thus, good initial guesses for the
optimal control problem are of high importance. For the analysis in this paper we used
the approach presented in [16] and gradually built up solution candidates using first
sampling to generate initial populations for a global optimization scheme (differential
evolution). Solutions of the global optimization scheme are then used as initial guesses
for the optimal control problem. In our experience, it is important for the robustness of
the algorithm to numerically solve the optimal control problem starting from several
initial guesses and to choose the worst case among the solutions. A major challenge of
the approach presented here is that for high-dimensional random spaces the gPC
expansion becomes increasingly costly to evaluate, as one optimal control solution is
necessary per collocation point. Future work will thus be devoted on obtaining
approximations of the worst case based on post-optimal sensitivity analysis. As the
criterion is introduced in the cost function this analysis allows to locally approximate
the solution of the optimal control problem to second order. Using this method the local
evaluation of the worst case solution around a nominal point becomes much cheaper
and should greatly enhance the efficiency of the proposed method.
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Abstract. The existence of significant uncertainties in the models and systems
required for trajectory prediction represents a major challenge for the Trajectory-
Based Operations concept. Weather can be considered as one of the most
relevant sources of uncertainty. Understanding and managing the impact of
these uncertainties are necessary in order to increase the predictability of the
ATM system. We present preliminary results on robust trajectory planning in
which weather is assumed to be the unique source of uncertainty. State-of-the-
art probabilistic forecasts from Ensemble Prediction Systems are employed to
characterize uncertainty in the wind and potential convective areas. A robust
optimal control methodology to produce efficient and predictable trajectories in
the presence of these uncertainties is presented. A set of Pareto-optimal tra-
jectories is obtained for different preferences between predictability, convective
risk, and average efficiency.

Keywords: Trajectory planning � Uncertainty � Convection � Optimal control �
Ensemble prediction systems

1 Introduction

A major challenge for Trajectory-Based Operations (TBO) is the existence of signifi-
cant uncertainties in the models and systems required for trajectory prediction.
Understanding and managing the impact of these uncertainties is necessary in order to
increase the predictability of the ATM system. In turn, predictability and robustness
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improvements in trajectories will produce gains in the high level goals (capacity,
efficiency, safety, and environmental impact) pursued within a modernized ATM
system. Some examples of relevant uncertainty sources are: (1) meteorological
uncertainty; (2) uncertainty in the aircraft performance model [1]; (3) uncertainty in
initial mass [2] and other parameters and (4) uncertainty in the aircraft intent [3]. In this
paper, the focus is on the first, i.e., meteorological uncertainty, one of the most
important sources of uncertainty that affects the ATM system. Indeed, the SESAR
Exploratory Research TBO-Met Project1 focuses on the analysis of meteorological
uncertainty coming from the following two sources: (1) wind, and (2) convective
regions. While we will not consider additional uncertainty sources, we will note that
our methodology could be extended to include them.

The main contribution of this paper is to extend the methodology for robust route
optimization in [4, 5] to the consideration of convection risk. The focus is on the pre-
tactical level (in this context, around 3 h before departure). We make use of Ensemble
Prediction Systems and optimal control techniques. Figure 1 sketches the intended
methodology for the Trajectory planning problem in TBO-Met Project. The pre-tactical
level is represented in the left-hand side of the figure, considering both wind uncer-
tainty and convective phenomena.

Convective regions are defined as areas within which individual convective events,
which we will refer to as “convective storms”, may develop. Convective storms need a
trigger mechanism and the onset and the location of those individual storms is
impossible to forecast at the flight planning level. Nevertheless, one can obtain

Fig. 1. TBO-Met Trajectory Planning Methodology for both pre-tactical and tactical levels.
Recall that the present paper focuses on the pre-tactical level

1 TBO-MET project (https://tbomet-h2020.com/) has received funding from the SESAR JU under
grant agreement No 699294 under EU’s Horizon 2020 research and innovation programme. Con-
sortium members are UNIVERSITY OF SEVILLE (Coordinator), AEMET (Agencia Española de
Meteorología), METEOSOLUTIONS GmbH, PARIS-LODRON-UNIVERSITAT SALZBURG, and
UNIVERSIDAD CARLOS III DE MADRID.
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forecasts with some characteristics that act as necessary (but not sufficient) conditions
for the formation of storms, and that information can be employed to create an index
that estimates probability of convection, i.e., an indicator of convection risk then can be
used for trajectory planning.

Numerical Weather Prediction (NWP) centers developed Ensemble Prediction
Systems (EPS) in order to provide probabilistic meteorological forecasts in addition to
deterministic predictions. They seek to provide an estimation of the uncertainty that is
inherent to the NWP process [6], a task that cannot be achieved with deterministic
forecasting. In an EPS, several runs of the NWP model are launched with different
characteristics in order to produce a set of (typically) 10 to 50 different forecasts or
“members” of the ensemble. We refer to [7] for a review of the status of NWP as well
as the relevance of EPS in a wider meteorological context.

The ATM research community has recently started to use EPS in order to study the
predictability of flight plans and the sensitivity to weather prediction uncertainty. The
main research effort in this direction has been undertaken within IMET, a SESAR WP-
E project. It sought to develop a “probabilistic trajectory prediction” (PTP) system,
where a deterministic TP is run once for each member in order to produce a trajectory
ensemble. Preliminary results of this project were presented in [8] and a follow-up
publication [9] showed how the information obtained with this approach could be used
to improve decision-making at the pre-tactical level. Outside IMET, e.g., in [10] the
authors present an analysis of the impact of uncertainty in average wind on final fuel
consumption. In [4, 5], we developed (within the framework of SESAR’s TBO-Met
project) a robust approach to aircraft trajectory planning under wind uncertainty using
EPS. In parallel to the latter, an approach based on Dynamic Programming for aircraft
trajectory planning under wind uncertainties (and also using EPS) has been recently
published in [11]. All in all, the focus of all these works is on wind uncertainty. To the
best of authors’ knowledge, the inclusion of convective indicators in robust flight
planning is an unexplored field. Thus, we go beyond the state of the art by extending
the approach in [4, 5] to the consideration of convection.

The paper is structured as follows: we introduce convection and its associated
indicators in Sect. 2. The robust optimal control methodology is presented in Sect. 3.
In Sect. 4, we present a case study, including the simulation results and a discussion.
Finally, some conclusions are drawn in Sect. 5. See Fig. 2 for a graphical overview of
the relationship between the different parts of the methodology. In Fig. 2, the EPS is
the input to the problem, which directly provides an uncertainty quantification of both
wind and temperature, and indirectly provides (via convection indicators) the con-
vective risk (See Sect. 2). These are the elements we consider to formulate the robust
trajectory optimization problem (Sect. 3) and obtain the flight plan.
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2 Convection Modelling

2.1 Convection Indicators

Within this paper, we attempt to delimit high-risk areas due to deep convection and
their respective uncertainty. The term “convective area” is defined here as an area of
potentially developing storms, which comprise events such as individual storm cells,
multi-cells, mesoscale convective complexes, and squall lines. The onset and the
location of those individual storms are difficult to evaluate for the time being and
impossible to determine in many cases. Favourable environmental characteristics and
conditions for certain types, however, are known, e.g.:

• A squall line (at least in Central Europe) very often develops several hundred
kilometres ahead of and parallel to an approaching cold front. It is initiated and
recognized by a boundary convergence line. Many such lines often occur approx.
10 km apart, but not all of them necessarily develop into a squall line, though some
of them do.

• Air mass storms preferably develop in the afternoon. The onset time of first shallow
clouds and the development of deep convective clouds can be forecasted by stan-
dard meteorological procedures.

• Moderate mid-level shear enhances the storm strength, while too strong shear and
no-shear environments are more likely related to weak storms.

• Long-lived storms are linked to the renewal and generation of new cells immedi-
ately ahead of a mature cell.

• Storms embedded in a cold front are out of scope of this study as they can be
forecasted very well by synoptic forecasts of low pressure systems.

• The structure of the environmental temperature profile (temp) allows deriving
certain features of the storm. Maritime dominated storms reveal a temp close to the
moist-adiabatic implying weak updrafts, while continental storms exhibit more

Fig. 2. Diagrammatic description of the methodology
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potential energy to be released. The latter is defined by the area between moist
adiabatic and the temperature profile.

• Environmental characteristics are used to derive empirically a range of convective
indices.

Important to note is that the above characteristics are necessary conditions, but they
do not allow the forecast of the precise location and onset. Convective storms need a
trigger mechanism. In order to precisely forecast a storm, we therefore need to forecast
the trigger mechanisms like, e.g., boundary convergence lines, tropospheric gravity
waves, mountains or surface temperature inhomogeneity.

From the above, we conclude that we need an indicator to describe the necessary
precondition for the potential development of convection and an indicator which
comprises the essential activator in order to develop a storm which has to be avoided by
aircraft. As described below, this will be done by using a combination of two con-
vection indicators: Total Totals Index and Convective Precipitation, which are avail-
able from EPSs. When both indicators exceed certain thresholds for a high number of
EPS members, the grid point is assumed to lie within the zone of high probability (low
uncertainty) of convection which can be interpreted as a no-fly-zone. If only one
criterion is fulfilled for a high number of EPS members, the grid point is located in a
region of convective uncertainty. The boundary of uncertainty areas will delimit
convective regions.

Those convective areas may have a persistence or life time of up to 60 h. Carbone
et al. [12] and previous studies investigated precipitation episodes and found much
longer life times of those episodes, respectively travelling convective regions, than
those of the individual storms developing within. Here we pursue similar thoughts.
Convective regions are perceived as areas with a high weather risk, which are char-
acterized by always occurring and unpredictable individual storms. Convective regions,
therefore, must not necessarily be avoided but require a higher weather situation
awareness by pilots and controllers. Also, trajectories passing through a convective
area are subject to diversions resulting in increased flight duration and delays. Thus, the
intersection of a trajectory with a convective region does not imply, as already said
above, that the whole area has to be circumnavigated, but rather that delays have to be
expected. The dimension of the latter depends, among other factors, on the type of
storms embedded in the convective area, density of cells, their orientation, the size of
gaps separating the storms, and the time of onset.

We decided to combine two indicators for convection:
(1)Total Totals Index (TT)2: The sum of the vertical totals (VT) VT ¼ T850 � T500

(temperature gradient between 850 and 500 hPa) and the cross totals (CT) CT ¼
Td850 � T500 (moisture content between 850 and 500 hPa by subtracting the temperature

2 Attributable to National Weather Service Louisville, KY: http://www.weather.gov/lmk/indices
http://www.weather.gov/lmk/indices, accessed July 25, 2016.
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in 500 hPa from dew point temperature in 850 hPa). As a result, TT accounts for both
static stability and 850 hPa moisture, but would be unrepresentative in situations where
the low-level moisture resides below the 850 hPa level. In addition, convection may be
inhibited despite a high TT value if a significant capping inversion is present. VT ¼ 40
is close to dry adiabatic for the 850–500 hPa layer. However, VT generally will be
much less, with values around 26 or more, representing sufficient static instability
(without regard to moisture) for thunderstorm occurrence. CT [ 18 often is necessary
for convection, but it is the combined Total Totals Index that is most important. The
risk of severe weather activity is operationally defined as in Table 1 (see also [13]).

(2)Convective Precipitation (CP)3: an estimation of the precipitation coming from
convective clouds. The total precipitation is the sum of the so-called large-scale pre-
cipitation and the convective precipitation.

The moist convection scheme is based on the mass-flux approach and represents
deep (including cumulus congestus), shallow and mid-level (elevated moist layers)
convection. The distinction between deep and shallow convection is made on the basis
of the cloud depth (< 200 hPa for shallow). For deep convection, the mass-flux is
determined by assuming that convection removes Convective Available Potential
Energy (CAPE) over a given time scale. The intensity of shallow convection is based
on the budget of the moist static energy, i.e., the convective flux at cloud base equals
the contribution of all other physical processes when integrated over the sub-cloud
layer. Finally, mid-level convection can occur for elevated moist layers, and its mass
flux is set according to the large-scale vertical velocity. The scheme, originally
described in Tiedtke [14], has evolved over time and among many changes includes a
modified entrainment formulation leading to an improved representation of tropical
variability of convection [15], and a modified CAPE closure leading to a significantly
improved diurnal cycle of convection [16].

Table 1. Operational taxonomy of risk of severe weather activity

Thunderstorm activity
TTi Moderate Heavy Severe Tornadoes

< 44 – – – –

44–45 Isolated – – –

46–47 Scattered Few – –

48–49 Scattered Few Isolated –

50–51 * Scattered Few Isolated
52–55 * Numerous Few/scattered Few
> 55 * Numerous Scattered Scattered

3 ECMWF, Reading, UK, accessed July 25, 2016:
http://www.ecmwf.int/en/research/modelling-and-prediction/atmospheric-physics
http://www.ecmwf.int/en/research/modelling-and-prediction/atmospheric-physics.
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2.2 Calculation of Probability of Convention/Clear Air

In order to fulfill the desired requirements, the following data processing for convection
will be provided which can be applied individually or in a processing chain:

• Grid-based output of the Total Totals Index and the Convective Precipitation: using
the ECMWF-ENS data, both convective indicators, TT and CP are given. The
results of this workflow are the TT and CP for each member at the horizontal nodes
of the desired sub-grid.

• Ensemble-based probability of convection/clear air for each grid point: with regard
to flight trajectories, it is important to delimit regions of uncertain weather condi-
tions from regions where the forecast is more reliable. Convective regions of high
uncertainty can then be defined as those areas where neither convection nor clear air
can be safely predicted. So, the calculation of the two quantities is suggested:
– Probability of convection
– Probability of clear air

Probability of convection the ensemble-based probability of convection is the
fraction of ensemble members with values above the given thresholds TTH and CPH for
all TT and CP of the ensemble members. For TTH we suggest one of the threshold
values given in Table 1. For CPH we suggest 0; which means that any given amount of
convective precipitation originates from convective events:

pc ¼ Nc

N
; ð1Þ

where N is the numbers of ensemble members, Nc ¼
PN

i¼1 i, and so that
TTi [ TTH ^ CPi [CPH .

Probability of clear air value that can show regions of clear air with low
uncertainty:

pnc ¼ Nnc

N
; ð2Þ

where N is the numbers of ensemble members, Nnc ¼
PN

i¼1 i, and so that
TTi � TTH ^ CPi �CPH .

Considering both values pc and pnc at each grid node, we are able to divide the
focused area into 3 zones (see Fig. 3 for a schematic):

(1) Convective zones, i.e., high-risk areas with low uncertainty,
(2) Clear air zones with low uncertainty,
(3) Zones with high uncertainty.

With these two parameters (pc & pnc), further post-processing (e.g., classifications
as described above) can be done.

High-risk areas for each ensemble member in order to get high-risk areas where
each zone is based on the individual prediction of a single ensemble member, we look
at the forecasted values of TTi and CPi at each horizontal grid node. In analogy to the
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ensemble-base probability of convection, we define a high-risk area for an ensemble
member as an area where the following condition is fulfilled at each grid point:
TTi [ TTH _ CPi [CPH .

That means that a high-risk area is delimited by the regions of low uncertainty
which include the regions of high probability of convection. As the Total Totals Index
is a smooth field, we suppose that we get clear structures of convective zones as well.
Otherwise morphological operations can be applied to the generated field in order to
eliminate unreliable singularities in the convective zones.

3 Trajectory Planning Methodology

Our approach will be based on a robust optimal control methodology for aircraft
trajectory optimization problems [5]. We will here summarize the method and incor-
porate the developed convection metric.

3.1 Robust Optimal Control

We consider a dynamical system given by a randomly parametrized differential-
algebraic equation with constraints. Uncertainty is described with the aid of a standard
Kolmogorov probability space ðX;F ;PÞ; it is composed by a sample space of possible
outcomes X, a r-algebra of events F containing sets of outcomes, and the probability
function P that assigns a probability to each of these events. The uncertain parameters

Fig. 3. Schematic illustration of the suggested classification of the focused area into 3 different
zones: clear air (white), high-risk areas (pink), and uncertainty (grey)
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of the system will be modeled as a constant random variable n : X ! R
nn . For each

possible outcome x 2 X, the random variables take a different value nðxÞ.
We denote the state vector by x 2 R

nx , the control vector by u 2 R
nu , the algebraic

variables by z 2 R
nz and t 2 R is the independent variable (usually time). For each

outcome x0 2 X, there exist a unique trajectory path t ! ðxðx0; tÞ; zðx0; tÞ; uðx0; tÞÞ
that corresponds to the realization of the random variables nðx0Þ. The dynamics of the
system are given by the functions f : Rnx � R

nz � R
nu � R

nn � R ! R
nx ,

h : Rnx � R
nz � R

nu � R
nn � R ! R

nh , and g : Rnx � R
nz � R

nu � R
nn � R ! R

ng ,
such that valid trajectories fulfill the conditions almost surely (i.e., with probability 1)4:

d
dt
xðx; tÞ ¼ f ðxðx; tÞ; zðx; tÞ; uðx; tÞ; nðxÞ; tÞ, ð3Þ

hðxðx; tÞ; zðx; tÞ; uðx; tÞ; nðxÞ; tÞ ¼ 0, ð4Þ

gL � gðxðx; tÞ; zðx; tÞ; uðx; tÞ; nðxÞ; tÞ� gU , ð5Þ

where x 2 X is the sample point on the underlying abstract probability space.
Therefore, for each possible scenario or realization of the random parameters nðxÞ, the
trajectory will follow the deterministic differential equation (3) for the corresponding
fixed value of n. We employ the notation xðx; tÞ and uðx; tÞ in order to emphasize the
fact that the trajectory depends on the realization of the random parameters.

In addition to the random parameters, the trajectory is completely determined for a
given control or guidance law. In some literature on robust optimal control ([17–20]),
the employed control law depends only on time uðx; tÞ ¼ uLðtÞ, which corresponds to
an “open-loop” control system. This formulation is not practical for general optimal
control problems (including the problem that we consider), for several reasons. In first
place, unstable dynamical systems would produce diverging trajectories which could
enter undesirable regions of the state space. Additionally, final conditions cannot be
applied and unique paths for some of the states cannot be achieved in general. These
issues need to be addressed in the context of aircraft trajectory planning.

In [5], an optimal guidance scheme is introduced where some of the states are
“tracked” (i.e. identical in all scenarios) and the controls are specific to each scenario in
order to guarantee that the tracked states follow the unique computed trajectory. The
associated practical concept demands that the controls can be computed online in this
fashion in order to follow a guidance path; this condition is verified in aircraft trajectory
planning, where the pilot or the autopilot can manage the aircraft in order to follow the
route and the vertical profile.

We define the number of “control degrees of freedom” of the dynamical system as
d ¼ nz þ nu � nh. Let qx � minfnx; dg be the number of tracked states; without loss of
generality, we can assume that the tracked states are the first qx states (rearrange the
state vector otherwise), i.e.,

4 The � sign applies in an element-wise fashion in Eq. (5) and analogous equations.
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x ¼ x1. . .xqx xqx þ 1. . .xnx
� �T¼ xq

xr

� �
,

where xq is the tracked part of the state vector and xr is the untracked part. Let In be the
identity matrix of shape n� n and 0n1;n2 be the zero matrix (i.e., a matrix with zeroes in
all its entries) of shape n1 � n2. We define the matrix Ex 2 R

qx�nx as

Ex ¼ Iqx 0qx;nx�qx

� �
:

This matrix transforms the state vector into the “tracked states” vector xq ¼ Exx
that contains only the states whose evolution is equal in all scenarios. In this work,
qx ¼ d will hold so that there are enough tracked states to consume all available control
degrees of freedom. This is not necessary in general.

With the aid of the tracking matrices, we can now define the tracking conditions
(which, again, apply almost surely):

Exðxðx1; tÞ � xðx2; tÞÞ ¼ 0, 8t, 8x1;x2 2 X,

Ezðzðx1; tÞ � zðx2; tÞÞ ¼ 0, 8t, 8x1;x2 2 X,

Euðuðx1; tÞ � uðx2; tÞÞ ¼ 0, 8t, 8x1;x2 2 X:

ð6Þ

The tracking conditions enforce equality in the tracked variables between realiza-
tions: note that Exðxðx1; tÞ � xðx2; tÞÞ is the vector of differences between the tracked
states in outcome x1 and the tracked states in outcome x2. The other two conditions
are analogous tracking conditions for the dependent variables and the controls.

We are now ready to formulate the robust optimal control problem. Let E½�� be the
expectation operator associated to the probability space ðX;F ;PÞ. We define the ter-
minal cost or “Mayer term” U : R� R� R

nx � R
nx ! R, the running cost or

“Lagrange term” L : Rnx � R
nz � R

nu � R
nn � R ! R. We define the cost functional

to minimize as:

J ¼ E Uðt0; tf ; xðt0Þ; xðtf ÞÞþ
Z tf

t0

Lðx; z; u; n; tÞdt
� �

: ð7Þ

The initial conditions are:

xðt0Þ ¼ x0 ð8Þ

We define the function W : R� R� R
nx � R

nx ! R that contains the final
conditions:

E Wðtf ; xðtf ÞÞ
� � ¼ 0: ð9Þ

While these conditions are imposed in average, the ones that depend only on tracked
states collapse to boundary conditions that are imposed exactly (as the value of the tracked
states at the endpoints is unique); otherwise, they remain probabilistic constraints.
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The objective J and the boundary conditions W are written in terms of mean value,
but they can be easily generalized to other statistics under the expected value formu-
lation. For example, the variance of a function GðnÞ can be written as E½ðG�
E½G�Þ2� ¼ E½G2� � E½G�2 using expected values.

We also group the differential-algebraic equations and constraints (3)–(5):

d
dt
x ¼ f ðx; z; u; n; tÞ;

hðx; z; u; n; tÞ ¼ 0;

gL � gðx; z; u; n; tÞ� gU :

ð10Þ

The robust optimal control problem with tracking can now be defined as:

3.2 Probabilistic Discretization

A key component of the methodology is what we call a “stochastic quadrature rule”
(SQR), which discretizes the potentially continuous random variables into a (possibly
weighted) discrete set of individual scenarios. We define it by a finite set of quadrature
points fnkg, k 2 f1; . . .;Ng and weights fwkg, k 2 f1; . . .;Ng, such that the stochastic
integral I ¼ R

X gðnðxÞÞdx is approximated with the sum:

Qg ¼
XN
k¼1

wkgðnkÞ

where gðnÞ is an arbitrary function. By choosing the function gð�Þ, we can obtain basic
statistical quantities, such as averages and variances, as well as more advanced
moments. A summary of the most relevant classes of stochastic quadrature rules can be
found in [5]; in the present work, we employ a trivial quadrature rule (each ensemble
member is a scenario with wk ¼ 1=N), as uncertainty is already characterized by dis-
crete scenarios from EPS forecasts. However, the integration of additional sources of
uncertainty may require the usage of a non-trivial SQR.

Let xqðtÞ : R ! R
qx define a trajectory for the tracked states, and zqðtÞ and uqðtÞ

analogously. Suppose a SQR has been chosen, with a number of points N. For each one
of these points nk, the tracking trajectory ðxq; zq; uqÞðtÞ defines a unique trajectory
given a full set of initial conditions; we will now collect each one of these N trajectories
in a trajectory ensemble. We define the trajectory ensemble associated to a tracking
trajectory ðxq; zq; uqÞðtÞ as the set of trajectories fðxk; zk; ukÞðtÞg with k 2 f1; . . .;Ng
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such that the trajectory k is generated by the initial conditions xkðt0Þ ¼ x0 and the
tracking trajectory with n ¼ nk , i.e.,

d
dt
xk ¼ f ðxk; zk; uk; nk; tÞ;

hðxk; zk; uk; nk; tÞ ¼ 0;

gL � gðxk; zk; uk; nk; tÞ� gU ;

ExxkðtÞ ¼ xqðtÞ;
EzzkðtÞ ¼ zqðtÞ;
EuukðtÞ ¼ uqðtÞ:

ð11Þ

We will now build a virtual dynamical system where the state vectors of all the
trajectories in the trajectory ensemble are merged into a single large state vector, which
represents the “collective trajectory”. Its state vector xE 2 R

nxN contains the state vector
of all the trajectories in the ensemble (the control uE 2 R

nuN and algebraic zE 2 R
nzN

vectors are analogous), and each individual trajectory follows the dynamics associated
to each scenario (with n ¼ nk).

xE ¼
x1

..

.

xN

2
664

3
775; zE ¼

z1

..

.

zN

2
664

3
775; uE ¼

u1

..

.

uN

2
664

3
775: ð12Þ

We define the differential equation, algebraic equations and inequality constraints
of this augmented dynamical system as:

fEðxE; zE; uE; tÞ ¼
f ðx1; z1; u1; n1; tÞ

..

.

f ðxN ; zN ; uN ; nN ; tÞ

2
664

3
775; ð13Þ

hEðxE; zE; uE; tÞ ¼
hðx1; z1; u1; n1; tÞ

..

.

hðxN ; zN ; uN ; nN ; tÞ

2
664

3
775; ð14Þ

gEðxE; zE; uE; tÞ ¼
gðx1; z1; u1; n1; tÞ

..

.

gðxN ; zN ; uN ; nN ; tÞ

2
664

3
775: ð15Þ

This dynamical system approximates an uncertain system, but it is deterministic.
This fact implies that we can use it to formulate an approximation of the robust optimal
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control problem. Let us define the approximate cost functional, divided into Mayer and
Lagrange terms, using the trajectory ensemble:

JE ¼ UEðxEðt0Þ; xEðtf ÞÞþ
Z tf

t0

LEðxE; zE; uE; tÞdt; ð16Þ

UEðxEðt0Þ; xEðtf ÞÞ ¼
XN
k¼1

wk/ðxkðt0Þ; xkðtf ÞÞ; ð17Þ

LEðxE; zE; uE; tÞ ¼
XN
k¼1

wkLðxk; zk; uk; tÞ; ð18Þ

and discretize the boundary conditions as

WEðtf ; xEðx; tf ÞÞ ¼
XN
k¼1

wkWðtf ; xkðtf ÞÞ: ð19Þ

For concise writing of the discretization of the tracking conditions (6), we will
define the matrix EN

x 2 R
qxðN�1Þ�nxN as:

EN
x ¼

Ex

. .
.

Ex

2
664

3
775

Inx �Inx

Inx �Inx

. .
. . .

.

Inx �Inx

2
66664

3
77775: ð20Þ

EN
z 2 R

qzðN�1Þ�nzN and EN
u 2 R

quðN�1Þ�nuN can be defined in analogous fashion.
These matrices map the ensemble state vector to the differences in the tracked states
between trajectories.

Making use of Eqs. (11)–(15) as well as Eqs. (16)–(20), we can complete now the
formulation of the deterministic approximant:
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Note that, in practical implementation, defining and modeling the tracked variables
in every scenario are not necessary as they are equal; as a consequence, implementation
of the tracking constraints EN

x xE ¼ 0, EN
z zE ¼ 0 and EN

u uE¼0 can also be omitted.

3.3 Application

We will now apply this methodology to find routes that minimize a weighted sum of
average flight time, flight time dispersion (weighted with the “dispersion penalty”
parameter DP) and convection risk (weighted with the “convection penalty” parameter
CP). Let jð/; kÞ be the smoothed and interpolated probability of convection and let the
exposure to convection be:

EC ¼
Z sf

s0

jð/ðsÞ; kðsÞÞds ð21Þ

The cost functional to minimize is then

J ¼ E½tf � þ DP ðtf ;max � tf ;minÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
uncertainty in tf

þ CP
Z sf

s0

jð/ðsÞ; kðsÞÞds|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
exposure to convection

ð22Þ

Note that ðtf ;max � tf ;minÞ is the difference between the earliest and the latest arrival
time. We also highlight the fact that, at constant fixed airspeed and altitude, fuel burn is
mostly determined by flight time, so a “fast in average” solution (i.e., a solution with
low E½tf �) will also be “efficient in average” (i.e., the average fuel burn will be low) and
vice versa. For the same reason, a solution with high arrival time uncertainty (a high
value of tf ;max � tf ;min) will also have high uncertainty in fuel burn.

With this cost functional, the parameters DP and CP regulate the solution flight
plan depending on the preferences of the flight planner. High values of DP will produce
more predictable trajectories absent a convection-related reroute by avoiding regions
where the wind is more unpredictable. High values of CP will produce trajectories that
are less likely to be rerouted by avoiding regions where there is high likelihood of
convection. Low values of the parameters will produce flight plans that are more
efficient in average, but less predictable.

We consider a free-routing airspace (the lateral profile is not restricted to a fixed set
of airways) and a 3-DoF point-mass model of aircraft used widely in ATM studies,
BADA 3 [21]. We will restrict ourselves to the analysis of the cruise phase for the sake
of simplicity (note that the impact of wind forecast uncertainty is cumulative, and thus
more important for longer flights, and the cruise phase comprises most of a medium-
haul or long-haul flight). In addition, we assume constant flight level and airspeed but
we will note that our methodology can be extended to full 4D problems. We consider
an ellipsoidal Earth as in the WGS84 model, with radii of curvature of ellipsoid
meridian and prime vertical denoted by RM and RN , respectively. We take the wind and
temperature fields from an EPS forecast and compute density with the ideal gas law (as
the pressure is determined by the flight level).
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We make a further simplification by taking the heading as a control variable instead
of the bank angle, thus allowing it to change instantaneously. Therefore, the dynamics
of the system are described by the following system of differential equations (f in
Eq. (10)):

_x ¼ d
dt

/

k

� �
¼ ðRN þ hÞ�1ðv cosðvÞþwxð/; k; tÞÞ

ðRM þ hÞ�1 cos�1ð/Þðv sinðvÞþwyð/; k; tÞÞ

" #
; ð23Þ

where / is the latitude, k is the longitude, v is the true airspeed, h is the geodetic
altitude, v is the heading, and wx and wy are the zonal and meridional components of
the wind.5 The control vector is composed by the heading v.

We reformulate this dynamical system as a differential-algebraic system (DAE) (see
discussion in [5]) with the addition of the ground speed vG as an algebraic variable and
the course w as a control variable, linked to the remaining variables by two new
equality constraints (check Fig. 4 for a graphical explanation of Eq. 25). The refor-
mulated system is given by the dynamical function:

d
dt

/

k

� �
¼ ðRN þ hÞ�1vG cosw

ðRM þ hÞ�1 cos�1ð/ÞvG sinw

" #
; ð24Þ

and the equality constraints (h in Eq. (10)):

vG cosw ¼ v cosðvÞþwxð/; k; tÞ;
vG sinw ¼ v sinðvÞþwyð/; k; tÞ:

ð25Þ

Fig. 4. Relationship between airspeed, groundspeed, wind, heading and course

5 Contrary to the usual definition, we take wy to be in a South to North direction.
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We add the inequality constraint:

vG � 0 ð26Þ

to ensure uniqueness of vG and w (otherwise, ð�v�G;w
� þ p=2Þ would produce the same

left-hand side of Eq. (25) as ðv�G;w�Þ).
We will now perform a coordinate transformation in order to employ distance flown

along the route (s) as the independent variable. This allows us to apply our method-
ology in a manner that is consistent with existing planning and flight procedures (again,
see the discussion in [5]). As a consequence, the time t becomes a state variable and the
new dynamical function can be obtained by dividing the time derivatives by
ds=dt ¼ vG:

d
ds

/

k

t

2
64

3
75 ¼

ðRN þ hÞ�1 cosw

ðRM þ hÞ�1 cos�1ð/Þ sinw
v�1
G

2
64

3
75: ð27Þ

All constraints remain the same as in the untransformed system of differential-
algebraic equations.

We can now discretize the uncertainty and create the trajectory ensemble. An
ensemble forecast contains a set of ensemble members, each one defining a different
wind forecast (and, therefore, different functions wx and wy). If the ensemble contains
N members, we define N scenarios, each one having weight wk ¼ 1=N and the wind
function that corresponds to the respective member; our stochastic quadrature rule is,
therefore, a simple empirical average. We will write the compact form of the trajectory
ensemble directly.

We choose to track the course w, i.e., the function wðsÞ is the same in every
scenario (thus, we do not need to implement scenario-specific versions). As a conse-
quence of (27), this implies that the evolution of the latitude / is unique (as it only
depends on the evolution of the unique variable w) and k is also unique (as it only
depends on / and w). Therefore, the position variables act like tracked variables too,
which is both relevant from the implementation point of view (because we do not need
to create copies of them for each scenario) and a desired goal (since we want to obtain a
unique route). Taking advantage of these manipulations, we can define the dynamical
system associated to the trajectory ensemble with the dynamical function:

d
dr

/

k

t1

..

.

tN

2
66666664

3
77777775
¼

cosðvGÞ
RN þ h
sinðvGÞ

ðRM þ hÞ cos/
1=vGS;1

..

.

1=vGS;N

2
666666666664

3
777777777775

ð28Þ
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vGS;1 cosðvGÞ
..
.

vGS;N cosðvGÞ
vGS;1 sinðvGÞ

..

.

vGS;N sinðvGÞ

2
66666666664

3
77777777775
¼

vTAS cosðviÞþwy;1ð/; kÞ
..
.

vTAS cosðviÞþwy;Nð/; kÞ
vTAS sinðviÞþwx;1ð/; kÞ

..

.

vTAS sinðviÞþwx;Nð/; kÞ

2
66666666664

3
77777777775

ð29Þ

Finally, we complete the definition of the discretized robust optimal control
problem by adding the boundary conditions:

ð/ð0Þ; kð0ÞÞ ¼ ð/0; k0Þ ð30Þ

ð/ðsf Þ; kðsf ÞÞ ¼ ð/f ; kf Þ ð31Þ

tið0Þ ¼ 08i 2 f1; . . .;Ng ð32Þ

tf ;min � tiðrf Þ� tf ;max8i 2 f1; . . .;Ng ð33Þ

where tf ;min and tf ;max are scalar decision variables.

Note again that true airspeed and barometric altitude are assumed to be constant and
thus, minimizing time is closely related to minimizing fuel consumption. Therefore,
fuel consumption can be readily obtained after optimization by integrating the fol-
lowing differential equation:

_m ¼ gðVÞ � T ; ð34Þ

where g is the thrust-specific fuel consumption and taking into account the fact that
T ¼ D. Both the drag and the thrust can be modeled with an aircraft performance
model (in our case, BADA).

We solve this problem with standard direct collocation methods [22], discretizing
the trajectory with a numerical scheme and solving the resulting nonlinear optimization
problem with NLP software.

4 Case Study

4.1 Description and Statement

We consider an BADA3 A330 Aircraft model flying from the vertical of New York
(−73.8	, 40.6	) to the vertical of Argel (3.2	, 36.7	) at constant barometric altitude 200
hPa and Mach 0.82. Initial mass has been set to 200 tons. We use a forecast for a
pressure of 200 hPa 9 h in advance for the 19th of December, 2016 from the ECMWF
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ensemble, elaborated by the European Center for Medium-Range Weather Forecasts
(ECMWF)6 with 51 members. We rely on the CasADi library [23] as NLP interface
[24] and IPOPT [25] as NLP solver.

4.2 Results and Discussion

Figure 5 displays the geographical routes for different values of DP and CP. It can be
seen that routes computed with higher DP (setting CP ¼ 0) tend to avoid the high
uncertainty zone in the North Atlantic in order to increase predictability, at the cost of
taking a more indirect route that is longer on average. It can be also observed that
routes computed with higher CP (setting DP ¼ 0) tend to reduce the exposure to
convective risk zones, again at the cost of taking a more indirect route. Four selected
flight plans produced with different CP-DP pairs are shown in Fig. 6. It is important to
remark that the exposure to convective risk areas can increase expected delay because
of increased (tactical) ATFM regulations or ATC advisories to avoid developed storms.
The characterization of this relationship is the target of future work.

The evolution of time spreads and convective exposure over the flown distance is
presented in Fig. 7. Comparing the maximum average efficiency trajectory (corre-
sponding to DP ¼ 0 and CP ¼ 0) with a more predictable trajectory, e.g., that of
DP ¼ 6 and CP ¼ 0, it can be seen how the spread in the ensemble times increases
slightly when the aircraft crosses the area of high uncertainty in the middle of the North
Atlantic. Similarly, comparing the maximum average efficiency trajectory with another
with less exposure to convection, e.g., that of DP ¼ 0 and CP ¼ 0:01, it can be readily
seen in Fig. 7 that the exposure (the integral, or area below the curve) is reduced. For
the minimum average fuel case (DP ¼ 0), the time dispersion at the final fix is around
200s, whereas for the DP ¼ 6 case, the time dispersion at the final fix is around 100s.
In other words, around one and a half minutes reduction in time uncertainty could be
achieved by flying a more predictable trajectory (DP ¼ 6). This improvement comes at
the cost of extra flight time and associated fuel burnt on average.

Figure 8 presents different Pareto frontiers (for different pre-set average flight
times) and shows different possible solutions with trade-offs between time spread,
accumulated convection, and arrival time (directly related to consumption). In other
words, and in order to make visible the trade-off effects of dispersion and convection,
we have solved the problem with an additional constraint that enforces aircraft’s final
average time to be a pre-set one. For the sake of illustration, we present result for
average final times set equal to 395; 400; and 405 min.

Quantitative values of flight dispersion and exposure to convection can be readily
extracted out of Fig. 8. Consider the flight constraint to reach the final fix at an average
flight time of 400 min (orange line in Fig. 8a): for a dispersion of roughly 1.5 min the
exposure to convective areas would be of roughly 1000 e-km (equivalent kilometers, i.e.,
kilometers flown at probability of convection equal to one). If ones want to reduce this
exposure to convection to roughly 500 e-km, it comes at a cost of an extra 1.5 min (3

6 http://apps.ecmwf.int/datasets/.
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in total) of flight dispersion. The same information represented in a different fashion, has
been included in Fig. 8b. Nevertheless, note that these numbers correspond to this par-
ticular case (route, day, and weather forecasts) and may or may not be representative of
characteristic costs and benefits. Further studies should assess these quantities in a more
systematic fashion.

(a) Optimal paths with different DP values (CP=0).

(b) Optimal paths with different CP values (DP=0).

Fig. 5. Optimal trajectories for DP and CP values. Higher brightness in the trajectory color
indicates higher values of the penalty. Color contour scale indicates wind uncertainty
characterized as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2u þ r2v

p
, with ru being the standard deviation of the u component of wind

across different members and rv analogous for the v-component. Dashed regions indicate regions
of convective exposure
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Fig. 6. Optimal paths for different DP-CP pairs

Fig. 7. Evolution of time spreads and convective exposure
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(b) Time spreads and accumulated convection.

Fig. 8. Variable relations in the problem. Pareto frontiers (spread versus convection exposure)
for three different arrival times
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5 Conclusions and Future Work

A robust optimal control methodology has been used for computing efficient and
predictable routes based on Ensemble Prediction Systems, including an approach to
calculate risk of convection. This risk, a necessary though not sufficient condition for
the formation of storms, has been included in the objective functional of the robust
optimal control problem. We have demonstrated its utility in studying trade-offs
between efficiency, predictability (measured in terms of dispersion in the final time)
and exposure to convention. We can conclude that uncertainty (in this case due to
wind) can not only be quantified, but also reduced by proposing alternative trajectories.
In addition, we find that convective areas can be avoided at the cost of efficiency and
predictability. This algorithm could prove useful for both flight dispatchers (demand
side of the problem) and networks managers (capacity side of the problem) for the
design of a more robust ATM system in order to improve ATM performance in terms
of safety, capacity (delays), and environmental impact.
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Abstract. In this study, we focus on the problem of locating optimally dynamic
military areas with the aim of minimizing the number of civil flight trajectories
potentially impacted by the military activity, and the distance between the
military area and the military base. We model the military areas by 2D geometry
shapes with a vertical extension associated with given flight levels during the
temporary area-activation time window. We propose a mathematical formula-
tion of this problem as a constrained-optimization problem. We then introduce a
global-optimization methodology based on a simulated annealing algorithm
featuring tailored neighborhood-search strategies and an astute computational
evaluation of the otherwise costly objective function. This is applied to 1-day of
French traffic involving 8,836 civil flights. The results show that the proposed
method is efficient to locate the military area that is nearest to the military base,
while minimizing the potential impact on civil flight trajectories.

Keywords: Dynamic military area � Optimization � Location problem �
Simulated annealing algorithm

1 Introduction

Along with the fast development of aviation technology, air traffic experienced its
highest growth over the past 5 years [1]. Traditionally, prohibited airspace or no-fly
areas, where no civil flights are allowed at any time, are established for security reasons
or military activities. Figure 1 shows the real potential military areas (represented by
the pink and orange polygons) in the lower French airspace. If we zoom in around the
Charles de Gaulle airport (Paris), seven potential military areas are found, represented
in Fig. 2 by yellow polygons of various shapes surrounded by fences, and whose
dimensions range from 40 to 120 NM. These areas are placed so as to avoid the main
civilian traffic flow (represented by different colors of lines). However potential con-
flicts still exist for a large number of trajectories. Therefore, military areas have become
significant constraints for civilian traffic.
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Fig. 1. Potential military areas in lower French airspace

Fig. 2. Military areas (yellow polygons surrounded by fences) around Charles de Gaulle airport,
Paris
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To meet the increasing civilian traffic demand and to improve airspace utilization,
implementing temporary/dynamic prohibited areas to perform military training or
missions for short periods of time seems to be a better choice. A civil–military coor-
dination program is thereby necessary for airspace planners to take the military
activities into consideration. In a static airspace planning process, the military part
provides the time and location information of the upcoming military missions online
one or several days before the operation. Airspace planners take these constraints into
account to come up with an operational airspace use plan and then publish it. Then, any
changes after publication such as weather changes, cancelations of missions, etc., might
not be captured, leading thereby to wastage of resources. To realize flexible airspace
management, a dynamic airspace planning process is preferred: the coordination pro-
cess continues after the airspace use plan is published, until a time much closer to the
time of operations. This yields increased benefit and better use of resources through
more accurate data while maintaining full flexibility for military operations. In this
case, airspace management is performed at the tactical level.

Ideally, the airspace planning platform is online and in real time. It should allow
civil and military parts for airspace bookings and coordinations. It can also carry out
analyzing functionalities such as conflict detection, automation of tasks such as
NOTAM (Notice to Airmen) requests for pilots, airspace use plan drafting, and visu-
alization display for airspace planners. With such an airspace planning platform,
common situation awareness is available for tactical civil–military coordination. Real-
time activation and deactivation of airspace are viable based on planning and
acknowledgments of the air traffic controllers in charge. Finally, airspace status can be
displayed on different interfaces of the ATM system.

The left part of Fig. 3 displays a scenario in which civilian traffic flow (represented
by white two-way arrows) overlaps a military area (represented by the blue polygon).
To tackle this issue, various methods are proposed: one can divide the current military
area into subsets, consider for example the three parts A, B, and C, as presented by
Fig. 3 left. One can then activate only the A, C parts during the time (e.g., at night)
during which civilian traffic is not active. One can then relocate the military area by
airspace discretization, and find the grids of airspace that civilian traffic does not
occupy (Fig. 3 center). One can also relocate the military area dynamically in time and
space, taking the civilian traffic into consideration (Fig. 3 right). The first two methods
are relatively easy to implement, while having recourse to the Dynamic Military Areas
(DMA) constitutes a scientific challenge. In this study, we carry out a preliminary study
on such a DMA approach. The objective of this study is to allow optimal military
airspace reservations in time, flight levels, and/or geographical location without lim-
iting mission effectiveness while enabling more efficient use of the airspace for civilian
flights.

In this article, we concentrate on DMA for military missions that rely on designing
an airspace volume that envelopes the whole military mission trajectories. It features
user-defined lateral and vertical dimensions, along with user-defined activation-time
duration. Our decision variables include the 3D geographical location of the military
area related to the military base position. The activation time is also an optimization
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variable, it can be chosen within a user-defined time window. These parameters will be
computed so as to minimize both the amount of civilian flights overlapping the military
area (at the strategic level) and the distance between the DMA and the military base.

To our knowledge, there is no previously published study on the military area
location problem. Nevertheless, one is tempted to consider our problem as a special
case of the single facility location problem. For this type of problem, “quick and dirty”
methods are recommended [2]. For our problem, approximate models are used due to
limited input data available for decision makers. Contrary to the classical facility
problem, here the facility is considered “toxic”, therefore one aims at minimizing the
harmful effect (the impact on civil trajectories in our problem) inside the facility (the
military area) coverage range. Another specific feature of our problem is the fact that it
deals with continuous candidate locations. The first survey on continuous location
problems was conducted by F. Plastria. In his work [3], exhaustive topics on contin-
uous location theory are discussed. A recent survey on continuous location-allocation
problems was performed by Brimberg [4] in 2008; his work confirms that heuristic
methods contributed significantly to improving the methods addressing this type of
problem.

The remaining of this article is organized as follows: in Sect. 2, a mathematical
model for the military area optimal location problem is proposed. Section 3 introduces
a simulated annealing algorithm to address this problem with dedicated neighborhood
operators. Several test results on the French airspace are presented, and the perfor-
mance of the algorithm is analyzed in Sect. 4. Finally, conclusions are drawn along
with future perspectives for military area location problems.

Fig. 3. Variable and dynamic military areas
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2 Mathematical Model

In France, there are more than 8,000 civil flights in 1 day. Their trajectories cover
almost the whole airspace above the French territory, as shown in Fig. 4. An example
of a location of Military Area (noted as MA in the following sections) is represented by
the green rectangle in this figure, and the position of the military base is the center of
the blue circle. Planned flights passing through this rectangle during the activation time
of the MA are affected and have to be modified. The MA is to be relocated inside this
circle at different time windows so as to minimize the impacts on the civil flights
planned during this same period. Moreover, from the fuel consumption saving point of
view, minimizing the distance between the MA and its military base is also desirable.

In this section, we model the MA by a 2D-geometry shape (a polygon) with a
cylindrical vertical extension (i.e., a 3D cylinder with a polygonal section), and then we
formulate our MA location problem as a constrained optimization problem. Remark
that although one should properly speak of a military volume, we shall stick in the
sequel to the more familiar MA terminology.

In this study, we aim to locate an MA for one given military base; the position of
this military base is given as input data. To simplify the exposition, the shape of this
MA is defined as a rectangle with a given vertical extension, i.e., a cuboid with given

Fig. 4. Example of an MA location (green rectangle) near the military base (center of blue
circle) within civil flight trajectories (red lines) over France
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length L, widthW, and height H. It has also a given activation-time duration D. We also
assume, as showed in Fig. 5, that it can then be rotated and/or moved around the
military base, where ðq; hÞ are the polar coordinates of this MA (center of the rect-
angle), and / is the rotation angle of the MA. We also denote the altitude of the lowest
point of this MA as z, considering the military base as the origin of the space, and its
starting activation time as t. To summarize, the decision variables are q; h;/; z, and t. In
theory, all five variables are continuous variables. In practice, aircraft follows dis-
cretized Flight Levels (FL) in order to ensure safe vertical separation. Here, we,
therefore, consider discrete elementary altitude shifts dz ¼ 5 FL (1 FL = 100 ft), and
we consider the discrete set Z :¼ fzmin þ dz; zmin þ 2dz; . . .; zmin þ Jdzg for the possible
values of z, where J ¼ bðzmax � zminÞ=dzc (bzc denotes the largest integer greater than
or equal to z), zmin and zmax are, respectively, the lower and upper bounds of altitude
constraints for the MA. To simplify the time allocation, we also consider discrete time
shifts dt ¼ 5 min, and we define the discrete set T :¼ ftmin þ dt; tmin þ 2dt; . . .; tmin
þKdzg for the possible values of t, where K ¼ ðbtmax � tminÞ=dtc, tmin and tmax are
respectively the lower and upper bounds of activation-time constraints for the MA. Let
us denote qmax to be the maximum allowed distance between the center of the MA and
the center of the military base. Let MA ðxÞ denote the 4D (time + space) MA defined
by an instantiation of our five-dimensional vector of decision variables
x ¼ ðq; h;/; z; tÞ.

φ

θ

ρ

Fig. 5. MA location model: (q; h) are the polar coordinates of the center of the MA (green
rectangle), / is the rotation angle of the MA
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The civil flight (4D) trajectories are given under the form of discretized sample
points Pi 2 R

4; i ¼ 1; 2; . . .;M, at intervals of 15 s, where M is the total (cumulated)
number of sample points for all the trajectories. In order to minimize the impact of the
military activity on the civil traffic, we aim at positioning the MA (in 4D) so as to
minimize the number of trajectory sample points intersecting it. We also wish to
minimize the distance between the MA and the military base. This is therefore a bi-
objective optimization problem that we propose to model as

minimize
x¼ðq;h;/;z;tÞ

f ðxÞ ¼
XM

i¼1

1
Pi2 MAðxÞ þ l:q ð1Þ

subject to 0� q� qmax ð2Þ

0� h� 2p ð3Þ

0�/� 2p ð4Þ

z 2 Z ð5Þ

t 2 T ð6Þ

where the indicator function 1Pi2 MAðxÞ is equal to 1 if Pi 2 MAðxÞ and is equal to zero

otherwise. Hence,
XM

i¼1

1Pi2 MAðxÞ corresponds to the number of 4D sample trajectory

points that lie inside the MA, and l is a weighting parameter whose value is to be set by
the decider according to his priority between the two criteria: distance q (expressed in
NM) versus traffic impact. In our tests, we use l ¼ 1 so as to prioritize the impact on
civil traffic. Remark that this model could easily be adapted so as to evaluate the traffic
impact by counting rather the number of trajectories intersecting the MA.

When we consider only minimizing traffic impact (the case where the user sets
l ¼ 0), this problem can also be considered as the dual problem of the classical
maximum coverage problem involving only one set (one MA in our case). This one-set
situation removes the combinatorial nature of the maximum coverage problem. Nev-
ertheless, instead of the typical discrete candidate sets or a planar (2-dimensional)
continuous location problem, we deal here with a 5-dimensional location problem
involving 3 continuous location parameters. The difficulty of this continuous opti-
mization problem comes here from the fact that the objective function is non-
differentiable and costly to evaluate (a black-box optimization problem), as counting
the number of intersecting points is time consuming and this computation must be
performed at every iteration. This is why we propose here a heuristic resolution method
rather than having recourse to an exact approach.
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3 Simulated Annealing Algorithm

Simulated Annealing (SA) is a typical Monte Carlo global-optimization algorithm. It is
a paradigm that simulates the relationship between the internal energy and the tem-
perature T during the process of metal cooling [5]. Metal is in liquid state at high
temperature; its internal energy is at its highest level but this state is highly unstable
because of the high disorder of its atomic structure. If a fast cooling procedure is
applied, then temper phenomena appears: internal energy quickly drops down but does
not converge toward a globally minimal value; the metal has then an amorphous atomic
structure with a high disorder. However, during a slow cooling process, at each tem-
perature, the internal energy has some probability to reach a locally minimal value.
When the temperature reaches room temperature, the internal energy of the metal
stabilizes at a minimal value; metal has then a crystal atomic structure.

At the beginning of the cooling process, an initial state x0 must be provided by the
user. This initial state can be randomly generated or can be particularly chosen to
improve the SA performance; for instance, using prior knowledge on the problem, or
using any heuristic. The temperature decrease at each iteration i is dealt with some
cooling schedule such as: Ti ¼ aiT0, where Ti is the temperature at iteration i, T0 is the
initial temperature chosen by the user, and a 2 ½0; 1� is a user-defined cooling
parameter. At each iteration/temperature, Nt number of transitions (from one solution
to another) are performed. At each transition, a neighbor state x0 of the current state x is
generated by some neighborhood operator getNeighborðxÞ. This new state is then
evaluated through the objective function f. If the new state is better than the previous
state (f ðx0Þ � f ðxÞ), it is accepted. When the new state is worse than the current state, it
is accepted with some probability IPðx; x0; TÞ related to the current temperature and the
objective-function degradation. The most-used acceptance probability for a mini-
mization problem is

IPðx; x0; TÞ ¼ exp
ðf ðx0Þ � f ðxÞÞ

T

The idea is that a bad transition is more likely to be accepted at high temperatures.
After acceptance or rejection of the new state, the algorithm proceeds to the

next transition. The algorithm stops when Ti goes below some predefined final
temperature Tf (for instance, we use Tf ¼ 0:0001T0 in our tests), or some prede-
fined target objective-function value is reached, or when after performing N itera-
tions, where N is the maximum number of iterations decided by the user. SA is
given in Algorithm 1:
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The neighborhood operator getNeighborðxÞ we are proposing for our problem
returns a neighbor state x0 ¼ ðq0; h0;/0; z0; t0Þ of the current state x ¼ ðq; h;/; z; tÞ
through the following five functions, chosen randomly with, in our tests, an identical
probability, 1/5:

• TranslateðxÞ: return x0, where q0 is chosen randomly in ½0; qmax�, and h0 :¼ h,
/0 :¼ /, z0 :¼ z, t0 :¼ t.

• RothðxÞ: Rotate the MA around the military base, return x0, where h0 is chosen
randomly in ½0; 2p�, and q0 :¼ q, /0 ¼: /, z0 :¼ z, t0 :¼ t.

• Rot/ðxÞ: Rotate the MA around its center, return x0, where /0 is chosen randomly in
½0; 2p�, and q0 :¼ q, h0 :¼ h, z0 :¼ z, t0 :¼ t.

• ShiftAltitudeðxÞ: return x0, where z0 is chosen randomly in Z, and q0 :¼ q, h0 :¼ h,
/0 :¼ /, t0 :¼ t.

• ShiftActivationTimeðxÞ: return x0, where t0 is chosen randomly in T, and q0 :¼ q,
h0 :¼ h, /0 :¼ /, z0 :¼ z.

All random choices above are assuming a uniform distribution.
To evaluate the new state, the MA is first located on its new geographical position,

and then located in time. Once we have the current 4D position, x, of the MA, one can
count the number of trajectory sample points lying inside MA ðxÞ. Again, in order to
avoid checking each point which would involve excessive amount of calculation, we
propose proceeding as follows. First, discretize the 3D airspace and time to construct a
4D grid. Then, extract the neighbor grid elements around the MA as illustrated in red
on Fig. 6; these grid elements envelop the MA (green) completely. Trajectory sample
points lying outside these grid elements are not inside the MA. It remains to consider
the trajectory sample points lying within the (red) envelop. We apply the winding
number algorithm to check if the points are inside the MA shape. The winding number
algorithm is a computationally efficient procedure used to determine whether a given
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2D point lies inside a given 2D polygon [6], based on the sum of the angles subtended
by each side of the polygon.

4 Simulation Results in the French Airspace

In this section, we apply the simulated annealing algorithm on 1 day of French traffic
involving 8,836 civil flight trajectories, discretized into M ¼ 1; 851; 029 trajectory
sample points at intervals of 15 s. We first present the input MA parameters used in the
numerical tests and the values we choose for the user-defined parameters involved in
the SA algorithm. Then, numerical results obtained are presented and analyzed.

The chosen input MA parameter values are listed in Table 1:
The SA algorithm parameters are set as follows:

• Cooling parameter: a ¼ 0:95.
• Number of transitions for each temperature: Nt ¼ 200.
• Initial temperature: T0 calculated empirically to yield an 80% acceptance rate.
• Final temperature: Tf ¼ 0:0001T0.

We first apply the algorithm for three different values of the range qmax: 100 NM,
200 NM, and 400 NM. Table 2 indicates the number of trajectories (nbTrajs) and
sample points (nbPts) that can potentially be impacted for each case. The SA algorithm
was programmed in standard Java language. The results presented in this section are
obtained on a computer with an Intel i7-4700MQ 2.40 GHz processor with 4 cores. We
run the SA algorithm 10 times with the same parameter setting; average results will be
computed over these 10 runs.

Fig. 6. Extract potential affected area (red) in the neighborhood of the current MA (green)
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In each case, the algorithm finds a location of the MA with the minimal possible
impact on the civil flights: zero impact on the civil flights. The maximum solving time
of � 2 min is viable in a real-time operational context. The results obtained are pre-
sented in Table 2, where f ðx�Þ is the average minimal objective function (cf. Eq. (1)),
which is the sum of nbPts�, the average minimal number of impacted trajectory sample
points (equal to 1Pi2MAðx�Þ ) and of q�, the average minimal distance of the MA found by
the SA algorithm. The average deviation of nbPts� for 10 runs is denoted DnbPt�, Dq�

is the average deviation of q�, and CPU represents the average SA algorithm run time
in seconds.

Figures 7, 8, and 9 display the number of impacted trajectory sample points (first
term of objective function (1) in red) and the distance between the MA (second term of
objective function (1) in green) and the base at each iteration of the SA algorithm for
three different ranges qmax. In the objective function, the second criterion (distance

Table 2. Simulation results with length L ¼ 40 NM for different values of qmax

Case 1 Case 2 Case 3

qmax (NM) 100 200 400
nbTrajs 1,339 1,778 2,113
nbPts 100,741 171,331 226,316

f ðx�Þ 53.2 51.1 50.8

nbPts� 0 0 0

DnbPt� 0 0 0

q� (NM) 53.2 51.1 50.8

Dq� (NM) 2.3 3.8 1.4
CPU (s) 114 299 285

Table 1. Input MA parameter values

Parameter Value Unit

Length (L) 40 NM
Width (W) 20 NM
Height (H) 5,000 Feet
zmin 10,000 Feet
zmax 30,000 Feet
dz 1,000 Feet
J 20 –

D 120 Minutes
tmin 10 AM –

tmax 12 AM –

dt 5 Minutes
K 24 –
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Fig. 7. Evolution of the two criteria for qmax ¼ 100 NM
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Fig. 8. Evolution of the two criteria for qmax ¼ 200 NM
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Fig. 9. Evolution of the two criteria for qmax ¼ 400 NM
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from the military base, expressed in NM) is a small value in comparison with the first
criterion (number of impacted points), since we chose to set the weighting parameter to
l ¼ 1. As a consequence, we observe that the SA algorithm concentrates first on
minimizing the first criterion (impact), and then pursues with minimizing the distance
from the base while keeping the first criterion at its minimal value. The nearest MA
found is 51 NM away from the base for the range 100 NM. The objective-function
value converges faster to zero-impact solutions with the increasing range limits, and the
nearest MA found is situated at 49 NM from the base for ranges 200 and 400 NM.
Indeed, the SA algorithm often finds better locations because a larger range allows SA
to converge rapidly to zero-impact solution, concentrating thereafter more time on
minimizing the distance.

To analyze whether the algorithm is sensitive to the shape and size of the MA, we
test different shapes and sizes of the MA by modifying the input parameters: length,
width, height, and activation duration. The results obtained by SA for shape change and
size reduction of the MA are similar to those obtained above. However, if we increase
the size of the MA, SA may fail to find an MA with zero impact on civil trajectories
under small range limitations. Table 3 displays the results obtained, for example, when
doubling the length of the MA; one observes that DnbPt� and Dq� are relatively large
for the 100 NM range since for 3 runs out of 10, the algorithm finds an MA location
near the base but impacting hundreds of trajectory sample points.

Table 3. Simulation results with length L ¼ 80 NM for different values of qmax

Case 1 Case 2 Case 3

qmax (NM) 100 200 400
nbTraj 1,561 1,932 2,117
nbPt 131,272 188,288 229,178

f ðx�Þ 146.2 104 93.1

nbPt� 62.4 0 0

DnbPt� 88 0 0

q� (NM) 83.8 104 93.1

Dq� (NM) 18.8 2.4 0.18
CPU (s) 281 843 596
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5 Conclusion and Perspectives

As air traffic increases, military areas become a critical constraint for civilian traffic.
More flexibility is requested for airspace management. In this article, we proposed a
Dynamic Military Area (DMA) approach, concentrating on the optimal location
problem of one DMA within civilian traffic dedicated to short-time military activities.
The military area is modeled by a 2D geometry shape, with a cylindrical extension
associated with given specified flight levels, that has the flexibility to move both in
space and in time. We proposed a constrained-optimization formulation that aims at
minimizing both the impact of military activities on civil flights, and the distance
between the military area and a given military base. A simulated annealing algorithm
was designed to address the obtained black-box optimization problem. Numerical
experiments were conducted on instances involving one day of French traffic. The
results indicate that the proposed methodology is a viable decision-aid tool to search for
the nearest military area having no impact on the traffic, as in our tests none of the
existing 8,836 civil flights were impacted under different range limitations. Various
tests on different input parameters show that the SA algorithm is robust and not
significantly sensitive to the shape and size changes of the military area.

In future work, one may address other dynamic versions of this location problem, in
which the position of the center of the military area follows a given mission trajectory.
Another promising track of research could envisage using a deterministic black-box
optimization methods such as those proposed in [7, 8]. The military location problem
may be combined with a real-time flight-trajectory conflict prediction and resolution
problem. In this case, conflict resolution approaches will be applied to the trajectories
impacted by the chosen military area. A further extension of this work would involve
several types of military aircraft operating from different bases. Finally, the concepts
introduced in this study can be applied for UAV (Unmanned Aerial Vehicle) planning
in the civilian traffic, or to any other dynamic restricted airspace planning.

Acknowledgement. This work has been supported by the Civil Aviation University of China
(Tianjin) and the program of China Scholarships Council.

References

1. Airbus global market forecast for 2017–2035, Airbus Group (2017). http://www.airbus.com/
aircraft/market/global-market-forecast.html

2. Moradi E, Bidkhori M (2009) Single facility location problem. In: Zanjirani FR, Hekmatfar M
(eds) Facility location: concepts, models, algorithms and case studies, Physica-Verlag HD,
Heidelberg, pp 37–68

3. Plastria F (1995) Continuous location problems: research, results and questions. In: Drezner Z
(ed) Facility location: a survey of applications and methods, Springer, Berlin, pp 85–127

Optimal Location of Dynamic Military Areas ... 117

http://www.airbus.com/aircraft/market/global-market-forecast.html
http://www.airbus.com/aircraft/market/global-market-forecast.html


4. Brimberg J, Hansen P, Mladenovic N, Salhi S (2008) A survey of solution methods for the
continuous location allocation problem. Int J Oper Res 1–12

5. Simulated Annealing: Theory and Applications, (1987) In: Laarhoven PJM, Aarts EHL
(eds) Kluwer Academic Publishers, Norwell, MA, USA

6. Hormann K, Agathos A (2001) The point in polygon problem for arbitrary polygons. Comput
Geom 20(3):131–144

7. Conn Andrew R, Scheinberg K, Vicente Luis N (2009) Introduction to derivative-free
optimization. Society for Industrial and Applied Mathematics, Philadelphia, PA, USA

8. Audet C, Hare W (2018) Derivative-Free and Blackbox Optimization. Springer series in
operations research and financial engineering, Springer International Publishing

118 N. Wang et al.



Part III
Communication, Navigation

and Surveillance



Coordinated Validation for SWIM Concept-
Oriented Operation to Achieve Interoperability

Xiaodong Lu(&), Tadashi Koga, and Yasuto Sumiya

Surveillance and Communications Department, ENRI, 7-42-23 Jindaiji-Higashi
Machi, Chofu, Tokyo 182-0012, Japan

{luxd,koga,sumiya}@mpat.go.jp

Abstract. In order to achieve safe, secure, efficient, and environmentally sus-
tainable air traffic management at global, regional and local levels, a collabo-
rative environment for system-wide flight and flow information exchange is
required. Therefore, the new provisions to enable a richer set of information
exchange prior to departure between different aviation stakeholders with new
flight planning and filing capabilities has been structured by the International
Civil Aviation Organization (ICAO). This collaborative information exchange
will enable a common operational picture for all related stakeholders in order to
improve strategic planning. However, with the different conditions, it is difficult
for all air traffic management service providers to transform from the current
operation to the new operation and not all airspace users will adopt the changes
at the same time. To validate the impact of changes for potential implementation
of new provisions, the project of international validation has been conducted. In
this paper, the observations and analysis of validation exercises consisting of
Tabletop exercises and Lab exercises related to the regional implementation will
be reported. Moreover, the operational processes, procedures, and automation
changes required for new provisions implementation between related aviation
stakeholders are clarified. Finally, the problems and challenges for constructing
the collaborative operating environment to include interactions of related
stakeholders using data, systems, and services through a system-wide infor-
mation management environment are discussed.

Keywords: System Wide Information Management (SWIM) � Flight and Flow
Information for a Collaborative Environment (FF-ICE) � ATM Service
Providers (ASPs) � Airspace Users (AUs) � Interoperability � Validation

1 Introduction

With the rapid increase in local and global air traffic, a collaborative environment for
system-wide flight and flow information exchange is required to improve safe, secure,
efficient, and environmentally sustainable Air Traffic Management (ATM). In order to
achieve system-wide operational information exchange and collaborative decision
making, the System Wide Information Management (SWIM) concept has been pro-
posed, and the practical implementation has been conducted in some regions [1].

To enable a richer set of information exchange between different aviation stake-
holders, the provisions of Flight and Flow Information for a Collaborative Environment
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(FF-ICE) has been developed by the International Civil Aviation Organization (ICAO)
[2]. Its implementation is based on the SWIM infrastructure and its concept enables to
illustrate information for flow management, flight planning, and trajectory management
associated with ATM operational components. Moreover, in order to ensure that the
FF-ICE concept can be implemented globally and used by the ATM community as the
basis, the ICAO Standards and Recommended Practices (SARPs) will be developed
[3].

The FF-ICE implementation has been divided into two phases. The first phase is
FF-ICE Planning (FF-ICE/1) that is focused on achieving the interoperability of
ground-to-ground information exchanges by using standard information exchange
models in the predeparture phase of flight. The second phase is FF-ICE Execution (FF-
ICE/2) that will support Trajectory Based Operation (TBO) through ground-to-ground
and air-to-ground information exchanges in the post-departure phase of flight.

The FF-ICE/1 provisions will provide guidance for new flight planning and filing
capabilities structured to improve collaboration and coordination prior to departure.
The provisions allow for airspace users to receive feedback on a planned flight as Air
Navigation Service Providers (ANSPs) can provide constraints far in advance of
departure. This information exchange will enable a common operational picture
between aviation stakeholders in order to improve strategic planning. Therefore, ATM
Service Providers (ASPs), Airspace Users (AUs), and related aviation stakeholders will
need to determine the operational processes, procedures, and automation changes
required for FF-ICE/1 provision implementation [4].

However, according to the different operational requirements, the system archi-
tecture, network and messaging infrastructure are different from each other. In addition,
the required efficiency, reliability, safety, and environmental impact are also different.
With these different conditions, it is difficult for all ATM Service Providers (ASPs) to
transform from the current operation to the FF-ICE/1 based operation at the same time.
Moreover, not all AUs will adopt the changes at the same time. Therefore, the impact
of FF-ICE/1 changes for ASPs, particularly relative to adjacent Flight Information
Regions (FIRs) and AUs, is unknown and unpredicted at this time.

To validate the ICAO provision changes for potential implementation, accounting
for operational and technical interactions between different ATM systems within ANSP
and AU domains, the International Interoperability Harmonization and Validation
(IIH&V) project has been conducted by Federal Aviation Administration (FAA). Three
Validation Exercises consisting of Tabletop and Lab exercises are planned in the 2016–
2018 timeframe to provide recommendations to enhance implementation guidance
material. The current status and observations of this project have been reported by FAA
at ATM Requirements and Performance Panel (ATMRPP) meetings [5, 6].

In order to accelerate the FF-ICE/1 implementation and promote the SWIM
concept-oriented operation in Asia-Pacific region, Japan Civil Aviation Bureau (JCAB)
joined this project from January 2017. As a technical supporter of JCAB, Electronic
Navigation Research Institute (ENRI) participated in Tabletop exercise and Lab
exercise of Validation #1 that were conducted from February to August, 2017. Now,
ENRI is cooperating with other members to develop the evaluation system for air-
ground integration validation exercises.
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In this paper, the observations and analysis of validation exercises consisting of
Tabletop exercises and Lab exercises related to the regional SWIM implementation are
reported. Not only the potential operational feasibility challenges between ASPs and
AUs but also additional functional capabilities of communication and application
required to support FF-ICE/1 are identified. Moreover, the operational processes,
procedures, and automation changes required for FF-ICE/1 provision implementation
between ASPs, AUs, and aviation stakeholders are clarified. Finally, the problems and
challenges for constructing the FF-ICE/1 operating environment to include interactions
of the ATM stakeholders using data, systems, and services through a SWIM envi-
ronment are discussed.

The paper is structured as follows. In the next section, the FF-ICE concept and the
overview of IIH&V are introduced. In Sect. 3, the discussion of vignette for Tabletop
1b exercise and the observations are described. The development of local system for
Validation #1 Lab exercise and the lessons learned are presented and analyzed in
Sect. 4. The problems and challenges to achieve interoperability are discussed in
Sect. 5, and the paper is concluded in Sect. 6.

2 FF-ICE Concept and IIH&V

2.1 FF-ICE Concept

The present-day ICAO flight planning provisions were developed on the basis of a
manual, paper-based, point-to-point, teletype communications system. A fundamental
change is required to support the implementation of the Global ATM Operational
Concept that has greater data requirements [7]. These include system-wide information
sharing, providing early intent data, management by trajectory, coordinated decision
making, and high automation support requiring machine readability and unambiguous
information. The limitations of current flight planning provisions and how the FF-ICE
concept addresses them are summarized in Table 1.

Table 1. Current provisions and FF-ICE concept

Items Current provisions FF-ICE concept

Information sharing Multiple two-party exchange All related stakeholders
Advance notification Short term Long term
Flight information Local management GUFI-based global

management
Information
distribution

Peer-to-peer communications SWIM-based interoperability

Information security Single policy Multilayered governance
Information set Local definitions; fixed data

lengths
Standard models; flexible
format

Derivable information Independence; inconsistency Interaction; consistency
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In order to achieve a safe, secure, efficient, and environmentally sustainable air
navigation system at global, regional and local levels, future ATM requires a collab-
orative environment with extensive information content. The FF-ICE concept will
provide a globally harmonized process for planning and providing consistent flight
information [1].

FF-ICE/1 is the first step towards achieving the FF-ICE concept and is primarily
concerned with predeparture data and processes in a mixed-mode environment. This
will involve the interoperability for flight plan coordination between partners that have
SWIM flight plan filing capabilities and partners that are filing through existing
systems.

2.2 Overview of IIH&V

As a main technical supporter of JCAB, ENRI is collaborating with FAA and other
international aviation participants on the IIH&V to validate FF-ICE/1 concepts for
potential implementation in the local system, as well as the interoperability between the
local system and international ANSPs components. It is expected that this project will
align current and future Collaborative Action for Renovation of Air Traffic Systems
(CARATS) activities with the ICAO provisions to improve the accuracy and avail-
ability of flight information, and consistency of flight planning in different ATM
environments and ANSP domains. This project consists of three Validation Exercises
consisting of several Tabletop and Lab exercises to validate key ICAO provisions.

The goal of Validation #1 is to evaluate the viability of the implementation of FF-
ICE/1 in the 2020 timeframe, that includes Flight Plan Submission, Monitoring, and
Distribution which targets the predeparture coordination of flight plans between ASPs
in a mixed-mode environment. Validation #2 and #3 expanded trajectory negotiations
to the post-departure portion concerning with the A/G SWIM integration by applying
Electronic Flight Bag (EFB) with single or bidirectional data link communications.
And the considerations and recommendations that have been observed from the
exercises of Validation #1 will be applied and improved in the lab exercises of Vali-
dation #2 and #3.

The Tabletop Exercises focus on operational, policy, and procedure questions. The
development of the system capability in Lab Exercises is determined according to these
discussions. Tabletop Exercises are performed for all vignettes. Based on defined down
selection criteria, some scenarios of Tabletop Exercises are selected and conducted as
Lab Exercises. Results from these validation exercises will be used to inform the
development of any future implementation guidance, ASP procedures, AU procedures,
and future revisions of ICAO Provisions (Fig. 1). Additional details on the Tabletop
and Lab Exercises of Validation #1 are presented in Sects. 3, 4, respectively.
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3 Tabletop Exercise

The Tabletop Exercises are discussion-based sessions where team members meet in an
informal setting to discuss their roles during operation and their responses to particular
situations. Tabletop Exercises give the user the ability to pose broad questions across
numerous types of operational scenarios as well as allow for more detailed questions
focused on a specific position or type of operation.

Validation #1 activities formally started with the Tabletop 1a exercise, which was
held on September, 2016. The JCAB team jointed the IIH&V project from Tabletop 1b
exercise and the objectives are as follows [8]:

1. Identify potential operational feasibility challenges with FF-ICE/1 between ASPs
and AUs.

2. Identify additional functional capabilities of communication and application
required to support FF-ICE/1.

Fig. 1. Validation exercise approach
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3. Consider different implementations and FF-ICE/1 solutions across ASPs and
understand how the differences affect AU operations.

4. Identify the message process of FF-ICE/1 based operation and understand varying
feedback and constraint definitions according to different operation levels of ASPs.

5. Refine vignette and identify key topics to be validated in Lab exercise.

3.1 KJFK-RJAA Vignette

To validate the operational and technical aspects of global implementation of FF-
ICE/1, the mixed-mode environment that includes participation by both FF-ICE/1
capable and FF-ICE/1 noncapable ASPs is considered. The FF-ICE/1 capable ASP and
AU are referred to as eASP and eAU (enabled ASP and AU). There is no unique
acronym to refer to noncapable ASP and AU.

In the Tabletop 1b exercise, several scenarios and vignettes are discussed. Each
vignette is defined by the origin and destination city pairs and associated constraints.
The Flight Plans are submitted by eAUs that contain additional information including 4
Dimension Trajectory (4DT), aircraft dynamics, weight, etc. This enables the eASPs to
generate a more accurate model of the flight path.

The vignette proposed by JCAB is the flight planning for Japan Airlines
(JAL) flight 5, a Boeing 777 aircraft with regularly scheduled service from John F.
Kennedy International airport (KJFK) through the Canadian airspace to Narita Inter-
national Airport (RJAA). The stakeholders of FAA, JCAB and NAV CANADA in this
vignette are eASP. And the Japan Airline Air Operation Center (JAL) is an eAU. The
operational views of this vignette are as follows:

1. 5 hours prior to the Estimated Off Blocks Time (EOBT), the JAL publishes a
Preliminary Flight Plan (PFPL) message to all three relevant eASPs. The FAA
replies to the JAL with Planning Status message that includes the Special User
Airspace (SUA) constraint in Anchorage FIR.

2. The JAL publishes the PFPL Update to FAA/JCAB/NAVCANADA. The three
eASPs evaluate the updated PFPL and respond with Planning Status Concur
messages indicating operational acceptability of the PFPL.

3. 4 hours prior to EOBT, the JAL submits a Filed Flight Plan (FFPL) message to
FAA/JCAB/NAVCANADA. The JAL receives Filing Status Accept messages from
all eASPs.

4. 2 hours prior to EOBT, the JAL receives information from the FAA that the planned
departure route has been heavily impacted with traffic during the EOBT for JAL5.

5. The JAL elects to use a Trial Request to determine whether a departure over another
route would be acceptable. And Trial Response Concur message is returned from
the FAA.

6. The JAL publishes a FFPL Update message for JAL5 and Filing Status Acceptance
messages are received.

7. One and a half hours prior to EOBT, the continuous monitoring of JCAB reeval-
uates Updated FFPL and updates Filing Status message with airspace closure that is
occurred in the Fukuoka FIR.
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8. The JAL submits a FFPL Update message with revised air route and receives Filing
Status Acceptance messages from all three eASPs.

9. In the Tabletop 1b, the Operational Event Trace (OET) is discussed and applied to
represent the information exchanges between the operational stakeholders within
the vignette. The example of PFPL submission and response by OET is shown in
Fig. 2.

3.2 Observations

According to the Tabletop 1b exercise, some feedback to ICAO Implementation
Guidance and other provisions for global aviation community have been reported by
FAA [5, 6]. As an Asia-Pacific regional participator, some observations for improving
regional SWIM implementation are provided below:

1. To implement FF-ICE/1 based operation, not only additional operational functions
for supporting FF-ICE/1 message exchange has to be developed but also the
regional common communication infrastructure and service providers for network
connection are necessary.

2. For national ASPs and AUs, the benefit of FF-ICE/1 based operation depends on
the accuracy of four-dimensional trajectory (4DT)/flight plan and operational levels
of related FIRs. The priority implementation and test operation in some density
areas are more efficient for regional SWIM development.

3. For achieving efficient FF-ICE/1 based operation, the understanding and coopera-
tion between not only the departure and arrival pair of ASPs but also adjacent and
nonadjacent ASPs involved in air route are required and important.

Fig. 2. Operational event trace
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4 Lab Exercise

4.1 System Architecture

In the Lab exercise of Validation #1, there are two Global Enterprise Messaging
Service (GEMS) providers that facilitate data sharing between a variety of partners and
applications. As shown in Fig. 3, the FAA, NAV CANADA and legacy ASPs connect
to SkyFusion Frontier (SFF), which is supported by Harris Corporation. NEC provides
the GEMS connections (SBN) to local eASPs and eAUs.

The GEMS Providers are charged to enforce the use of the standardized aero-
nautical, flight and weather exchange models (AIXM, FIXM, and iWXXM) with the
updated versions for each of their SWIM nodes to ensure the interoperability of
information exchange via Cloud-based platform [9]. The communication between SFF
and NEC is based on Secure Sockets Layer (SSL). And the SSL is also used for
communication between NEC and local users. The communication standard for
Publish/Subscribe messaging is Advanced Messaging Queuing Protocol (AMQP).

In this Lab exercise, the evaluation systems of JCAB, ANA, and JAL are con-
structed on the ENRI local network and EMS. There is a set of services and applica-
tions developed by ENRI that support both FF-ICE/1 based message process and local
validation.

Fig. 3. System architecture
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• The Globally Unique Flight Identifier (GUFI) is a key component of flight object
management. The GUFI Service in local system provides the functionality of
generating and tracking GUFIs.

• The Flight Object Service maintains an up-to-date version of all subscribed flight
data. The flight data is organized into flight objects by GUFI and then stored in a
database for continuous updates and queries.

• The Flight Data Validation provides validation and reporting on FIXM 4.0 based
FF-ICE/1 messages conformance to schema and set of business rules. It also
monitors FIXM messages and provides near real-time status (valid or invalid) to
users on any findings related to nonconformance of schema and noncompliance to
business rules.

• The Simulator of JCAB processes received FF-ICE/1 Flight Plan messages from
eAUs. It also supports publishing constraints with AIXM and iWXXM messages
and submitting the response that includes the constraints to eAUs.

• The Simulators of ANA and JAL generate FF-ICE/1 Flight Plan messages and
submit Trail Requests and updated Flight Plans according to the constraints pro-
vided by eASPs.

4.2 Message Process

According to the definition in the ICAO FF-ICE/1 Provisions, the following message
types in the FIXM 4.0 format shown in Table 2 are validated for the predeparture phase
of flight.

There are two phases in the FF-ICE/1, Preliminary phase and Filed phase. In each
phase, eASPs should reply to the eAU regarding operational acceptability of their flight
plans. The decision tree of process flow for the message of Preliminary Flight Plan

Table 2. Message types

Message types Descriptions

E_PFP Preliminary flight plan
E_FPL Filed flight plan
SUB_RESP Submission response
FIL_STATUS Filing status
PLAN_STATUS Planning status
E_FPL_UPDATE Flight plan update
E_ARRIVAL Arrival
E_DEPARTURE Departure
E_CANCEL Cancel
E_TRIAL_REQ Trial request
E_TRIAL_RESP Trial response
E_INFO_REQ Request flight information
E_INFO_RESP Flight information response

Coordinated Validation for SWIM Concept-Oriented … 129



(E_PFP) is shown in Fig. 4. If the message can be processed and is free of syntax
errors, a Submission Response of ACK will be responded by eASPs. And then, each
eASP will check the constraints and publish Planning Status (PLAN_STATUS) to the
eAU for the received E_PFP message. There are three status options in the

Fig. 4. Process flow for E_PFP

Fig. 5. Process flow for E_FPL
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PLAN_STATUS message: NON-CONCUR, NEGOTIATE, and CONCUR. Due to the
different operation situations, different eASPs will have different specific implemen-
tations. For example, one eASP may define a constraint type as Non-Concur while
another eASP may define that same constraint type as Negotiating.

And the process flow for the Filed Flight Plan is shown in Fig. 5. After getting
Concur for Preliminary Flight Plan from all three eASPs, it is available for eAU to
publish Filed Flight Plan (E_FPL). According to the continuous monitoring, each eASP
continuously checks the constraints that will affect the Filed Flight Plan in its own
managed airspace and publish Filing Status (FIL_STATUS) to the eAU. There are two
status options in the FIL_STATUS message: NOT ACCEPT and ACCEPT.

As shown in Fig. 6, the Trial Request is utilized for negotiation between eASP and
eAU. In this scenario, when JAL received the message of Filing Status Update with
departure fix constraint from the FAA, the Trial Request message was used to deter-
mine whether a departure over another route would be acceptable. And the Trial
Response message with Concur is returned from the FAA.

Fig. 6. Process flow for E_TRIAL_REQ
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4.3 Validation and Analysis

The validation of flight information exchange model (FIXM 4.0) implementation is an
essential component of the Lab exercise. The goal of the Lab exercise is not only to
validate FF-ICE/1 messages but also evaluate all states and status options of the
messages. The FF-ICE/1 message-based operations of JAL and JCAB for the KJFK-
RJAA vignette are shown in Figs. 7, 8.

In the FF-ICE/1 messages, there are two parts (Fig. 8). One is message information
part that includes contact information, flight plan version, and referenced constraints.
The other is flight information part, such as aircraft information, 4D trajectory, and
GUFI.

A key enabler to sharing flight data internationally is having the ability to unam-
biguously identify each flight. This is accomplished by having a GUFI assigned to each
unique flight. A unique flight is defined as a single operation of an aircraft from takeoff
to touchdown. The GUFI is intended to provide a unique reference to a specific flight.
Its purpose is to assist in associating a message to the correct flight and to help in
distinguishing between similar flights.

However, in the draft of FF-ICE/1 Implementation Guidance, it does not specify
GUFI in Submission Response as a mandatory or optional field. Including the GUFI

Fig. 7. JAL simulator
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allows participants to easily identify Submission Responses as part of their respective
FF-ICE/1 message conversations (as opposed to relying solely on the reference mes-
sage ID), and allows developers to be consistent in their implementations. It is therefore
recommended that at least during initial implementation, the GUFI should be included
in all FF-ICE/1 messages.

For consistent and automatic message process in a certain operation, each message
should have different message identifiers. A message identifier allows identification of
a message exchange between two parties. And a message identifier between two parties
should be unique for a certain operation or a certain time period.

In addition, to assure all stakeholders are using the same flight plan information, the
eAU is required to provide an indication of the flight plan version. The flight plan
version should be incremented by the eAU each time a Flight Plan Update is submitted,
i.e., at least one flight plan data element is changed. The flight plan version number is
intended to provide both a reference to a particular version but also an indication of the
sequence in which versions have been created. The last flight plan version provided by
the eAU to an eASP is expected to be included by the eASP when providing feedback
in the form of a Submission Response or a Planning or Filing Status.

However, in the FIXM v4.0, the Flight Plan Version field is a free text field without
any mask. This can lead to incompatible data in this field. It is recommended that this

Fig. 8. JCAB simulator
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field should be defined as an INTEGER and more details for processing the incorrect
flight plan version number should be given in the implementation guidance.

In the Lab exercise, there is an assumption that each eASP is able to provide
constraints, such as aeronautical information, traffic flow management data, and severe
weather conditions to the eAU. The eASP evaluation and continuous monitoring of
Preliminary and Filed Flight Plans will check for and send message updates for changes
to published constraints affecting the route. It not only assists the eAU in determining
the optimal route/trajectory for a flight by identifying the operational environment and
ATM constraints applicable to the flight as proposed but also enables eASPs to obtain
an earlier, more detailed and more accurate assessment of the anticipated traffic
demand.

However, how to decide the relevant ASPs for a certain operation is not clearly
defined in the related documents. In the FF-ICE/1 Implementation Guidance, a relevant
ASP is defined as any ASP who could potentially issue constraints on a flight. And the
FF-ICE/1 Provisions states a relevant ASP is any ATM Service Provider whose air-
space is along the flight plan route of flight or along the possible route of flight
described in filed routing to a revised destination. The different interpretations exist
within different participants to determine relevant ASPs who should receive the flight
plan from the originator. Further examples would be helpful to clarify off-nominal
cases and avoid different interpretations of the FF-ICE/1 Implementation Guidance.

5 Discussion

5.1 Communication

In order to evaluate the local communication performance, the message sending time
and receiving time of JAL, JCAB, and NEC are recorded. Since there is an error for
Windows operation system based synchronization among distributed computers, the
following method is applied to calculate the communication time (TC) between JAL
and JCAB.

TJAL ¼ TJCAB þDT ð1Þ

TJCAB IN � TJAL OUT ¼ TC � DT ð2Þ

TJAL IN � TJCAB OUT ¼ TC þDT ð3Þ

TR ¼ TNEC IN � TNEC OUT ð4Þ

where DT is the synchronization error of current time between the JAL Simulator
(TJAL) and the JCAB Simulator (TJCAB), and TR is the message routing time in SBN.
Then TC can be calculated as:

TC ¼ 2ð Þþ 3ð Þ½ �=2 ð5Þ
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Based on the results of 100 tests during the different time frames, the average
communication time between JAL and JCAB is 322 ms in which the average local
message routing time in SBN is 151 ms.

In the Mini-Global Demonstration I, the IPsec VPN over the Internet was utilized to
make connections between different users [10]. And the network delay in the
demonstration was more than 700 ms that affected the performance of message
exchange. Compared with the communication time of IPsec VPN over the Internet used
in the Mini-Global Demonstration I, the network delay has been much reduced and the
performance of message exchange has been improved by using SSL VPN over the
Internet and Cloud-based platform. Even the communication time over the Internet
cannot be assured, there is no significant delay during the tests and the communication
time in this level is possible to satisfy the general requirement of eAUs and eASPs for
FF-ICE/1 operation.

5.2 Interoperability

From the view of technical aspects, to achieve the interoperability of SWIM services,
the technical interoperability, the semantic interoperability, and the process interop-
erability are required.

The technical interoperability is the basis of SWIM concept-oriented operation.
Based on acceptable technology standards, the common and secure infrastructure for
network communication and message exchange should be constructed at local, regional
and global levels.

The implementation of semantic interoperability requires the defined and precise
meaning of exchanged information that can be preserved and understood by all related
stakeholders. And it needs to bundle of information into meaningful messages based on
the different information exchange models that have been defined by ICAO. As a
result, it enables new interoperable services to be identified, designed and implemented
based on the different information exchange services.

To assure the consistent operation, the process interoperability is necessary to
perform actual information exchange based on appropriate process alignment. Coor-
dinated and standardized processes enable SWIM responsible authorities as well as
stakeholders to work together based on sufficiently aligned processes. Therefore, the
metadata, format, and process of different messages should be defined in advance to
ensure that eAUs and eASPs implement the global operation.

5.3 Challenges

The SWIM-based FF-ICE operation will provide related information in greater detail
and allow the eAU and the eASP to share their expectations in an unambiguous manner
via the exchange of trajectory information. However, as shown in Table 3, there are
still many problems and challenges we should face to achieve the FF-ICE-oriented
operation in local, reginal and global areas.

For standards-based interoperability, the routing standards between different sys-
tems to ensure message delivery should be addressed. For seamless information
sharing, additional guidance is needed on translating between ATS and FF-ICE
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messages to avoid ambiguity and data loss. It was observed that not all elements map
one-to-one between ATS and FF-ICE messages and this can result in misinterpretation
between translators and message consumers. For example, translating 4D points to
ATS route text. For situation-awareness service cooperation, it is required to establish a
common format for referencing constraints in AIXM and iWXXM over the different
systems.

Moreover, to facilitate interoperability and harmonization and avoid integration
issues, it was necessary for participants to share a common, agreed-upon set of
business/data rules which were derived from the FF-ICE/1 Provisions and Imple-
mentation Guidance. Participants could validate messages using methods compatible
with their needs and resources, as long as the validation method used the common set
of business rules. This helped avoid issues where participants may have interpreted the
FF-ICE/1 Implementation Guidance in different ways.

And for the safety-critical information exchange, the life cycle management is
required to provide timely, relevant, accurate, authorized, and quality-assured infor-
mation to related aviation stakeholders. Currently, the blockchain is a potential option
to achieve life cycle management for collaborative information exchange in ATM field.

6 Conclusion

In this paper, the overview of IIH&V international project for validating FF-ICE/1-
oriented operation is introduced. And the observations and analysis of validation
exercises consisting of Tabletop exercises and Lab exercises related to the regional
implementation are reported. In addition, according to a certain scenario, the opera-
tional processes, procedures, and automation changes required for FF-ICE/1 provision
implementation between ASPs, AUs, and aviation stakeholders are clarified. Finally,
the problems and challenges for constructing the FF-ICE/1 operating environment to
achieve interoperability are discussed.

Table 3. Problems and challenges

SWIM FF-ICE Problems and challenges

Infrastructure Standards-based interoperability Messaging infrastructure for FF-ICE
operation

Exchange
models

Seamless information sharing FIXM-based definition for FF-ICE
messages

Exchange
services

Situation-awareness service
cooperation

Heterogeneous services provision and
utilization

Governance Life cycle management Definition for quality, security and
business rules
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Abstract. A ground-based augmentation system (GBAS) is a navigation sys-
tem using global navigation satellite system (GNSS) that enables precision
approaches and landing for aircraft. In May 2010, the International Civil Avi-
ation Organization (ICAO) Navigation Systems Panel (NSP) working group
completed development baseline standards and recommended practices
(SARPs) for GBAS ground subsystems to support GBAS approach service type
D (GAST-D), which refers to Category III precision approach services using the
single-frequency L1-C/A signal. The Electronic Navigation Research Institute
(ENRI) developed a prototype of the GAST-D ground subsystem to opera-
tionally validate the development baseline SARPs. Owing to the fact that
ionospheric delays with large spatial gradients represent one of the most sig-
nificant risks to the integrity of the GAST-D operation, the system was installed
in a low magnetic latitude region where plasma bubble causes steep spatial
gradients in the ionospheric delay. Preliminary results were reported to the NSP
working group before the development baseline SARPs were approved in
December 2016 with an expectation that they would go into effect in 2018.
Here, we report the development of a prototype for a GAST-D ground sub-
system to validate the development baseline SARPs and preliminarily evaluate
the system’s performance.

Keywords: GNSS � Landing system � Safety system design � Ionospheric
delay � Precision approach

1 Introduction

A ground-based augmentation system (GBAS) is a navigation system using global
navigation satellite system (GNSS), and it is designed to support precision approaches
and landing for aircraft. There are three categories of GBAS operation defined on the
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basis of the capability to serve the different approach phases: Category I (CAT-I)
GBAS can provide guidance for precision approaches with a decision height of 200
feet, whereas Category III (CAT-III) GBAS can support precision approaches
including the final phase below 200 feet as well as landing and rollout from the runway.
Because GBAS is designed to support the most critical flight phase, the International
Civil Aviation Organization (ICAO) standards and recommended practices (SARPs)
specify a high level of safety requirements. The system performance requirements
include accuracy, integrity, and continuity along with service availability.

The fundamental concept of GBAS is based on a local differential GNSS technique
to provide aircraft with range correction values and integrity information for each
ranging signal of GNSS satellites. Figure 1 shows the basic configuration of the GBAS.
The GBAS ground subsystem comprises three major parts: GNSS reference stations, a
data processor, and a VHF data broadcast (VDB) transmitter. GNSS reference stations
typically comprise four sets of an L1-single-frequency GNSS antenna coupled with a
receiver. The data processor generates range correction values and integrity information
and converts them into GBAS messages. These messages are finally transmitted to the
aircraft via the VDB transmitter.

ICAO SARPs for CAT-I GBAS operations were published in 2001, and the first
operational systems have been implemented in airports since 2012. One of the most
notable reasons for the 10-year delay between the publication and the first imple-
mentation of the CAT-I GBAS SARPs was that the integrity risk associated with
ionospheric anomalies was found to be more significant than expected before 2001. It is
well known that the spatial decorrelation of ionospheric delays causes ranging errors in
the affected satellite signals with additional components owing to the carrier smoothing
process [1], which smooths a code range with carrier range measurement for each

Fig. 1. GBAS configuration
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ranging source. Through this process, the ionospheric range errors almost double
because code and carrier ranges are delayed and advanced by ionospheric effects,
respectively. In fact, this effect was considered for “nominal” ionospheric conditions in
the integrity parameters in GBAS messages. However, it was found that large spatial
gradients were caused by the ionospheric disturbances than initially assumed, resulting
in significant ranging and positioning errors in the GBAS [2, 3]. Such events were
observed during the ionospheric disturbances associated with the storm-enhanced
density around and after the solar maximum of 2001.

Figure 2 shows an example situation that is considered the worst-case scenario, in
which the ionospheric delays between the GNSS signals received by the GNSS ref-
erence stations and the aircraft differ significantly. Therefore, CAT-I GBAS operations
should always assume the possibility of large errors because the ground subsystem
cannot detect ionospheric anomalies around the aircraft [4–6]. Against the integrity risk
due to ionospheric anomalies, it is important to specify its threat space, which describes
an assumed range to consider in GBAS safety design to protect the users. The threat
space can be defined by ranges of parameters characterizing the anomalies, such as the
gradient, width, depth, and moving speed of the special change of the ionospheric
delays [7, 8]. Figure 2 also shows the integrity monitor of the ionosphere field monitor
(IFM), which can be used to reduce the potential errors associated with ionospheric
anomalies by monitoring the ionospheric delay differences between the GNSS refer-
ence stations and the IFM station [9].

GBAS approach service type D (GAST-D) has been proposed as a service type to
support CAT-III precision approaches with a single-frequency L1-C/A signal. GAST-D
requires extensive measures to ensure safety and is consequently designed to mitigate
ionospheric threats using both ground and airborne integrity monitors. The ICAO

Fig. 2. Integrity risk associated with ionospheric anomalies with large spatial gradients in the
ionospheric delays
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Navigation Systems Panel (NSP) Working Group 1 (WG1) CSG (Category II/III
Subgroup) developed the development baseline SARPs for GAST-D, completing their
technical validation in May 2010 [10]. After the operational validation in the NSP
working group, which took about six and a half years, the final SARPs were approved
by the NSP in December 2016. After consultation with ICAO member states, these
SARPs are expected to go into effect in 2018.

The GAST-D development baseline SARPs define the requirements for CAT-III
GBAS using ranging sources with single-frequency L1-C/A signals. In the GAST-D
SARPs, a new classification of GBAS service types is introduced, and CAT-I GBAS
services are classified as GAST-C. The development baseline SARPs specify that the
requirements of GAST-D operation should include all of the requirements of GAST-C
along with additional requirements that are higher than those for GAST-C to support
the final approach phase and landing below 200 ft. For example, the integrity
requirement for the hardware of a GAST-D ground subsystem is 1–1 � 10−9.

The Electronic Navigation Research Institute (ENRI) participated in these opera-
tional validation activities as part of a working group under the ICAO NSP. A total of
four projects were conducted all over the world to develop a prototype of the GAST-D
ground subsystem. Prototypes were developed and installed in airports in Atlantic City
(USA), Frankfurt (Germany), Toulouse (France), and Ishigaki (Japan). The first three
sites are located in the magnetic midlatitude region, whereas the fourth airport in
Ishigaki is located in a low magnetic latitude region, where the ionospheric conditions
differ from those in the midlatitude region and ionospheric disturbances occur fre-
quently. This is one of the unique features of this study site because the characteristics
of ionospheric disturbances differ at different magnetic latitudes. The ENRI conducted
its own development and validation of a GAST-D ground subsystem at the airport in
Ishigaki.

Plasma bubbles are depletion of the ionospheric density; this phenomenon is fre-
quently observed at nighttime in the low and equatorial ionosphere, during periods of
high solar activity, and particularly during the equinox seasons around the longitudes
near Japan. Thus, the impacts of plasma bubbles on the system performance were
considered in the evaluation. Hence, ENRI’s GAST-D subsystem prototype was
installed in February 2014, when the solar activity was declining but still moderately
high.

In this study, we report the initial results of a system performance evaluation of
ENRI’s GAST-D subsystem prototype. The former report [11] described the outline of
the program including an airborne evaluation equipment. This paper describes details
of the development and validation of the prototype of the GAST-D ground subsystem.
Although the operational validation of the development baseline SARPs has been
completed, it is important to evaluate its system performance and identify hazardous
events over a yearly period. Therefore, we further discuss the future steps toward
implementation of GAST-D operations in terms of long-term data that has been col-
lected since February 2014.
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2 Development of a Prototype of GAST-D Ground
Subsystem

The objectives of ENRI’s GAST-D program included an operational validation of the
GAST-D development baseline SARPs, identification of the major technical subjects to
achieve the required safety levels, and fundamental solutions to the challenges hin-
dering future GAST-D implementation in Japan. The research program was conducted
to last for four years from April 2011 to March 2015. The project comprised three
major parts: development of a research prototype of a GAST-D ground subsystem,
development of experimental airborne GAST-D equipment (including the major air-
borne integrity monitors), and validation of the GAST-D ionospheric threat model for
the low magnetic latitude region. Again, the ionospheric threat model defines a range
for each parameter including the gradient, width, depth, and speed of the ionospheric
disturbances; these ranges should cover all of the possible events sufficient to design
the GAST-D ground and airborne subsystems with the required safety levels. Figure 3
shows the actual schedule of ENRI’s GAST-D program.

The ENRI contracted NEC Corp. in March 2012 to develop a prototype of the
GAST-D ground subsystem according to the GAST-D development baseline SARPs,
RTCA DO-246D [12], and DO-253C [13]. The safety design and validation processes
were conducted according to the guidelines outlined in SAE ARP4754 [14] and
ARP4761 [15] with the exception of the software integrity assurances and redundant
hardware. In total, 23 safety design review meetings were held between the ENRI and
the manufacturer at intervals of almost every three weeks over a period of one and a
half years until the prototype of the GAST-D ground subsystem was delivered in
September 2013.

2011 2012 2013 2014 
2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q
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threat model

Fig. 3. Actual schedule of ENRI’s GAST-D validation program
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Dual-frequency (L1/L2) GNSS receivers (Novatel Euro-3) were used as the ref-
erence receivers in the prototype to make it possible to validate the system’s perfor-
mance against ionospheric disturbances, including the performance of the integrity
monitors, by dual-frequency measurements. The prototype was also designed to
broadcast GBAS messages to allow SBAS ranging sources to be used. The following
major GAST-D integrity monitors were implemented in the prototype:

• Ionospheric spatial gradient monitor (ISGM)
• Signal deformation monitor (SDM)
• Code-carrier-divergence monitor (CCDM)
• Excessive acceleration monitor (EAM)
• Ephemeris monitor (EPHM)
• Radio-frequency interference monitor (RFIM).

Additionally, the prototype had all of the integrity monitors required for CAT-I
capabilities based on ENRI’s CAT-I prototype developed in a previous project,
including IFM [9]. The prototype had additional novel features for advanced studies
including the functionality to use a reference signal with a chip-scale atomic clock
(CSAC) [16] and the implementation of an integrity monitor to detect multiple receiver
faults (MRFM). Table 1 shows the different integrity monitors and the corresponding
integrity risks that are mitigated through the use of these monitors as well as the
requirements specified in the GAST-D development baseline SARPs.

Figure 4 shows the schedule of the GAST-D ground subsystem development. The
fundamental hardware design was followed by a software design and coding. In
general, a preliminary system safety assessment and an algorithm description document
are important in the design and validation of safe systems. The system safety design
was conducted as follows:

• Extraction of risks and fault tree analysis
• Quantitative risk analysis and identification of key risks
• Risk allocation

Table 1. Integrity monitors and the associated risks

Integrity
monitor

Integrity risks for the ground Development
baseline SARPsIonospheric

anomaly
Satellite
faults

RFI Receiver
faults

ISGM X Required
SDM X Required
CCDM X X Required
EAM X Required
EPHM X Required
RFIM X _
MRFM X _
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• Development of mitigation methods such as integrity monitors
• Evaluation of the remaining risks.

Snow accumulation is one of the important safety risks associated with GAST-D
ground subsystems in Japan, especially in the northern areas; therefore, the ENRI has
performed winter experiments and evaluated the effects of snow stuck to GPS antennas
and multipath signals reflected from the snow surface [17]. The results showed that
these effects could negatively impact the performance of the integrity monitors but
would not significantly affect the performance of the GAST-D ground subsystem.

3 Installation and Continuous Data Collection at New
Ishigaki Airport

The GAST-D development baseline SARPs are based on an operational concept of
mitigating the ionospheric threat through the use of integrity monitors to detect
ionospheric anomalies at both the ground and the airborne subsystems [18]. Therefore,
it is necessary to demonstrate and validate the requirements defined in the SARPs under
various ionospheric conditions, including actual disturbed conditions. As mentioned in
Sect. 1, the ionospheric characteristics depend on the magnetic latitude. While other
validation programs have been conducted in the magnetic midlatitude regions, in this
study, the development baseline SARPs were validated in the low magnetic latitude
region. In the southern part of Japan, the equatorial ionization anomaly (EIA) is
considered to be part of the nominal conditions in spring and autumn. Further, plasma
bubbles frequently occur at nighttime in spring and autumn, causing steep spatial
gradients in the ionospheric delay. Figure 5 shows an example of global distribution of
the ionospheric vertical delay at 20JST (Japan Standard Time) in March, which is
derived from the NeQuick model [19, 20].

2012 2013 
1Q 2Q 3Q 4Q 1Q 2Q 3Q 

Design Manufacturing 

Software design & coding 

Safety design & validation 

Integration & testsHardware

1Q: Jan-Mar, 2Q: Apr-Jun, 3Q: Jul-Sep, 4Q: Oct-Dec 

Fig. 4. Development schedule for the GAST-D ground subsystem
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The prototype of the GAST-D ground subsystem was installed at New Ishigaki
Airport (24.4°N, 124.2°E, 19.6° magnetic latitude; see Fig. 5). This airport was
selected because it is the southernmost modern airport in Japan that is compatible with
the activities of this project, including long-term data collection under real airport
conditions and flight trials with both ground and airborne integrity monitors to validate
the ability mitigate the ionospheric threat under actual disturbed ionosphere conditions.

It is important to optimize the parameters to set for each integrity monitor by long-
term data collection. Hazardous misleading information (HMI) analysis is also
important to monitor the occurrence of unexpected events that threaten the users. The
fundamental concept of GAST-D was evaluated and validated in terms of the perfor-
mance of the integrity monitors in detecting ionospheric anomalies from the data
obtained during the flight trials [21].

Figure 6 shows the location of each component of the prototype in New Ishigaki
Airport. The prototype has four GNSS reference stations to generate differential cor-
rections. It has one additional station for IFM, which is a component of the GAST-C
function of ENRI’s prototype to monitor ionospheric delay differences from the GBAS
reference stations and reduce the potential ranging errors due to ionospheric spatial
gradients in geometry screening processes. The GNSS reference stations and the IFM
station each have a GNSS antenna (Novatel ANT-C2GA-TW-N) and a receiver
(Novatel Euro-3). The observed GNSS data is transmitted via optical fibers to the data
processor located in a building at the airport. GBAS messages are generated by the data
processor and sent to the VDB transmitter via optical fibers. A VDB antenna with three
elements is used to reduce the nulls, which correspond to gain drops in the radiation
pattern due to ground reflection and to maintain the electromagnetic intensity on the
approach path and runway surface as specified by the GAST-D development baseline
SARPs.

Fig. 5. An example of global distribution of the ionospheric vertical delay at 20JST (Japan
Standard Time) in March; numerical values are shown in meters and the red arrow indicates the
location of New Ishigaki Airport
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To monitor the ionospheric conditions independently, an all-sky airglow imager
and a short-baseline GNSS-based ionospheric measurement system were installed near
the prototype as shown in Fig. 7. The short-baseline GNSS-based ionospheric

170 m

GNSS
Ref 4

GNSS
Ref 3

GNSS
Ref 2

VDB Transmitter 
and Antenna

GNSS Ref 1
399 m

Optical fibers

Optical fibers 129 mData 
processor 

GNSS reference
station

Fig. 6. Location of each component in the prototype installed at New Ishigaki Airport

Fig. 7. Locations of the ionospheric observational instruments
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measurement system observes ionospheric gradients and scintillation. The all-sky
imager detects airglow emissions from the ionosphere at wavelengths of 630.0 and
777.4 nm, which typically have intensities that are proportional to the electron densities
at 250 and 350 km, respectively. Thus, the two-dimensional shapes of plasma bubbles
can be determined from the all-sky airglow images. These observational systems were
also utilized to make go/no-go decisions for the flight experiments based on the plasma
bubble conditions.

4 Preliminary Performance Evaluation

As mentioned in the previous section, one of the purposes of continuous operation of
the prototype in a real airport is to determine an appropriate set of thresholds for the
integrity monitors. For example, a set of parameters for the SDM were calculated from
the observational data collected on the roof of the building and used in the initial
validation stage before the prototype was delivered. Therefore, it is necessary to
reanalyze the monitoring performance and validate the requirements using actual data
collected in a real airport. HMI analysis, which is part of the safety monitoring and
recording procedure against occurred events that threaten the users, is another
important component of long-term data collection.

The GAST-D ground subsystem prototype continuously operated after it was
installed in February 2014. We selected two data sets with a duration of a week in
spring and summer, which were corresponding to seasons with active and quiet
ionospheric conditions, respectively. Table 2 shows the positioning accuracy (95%) for
GAST-C and GAST-D operations based on GBAS messages resulted from the pro-
totype and the GNSS observational data obtained by treating the IFM station as a
pseudo user [11]. The horizontal and vertical results were, respectively, well within the
tolerances of 16 m and 4 m for GAST-C (although no range was given for GAST-D),
and there were no significant differences between the two seasons. It should be noted
that the accuracy of GAST-D was slightly worse than that of GAST-C in both the
horizontal and the vertical components. This is because the position solution is based
on carrier smoothing with a time constant of 30 s in GAST-D and a time constant of
100 s in GAST-C. Therefore, the GAST-D solution is susceptible to observational
errors such as multipath effects.

In addition, fundamental performance evaluation was conducted on the ISGM and
reported in [22]. The initial results with a baseline distance of 399 m between the Ref1
and Ref2 GNSS reference stations showed that the ISGM could feasibly detect

Table 2. Positioning accuracy (95%) of the prototype

2014 GAST-C GAST-D
Horizontal (m) Vertical (m) Horizontal (m) Vertical (m)

March 21–27 0.1455 0.3848 0.2010 0.5212
August 7–13 0.1541 0.3705 0.2060 0.4983
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gradients of more than 300 mm/km, which was a typical requirement for the minimum
detectable value in the GAST-D development baseline SARPs. In the prototype, a
threshold for test statistic of the ISGM was determined with the number of missed
detections (Pmd) of 10

−9 and the number of false alarms (Pffd) of 2 � 10−7. Regarding
the SDM, it was found to be difficult to satisfy the requirements at low elevation angles
of 5–10° because of the measurement noise caused by the ground multipath and the
low intensity of the received signals. There are two candidate methods to solve this
issue. The first approach is to set a long smoothing time constant for the SDM test
statistics to reduce the noise; however, this would slow the response time of the
monitor. The other approach is to use a multipath-limiting antenna, which is designed
to effectively reject multipath signals from low elevation angles [23], instead of the
choke-ring antennas that were employed in the prototype system. The CCDM is
designed to detect rapid temporary changes in the ionospheric delay due to ionospheric
disturbances or satellite failure. It was found that the CCDM test statistic could be used
after removing the contribution of nominal ionospheric delay gradients from the
original test statistic and generating a probability distribution of the data to determine a
threshold because the divergence due to the ionospheric delay associated with the EIA
behaves in a bias-like manner rather than being randomly distributed. Thus, if a CCDM
test statistic associated with the EIA exceeds the threshold, even though the EIA always
exists and more or less affects the test statistic, the corresponding ranging source can be
excluded as an anomalous data from GBAS messages.

The availability of GAST-D service is specified in the development baseline
SARPs as a ratio of an available time duration to a required one, and it depends not
only on the GAST-D ground subsystem but also on the airborne subsystem because the
integrity monitors at both sides are used to mitigate the ionospheric threat. Therefore,
the GAST-D positioning analysis was carried out offline using software to evaluate the
GAST-D airborne positioning as originally developed for real-time on-board analysis
during flight experiments. Figure 8 shows an example of a vertical integrity-availability
chart based on GNSS observational data collected on April 9, 2014, when no iono-
spheric disturbances were observed. The GNSS data was collected by the IFM station
as a pseudo user at a sampling rate of 2 Hz. Although final solutions were obtained for
only 86.100% of the total of 172,800 epochs, the availability of 99.973% of the final
solutions was calculated without HMI events, as shown in Fig. 8. We predict that the
low rate of the obtained solutions can be improved by optimizing the parameters for
both the ground and the airborne integrity monitors. Further analysis is needed to check
whether there are any HMI events that have the actual positioning errors exceeding
VPLs, which would not be tolerable for safety reasons.

5 Summary and Future Work

Here, the ENRI developed a prototype of a GAST-D ground subsystem and installed it
in a low magnetic latitude region to operationally validate the GAST-D development
baseline SARPs. The system was operated continuously to collect a long-term dataset.
This dataset was used to analyze the overall system performance and identify HMI
events to solve issues that may hinder future GAST-D implementation in Japan and
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other locations with similar ionospheric conditions. Moreover, an initial fundamental
performance evaluation was conducted with regard to the system’s accuracy and some
integrity monitors with a short-term dataset. In the future, a long-term dataset will be
used to (i) validate the parameters for the integrity monitors that were derived from our
initial analysis with a short-term dataset, (ii) evaluate the performance of the integrity
monitors including missed detection and false alarm rates, and (iii) measure the overall
system performance including the system integrity, accuracy, and availability.

Moreover, it will be important to address the issues that became apparent during the
long-term operational validation of the GAST-D development baseline SARPs in the
NSP working group. Although the validation testing revealed that the SARPs funda-
mentally covered ionospheric conditions in the magnetic midlatitude region, it also
indicated that further studies are needed to enhance the availability of GAST-D in the
low magnetic latitude region, where steep spatial gradients in the ionospheric delay and
scintillations occur frequently owing to plasma bubbles. The data obtained by the
GAST-D ground subsystem can be utilized to investigate the impacts of ionospheric
disturbances on the GAST-D ground subsystem in future efforts to achieve the best
performance of the GAST-D system in low magnetic latitude regions like Japan.

Acknowledgements. Authors deeply thank Japan Civil Aviation Bureau, Okinawa prefecture,
Ishigaki city for their cooperation for the installation and operation of ENRI’s GAST-D prototype
in New Ishigaki airport.

Fig. 8. An example of a result from an availability analysis using GNSS observational data
collected on April 9, 2014, when no ionospheric disturbances were observed. The vertical error
and vertical protection level (VPL) are normalized to the vertical alert limit (VAL). Color means
number of data for each grid
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Abstract. Ground-based augmentation system (GBAS) interoperability trials
were conducted in Ishigaki, Japan in June 2016. The interoperability of different
implementations of GBAS airborne equipment/software including the TriPos
from TU Braunschweig, a software from ENRI, and the Pegasus software
developed by EUROCONTROL were tested with an experimental GAST-D
ground prototype developed by ENRI and manufactured by NEC. Some dif-
ferences were observed in protection levels, likely because of differences in the
software tools’ satellite selection strategies. Even so, the position solutions and
course deviations were in good agreement between the different implementa-
tions, so that interoperability was demonstrated successfully.

Keywords: Ground-Based augmentation system (GBAS) � GBAS approach
service Type-D (GAST-D) � Interoperability � Low latitude ionosphere

1 Introduction

The Ground-based augmentation system (GBAS) is now used globally for Category-I
precision approach operations. For Category-II and III operations with GBAS, new
international standards (Standards and Recommended Practices or SARPs) [1] for
GBAS Approach Service Type-D (GAST-D) that use GPS and GLONASS L1 signals
were finalized by the Navigation Systems Panel (NSP) of International Civil Aviation
Organization (ICAO) in December 2016 and will take effect in November 2018.

To contribute to the operational validation of the GAST-D SARPs, the Electronic
Navigation Research Institute (ENRI) has developed a prototype GAST-D ground
subsystem and installed it at New Ishigaki Airport, Japan [2]. The prototype was
designed with the development baseline SARPs for GAST-D [3], which were defined
for the sake of operational validation and differ slightly from the final version of the
GAST-D SARPs. Since the integrity requirements are assured not only by a ground
subsystem but also jointly by an airborne subsystem, ENRI also developed a GAST-D
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experimental airborne system and conducted flight trials successfully in different
ionospheric conditions [4].

To ensure that various ground- and airborne systems manufacturers interpret the
SARPs uniformly, interoperability between different combinations of ground and air-
borne subsystems is a vital aspect of the operational validation of the GAST-D SARPs.
Interoperability between a ground facility mockup of Multi-Constellation/Multi-
Frequency (MC/MF) GBAS, which is a further generation GBAS and includes GAST-
D capability, developed by TU Braunschweig (TUBS), and different airborne
software/receivers including ENRI’s one has been successfully demonstrated in trials
conducted at Toulouse Airport, France in May 2016 [5, 6]. The trials were conducted
under the frame of SESAR 15.3.7.

To demonstrate interoperability between the ENRI’s GAST-D ground prototype
and airborne software/receivers, another joint interoperability trial was conducted in
June 2016 at Ishigaki, Japan in the same framework as the interoperability trials
conducted at Toulouse. This paper presents the results of this interoperability trial.

The rest of the paper is organized as follows. The experimental setup, including the
software, hardware, and the observation geometry is introduced in Sect. 2. Section 3
explains the tools used for analysis and their relevant parameters. The results are
presented and discussed in Sect. 4. Section 5 concludes the paper.

2 Experimental Setup

The Interoperability trials between ENRI’s GAST-D ground prototype and airborne
software/receivers were conducted from 21 to 24 June 2016 at Ishigaki, Japan. Mea-
surements were taken in daytime only, because of limitations on access to the test site.
The airborne software and receivers included a GAST-D-capable Multi-Mode Receiver
(MMR) prototype developed by Thales, the TriPos airborne software from TUBS, and
ENRI’s airborne experimental system (ENRI-Airborne). The Pegasus tool developed
by EUROCONTROL (http://www.eurocontrol.int/pegasus) were used to later analyze
offline the raw data recorded by GNSS and VDB receivers. The PEGASUS software
provides a software-based emulation of a minimum-performance receiver to provide
manufacturer-independent references.

All the airborne subsystems were connected to a fixed stationary GNSS antenna on
the ground. The GNSS antenna (Trimble GNSS Choke Ring Antenna) was located at
the Japan Civil Aviation Bureau’s aeronautical communications transmitting site near
the New Ishigaki Airport. It is about 2 km southwest from the GBAS reference point
for the GAST-D ground prototype.

Figure 1 shows the geometry of the broadcast approach paths and the position of
the user’s GNSS antenna. This user position is outside the Precision Approach Region
(PAR) for the two approaches of the runway of the airport that are usually served by
GBAS final approach segments (FASs) in the GBAS message type-4. To address this
limitation, an additional virtual approach was created so that the user position was
inside the PAR of this approach. The virtual approach path was set up to be parallel to
the approach to the RWY-04 of the New Ishigaki Airport and was offset horizontally
and vertically so that the vertical and lateral deviations from the virtual approach path at
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the user’s GNSS antenna would be finite and nonzero. The Landing Threshold Point
(LTP)/Fictitious Threshold Point (FTP) and the Flight Path Alignment Point (FPAP)
for the virtual path are shown in Fig. 1, along with the PAR associated with the virtual
path.

Fig. 1. Test setup at new Ishigaki airport. Horizontal and vertical layouts are shown in the top
and bottom panels, respectively. Vertical dimensions are not drawn to scale
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No severe ionospheric disturbances, such as plasma bubbles, affected the experi-
ment, because the measurements were made in daytime and geomagnetic conditions
were quiet throughout the period of the trial.

3 Analysis

TriPos, ENRI-Airborne, and Pegasus software were used to analyze the same GNSS
and VDB data recorded by a Javad Delta GNSS receiver and a Telerad VDB receiver,
respectively. To keep the analysis conditions as uniform as possible, all the three
GAST-D airborne processing tools used the same set of parameters listed in Table 1.
The Aircraft Accuracy Designator (AAD) value is set as “B,” which is a requirement
for airborne subsystems that support GAST-D [7]. The rDV and rDL values were
estimated roughly from the DV and DL values obtained from the analysis discussed in
this paper. However, these values are common among the tested software, and will not
affect the results of the interoperability analysis. The limitSvert, limitSlat, and limit-
Svert2 values depend on the aircraft integration [8]. The value of 3.5 was used here for
limitSlat and limitSvert, both are within the range of values used in the conceptual
validation of GAST-D [8]. And the same value was adopted for the limitSlat.

According to the latest standards for GBAS airborne subsystems (DO-253D) [7],
limitSvert2 in Table 1 is computed from the maximum undetected pseudorange error
caused by an ionospheric gradient (EIG). EIG is computed by the airborne receiver
based on the broadcast parameters (YEIG and MEIG) in the additional data block 3 of
GBAS message type-2. However, this value was explicitly defined, because ENRI’s
experimental GAST-D ground subsystem was designed according to the development
baseline SARPs [2] before the EIG parameter was introduced. The value of limitSvert2

Table 1. Parameters of airborne data analysis

Parameter Meaning Value

AAD Aircraft Accuracy Designator B
CN0,min Minimum Carrier-to-Noise density 33

dBHz
hmin Minimum satellite elevation angle 5º
rDV Standard deviation of DV 0.3 m
rDL Standard deviation of DL 0.3 m
limitSvert Largest allowed value of the local vertical component of the projection

matrix
3.5

limitSlat Largest allowed value of the local lateral component of the projection
matrix

3.5

limitSvert2 Maximum sum of the two maximum absolute values of the local vertical
component of the projection matrix

4.5

maxVAL Largest allowed vertical alert limit 10
maxLAL Largest allowed lateral alert limit 40
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was chosen to be smaller than the conservative values with a worst-case assumption
appearing in the literature [8], to avoid excessive screening of the satellite geometries.

For reference, the position of the user’s GNSS antenna was determined through a
kinematic analysis with accuracy of about 1 cm. This allows the direct calculation of
the resulting GBAS position errors.

4 Results and Discussion

4.1 Deviation Output

Figure 2 compares the vertical and lateral guidance outputs calculated by the three
different software tools. In order to be comparable with legacy systems, all the devi-
ations are given as Differences in Depth of Modulation (DDM), as used in the
Instrument Landing System (ILS). Aside from some minor differences, the results are
in good agreement with each other. In addition, they are in good agreement with the
DDM values computed using the position of the reference antenna and the FAS
parameters. This means that all the receiver software tools processed the GBAS cor-
rections as intended, obtained very similar GBAS solutions, and computed the DDM
values from the correct interpretations of the FAS information contained in the GBAS
message type-4. Although the experimental GAST-D MMR by Thales suffered tech-
nical problems and functioned only intermittently, visual inspection of the control
software screen during the trials confirmed that the system output was consistent during
the experiment, when outputs were available.

4.2 Position Solutions with Different Smoothing Time Constants

As one of GAST-D specific outputs, Fig. 3 compares the vertical components of
position solution differences with two different smoothing-time constants (100 and
30 s, DV), which are used to add additional margins to the vertical protection level in
GAST-D.

The results show occasional spikes caused probably by ground multipath and other
external disturbances because the position solution depends on the geometry of the
satellites used for the position computation as well as the timing of the smoothing.
Some of the differences of ENRI-Airborne results from others may be explained by its
unique satellite selection strategy, and that it also uses SBAS GEO [9]. Nevertheless,
the DV values delivered by the three receiver software tools were in good agreement.

4.3 Protection Levels

Figure 4 compares the vertical protection levels (VPL) derived by each of three-
receiver software tools for a selected 30-minute interval. In contrast to the vertical and
lateral DDM results, noticeable differences appear, though the trends are similar. In
addition to bias-type differences in VPL, the ENRI-Airborne output shows spikes in the
VPL.
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Figure 5 shows the differences in the VPL values by ENRI-Airborne and TriPos
with respect to those from Pegasus for the entire period of the experiment. The VPL
values estimated by TriPos and Pegasus were mostly similar. The mean and the
standard deviation of differences were 0.10 m and 0.37 m, respectively. On the other

(a)

(b)

Fig. 2. a Vertical and b lateral DDM values, respectively derived by ENRI-Airborne, TriPos
(TUBS), and Pegasus software respectively from the data collected on 23 June 2016. Dashed
lines show the vertical and lateral DDM values computed from the true positions and the FAS
information
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Fig. 3. DV values generated by derived by ENRI-Airborne, TriPos (TUBS), and Pegasus
software for the data collected from 03:30 to 04:30 GPST on 23 June 2016

Fig. 4. VPL values generated by derived by ENRI-Airborne, TriPos, and Pegasus software for
the data collected from 03:30 to 04:30 GPST on 23 June 2016
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hand, the VPL values estimated by ENRI-Airborne were sometimes noticeably dif-
ferent from those estimated by Pegasus, with as much as 6.5 m disagreement, though
the values still agreed overall. The mean and the standard deviation of differences of
VPL values estimated by ENRI-Airborne and Pegasus were 0.45 m and 1.1 m,
respectively.

Some differences in VPL are expected, because unlike the other outputs, VPL
depends not only on the GAST-D airborne parameters but also on algorithm and
thresholds of the integrity monitors that may exclude satellites and satellite geometry
selection strategy including re-admittance after exclusion by integrity monitors.
Additionally, ENRI’s experimental ground and airborne subsystems support the
geosynchronous equatorial orbit satellite of satellite-based augmentation system (SBAS
GEO) as a ranging source, while the other tools do not support this. Indeed, the
SBAS GEO of MTSAT Satellite-based Augmentation System (MTSAT-2) was tracked
and used throughout the trials.

The differences in the VPL values are within expectations and are acceptable as
long as the integrity is maintained, though larger VPL values can potentially degrade
availability.

Fig. 5. Differences in VPL values estimated by (top) ENRI-Airborne and Pegasus and (bottom)
TriPos and Pegasus
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4.4 Integrity and Availability

Figure 6 shows the normalized vertical integrity diagrams or Stanford charts derived by
the three receiver software tools. TriPos returned the smallest distribution with no
integrity failure and no availability loss. Pegasus returned a similar distribution as
TriPos, which was just slightly wider. Pegasus suffered no integrity failure or avail-
ability loss. ENRI-Airborne delivered a vertically elongated distribution of data points,
which correspond to the spiky VPL results. However, the core of the distribution is
similar to those of TriPos and Pegasus. Like the other software tools, ENRI-Airborne
also suffered no integrity failure or availability loss.

5 Concluding Remarks

Good overall agreement was observed between the different airborne software imple-
mentations. The deviations and position solution differences with different smoothing
time constants (DV) were in very good agreement. The Thales MMR prototype per-
formed consistently. The VPL values varied somewhat, likely because of different
implementations of the satellite selection strategy, the designs of integrity monitors,
and the use of SBAS GEOs. However, all the software tools delivered very good
overall integrity and availability. All the three receiver implementations, ENRI-
Airborne, TriPos, and Pegasus, proved to be interoperable with ENRI’s GAST-D
experimental ground subsystem.

Acknowledgements. This work presented in this paper was funded by EUROCONTROL in
scope of contracts between EUROCONTROL and TU Braunschweig. The experiment in Ishi-
gaki, Japan was supported technically by Japan Civil Aviation Bureau.
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Abstract. This paper summarizes GBAS tests conducted by the Technische
Universität Braunschweig (TUBS), the Electronic Navigation Research Institute
(ENRI) and European Organisation for the Safety of Air Navigation (EURO-
CONTROL) in the frame of the Single European Sky ATM Research Pro-
gramme (SESAR, subproject 15.3.7). For these tests, an experimental GBAS
ground facility transmitted VDB data for current and future approach services.
On the one hand, this paper summarizes the efforts to ensure backward com-
patibility and interoperability. To this end, existing GBAS hardware receivers
were tested and compared with different software solutions. These tests con-
firmed that the proposed VDB formatting does not interfere with existing GBAS
implementations. On the other hand, these tests were intended to support the
development of future Multi-Constellation and Multi-Frequency GBAS services.
GNSS data recorded at the ground reference receivers and the research aircraft
D-IBUF was used to calculate an experimental ionosphere-free GBAS solution
not threatened by ionospheric gradients. This paper presents initial results for the
proposed GAST-F service, demonstrating that (despite the low number of L1
and L5 capable GNSS satellites currently available) this kind of processing
could be a candidate for a future MC/MF CAT-II/III GBAS service.
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1 Introduction

Recent publications [1, 2] demonstrated that the use of different Global Navigation
Satellite Systems (GNSS) such as the Global Positioning System (GPS, USA), Glonass
(Russia) or Galileo (Europe) can improve the Ground-Based Augmentation System
(GBAS) significantly. Even if not being included in the relevant standards yet, the use
of these additional ranging sources in a Multi-Constellation (MC) GBAS offers
tremendous potential for improving GBAS availability, continuity and especially
integrity.

The current planning of GBAS manufacturers and certification agencies foresees a
type certificate for GBAS Approach Service Type (GAST) D ground stations soon.
GAST-D has been designed to offer CAT-III precision approach capabilities based on
GPS L1 C/A as the sole usable GNSS signal. The main challenges for CAT-II/III
GBAS precision approach services are ionospheric anomalies threatening the overall
integrity. GAST-D will thus require a combination of extensive airborne and ground
monitoring algorithms in order to mitigate all threats. However, with the increasing
availability of modern GNSS signals on different frequencies, the ionospheric threat
can be mitigated almost completely by Multi-Frequency (MF) GNSS techniques.

Currently, four main GBAS approach service types (GAST) are defined to cover
different operational requirements (see [3, 4]):

• GAST-A: APV-I approach service (Approach Procedure with Vertical guidance)
• GAST-B: APV-II approach service
• GAST-C: CAT-I approach service (using L1 signals only)
• GAST-D: CAT-II/III approach service (using L1 signals only).

The trials described in this paper focused on the GBAS approach service types C
and D for legacy and interoperability purposes. In addition, experimental MC/MF
services were addressed. To this end, two additional GBAS approach services have
been defined in the frame of subproject 15.3.7 of the Single European Sky ATM
Research Programme (SESAR 15.3.7):

• GAST-E: CAT-I approach service (using L5 signals only)
• GAST-F: CAT-II/III approach service (using L1 and L5 signals).

All named services can be provided technically both using one GNSS constellation
(usually GPS) or in combination with another one. However, next to GPS, only the
Russian Glonass system is included in the current ICAO SARPs, all other systems have
to be considered experimental at the moment.

For the proposed GAST-F dual-frequency GBAS service, two different modes of
operation are foreseen at the moment. This paper focuses on the ionosphere-free
(I/Free) mode in which the L1 and L5 corrections transmitted by a ground facility are
combined into an I/Free correction which, in turn, is applied to the I/Free combination
of the L1 and L5 measurements of the airborne receiver. Thus, whenever we talk about
GAST-F in this paper, we address the proposed I/Free MC/MF GBAS processing.
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This paper is divided into three major sections. First, Sect. 2 describes the trials
used for collecting MC/MF GBAS data. The processing and evaluation of this data is
then shown in Sect. 3. Finally, Sect. 4 concludes this paper. Despite the low number of
available L5 capable satellites, this paper demonstrates that the proposed processing
could meet the requirements for a future MC/MF CAT-II/III GBAS service.

2 Equipment and Trial Setup

This section describes the overall setup and equipment used for the experiments. This
includes flight trials conducted in Toulouse (Sect. 2.1) as well as static trials conducted
in Ishigaki (Sect. 2.2). During both campaigns, all data was recorded for further post
processing.

2.1 Flight Trials in Europe

All flights presented in this paper were conducted in 2016 by the research aircraft D-
IBUF of the Technische Universität Braunschweig (TUBS) [5]. This Dornier Do 128-6
(as shown in Fig. 1) is operated by the Institute of Flight Guidance and is generally
used for airborne measurement campaigns in various research areas.

For this GBAS measurement campaign, different GBAS-related equipment was
integrated (see Table 1). This included a Rockwell–Collins GAST-C Multi-Mode
Receiver (MMR), an experimental GAST-D MMR prototype developed by Thales in
the frame of SESAR, an MC/MF Javad GNSS receiver as well as a Telerad VDB
receiver. All raw data of these devices was time-stamped and recorded using the

Fig. 1. Research aircraft D-IBUF at Toulouse Airport

164 T. Feuerle et al.



aircraft’s real-time data acquisition and recording system for later post processing. In
addition, the data of the GNSS and the VDB receiver was also used online for two
GBAS airborne simulations running in parallel. The first package was a GAST-D
airborne simulation developed by ENRI (Japan), the second was an experimental
GBAS simulation developed by TUBS focusing on MC/MF GBAS.

After having received the approval of airworthiness, initial tests of the installation
were performed at the research airport Braunschweig (being the home base of the
research aircraft). Here, the installed equipment was tested successfully with an
experimental GAST-D ground facility prototype (manufactured by Thales Air Systems
and operated by the German Aerospace Center DLR) and an experimental MC/MF
ground-station software developed by TUBS [2]. GAST-C approaches were conducted
in Bremen (Germany) where an approved GAST-C station (Honeywell SLS4000) is
operated by the German air navigation service provider (Deutsche Flugsicherung—
DFS). At Frankfurt airport, one approach on runway 25 L was performed using the
SESAR GAST-D ground station prototype of Indra Navia installed there. These flights
verified that all equipment had been integrated correctly and worked flawlessly with the
different ground stations.

Finally, the TUBS/ENRI flight experiment team participated in the evaluation flight
trials of SESAR 15.3.7, which took place from May 17–20th 2016 at Toulouse airport.
In total, 32 approaches were conducted throughout three research flights with the
research aircraft D-IBUF (see Fig. 2). All approaches were flown with a 6–12 NM final
approach segment.

Table 1. Equipment of research aircraft D-IBUF

Equipment Notes

Hardware Rockwell–Collins
MMR GLU-925-430

Test of interoperability and compatibility. Baseline
for trials

Thales MMR TLS-
2060

Test of interoperability with SESAR prototype

Javad delta GNSS
receiver

GNSS reception (GPS L1 and L5, Galileo E1 and
E5a, Glonass L1)

Telerad RE 9009A VDB reception
Software ENRI-Airborne Test of interoperability. Independent GAST-D

software implementation developed by ENRI (Japan)
TriPos Test of interoperability. Experimental MC/MF

processing along with GAST-C/-D processing.
Software developed by Technische Universität
Braunschweig (Germany)
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The approaches in Toulouse were flown using the VDB broadcast of the experi-
mental ground station mock-up developed by TUBS. This broadcast used an experi-
mental VDB message formatting developed by TUBS as well (see [1]). Existing
hardware of the French air navigation service provider (Direction des Services de la
navigation aérienne—DSNA) at Toulouse airport was used as intensively as possible.
This way representative hardware with corresponding performance could be used for
the trials. During the campaign, Honeywell used a Dassault Falcon to verify their
airborne developments independently.

In addition, TUBS performed interoperability trials in order to prove that ENRI’s
software package was also compatible with the SESAR prototypes. These interoper-
ability tests were needed for validating the documents drafted on ICAO level as a
baseline for worldwide GAST-D developments.

2.2 Static Trials in Japan

In Japan, GBAS ground station equipment (hard- and software) as well as airborne
components have been developed in recent years independently. ENRI developed
together with NEC a GAST-C ground station prototype, which was installed at Kansai
International Airport (KIX). This installation was already tested in different campaigns

Fig. 2. Flight Patterns in Toulouse
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with ENRI’s experimental aircraft (with a Rockwell–Collins GLU-925 MMR instal-
led), an experimental aircraft of Japan’s Aerospace Exploration Agency (JAXA,
equipped with a Rockwell–Collins GNLU-930 MMR), as well as Boeing 787 aircraft
operated by All Nippon Airlines (ANA) and Japan Airlines (JAL).

Based on this GAST-C ground-station prototype, a follow-on development of a
GAST-D prototype was developed and installed at Ishigaki New International Airport
(ISG). This airport is located at the Island of Ishigaki in the southwestern part of Japan
(24.4�N, 124.1�E, see Fig. 3). Due to its location in low magnetic latitudes, this
installation is heavily affected by ionospheric disturbances called plasma bubbles. More
details on the GAST-D development of ENRI can be found in [6].

3 Data Evaluation

3.1 Interoperability

The main purpose of the conducted test campaigns was to prove the feasibility of
MC/MF GBAS according to the proposed VDB formatting and processing, especially
with regards to the backward compatibility with the existing GBAS services and the
VHF Data broadcast.

It can be summarized that the different pieces of equipment worked as expected
during all approaches conducted at the different airports in Europe and the static trials
in Japan. All GBAS solutions were able to provide valid GBAS approach guidance for
their respective approach service all the time. Of course, a performance assessment is
not meaningful due to the experimental ground mock-up. Nevertheless, a comparison
of the different GBAS services allowed validating the correct overall operation.

Fig. 3. Location of the New Ishigaki Airport. Typical distribution of the ionospheric delay at the
L1 frequency (1.57542 GHz) at 03 UT is also plotted
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Additionally, in order to qualify the correct operations, one specific approach was
used to compare and demonstrate the guidance information from different independent
GBAS solutions as an example. Four distinct solutions have been excerpted or cal-
culated from the recorded onboard data:

• Rockwell–Collins GLU-925: This Multi-Mode Receiver (MMR) is capable of
GBAS CAT-I (GAST-C) and was analyzed by its ARINC 429 output.

• ENRI software: This experimental GBAS software developed by ENRI (Japan)
implements the GBAS Approach Services C and D and allows live processing of
the received GNSS and VDB data. A Javad GNSS receiver and a Telerad VDB
receiver was used here.

• PEGASUS: The navigation toolbox PEGASUS was developed by EURO-
CONTROL and is one of the main references for GBAS processing worldwide.
Even though a MC/MF implementation is being developed, GAST-D is the highest
service used here.

• TriPos: This navigation framework was developed by the Institute of Flight
Guidance at TU Braunschweig and includes experimental GBAS processing for
GAST-C and GAST-D, as well as GAST-E and GAST-F for MC/MF GBAS.

The interoperability trials have been analyzed in [5] in detail, demonstrating only
minor differences between the guidance information of all GBAS solutions and ser-
vices. These interoperability trials proved that the draft ICAO SARPs are mature and
stable enough to allow independent developments worldwide for the upcoming GAST-
D GBAS CAT-II/III service. In addition, a first attempt of calculating an MC/MF
GBAS solution was presented in that paper. The achieved performance of this MC/MF
GBAS service will be further assessed in the next section.

3.2 MC/MF Concept Validation

The main objective of the tests in Toulouse in May 2016 was to demonstrate the
feasibility of a MC/MF VDB broadcast using live GPS and Galileo data only. Nev-
ertheless all elements for calculating an MC/MF ionosphere-free GAST-F solution
were present in principle.

In order to calculate an ionosphere-free GBAS solution, GNSS satellites capable of
providing L1 and L5 signals are required for both ground and airborne processing. In
addition, the used navigation data has to cover the signals in both frequency bands. For
instance, the legacy navigation data provided by L1 C/A (LNAV) does not contain any
parameters describing the L5 signal at all. This is why L5-capable GPS satellites
provide new CNAV navigation data as part of their L5 signal. CNAV not only contains
parameters for L5, but also for the legacy L1 C/A signals. However, in order to ensure
backward compatibility with existing equipment, GBAS L1 corrections still have to use
LNAV even when the L5 corrections use CNAV. This is why an airborne user needs to
receive and process both navigation data sets. For Galileo, the situation is similar.
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Galileo I/NAV navigation data is transmitted via the E1 signal, while F/NAV is
transmitted via E5a. In order to allow single-frequency processing in both bands, the
ground facility also uses I/NAV for calculating the L1 differential corrections and
F/NAV for calculating the L5 corrections. An airborne user thus also has to receive and
process both data sets for an ionosphere-free GBAS service.

During the tests in May 2016, 12 GPS satellites and 9 Galileo satellites broadcast
L1 and L5 signals as well as valid navigation messages. As not all satellites are in view
continuously, the number of usable L5 satellites varied significantly over the duration
of the flight trials. This is shown in Fig. 4 for the duration of the overall test campaign.
Three flights have been conducted by the research aircraft D-IBUF within this cam-
paign; these periods of time are marked in orange.

In order to assess the behavior and initial performance of GAST-F I/Free pro-
cessing, at least five L5 satellites have to be visible with an elevation of more than 5�

over the horizon for a combined GPS/Galileo solution. Thus, a period of approximately
1:45 h was selected during the second half of the third flight for this analysis. During
this period of time, the research aircraft conducted 6 approaches to runway 32R of
Toulouse airport. The trajectory of this portion of the flights is shown in Fig. 5.

Even though usable VDB data has been broadcast in real time and recorded on
board of the research aircraft, VDB data was recomputed due to some configuration
optimizations and bug fixes in the ground facility software developed after the trials.
The ground facility simulation is based on the recorded data of the two GBAS refer-
ence receivers (Septentrio PolaRx MC/MF GNSS receivers). On the airborne side, the
GNSS data recorded by a Javad Delta MC/MF GNSS receiver with a sampling rate of
10 Hz is used. The skyplot shown in Fig. 6 visualizes the usable L5 GNSS satellites
during the selected period of time.
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Fig. 4. Number of usable L5 GPS and Galileo satellites above an elevation of 5� for the test
campaign in Toulouse (blue). Orange markings: flights of the research aircraft D-IBUF. Red line:
Minimum of 5 satellites for a combined GPS/Galileo solution
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It is obvious that the number and combinations of usable satellites is far away from
being optimal at the moment so that the performance is not expected to be on par with
an L1 solution. With at least five satellites in view, a dual-constellation GAST-F
solution could be calculated nevertheless.

Fig. 5. Analyzed GAST-F approaches into Toulouse airport (LFBO, runway 32R)

N
30

60

E
120

150
S

210

24
0

W
30
0

330

Fig. 6. Skyplot of usable L5 satellites for the analyzed period of time. Green: GPS satellites.
Blue: Galileo satellites
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In agreement with the VDB format proposal developed within SESAR 15.3.7, the
L5 corrections are transmitted in a new VDB message (message type 42), based on the
L5 navigation data (i.e., GPS CNAV, Galileo F/NAV). On board of the aircraft, the
differential L1 and L5 corrections are combined into an I/Free L1/L5 correction which
is in turn applied to the I/Free L1/L5 combination of airborne measurements. This kind
of processing (which is only one of the two proposed processing schemes) eliminates
most of the ionospheric effects and thus mitigates ionospheric threats very effectively,
but suffers from an increased noise level. The other proposed processing scheme uses
differentially corrected pseudorange on a single frequency for positioning only, but
incorporates dual-frequency ionospheric monitoring. This processing is not analyzed in
this paper.

For the assessment of accuracy, a reference trajectory for the whole flight was
calculated using Precise Point Positioning (PPP). The calculated used position is then
compared to the reference position in order to calculate the lateral and vertical position
errors.

The results of the GAST-F I/Free processing are shown in Fig. 7. This plot shows
the position errors (PE) and the corresponding GBAS protection levels (PL) for the
lateral and vertical case.

As the (lateral/vertical) position errors are bound by the respective protection levels
continuously, the requirements on integrity could be fulfilled for the whole analyzed
period of time. In addition, the respective alert limits (not shown in Fig. 7) are above
the protection levels for all times, resulting in 100% availability of GAST-F I/Free here.

In order to compare these results with legacy GBAS CAT-I, a GPS-only GAST-C
solution has been processed in parallel, using the same input data than for the GAST-F
solution. Of course, more GPS satellites are usable for this L1 only service. The
position errors and protection levels for GAST-C (shown in Fig. 8) are significantly
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Fig. 7. Position errors and protection levels over time for GAST-F (I/Free)
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lower than the respective values for GAST-F I/Free (shown in Fig. 7). The position
error of GAST-F is larger as each ionosphere-free combination suffers from the
amplification of noise. In addition, the protection levels are larger due to the lower
number of satellites and different sigma values used.

However, despite these disadvantages and limitation, these results demonstrate that
an I/Free GAST-F service is doable already today and has the potential to meet all
requirements for precision approaches. Due to the ionosphere-free processing, all
ionospheric effects are mitigated so that the ionosphere no longer poses a threat for the
overall integrity. This way, even ionospheric gradients exceeding the current GBAS
design threat space would not endanger a future I/Free GAST-F service. In the future,
with more L5-enabled GNSS satellites, the overall performance will improve
significantly.

However, some challenges still need to be addressed for a reliable GAST-F service
which would comprise MC as well as MF techniques. At the moment, GBAS is limited
to the legacy L1 signals of GPS and Glonass. In order to ensure compatibility, these
signals need to be supported in the future as well. All new services thus have to be
designed as an addition to the existing components. This might lead to challenges
regarding the used navigation data, inter-system or interfrequency offsets for example.

This paper demonstrates the general usability of GAST-F I/Free processing using
real data for the first time. However, as the whole processing algorithms are experi-
mental, this work should be considered as a proof of concept only. Much more work
has to be conducted prior to an MC/MF GBAS operational implementation.
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Fig. 8. Position errors and protection levels over time for GAST-C (GPS only)
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4 Conclusions

The measurement campaigns presented in this paper were conducted in 2016 in order
to pave way for a future MC/MF GBAS service. For this, the interoperability of
existing legacy equipment with the proposed VDB formatting as well as the general
feasibility of an ionosphere-free MC/MF GBAS service has been demonstrated.

For the assessment of interoperability, various GBAS hard- and software was
involved in these trials. All legacy airborne equipment worked flawlessly with the
proposed VDB message scheme, demonstrating the compatibility both to GAST-C and
GAST-D. In addition, tests together with Japan’s Electronic Navigation Research
Institute (ENRI) showed that their independent GAST-D developments are interoper-
able with other developments. This shows that the draft ICAO SARPs [7] are mature
and stable enough to allow independent developments for GAST-D.

For the demonstration of an experimental MC/MF GBAS service, an ionosphere-
free GAST-F solution was calculated and tested successfully. The number of satellites
usable for this service was limited significantly during the trials, but a valid ionosphere-
free GAST-F MC/MF solution could be calculated throughout the analyzed approaches
nevertheless. Even though some challenges will have to be addressed for a possible
future operational introduction, the results show that all performance requirements
could be met. In the future, with more L5 capable satellite in orbit, the performance is
expected to improve further. This, of course, has to be assessed carefully prior to any
standardization effort.

These results have been achieved by joint research of a multi-national research
from Germany (TU Braunschweig), France (DSNA/DTI), and Japan (ENRI) with the
support of EUROCONTROL.
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Abstract. ADS-B is one of the key available technologies for aircraft
surveillance. ADS-B provides high accurate GNSS positions with high update
rate for air traffic control and airline operations. This feature will improve the
safety and efficiency of air traffic operations. However, ADS-B user cannot
benefit from the accuracy capability because the ADS-B message does not
include information of GNSS measured time and because of the latency between
the GNSS measured time and ADS-B message arrival time. In this paper, we
propose a technique to estimate the variable element of ADS-B latency. Then,
the proposed technique is applied to real data obtained by ENRI experimental
system. The results of the estimations are presented in support of performance
assessment.

Keywords: ADS-B � Latency � Surveillance performance

1 Introduction

Automatic Dependent Surveillance-Broadcast (ADS-B) is one of the key available
technologies for aircraft surveillance. Aircraft positions with high update rate and
GNSS accuracy will improve the safety and efficiency of air traffic operations. With
ADS-B, aircraft broadcasts its position with meter-order accuracy by GNSS
positioning. However, ADS-B user can not benefit from the accurate capability
because the ADS-B position report does not contain GNSS measured time. As a
consequence, an ADS-B ground station can obtain only ADS-B report arrival time
measured by own clock.

The total latency of position information is the delay between the time of appli-
cability of the position measurement and the time of arrival of the ADS-B message for
that position. It is one of the important factors for the performance of ADS-B systems,
because the total latency has a direct influence on its positions. Large latency becomes
a cause of serious position error.

In [1, 2], the total latency has been estimated by summing up the values regulated in
international standards or regulations of ADS-B systems. However, it is difficult to
measure and evaluate the actual value of the total latency.

In this paper, we propose a technique to estimate the variable element of the ADS-B
total latency. Then, we apply the proposed technique to real data obtained by ENRI
experimental system and show results of the estimations that indicate the effectiveness
of the proposed technique in support of surveillance performance assessment.
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The structure of this paper is as follows. In Sect. 2, we discuss the latency of ADS-
B. In Sect. 3, we propose a technique to estimate the standard deviation of the total
latency. In Sect. 4, we apply the proposed technique to real ADS-B data observed in
ENRI experimental system. In Sect. 5, we conclude this paper with some results.

Extended squitter ADS-B has two different timing modes, one is coupled to GNSS
timing and another is uncoupled with it. In this paper, we only discuss uncoupled mode
because most of the aircraft are using uncoupled mode.

2 ADS-B Latency

The latency of ADS-B is discussed in [1, 2]. The functional architecture of a trans-
mitting aircraft and a ground ADS-B receiver is shown in Fig. 1. This figure is a
combination diagram of the functional architecture and general timing.

In Fig. 1, each block shows components of ADS-B systems. The capital letters at
the top show the interfaces between components. For example, A1 indicates Input to
the Measuring equipment. The considerations in [2, 3] do not include the delay at the
ground systems. We add two blocks (ADS-B receiver and computer) to the functional
architecture and define their interfaces as R1, R2, and R3. Even if the latencies in the
ground systems are negligible, it is important to understand the relation between
onboard measured time and ground measured time.

TOAX is the true time of applicability of the data that crosses interface X. The
detailed relations between time and delay in subsystems and in total system is discussed
in [1–3].

The total latency (TL) of position information is the delay between the time of
applicability of the position measurement and the time of arrival of the decoded report
on that position.

Fig. 1. Functional architecture diagram with the general timing
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TL is shown as follows

TL ¼ TOAR3 � TOAA1: ð1Þ

3 Latency Estimation Technique

In this section, we propose a technique to estimate the variable element of ADS-B
latency. This technique can estimate the standard deviation of the total latency. We
focus on the dynamic part of total latency which leads to noisy position errors.

3.1 Requirements and Assumptions

The requirements and assumptions for applying this technique are the following:

• The onboard GNSS receiver measures accurate positions and time.
• The velocities (ground speed) of aircraft are computed from the positions and time.
• The clock at a ground receiver keeps accurate time.

If the ADS-B systems do not satisfy these requirements, it is not possible to
estimate the deviation of the total latency of ADS-B.

3.2 Consideration of the Total Latency

To simplify the discussion, we define two types of the latency, the constant latency
(CoL) and the inconstant latency (InL) (in other words, variable latency) in ADS-B
system.

CoL is constant and specific to each ADS-B equipment. It is a fixed value and does
not change by each event. The main cause of the CoL is processing and transmission
delays in the system.

InL is variable and changes in every event. The main cause of the InL is the
transmitting jitter at the transmitting phase. Mode S transponders intentionally shift
signal transmission time [4].

The relation among TL, CoL, and InL at event i is shown as follows:

TLi ¼ CoLþ InLi i ¼ 1; 2; . . .; nð Þ: ð2Þ

From this definition, CoL means mathematically offset element of TLi. InLi can be
both plus and minus value and its average is zero.

3.3 Computation

We consider that an ADS-B onboard system transmits the ADS-B position reports at
the time event 1 and 2. ADS-B ground equipment receives the reports containing
GNSS positions at each time of TOAA1 i i ¼ 1; 2ð Þ. These reception times for the event
1 and 2 are shown as follows:
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TOAR3 1 ¼ TOAA1 1 þCoLþ InL1; ð3Þ
TOAR3 2 ¼ TOAA1 2 þCoLþ InL2: ð4Þ

The ground speed ðvmesÞ that the ground receiver computes from ADS-B position
reports and ground clock measured time is shown as follows:

vmes 12 ¼ R12

TOAR3 2 � TOAR3 1
; ð5Þ

where R12 is the distance between ADS-B positions at the event 1 and 2.
The ground speed ðvtrueÞ that the GNSS receiver computes from GNSS position and

GNSS clock measured time is shown as follows:

vtrue 12 ¼ R12

TOAA1 2 � TOAA1 1
: ð6Þ

The time difference of TOAR3 1 and TOAR3 2 is shown as follows:

TOAR3 2 � TOAR3 1 ¼ R12

vmes 12
: ð7Þ

By the Eqs. (3), (4), the Eq. (7) is modified as follows:

ðTOAA1 2 þCoLþ InL2Þ � ðTOAA1 1 þCoLþ InL1Þ ¼ R12

vmes 12
: ð8Þ

Then, the constant latency is canceled, and the difference of the inconstant latency
remains in the equation.

ðTOAA1 2 � TOAA1 1Þþ ðInL2 � InL1Þ ¼ R12

vmes 12
: ð9Þ

By the Eq. (6), the Eq. (9) is modified as follows:

R12

vtrue 12
þðInL2 � InL1Þ ¼ R12

vmes 12
: ð10Þ

The difference of the inconstant latencies ðDInL12Þ is shown as

DInL12 ¼ InL2 � InL1 ¼ R12

vmes 12
� R12

vtrue 12
: ð11Þ

In the same way, the difference of the inconstant latencies at the event i and i+1 is
shown as follows:
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DInLi;iþ 1 ¼ ðInLiþ 1 � InLiÞ ¼ Ri;iþ 1

vmes i;iþ 1
� Ri;iþ 1

vtrue i;iþ 1
: ð12Þ

The mean of inconstant latency (InL) is zero, because InL is randomly changing
value due to the definition, and the InL at each event has no correlation. The mean and
standard deviation of DInLi;iþ 1 is computed as follows:

Mean ¼ 1
n

Xn

i¼1

DInLi;iþ 1 ¼ 1
n

Xn

i¼1

InLiþ 1 � InLið Þ ¼ 0: ð13Þ

Std ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

DInLi;iþ 1 �Mean
� �2

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

DInLi;iþ 1
� �2

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

InLiþ 1 � InLif g2
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

InLiþ 1ð Þ2�2 � InLiþ 1 � InLi þ InLið Þ2
n os

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

InLiþ 1ð Þ2 � 1
n

Xn

i¼1

2 � InLiþ 1 � InLið Þþ 1
n

Xn

i¼1

InLið Þ2
s

ð14Þ

Here, if InL behaves as random noise and n (observation count) is large enough, the
second member in the last square root of the Eq. (14) is negligible as follows:

1
n

Xn

i¼1

2 � InLiþ 1 � InLið Þ � 0: ð15Þ

By the Eq. (15), the standard deviation of DInLi;iþ 1 is approximated as follows:

Std �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

InLiþ 1ð Þ2 þ 1
n

Xn

i¼1

InLið Þ2
s

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
n

Xn

i¼1

InLiþ 1ð Þ2
s

:

ð16Þ

This equation means that the standard deviation of the inconstant latency (InL) is
1=

ffiffiffi
2

p
of the standard deviation of DInLi;iþ 1 that we can obtain from observations. This

value also means the standard deviation of the total latency of ADS-B.
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4 Experiments

4.1 Experimental ADS-B Ground System

In experiments, we use the OCTPASS system which is developed as airport surface
multilateration [5]. The system involves an ADS-B signal processor based on DO-
260A. By bench tests, we confirmed that the system has a highly accurate time stamp
capability. The timestamp error is less than 1ms. This is sufficiently small compared to
a hundred milliseconds latency at airborne systems [2, 3].

4.2 Ground Speeds

Three types of ground speed (GS) is available from obtained data.
The first GS is “ADS-B GS” which contained in ADS-B velocity report. This ADS-

B GS is corresponding to vtrue in Eq. (6).
The second GS is “measured GS” that computed from positions in consecutive

ADS-B position reports and time at which the ground equipment receives the ADS-B
position reports. This measured GS is corresponding to vmes in Eq. (5).

The third GS is “smoothed GS” that computed from positions in ADS-B position
reports that separated for certain amount of time (ex. 20s) and the time that the ground
equipment receives the corresponding ADS-B position reports.

Figure 2 shows that three ground speed of an aircraft measured trajectory. The blue,
magenta and cyan lines indicate the measured GS, the ADS-B GS, and the smoothed
GS, respectively.

Fig. 2. The GS of an aircraft
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The smoothed GS and ADS-B GS vary smoothly and both values are matching
very well. On the other hand, measured GS is noisy and contains errors. In this
experiment, we adopt the smoothed GS as vtrue for latency computation.

4.3 Estimated Latency

Then, we compute the difference of the inconstant latency ðDInLi;iþ 1Þ from ADS-B
position report and time stamp on the ground.

Figure 3 shows computed DInLi;iþ 1 from the measured aircraft trajectory corre-
sponding to the GS of Fig. 2. In this aircraft track, although short fluctuation is observed
at the beginning of the climb phase, themean of theDInLi;iþ 1 is 0.76ms, and the standard
deviation of DInLi;iþ 1 is 37.4 ms. Then, the estimated standard deviation of InL is 26.5
ms ð¼ 37:4=

ffiffiffi
2

p Þ. If aircraft is flying at the speed of 300 knots, 26.5 ms deviation is equal
to 4.1 m position error. In this case, the estimated position error of this aircraft is small.

Figure 4 shows DInLi;iþ 1 from other aircraft trajectories. In this aircraft track, large
values of DInLi;iþ 1 are frequently observed. The standard deviation of DInLi;iþ 1 is 226
ms and the estimated standard deviation of InL is 160 ms. Therefore, quite a large
position error of over 24.7 m is contained in ADS-B data. In this case, although the Eqs.
(13), (16) are not established, such large error data indicate some irregular situation.

We also compute the standard deviations in the same way for different 138 aircraft
as shown in Fig. 5. The x-axis shows the number of aircraft, and the y-axis shows
estimated standard deviations of the inconstant latency.

Fig. 3. The difference of the inconstant latency DInLi;iþ 1(1)
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Fig. 4. The difference of the inconstant latency DInLi;iþ 1(2)

Fig. 5. The estimated standard deviation of 138 aircraft
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120 out of 138 aircraft were within 0.1 second that is within 15.4 m longitudinal
positioning error at 300 knots flight speed. These small deviations are mainly caused by
the transmitting jitter at the transmitting phase, which is a regular operation for
transponders.

12 aircraft were more than 0.15s, that is also equal to more than 23.2 m positioning
errors. These large deviations may be caused by the irregular operations in onboard
ADS-B systems or inaccuracy of broadcasted GNSS positions.

5 Conclusion

In this paper, we propose a technique to estimate the variable element of ADS-B
latency and apply this technique to real data obtained by ENRI experimental system.

We have two conclusions. First, thanks to the proposed technique, we found the
inconstant latency of the majority of aircraft is within 0.1 second. The standard
deviation of ADS-B positioning random error is within 15.4m at the speed of 300
knots. These results could be useful to support performance assessment. Second, we
found that some aircraft are transmitting ADS-B positions with a large error. At the
present time, we speculate that this error is due to the irregular operations of onboard
systems or the GNSS position inaccuracy.

We have two remaining works. First, we are going to investigate the detail of the
second result. We are going to apply the proposed technique to a large amount of real
data. Then, we are going to investigate whether some relations exist between “larger
error” and “transponder types (or aircraft types)”. Aircraft with a large error should be
eliminated from ADS-B surveillance and should be fixed in the future.

The second one is to estimate the constant latency and then to estimate the total
latency. For example, the constant latency may be calculated by comparing broadcasted
GNSS positions and multilateration positions corresponding to the ADS-B signal.

The analysis of the ADS-B latency will contribute to the improvement of safety and
efficiency of air traffic operations.
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Abstract. Automatic-dependent surveillance-broadcast (ADS-B) receivers are
vulnerable to jamming and spoofing attacks. Air traffic management is expected
to heavily rely on ADS-B in the future so it is important to provide protection
against these attacks. One promising solution is array signal processing. Jam-
ming signals can be suppressed by beamforming and ADS-B positions can be
verified by comparing them to the measured angles of arrival (AoAs). Many
studies have been done on this topic but they generally consider either jamming
or spoofing. However, in a real environment, anti-jamming and anti-spoofing
functions must be provided together. It is important to understand the perfor-
mance when these two functions are implemented simultaneously in order to
guide future research and development strategies and implementation plans.
Thus, we conducted an experimental evaluation of anti-jamming and anti-
spoofing functions. For jamming protection, a power-inversion beamformer was
used to suppress the jamming signal. For spoofing protection, a Capon’s
beamformer was used to measure the AoA. The array used was a uniform linear
array of four elements. The experiments were conducted in an anechoic chamber
using a four-channel oscilloscope and the signal processing was conducted
offline. The results of the anti-jamming experiment showed that the jammed
signals were successfully recovered and the signal-to-jamming-plus-noise
(SJN) ratio was increased to above the decodable level. The effects of various
parameters on the overall performance and the lower bound performance were
also investigated. Moreover, the anti-spoofing experiment showed that the AoA
of the ADS-B signal could be measured successfully. The AoA accuracy was
evaluated in terms of the standard deviation, which was further converted into
the probability of spoofing detection. These findings will be important in the
implementation of effective infrastructure to ensure safe air travel.
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1 Introduction

Aeronautical surveillance systems provide aircraft positions to the air traffic controller
and, thus, represent an essential infrastructure for safe air travel. Secondary surveillance
radar (SSR) is a typical aeronautical surveillance system. Although the current systems
have successfully supported the worldwide air traffic control (ATC) services for many
years, the ever-growing demand for air transportation is intensifying the need for high-
performance surveillance systems to support the increasing ATC capacity.

As a new means of aeronautical surveillance, the deployment of automatic-
dependent surveillance-broadcast (ADS-B) has been either planned or initiated
worldwide. In the ADS-B regime, aircraft periodically measure their own positions and
broadcast them to the ground stations, thereby enabling accurate and fast-update-rate
surveillance. However, ADS-B relies on the reports from aircraft, which introduces to
significant security risks: jamming and spoofing [1–9]. Jamming is the emission of
radio-frequency (RF) signals that compromise a receiver’s operational capabilities.
Spoofing is the emission of false ADS-B messages to introduce false “ghost” targets in
the system. Because air traffic management will likely rely heavily on ADS-B in the
future, it is important to implement protections against both of these types of attacks.

One promising solution is array signal processing [10–12] in which an antenna
array is used to receive a set of signals having phase and amplitude variations. By
summing these signals, the directional pattern of the array can be controlled dynami-
cally to achieve a variety of functions. For protection against jamming, the antenna
pattern can be controlled such that null signals are created in the directions of the
jamming signals. Moreover, for protection against spoofing, the angle of arrival
(AoA) can be measured to verify the reported aircraft position.

So far, numerous anti-jamming or anti-spoofing techniques based on array signal
processing have been proposed [13–19]. However, these approaches were only
designed to address either jamming or spoofing. In real environments, however, anti-
jamming and anti-spoofing functions must be provided at the same time. Thus, it is
important to study the performance when these two functions are provided simulta-
neously to gain information to guide future research and development strategies and
implementation plans.

Therefore, we conducted an experimental evaluation of simultaneous anti-jamming
and anti-spoofing functions with a uniform linear array (ULA) of four elements. The
anti-jamming function was provided by using a power-inversion (PI) beamformer to
suppress the jamming signal. Spoofing protection was provided by using a Capon’s
beamformer (CB) to measure the AoA and verifying the ADS-B position based on this
AoA. The experiment was conducted in an anechoic chamber. The measurement
system down-converted the RF signals to an intermediate frequency (IF) and recorded
them using a four-channel digital sampling oscilloscope. The recorded signals were
analyzed offline.

This paper is organized as follows. In Sect. 2, the anti-jamming and anti-spoofing
functions provided by array signal processing are explained. In Sect. 3, the measure-
ment system is described. In Sects. 4 and 5, the anti-jamming and anti-spoofing
experiments, respectively, are discussed. In Sect. 6, this paper is concluded.
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2 Array Signal Processing

2.1 Assumptions on Attacks and Signals

Jamming and spoofing can be carried out by various techniques. For example, the
jamming signal can be incorporated into various waveform such as continuous waves,
pulses, Mode S pulses, etc. A spoofed trajectory can be either random, artificial, or a
replay. Therefore, it is necessary to define what kinds of attacks are to be prevented. In
this paper, we focus on the attacks that are easiest to conduct but can incur significant
damage to operations. Specifically, the following assumptions are made.

1. The jamming signal is a high-power continuous wave.
2. The spoofed signals report random positions.

Furthermore, it is assumed that the jamming signal, ADS-B signals, and noise are
uncorrelated.

2.2 Overview of the Signal Processing

This study is the first time that simultaneous jamming and spoofing protection has been
evaluated. Therefore, basic techniques for anti-jamming and anti-spoofing functions
were selected separately and combined. Figure 1 shows an overview of the proposed
signal processing. First, signals received by the antenna array are processed by the anti-
jamming function, yielding a jamming-free signal. Then, the jamming-free signal is
decoded to yield the ADS-B position. Next, the anti-spoofing function is executed to
obtain the actual AoA based on the raw signals as well as the expected AoA from the
ADS-B position and compare them to verify the reported ADS-B position based on
binary hypothesis testing as the decision criterion [19].

An -Jamming Func on

An -Spoofing Func on

Signals

Verified ADS-B Posi on

Jamming-free signal

Decoding

ADS-B posi on

Signal

Note: The an -spoofing func on can be omi ed in 
low-cost implementa on 

Fig. 1. Overview of the signal processing
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2.3 Algorithm Selection

To provide the anti-jamming function, the signals are combined such that the jamming
signals are suppressed while the ADS-B signals remain intact. There are five algorithms
described in [12]: the MMSE (minimum mean square error) algorithm, the MSN
(maximum signal-to-noise ratio) algorithm, DCMP (directional constrained mini-
mization of power), PI, and the CMA (constant modulus algorithm). Among them, the
PI and CMA do not require prior information such as a replica or the direction of
arrival. However, the CMA is not applicable to this study because the ADS-B signal
does not have a constant envelope. Therefore, the PI algorithm was selected for this
study. PI is advantageous because of its simplicity; however, the adaptive beamforming
function is not as powerful as CMA or MMSE and, thus, may ultimately limit the
coverage range.

Six algorithms for estimating the AoA are listed in [12]: beamformer, CB, LP, Min-
Norm, MUSIC (MUltiple SIgnal Classification), and ESPRIT (Estimation of Signal
Parameters via Rotational Invariance Techniques). These methods are categorized as
either beam-steering or null-steering methods. Beam-steering methods are generally
simpler to implement than null-steering methods. Therefore, we selected a beam-
steering method, CB, because it provides a better AoA resolution than the beamformer
method. Moreover, both CB and PI are based on the inversion of a spatial covariance
matrix and use the same mathematical operation, which can reduce the implementation
cost. However, CB provides a lower AoA resolution than null-steering methods and,
ultimately, a lower chance of detecting a spoofing signal.

2.4 PI: Anti-jamming Signal Processing

The PI signal processing is described in this subsection. The number of array elements,
sampling index, baseband signal vector, and weight vector are denoted as N, m,
xðmÞ 2 CN�1, and w 2 CN�1, respectively. After applying the weight vector, the
baseband signals becomes yðmÞ 2 C1�1:

yðmÞ ¼ wHxðmÞ: ð1Þ

Here, the weight vector is defined as

w ¼ R�1u
uHR�1u

; ð2Þ

where R is a spatial covariance matrix and u is a vector used to apply a fixed unitary
gain to one of the elements (for example, when the first element is selected,
u ¼ 1 0 � � � 0½ �T.)

The standard approach to estimate R is based on the signal to be beamformed,
xðmÞ. However, the ADS-B signal can be suppressed if the jamming signal is not
sufficiently stronger than the ADS-B signal or does not exist. Therefore, our proposed
technique uses different windows: the estimation window has a lengthM′ and is in front
of the beamforming window, which has a length of M, with a transition period of DM
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(see Fig. 2). The estimation window is used for estimating R and obtaining the
beamformer, w, while the beamforming widow is used for applying w and recovering
the ADS-B signal. Thus, R is estimated as

R ¼ 1
M0

X
m0

xðm0ÞxHðm0Þ: ð3Þ

The mechanism of the proposed technique can be explained as follows. For sim-
plicity, assume there is only one desired signal. Three cases are considered: a strong
jamming case, a no jamming case, and a weak jamming case. When a strong jamming
attack is carried out, the estimation window contains the jamming signal while the
beamforming window contains both the jamming and ADS-B signals. The spatial
covariance matrix in the estimation window is

R ¼ RJJ þ diag r2; . . .; r2
� �

; ð4Þ

where RJJ is the autocorrelation matrix for the jamming signal, diag represents a
diagonal matrix, and r2 is the variance due to noise. The resulting beamformer sup-
presses only the jamming signal when it is applied to the beamforming window.

When there is no jamming, the estimation window does not contain any signals and
the beamforming window contains the ADS-B signal. For the noise-only estimation
window, the spatial covariance matrix reduces to

R ¼ diag r2; . . .; r2
� �

and ð5Þ

R�1 ¼ 1
r2

diag 1; . . .; 1ð Þ: ð6Þ

Decoding 
(+ AoA measurement)

me

Fig. 2. Estimation and beamforming windows
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This yields the following weight vector:

w ¼ 1 0 � � � 0½ �T; ð7Þ

which represents reception by only one array element. By applying this weight vector
to the beamforming window, the ADS-B signal can be obtained.

Finally, when there is a weak jamming signal, the resulting R is between those for
the other two cases. Thus, it can be concluded that the proposed technique functions
appropriately.

2.5 CB: Anti-spoofing Signal Processing

CB generates an angular spectrum representing the signal power arriving from each
direction as follows:

Pð/Þ ¼ 1

aHð/ÞR�1að/Þ�� ��2 ð8Þ

where að/Þ 2 CN�1 is called a mode vector and represents the directional characteristic
of the array. For a ULA with half-wavelength spacing, að/Þ is given by

að/Þ ¼ a1ð/Þ � � � aNð/Þ½ �T
akð/Þ ¼ exp �jp k � 1ð Þ sin/ð Þ: ð9Þ

The actual mode vector can be different due to manufacturing error and mutual
coupling, and a measured phase pattern is used in this work. The spatial covariance
matrix, R, is estimated from the signals in the beamforming window as follows:

R ¼ 1
M

X
m

xðmÞxHðmÞ: ð10Þ

Equations (2) and (7) show that both PI and CB are based on the inversion of the
spatial covariance matrix, R. The use of the same computational operation is advan-
tageous because it can reduce the implementation cost. Finally, by identifying the peak
of the angular spectrum, the AoA can be estimated as follows:

/̂ ¼ max
/

Pð/Þ: ð11Þ

2.6 Window Size

The window sizes were determined as follows. First,M was selected such that the value
of MT, where T is the sampling period, is 122 ls, which is equal to the ADS-B signal
length (120 us) with a 2 µs (two-pulse) margin. Second, M′ was selected to be equal to
M to facilitate efficient implementation. The spatial covariance matrix, R, and the
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inverse, R�1, are then computed with both the estimation and beamforming windows.
Therefore, using the same size for both windows allows a single computational
operation to be used twice. Finally, a DM value was arbitrary selected such that
DMT ¼ 1 us (one pulse) because larger DM values require more memory.

3 Measurement System

3.1 Hardware

The measurement system consists of an antenna array, a receiver, an ADS-B trans-
mitter, and a jamming transmitter as shown in Fig. 3. The antenna array is a ULA with
four elements separated by a half wavelength that was built of off-the-shelf A3 ADS-B
antennas. The array element is omnidirectional in the horizontal plane. Figure 4 shows
the measured phase pattern which is used to construct the mode vector.

Oscilloscope

LNALPF
Mixer

LNA
BPF

To Array

Fig. 3. Photographs of the array (top), receiver (left), and ADS-B transmitter (right)
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Figure 5 shows a schematic of the receiver. The receiver consists of low-noise
amplifiers (LNAs; R&K LA130 and Mini-Circuits ZKL 1R5+), band-pass filters
(BPFs), mixers (Mini-Circuits ZX05-10L-S+), a local oscillator (LO; an Agilent
E4438C signal generator), low-pass filters (LPFs; SPL 100+), and a multi-channel
digital sampling oscilloscope (DSO; Tektronix MSO58). The radio-frequency
(RF) signal received at each antenna element was down-converted to an
intermediate-frequency (IF) signal of 10 MHz. A 10 MHz reference signal was gen-
erated by a rubidium oscillator (Stanford Research Systems FS 725). The sampling and
triggering parameters are shown in Table 1.

The ADS-B transmitter consists of an antenna (an ETS-Lindgren Model 3115
double-ridged waveguide horn), a commercial pulse generator (Tektronix AWG410

Fig. 4. Measured phase pattern for each element. Element #1 is omitted because the phase is
always zero
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Arbitrary Waveform Generator), a custom-built up-converter, and a spectrum analyzer
for monitoring the transmission frequency. The pulse generator outputs a monitor
signal that triggers the DSO in the anti-jamming experiment. The up-converter is
equipped with an internal attenuator to control the power. The jammer transmitter
consists of a signal generator (Agilent E4438C) and an antenna (the same model that
was used for the ADS-B transmitter).

3.2 Data Processing

The recorded IF signals were further down-converted to baseband signals by a
quadrature demodulation process involving multiplication with sine and cosine waves,
low-pass filtering, and decimation. As a result, an in-phase component, xIðmÞ, and a
quadrature component, xQðmÞ, were obtained to form the baseband signal vector:

xðmÞ ¼ x1ðmÞ � � � xNðmÞ½ �; ð12Þ

where xnðmÞ ¼ xI;nðmÞþ jxQ;nðmÞ for every nth channel index. The sampling fre-
quency of the baseband signals is 10 MHz, which corresponds to using 10 samples per
symbol, which is consistent with the advanced decoding technique in DO-260 B [20].
Finally, x was processed by the anti-jamming and anti-spoofing functions as described
in the previous section.

BPF LNA LPF 

D 
S 
O 

LO

LNA

BPF LNA LPF LNA

BPF LNA LPF LNA

BPF LNA LPF LNA

10 MHz
Ref

Trigger

Antenna array
Receiver

Antenna
Port

Fig. 5. Schematic of the receiver

Table 1. Parameters for sampling and triggering

Sampling speed 4 ns 250 MHzð Þ
Sampling length 100 kSamples
Trigger External (ADS-B)
Resolution 15 bit
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3.3 Received Power Calibration

To prepare for the experiments, the receiver is calibrated to output the received power
at the antenna ports in dBm. To accomplish this function, the nth antenna is removed
and the receiver was connected to an SG and a continuous wave with a frequency of
1090 MHz and a power of Pt;CW is transmitted. In this way, a set of coefficients, Ccal;n,
can be obtained as follows:

Ccal;n ¼ Pt;CW � 10 log10 E xnðmÞj j2
h i� �

: ð13Þ

These coefficients can be used to obtain the received powers, Pr;n, as follows:

Pr;n ¼ 10 log10 E xnðmÞj j2
h i� �

þCcal;n: ð14Þ

This process is repeated for all the ports.

3.4 Transmit Power Setting

The ADS-B transmitter power is controlled to simulate an imaginary aircraft-receiver
distance of r. Therefore, the ADS-B transmitter power is set such that the received
power is as follows:

Pr ¼ Pt � La þGt þGr � 20 log10
r

4pk

� �
; ð15Þ

where Pt ¼ 54 dBm, La ¼ 3 dB, Gt ¼ 0 dB, and k are the nominal values of aircraft
transmission power, aircraft cable loss, airborne antenna gain, and wavelength,
respectively, and Gr ¼ 4:94 dB is the average of the measured array element gains. The
measured values of r were 50, 100, and 150 NM ð1NM ¼ 1:852 km).

The jamming power was controlled to maintain a fixed jamming-to-signal ratio
(JSR). The measured JSR values were −20, −10, 0, 10, 20, and 30 dB.

4 Anti-jamming Experiment

4.1 Setup

The anti-jamming experiment was conducted in an anechoic chamber. The jamming
and ADS-B signals were simultaneously transmitted and measured. The received signal
was processed offline to evaluate the anti-jamming performance. The evaluation was
repeated with different array layouts, jammers, and ADS-B transmitters and the dif-
ferent transmission powers for the jamming and ADS-B signals. The signal-to-
jamming-plus-noise (SJN) ratio after PI was calculated as a performance measure as
follows:
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Pr;PI ¼ E yðmÞj j2
h i

form 2 pulse

Pjn;PI ¼ E yðm0Þj j2
h i

SJNRatio ¼ 10 log10 Pr;PI � 10log10Pjn;PI

ð16Þ

The signal recording was repeated for ten times for each configuration and the obtained
SJNs were averaged.

The layout of the experiment is shown in Fig. 6. The array was mounted on a
rotator positioned at the origin; the Cartesian coordinates spanned laterally and lon-
gitudinally parallel to the walls of the chamber. The rotation angle (i.e., the array
baseline angle measured clockwise from the lateral axis) was denoted as /rot. The two-
dimensional positions of the jammer and ADS-B transmitter were denoted as xj; yj

� �
and ðxa; yaÞ, respectively, and their directional angles measured counterclockwise from

the array baseline were denoted as /j and /a, respectively. The separation angle,
denoted as /D, was defined as the difference between /j and /a. The range of /a was
[30, 150], assuming that the 360

�
in the horizontal plane is divided into three sectors. In

the following experiments, the distances from the jammer and ADS-B transmitter to the
receiver array are greater than the far-field distance, df , which is given by [21]:

df ¼ 2d2

k
¼ 9k

2
¼ 1:2m; ð17Þ

where the array dimension, d, is 3k
2 for the ULA used so the incident waves can be

assumed to be far field.

Receive array

Origin 
(0,0) 

Jammer
ADS-B 

Transmi er

Anechoic chamber

Fig. 6. Measurement layout
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4.2 Result

4.2.1 Initial Test
An initial test of the anti-jamming function was conducted with the layout shown in
Fig. 7a. Figure 7b shows that the signal before beamforming was completely corrupted
by the jamming signal. Figure 7c shows the directional pattern given by the PI
beamformer:

Dð/Þ ¼ wHað/Þ: ð18Þ

A null was created toward the direction of the jamming signal. Figure 7d shows the
signal after beamforming, showing that the pulses were clearly recovered. The SJN
ratio was 14.9 dB. To interpret this SJN ratio, a threshold of 6 dB was employed as
recommended in the decoding technique described in RTCA DO-260B [20]; in other
words, SJN ratios greater than 6 dB were considered to be acceptable. Because the
proposed function provided a sufficient SJN ratio, the initial test was considered to be
successful.

4.2.2 Effects of Aircraft Distance and Jamming Power
Using the same layout as in the initial test, the measurement was repeated with different
ADS-B powers (imaginary aircraft-receiver distances) and jammer powers. Figure 8
shows the resulting beamformed SJN ratio as a function of the JS ratio for different
aircraft-receiver distances. These results show that stable anti-jamming performance is
achieved. Moreover, the SJN ratio decreases as the aircraft-receiver distance increases;
this means that aircraft that are farther from the receiver are more susceptible to
jamming.

4.2.3 Effect of AoA
The measurement was repeated as the receiver array was rotated to examine the effect of
the AoA with the same measurement layout as the initial test. Three /a angles
90

�
; 120

�
; and 150

�� �
, which correspond to /rot angles of 0

�
; 30

�
; and 60

�
; were

Receive 
array

Origin 

Jammer
ADS-B 

Transmi er

1.50 m

(a) (b)

Fig. 7. Initial test of the anti-jamming function (a) Measurement layout. (b) Signal before the
beamforming: one of the four channels. (c) Directional pattern of the beamforming. (d) Signal
after the beamforming
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measured as shown in Fig. 9a. The resulting beamformed SJN ratio as a function of the
AoA for different aircraft-receiver distances are shown in Fig. 9b. The results for r ¼
150NM are omitted because a good SJN ratio was not fully achieved. The SJN ratio
decreases as /a increases; this means that the anti-jamming performance decreases when
the ADS-B signal and jamming signal arrive obliquely at the array. This is because the
sharpness of the null is degraded as shown in the directional pattern in Fig. 9c.

4.2.4 Effect of Separation Angle
The measurement was repeated as the separation angle between the jammer and ADS-B
transmitter is changed. Three configurations were tested with three /D angles
4:7

�
; 8:6

�
; and 16:1

�� �
as shown in Fig. 10a. Figure 10b shows the resulting beam-

formed SJN ratio as a function of the separation angle, /D. The results for r ¼ 150NM
are omitted because a good SJN ratio was not fully achieved. The SJN ratio decreases as
/D decreases. This is because the null in the directional pattern suppresses the ADS-B

(c)

(d)

Fig. 7. (continued)
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signal, when the ADS-B and jamming signals are close. As shown in the directional
pattern in Fig. 10c, the null moves away from the ADS-B signal ð150� Þ as /D increases.

4.2.5 Lower Bound Performance
Finally, the lower bound performance was examined. Based on the previous discussions
in Sects. 4.2.2–4.2.4, the result for /a ¼ 150

�
/rot ¼ 60

�� �
and /D ¼ 4:7

�
were selected

as the lower bound performances as shown in Fig. 11. The SJN ratio was above 6 dB
when the JS ratio was less than or equal to 30 dB with r ¼ 50NM. Therefore, it was
concluded that the decodable SJN ratio level, 6 dB, is guaranteed when the following
conditions are satisfied: r� 50NM, JS ratio� 30 dB, /D � 4:7

�
, and 30�/a � 150

�
.

5 Anti-spoofing Experiment

5.1 Setup

The anti-spoofing experiments were conducted in the same anechoic chamber as those
described in Sect. 4. The ADS-B signals were transmitted and measured and the
received signal was processed offline to evaluate the AoA measurement accuracy. The
AoA accuracy was further translated into the expected anti-spoofing performance.
The decoding process and the detection process (the binary hypothesis testing) were
skipped because the focus of this experiment was the AoA measurement accuracy. The
AoA error was computed as a performance measure as follows:

�/ ¼ /̂a � /a: ð19Þ

Fig. 8. Effects of the jamming power (JS Ratio) and the aircraft-receiver distance, r, on the anti-
jamming performance
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ADS-B Jammer ADS-B Jammer ADS-B Jammer

(a)

(b)

(c)

Fig. 9. Effect of AoA on the anti-jamming performance (a) Three measured AoA configura-
tions. (b) Result. (c) Directional pattern
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ADS-B Jammer ADS-B Jammer ADS-B Jammer

(a)

(b)

(c)

Fig. 10. Effect of separation angle on the anti-jamming performance (a) Three measured
separation angles. (b) Result. (c) Directional pattern
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The mean and standard deviation (SD) of the �/ values measured in 30 trials were
calculated; the SD is equivalent to the root mean square error (RMSE). Only samples
that showed good synchronization among the oscilloscope channels were used.
The measurement layout was the same as the anti-jamming experiment and
/a ¼ 30

�
; 35

�
; . . .; 150

�
/rot ¼ �60

�
;�55

�
; . . .; 60

�� �
. The ADS-B transmission power

was set to simulate an aircraft-receiver distance of 50 NM; the results for other dis-
tances are omitted because the anti-jamming function was effective only for this value
as described in the previous section.

5.2 Result

5.2.1 Initial Test
The initial results Fig. 12 shows the angular spectra as a function of the AoA for
/a ¼ 90

�
; 120

�
; and 150

�
/rot ¼ 0

�
; 30

�
; and 60

�� �
. The spectra exhibit peaks corre-

sponding to the directions of arrival of the ADS-B signal. The peaks were located at

Fig. 11. Result of tests of lower bound performances: /a ¼ 30
�
/rot ¼ 60

�� �
and /D ¼ 4:7

�

Fig. 12. Angular spectrum
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/̂a ¼ 90:1
�
; 120:2

�
; and 150:0

�
and �/ ¼ 0:1

�
; 0:2

�
; and 0:0

�
for /a ¼ 90

�
; 120

�
;

and 150
�
, respectively. Thus, the initial test was successful.

5.2.2 Effect of AoA
The mean and standard deviation of the �/ values that were evaluated for different AoA
values are shown in Fig. 13(a) and (b), respectively. The mean is between �0:37

�
and

0:30
�
and the highest observed standard deviation was 0:13

�
at /a ¼ 30

�
. Thus, good

AoA accuracy was obtained. It should be noted that these performances are for an
aircraft-receiver distance less than or equal to 50 NM.

Finally, the obtained standard deviation was further translated into an anti-spoofing
performance by applying an anti-spoofing framework based on binary hypothesis
testing [19]. The assumptions are listed in Table 2. It was assumed that the mean was

(a)

(b)

Fig. 13. Results of the AoA measurements (a) Mean. (b) Standard deviation
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further calibrated to zero. Figure 14 shows the probability of spoofing detection as a
function of the spoofed angle (i.e., the difference between the AoA from the ADS-B
position and the AoA of the attacker position). The detection probability was above
90% at spoofed angles of 0:41

�
. This value is considered to be effective for initial anti-

spoofing protection, especially when the spoofed trajectories are randomly distributed
as in a flooding attack [19].

6 Conclusion

In this study, we conducted an experimental evaluation of anti-jamming and anti-
spoofing array signal processing for securing ADS-B reception. For the jamming
protection, a PI beamformer was used to suppress the jamming signal. For the spoofing
protection, a Capon’s beamformer was used to measure the AoA, which is compared to
that corresponding to the reported position to verify the ADS-B position.

The anti-jamming experiment showed that the jammed ADS-B signals were suc-
cessfully recovered and SJN ratio was improved to be above the decodable level.

Table 2. Assumptions for estimating the anti-spoofing performance

ADS-B Position Error (EPU: Estimated Positon Uncertainty) Not considered

Probability of false alarm 0.05
Number of samples 1

Fig. 14. Probability of spoofing detection
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The effect of the jamming power, received ADS-B power (used to simulate different
aircraft-receiver distances), aircraft-receiver distance, AoA, and separation angle on the
anti-jamming performance were evaluated. Thus, the lower bound performance was
measured and found to meet the decodable for the SJN ratio, 6 dB, when the following
conditions are satisfied: r� 50NM, JSRatio� 30 dB, /D � 4:7

�
, and 30�/a � 150

�
.

The anti-spoofing experiment showed that the AoA of the ADS-B signal was
measured successfully. The AoA accuracy was evaluated in terms of the worst standard
deviation and was calculated to be 0:13

�
for an aircraft-receiver distance of 50 NM.

Based on this standard deviation, the probability of spoofing detection was above 90%
at a spoofed angle of 0:41

�
.

Future studies should be done to further improving the anti-jamming and anti-
spoofing performance by employing advanced algorithms and by implementing these
two functions with a single beamforming method.
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Abstract. This paper proposes an unsupervised algorithm for airport runway
area detection based on super-pixel PolSAR image classification. First, the
simple linear iterative clustering (SLIC) algorithm are used to obtain super-pixel
image by segmenting the PauliRGB image in order to reduce computational
complexity and save computing time. Then, VAT-DBE algorithm is used to
estimate and obtain the number of clusters of the image automatically. Combing
the polarization information, the super-pixel image is classified by the method of
spectral clustering. After that, the suspected airport runway area is extracted
according to the scattering characteristics of the runway and classification result.
Finally, the airport runway area is detected by using structural and topological
characteristics of the runways. The experimental results show that the proposed
algorithm can detect the airport runway area effectively with a clear outline,
complete structure, and low false alarm rate. It also needs less time and a priori
information compared with other methods.

Keywords: PolSAR image � Super-pixel image � Airport runway detection �
Spectral clustering � Region of interest

1 Introduction

Airport targets have an extremely important strategic significance both in the military
and national economy fields. Its automatic detection is very necessary in the military
strike, emergency rescue, aircraft navigation, and other domains. As a typical and
stable symbol of an airport, runways are often used as a key feature to identify the
airport area in an image. Synthetic-Aperture Radar (SAR) is widely used in remote
sensing field because of the characteristics of its all-weather, all-time, strong penetra-
bility, and long-distance imaging. Polarimetric SAR (PolSAR) image contains more
polarization information of targets and can better characterize their features and details
than that of single-polarization SAR, which show a great potential in classification,
target detection, and recognition [1–4].

The existing airport runway detection algorithms based on PolSAR images nor-
mally adopt the image classification method to extract the region of interest (ROI) first,
and then perform further identification. For the pixel-based image classification, the
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computation complexity is very high when the image size is large. Wishart classifier is
often used with a good classification performance, but it is sensitive to initial clustering
center and easy to fall into a local optimum.

To solve the above problems, this paper proposes a new algorithm for automatic
detection of airport runway area based on super-pixel PolSAR image and spectral
clustering classification. First, we construct a super-pixel image from the original Pol-
SAR image. Then, unsupervised classification based on spectral clustering is applied to
extract ROI which includes the runway. The airport runway area is detected finally by
using structural and topological characteristics of the runways in the ROI. Since SAR is
an active imaging system, this technology can be used to monitor disaster situations such
as earthquakes andmudslides, when other facilities are damaged and it can also be used to
assist aircraft navigation, detect airport runway, and road damage or some other fields.

2 Basic Theory and Methods

2.1 Polarimetric SAR Data and Pauli Decomposition

The polarized SAR data records the polarization scattering information of each pixel.
For PolSAR, the complex relationship between the incident wave and the scattered
wave is usually expressed by the Sinclair matrix [5].

S ¼ SHH SHV
SVH SVV

� �
ð1Þ

where H and V, respectively, represent the horizontal and vertical polarization states,
which shows the complex scattering amplitude of the horizontal polarization emission
and the vertical polarization reception. For single station backward scattering, the
objective of satisfying the reciprocity theorem has SHV ¼ SVH , so the 3D Pauli
eigenvector can be expressed as follows:

k ¼ 1ffiffiffi
2

p ½SHH þ SVV ; SHH � SVV ; 2SHV � ð2Þ

In practical use, the polarization coherency matrix T is commonly used to represent
the scattering process in order to clearly represent the physical meaning:

T ¼ \ k
�
� k
�T
�

[ ¼
k1j j2 k1k�2 k1k�3
k2k�1 k2j j2 k2k�3
k3k�1 k3k�2 k3j j2

2
64

3
75

* +

¼

Xj j2
D E

XY�h i XZ�h i

X�Yh i Yj j2
D E

YZ�h i

X�Zh i Y�Zh i Zj j2
D E

2
66664

3
77775

ð3Þ

where X ¼ SHH þ SVV , Y ¼ SHH � SVV , Z ¼ 2SHV .
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2.2 SLIC Super-Pixel Segmentation

Super-pixel [6] refers to a small area in which pixels of similarity between pixels are
merged according to gray scale, color, texture, etc. The super-pixel segmentation of
images with similar pixels, can both reduce redundant information while preserving
image details and useful information, greatly reduce the subsequent processing task of
computational complexity and stability, and improve the efficiency of the algorithm.
Therefore, the super-pixel is widely used in various tasks such as image classification,
image segmentation, and so on. Recently, SLIC super-pixel-segmentation method is
proposed by some scholars [7]. Because it is proved to be very effective and time
saving in the image segmentation, the method is not only used for the optical image but
also for the SAR image. SLIC is evolved by improving the k-means clustering method.
The basic idea is to describe the RGB space using CLELAB color space and pixel
location information X, Y, which are five-dimensional feature vectors. The similarity
metric and local clustering of eigenvector is used to form super-pixel through iterative
convergence. The detailed steps are as follows:

First, we set the number of super-pixels K, for an image with N pixels, the size of
each super-pixel is therefore N=K pixels. Then, N seed points are evenly distributed on
the image and labels are assigned to each seed point, so the interval between each seed
point is S ¼ ffiffiffiffiffiffiffiffiffiffi

N=K
p

. In order to avoid placing seed points at an edge and choosing a
noisy pixel, we move them to seed locations corresponding to the lowest gradient
position in a 3 � 3 neighborhood. Then, according to the Eqs. (4)–(6), the similarity
between the seed points within 2S� 2S area around the super-pixel center (seed point)
is obtained. Finally, we complete SLIC super-pixel segmentation by calculating the
similarity between the seed point and the adjacent pixel, merging the pixels with similar
similarity and assign the label of the nearest seed point repeatedly.

dlab ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðli � ljÞ2 þðai � ajÞ2 þðbi þ bjÞ2

q
ð4Þ

dxy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þðyi � yjÞ2

q
ð5Þ

Di ¼ dlab þ m
S
dxy ð6Þ

where dlab is the color distance between the pixels in LAB color space, dxy is the plane
distance between pixels, and Di is the sum of the lab distance and the xy plane distance
normalized by the grid interval S. A variable m is introduced to control the com-
pactness of a super-pixel.

2.3 VAT and DBE Algorithm

In the image classification problem, it often involves the determination of the number
of classes, a reasonable class number directly affect the complexity and accuracy of
classification results. Most of the existing classification algorithms are either according
to the experience of manual settings or some characteristics to set a fixed number and
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cannot adaptively determine the number of data categories, which affects the classifi-
cation results [8]. To solve the problems above, Bezdek et al. [9] proposed a VAT
algorithm (visual assessment of cluster tendency). VAT is a graph-based algorithm that
can estimate and visualize the potential clustering information of data, and combined
with dark block extraction (DBE) algorithm [10], which is used to postprocess the
estimation results, the estimated class number, and the clustering center is automati-
cally extracted. Liu Bin [11] and others applied it to SAR image adaptive classification
processing and achieved good results, so we choose the algorithm before clustering to
estimate the class number. The basic steps of the algorithm are as follows:

First, we use a measure to calculate the distance of data to construct the dissimi-
larity matrix and sort the data with minimum dissimilarity along the main diagonal of
the matrix to form a dissimilarity image. Then, we construct a new dissimilarity matrix
to form a reordering dissimilarity image, the RDI graph is binarized with Ostu auto-
matic threshold segmentation, and perform a distance transformation (DT) after
directional morphological filtering. In the end, we project all pixel values of the DT
image onto the main diagonal axis to obtain a projection signal and calculate the first-
order derivative of the projection signal. So, the number and position of “zero-
crossing” points are obtained, the number of “zero-crossing” points represents the
estimated class number of data, and the location of “zero-crossing” points corresponds
to the cluster center. The main steps of the algorithm are shown in Fig. 1:

Fig. 1. Main steps of an example of VAT and DBE algorithm. a Scatter plot of 3,000 points.
b Reordered VAT image. c Projection signals. d First-order derivative signal
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Figure 1a shows the randomly generated three types of data points scatter plot, each
type of data contains 1000 points, and is represented with different colors, respectively;
Fig. 1b shows the reordered VAT image after calculating the Euclidean distance dis-
similarity of the three types of data; Fig. 1c shows the projection signal, the ordinate
represents the projection value, and the abscissa represents the position of the main
diagonal axis; Fig. 1d shows the first-order derivative of the projection signal, where
the number and position of the circle are the estimated class number and the position of
the cluster center.

2.4 Spectral Clustering Algorithm

Wishart classifier, which is based on ideas of k-means, is often used with a good
classification performance in polarimetric SAR image unsupervised classification, but it
is sensitive to initial clustering center and easy to fall into a local optimum [12, 13].
Spectral clustering [12] is a clustering method based on spectral graph theory. Com-
pared with the traditional clustering method, it has the characteristics of clustering in
any shape data space and converging to the global optimal. The core idea is to consider
each sample as the vertex of the graph, and the dissimilarity between the samples is
treated as the edge of the weighted graph. The method of spectral graph segmentation is
used to find the optimal method for grouping and the final result is that the weights of
the edges of the same group of samples are as high as possible. The weights of the
edges of the different groups are as low as possible, that is, the dissimilarity in the
group is high, the dissimilarity between groups is low, so as to achieve the purpose of
clustering. It is important to apply spectral clustering method to SAR image processing,
and some good results have been obtained. Such as Ersahin [14] and others applied
spectral clustering method to the classification of polarized SAR images for the first
time and achieved a good result. Anfinsen [15] and others proposed a SAR image
classification algorithm based on the polarization coherence matrix combined with the
Wishart classifier and spectral clustering method, and it has high accuracy. Therefore,
we choose spectral clustering for the proposed algorithm. Nyström method [16] is used
in order to reduce the time and space cost. The detailed steps are as follows:

Step1 Construct affinity matrix Wn�n with a measure.
Step2 Calculate the Laplacian matrix, Lsym ¼ D�1

2ðD�WÞD�1
2

where D is the diagonal matrix, whose diagonal elements are
Dðj; jÞ ¼P n

i¼1wi;j, that is the sum of all the column elements of the matrix
Wn�n.

Step3 Calculate the eigenvalues of the Laplacian matrix Lsym and arranged in order
from small to large, then feature vectors corresponding to the first k eigen-
values to construct the matrix Vn�k ¼ v1; v2; . . .vkf g.

Step4 Cluster the row vectors of Vn�k using k-means algorithm. Complete spectral
clustering by dividing the n k-dimensional data into is k class finally.
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3 Proposed Method in This Paper

The specific flow of the algorithm is shown in Fig. 2. First PauliRGB image is obtained
by Pauli decomposition of the fully polarized SAR image and it is segmented by SLIC
algorithm to construct a super-pixel image. Then, the classification step is completed
and suspected region of interest (ROI) of airport area is extracted by using spectral
clustering after that VAT and DBE algorithms are used to estimate the class number of
super-pixel image. Finally, according to the airport runway polarization characteristics,
weak echo characteristics and geometric characteristics, further identification is exe-
cuted for the suspected ROI extraction to determine the airport area.

3.1 Super-Pixel Image Construction

After PauliRGB image is formed by Pauli decomposition of polarized SAR image, we
first set the number of super-pixels to be generated as K. The number of super-pixels
determines the complexity and execution effect of the latter classification. The more the
number of super-pixels is, the higher the dimension of affinity matrix will be in the
process of spectral clustering, which costs lots of the memory and calculating time; and
if the number of super-pixels is too small, it is easy to form under-segmentation,
resulting in poor segmentation effect. Therefore, all the SAR images used in the
experiment are set different super-pixels number to segment and count the average
boundary recall [6] and computing time. Figure 3a shows that as the number of super-
pixels increases, the boundary recall continues to increase; Fig. 3b shows that time-
consuming is increasing with the increase of the super-pixel number. When the number
of super-pixels is greater than 10000, the increasing trend of boundary recall slows
down, so we choose 10000 super-pixels as a standard for the experiment.

According to the number of super-pixels to be set, the PauliRGB image is seg-
mented by the SLIC algorithm mentioned in Sect. 2.2 to form the super-pixel image I,
then the mean polarization information of the pixels contained in each super-pixel is
computed and used as the polarization information of the super-pixel. When the

Fig. 2. The flowchart of the proposed method
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polarization coherence matrix T is chosen as the feature, the average coherence matrix
T s of each super-pixel is shown in Eq. (7). So, the number of super-pixels is much
smaller than the pixels of the original SAR image, and not only is the complexity of the
later process reduced but also the polarization information of the original SAR image is
preserved.

Ts ¼ 1
n

Xn
i¼1

Ti ð7Þ

where n ¼ N=K represents the pixels number in each super-pixel, that is, the size of the
super-pixel, N is the pixels number included in the PauliRGB image.

3.2 Classification Processing

After the super-pixel image I is obtained, the gray scale information contained in super-
pixel image I is used as the feature to measure the pairwise dissimilarity by Euclidean
distance of pixels value, then the VAT and the DBE algorithm in Sect. 2.3 are used to
estimate the class number c of the I for the further clustering. When we get the class
number c, we construct the dissimilarity wði; jÞ between super-pixels with distance of
T s by the Gaussian kernel function, as is shown in Eq. (8).

wði; jÞ ¼ exp
� Tsi � Tsj
�� ��2

2r2

 !
ð8Þ

where r is the scaling parameter and Tsi � Tsj
�� �� is the Euclidian distance between

super-pixels i and j.
In the end, the affinity matrix is formed by calculating the dissimilarity between all

super-pixels and the spectral clustering algorithm mentioned in Sect. 2.4 is imple-
mented to complete classification step and get the classification result I1.

Fig. 3. The impact of the super-pixels number on boundary recall and algorithm computing
time. a Impact on boundary recall. b Impact on computing time
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3.3 Suspected ROI Extraction and Identification

Corresponding to the classification result in classification step, we calculate the average
power of each class in I1. As the runway appears weak scattering echo characteristics
in PolSAR image, the power of pixels belonging to runway is very small. So, the pixels
in a class with minimum average power are extracted as suspected airport runway areas
(ROI). The pixels inside ROI are labeled as “1” and others are labeled as “0” to form a
binary image. Some small isolated areas labeled as “1” are removed with morphologic
processing method. Finally, runway structural features such as parallels, topologic
property are utilized to identify which region is the true runway area just like the
method used in the literature [3].

4 Experiment Results

In order to verify the validity of the proposed algorithm, we use the four-look real
PolSAR image data of San Andreas Fault area collected by NASA/JPT UAVSAR
system at L band in 2009. The azimuth and range resolution are 7.2 and 4.9 m,
respectively. Figure 4 shows PauliRGB and the optical image about this area. The
image size is 1051 � 1151 pixels. There are airport, river, road, grass, farmlands, and
buildings, etc., in the image. Parameters in the experiment are set as follows: mor-
phological filter threshold Th0 = 450, the number of super-pixel is 10000, the number
of Euler E and parallel line spacing D is are 0 and 10, respectively.

Figure 5a shows the super-pixel image obtained by SLIC segmentation algorithm
with the uniform size and clear edge and the super-pixels number is about one percent

Fig. 4. The images of San Andreas fault area. a PauliRGB image. b Optical image. Source
https://www.asf.alaska.edu/
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Fig. 5. The experiment result of the proposed method. a Super-pixel image. b Class number
estimation result. c The classification result. d Class with power minimum extraction.
e Extraction of ROI. f Detection result
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of the original pixels number. This means that the SLIC segment step not only reduces
the number of pixels to process, improves the efficiency of the algorithm, but also
retains the boundary information of the image. Figure 5b shows the estimated class
number by using VAT and DBE algorithm with the gray scale information of the super-
pixels and the class number. According to the estimated number, the spectral clustering
method is used to classify the super-pixel images, and the results are shown in Fig. 5c,
it can be seen clearly that the light red runway area and its various colors represent the
different types of ground objects, which indicates that the classification result is good.
Figure 5d shows the result of extracted class with minimum power according to the
weak echo scattering characteristics of the runway, and a small amount of other
interfering objects can be clearly distinguished in the image. Figure 5e shows the
extracted ROI of the suspected airport runway area by morphological processing for the
binary image of Fig. 5d to remove some small areas. Figure 5f shows the final
detection result of the proposed method. Compared with the method shown in Figs. 6
and 7, the three methods can effectively detect the airport area all. However, there are
false alarms in the final results of the method used in the literature [3], and under the
same experimental conditions, the proposed method takes less time, about 4 percent of
the method in [3], 30 percent of the method in [17]. From the experiment, it proves that
the proposed algorithm can effectively extract the airport runway area in the polarized
SAR image without supervision and takes less time.

In addition, we have applied the proposed method to other 12 different PolSAR
images collected by UAVSAR system at L band. Detection results show that the
proposed method is of high detection accuracy and low false rate.

Fig. 6. The experiment result in [3]. a Extraction of ROI. b Detection result
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5 Conclusions

In this paper, we propose an unsupervised method based on super-pixel image and
spectral clustering to detect the airport runway area. The SLIC segmentation algorithm
is used to obtain the super-pixel image first in order to reduce the number of pixels and
the complexity of post-algorithm processing. Then the VAT and DBE algorithms are
used to implement the adaptive determination of the number of classification and the
super-pixel image is classified using the spectral clustering method according to the
estimated number. Finally, runway area is detected by using target scattering proper-
ties, structural, and topological characteristics of the runways. Through the experiment
of the multiple sets of fully polarized SAR data and the comparison with the algorithm
in [3, 17], the results show that the proposed algorithm can detect the airport runway
area more accurately with less calculation time, and the false alarm rate is low. The
algorithm needs less priori information and need not set the class number artificially
before classification, also, it is insensitive to speckle noise, which means more robust
and higher efficiency.
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Fig. 7. The experiment result in [17]. a Extraction of ROI. b Detection result
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Abstract. We have proposed and developed a new wireless-optical signal
converter utilizing stacked-patch antennas with a narrow gap and electro-optic
(EO) crystal films for millimeter-wave radio-over-fiber systems. This converting
device utilizes a structure of vertically stacked-patch antennas like the Yagi–Uda
antenna, with a hybrid substrate composed of EO crystal films and low-
dielectric-constant material plates. The electric field for wireless-optical signal
conversion and the size of the patch antenna are increased by introducing the
antenna and substrate stacked structure. Therefore, the conversion efficiency
from wireless to optical signals can be improved. In the analysis by use of
HFSS, the operational frequency was shifted to the higher range by 7 GHz, and
the optical modulation index was improved by 3.2 dB with the double-stacked
structure. In the experiments, the operational frequency shift by 8 GHz and the
modulation index improvement by 3.0 dB were verified successfully, and the
measured frequency response and directivity were in good agreement with
the designed ones. The conversion of wireless 60 GHz band signals with QPSK
modulation and the transfer of the converted signal over 1 km long fiber were
also demonstrated.

Keywords: Planar antenna � Electro-optic effect � Yagi–Uda antenna � Radio
over fiber � Optical modulator
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1 Introduction

Millimeter-wave (MMW) wireless technology is promising for the applications to high-
resolution radar, remote sensing/imaging, molecular spectroscopy, and navigation
systems [1–3]. MMW is also important for fifth-generation (5G) mobile communica-
tion systems owing to its outstanding characteristics for broadband data transfer and
massive connection capability by use of time, frequency, and free-space-division
multiplexing techniques [4–6]. Therefore, studies on MMW components, devices,
modules, and subsystems have recently been attracting a lot of interest in the world.

However, MMW is not suitable for long-distance (>10 km) free-space nor wire
transmission since it has a large propagation loss in both air and metal cables. Radio-
over-fiber (RoF) technology is a promising solution to connect many stations/cells of a
relatively small coverage area by use of extremely low-loss silica optical fibers
(*0.2 dB/km at the light wavelength of 1550 nm), and is applicable in many wireless
MMW application systems of radar, communication, remote sensing, and so on [7–10].
In MMW RoF systems, a signal conversion device from MMW to lightwave (LW) is
significant. We have proposed several new devices for converting MMW signals to LW
signals directly using planner antennas and electro-optic (EO) crystals [11–14]. In
particular, these MMW-LW signal conversion devices are attractive for compact
MMW signal receivers in MMW distributed radar systems to detect foreign object
debris on an airport runway and other avionics systems [15, 16].

In this paper, a new wireless MMW-LW signal converter with an improved con-
version efficiency by use of the patch antenna and substrate stacked structure is dis-
cussed [17]. Utilizing a double-stacked structure, the antenna gain, antenna aperture,
and electric field induced across the narrow gap for optical modulation are all
increased. Therefore, the conversion efficiency from MMW to LW is expected to be
improved. In the experiment, a 3.0 dB increase in the optical modulation index was
successfully demonstrated in the operational frequency band of 60 GHz.

2 Device Structure and Operation

Figure 1 shows the structure of the proposed EO MMW-LW signal converter, which
utilizes the structure of stacked-patch antennas of multiple substrates combined with
thin EO crystal (z-cut LiNbO3) films and low-dielectric-constant material (SiO2) plates.
In the lower level patch antenna, a narrow (*5 lm) gap is introduced at the center of
the patch metal film along the y-axis as shown in Fig. 1a, and a single-mode straight
optical waveguide is also fabricated along the gap in the LiNbO3 crystal film. This gap
is used as the optical modulation electrode for MMW-LW signal conversion by use of a
displacement current and the first-order EO effect (Pockels effect) in the LiNbO3 film.

When a wireless MMW signal with x-polarization is irradiated to this converter
from above, a strong MMW electric field (displacement current) is induced across the
gap owing to the continuity of the electric current. This electric field is rather strong
compared to the field irradiated from above (about 100 times). Therefore, by intro-
ducing an optical waveguide just close to the gap, an LW propagating in the optical
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waveguide is modulated by the wireless MMW signal through the Pockels effect, and
signal conversion from MMW to LW is obtainable [12, 14].

Utilizing the stacked structure as shown in Fig. 1b, the antenna gain and electric
field across the gap for optical modulation are enhanced [13, 14], since this structure
can be regarded as a kind of Yagi–Uda antennas along the normal direction of the
substrate; the gap-embedded patch antenna can be considered as a radiator composed of
a printed dipole antenna of a half-wavelength, and the ground and upper patch antenna
can be considered as a reflector and a director, respectively. Therefore, the antenna gain
is expected to be enhanced like a Yagi–Uda antenna, and the signal conversion effi-
ciency can be improved. The directivity in MMW-LW signal conversion is also
expected to be narrower than that of the single stack device by using the stacked
structure like a Yagi–Uda antenna.

In addition, utilizing the array structure along the y-axis as shown in Fig. 1c, the
directivity in MMW-LW conversion can be also designed using the successive optical
modulation in each patch antenna like an array antenna [12, 14]. Therefore, several
MMW space-division multiplexing (SDM) signals coming from different directions can
be discriminated and converted to different optical signals simultaneously as shown in
Fig. 1c.

3 Analysis and Design

The proposed MMW-LW signal converter was designed using three-dimensional
electromagnetic field analysis software, HFSS ver. 16. In the device design with an
operational frequency in the 60 GHz band, we decided the thickness values of the
LiNbO3 crystal film and the SiO2 glass plate as 50 lm and 250 lm, respectively,
through the repetitive calculation considering the dielectric constants of LiNbO3 crystal
(erx = ery = 43, erz = 28) and SiO2 glass (er

glass = 4) in the 60 GHz band.

Fig. 1. Structure of the proposed EO MMW-LW signal converter utilizing stacked-patch
antennas embedded with a *5 lm gap. a The whole view. b The cross-sectional view. c Array
configuration with multiple directivity. © 2017 IEEE, Reprinted, with permission, from [17]
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Figure 2b, c shows the calculated distributions of the normalized surface electric
field of Ez/E0 on the patch metals with the proposed stacked structure when an x-
polarized 60 GHz plane-wave signal is irradiated to the device. We can see that the
electric field distributions are mutually out of phase between the upper and lower
patches. This is the same as the behavior of the Yagi–Uda antenna. Figure 2c shows the
electric field distribution along the line of l-l’ on the lower patch metal film shown in
Fig. 2a, b. We can also see that a strong electric field is induced across the gap owing to
a displacement current to satisfy the current continuity; this gap can be considered as a
small capacitor for MMW signals and the surface electric current on the patch metal
can pass through this capacitor as the displacement current. The peak value of the
induced electric field is about 100 times of the irradiated field from above.

In the analysis, we found an interesting characteristic in the stacked structure; both
the LiNbO3 film and the SiO2 base plate should be stacked to obtain a stronger electric
field. If there is no LiNbO3 layer on the top of the upper layer in the patch metal
stacked structure, the electric field induced across the gap for optical modulation is less
enhanced. We also found another interesting result on the electric field enhancement by
introducing a gap at the center of the patch metal; the electric field induced across the
gap for optical modulation become stronger when the gap is set at both the upper and
lower patch metal.

Through the repeated calculations, we decided the patch metal size as L = W =
810 lm with a 5 lm gap at the center along the y-axis for the operation at 60 GHz.

Fig. 2. a Analysis model. b Electric field distributions on the surface of the lower patch metal
(Radiator) and the upper patch metal (Director). c Electric field distribution along the line of l-l’
on the lower patch metal (Radiator). Electric field distribution for the single-stacked case with the
same operational frequency is also plotted for comparison. © 2017 IEEE, Reprinted, with
permission, from [17]
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Therefore, utilizing the stacked structure, the surface electric field on the patch
surface is increased, and patch length becomes longer for the same resonance fre-
quency. As a result, the conversion efficiency from wireless MMW to LW signals is
expected to be improved.

The proposed MMW-LW converter can be considered as an optical phase modu-
lator driven by the wireless MMW signal from the photonic device point of view.
Therefore, the optical modulation index is an important figure of merit to discuss its
performance, which is calculated by using the following equation [14].

Dh ¼ pn3er33
k

C
ZL
0

E0 sin ngkmyþ/
� �

dy ð1Þ

where r33 is the Pockels coefficient of LiNbO3, ne is the refractive index for the
extraordinary ray in LiNbO3, C is the overlapping factor between the MMW electric
field distribution across the gap and the LW electric field distribution in the cross
section of the optical waveguide in the x–z plane, L is the patch metal length along the
optical waveguide (the y-axis), Ez is the MMW electric field amplitude, ng is the LW
group index in the optical waveguide, km is the MMW wave number in vacuum, and /
is the initial phase of the MMW field when the LW is input at the end of patch antenna.

The calculated frequency responses of the optical modulation index in the
single/double-stacked structures with the same patch size (L = 810 lm) are shown in
Fig. 3. This optical modulation index value corresponds to the MMW-LW conversion
efficiency and its square is proportional to the optical sideband power level in the
converted LW signal [14]. We can see that by using the double-stacked structure, the
peak frequency is shifted to the higher range by 7 GHz, and the peak optical modu-
lation index value is improved by 3.2 dB. This means that optical modulation sideband
power level will be enhanced by 6.4 dB with the double-stacked structure.

Fig. 3. Calculated frequency responses of MMW-LW conversion in the single and double-
stacked converters with the same patch size. © 2017 IEEE, Reprinted, with permission, from [17]
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Figure 4 shows the calculated antenna patterns of the single and double-stacked
structures as MMW antennas. By using the double-stacked structure, the antenna gain
is enhanced by *3 dB compared to the single-stacked case. The antenna patterns of
the single and double-stacked structures in the x–z plane are also plotted in Fig. 5. We
can see the antenna gain enhancement clearly.

In addition, the antenna pattern in the y–z plane can be controlled by introducing
the array structure as shown in Fig. 1c. The angular dependence of the MMW-LW
signal conversion in the y–z plane in the arrayed case (array factor) can be calculated by
using the following equation assuming the linear array with the element number of
N and the same distance of d between the adjoining antenna elements along the y-axis.

Fig. 4. Calculated antenna radiation patterns (fm= 60 GHz). a Double and b single-stacked
structures

Fig. 5. Calculated antenna radiation patterns in the x–z plane (fm= 60 GHz)
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Dharray ¼ pn3er33
k
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Examples of the calculated angular dependence are indicated in Fig. 6, where the
MWW frequency fm = 60 GHz, the element number N = 4, and the antenna distance
d = 2.04, 2.28, and 2.59 mm. We can see that by changing the antenna distance, the
peak conversion angle can be controlled. For a prototype device, we selected the
antenna distance value as d = 2.28 mm.

The parameters of the designed MMW-LW signal converter are summarized in
Table 1.

4 Device Fabrication

Based on the analysis results, the proposed device was designed and fabricated. The
operational MMW frequency was set at 60 GHz and the operational LW wavelength
was set at 1550 nm. A 250-lm-thick crystal plate of z-cut congruent LiNbO3 was
adopted as an initial EO material substrate, and this crystal plate was polished to 50 lm
in the fabrication process by use of the MCP technique [14]. A 250-lm-thick low-
dielectric-constant plate of fused SiO2 glass was adopted as a base substrate. The device
fabrication processes are essentially the same as our previous device described in [14].

Figure 7 shows the photograph of the fabricated devices just before the final Al
metal deposition on the reverse side of the substrate for the ground electrode.

Fig. 6. Calculated angular dependence in the y–z plane of the MMW-LW signal conversion in
the array of the double-stacked-patch antennas. (fm = 60 GHz, N = 4, d = 2.04, 2.28, 2.59 mm)
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Table 1. The parameters of the designed MMW-LW converter

Operational frequency, fm 60 GHz
EO crystal film z-cut LiNbO3

Thickness 50 lm
Dielectric constant components (43, 43, 27)

Low-dielectric-constant material fused SiO2 glass
Thickness 250 lm
Dielectric constant 4

Square patch antenna Al
Thickness 1 lm
Size 810 lm � 810 lm
Gap width at the center 5 lm

Number of vertical stacking 2 (double stack)
Bonding method for stacking UV adhesive
Thickness of bonding layer 1.2 lm
Dielectric constant 4

Array antenna structure Linear array
Number of elements 4
Distance between elements, d 2.28 mm
Peak conversion angle at 60 GHz 0 degree (normal)

Operational light wavelength, k * 1550 nm
Optical waveguide (APE waveguide)
Core width * 3 lm
Core depth * 2 lm
Optical buffer layer (SiO2 sputtered) 0.2 lm

Fig. 7. Photograph of the fabricated double-stacked converter. © 2017 IEEE, Reprinted, with
permission, from [17]

226 H. Murata et al.



5 Basic Experiments

The performance of the fabricated EO MMW-LW converter was tested using the
experimental set up shown in Fig. 8. An MMW signal in the 60 GHz band was
amplified and irradiated to the fabricated device through a standard gain horn antenna
of 19 dBi. The MMW power fed to the horn antenna was 10 mW. An LW from a DFB
laser was coupled to the optical waveguide as a TM fundamental mode through a
microscope objective lens, and the optical spectrum of the output LW was measured by
use of a standard optical spectrum analyzer. Typical examples of the measured optical
spectra from the fabricated devices with the single/double-stacked structures are shown
in Fig. 9. Clear modulation sidebands were observed with the radiation of merely
10 mW MMW signals.

Figure 10 shows the measured frequency response of the single and double-stacked
converters. By using the double-stacked structure, the peak conversion frequency was
shifted to the higher range by *8 GHz, and the ratio between the optical carrier and
first modulation sideband components was increased by 6 dB, which corresponds to

Fig. 8. Experimental set up. © 2017 IEEE, Reprinted, with permission, from [17]

Fig. 9. Examples of the measured optical modulation spectra from the single/double-stacked
converters. © 2017 IEEE, Reprinted, with permission, from [17]
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the increase in the optical modulation index by 3 dB. These results were in good
agreement with the calculated characteristics shown in Fig. 3.

Figure 11 shows the measured directivities in the MMW-LW signal conversion of
the single and double-stacked converters. The measured frequency was at fm = 57.5
GHz for the double-stacked case and at fm = 50 GHz for the single-stacked case. The
peak conversion angle of the double-stacked converter was in good agreement with the
theoretical result shown in Fig. 6.

Fig. 10. Measured frequency responses of the single and double-stacked MMW-LW converters.
© 2017 IEEE, Reprinted, with permission, from [17]

Fig. 11. Measured directivities in the MMW-LW signal conversion of the single and double-
stacked converters. (N = 4 and d = 2.28 mm) The measured frequency was at fm = 57.5 GHz for
the double-stacked structure and at fm = 50 GHz for the single-stacked structure. © 2017 IEEE,
Reprinted, with permission, from [17]

228 H. Murata et al.



6 Data Transfer Experiment

By using the fabricated double-stacked MMW-LW converter, wireless data transfer
experiments over an optical fiber were also carried out. The experimental set up for the
data transfer is shown in Fig. 12. A wireless 60 GHz band QPSK signal with a rep-
etition frequency of 10 MHz was generated by use of the photonic two-tone technique
[18] and was irradiated to the double-stacked converter from above. The irradiated
MMW signal power level was about +3 dBm. Then, the MMW signal was converted to
an LW signal by using the fabricated MMW-LW signal converter. The converted LW
signal was detected by use of a high-speed photodiode after being transferred over
1-km-long-standard silica fiber. Figure 13 shows the measured MMW spectrum and
constellation diagram of the detected signal by use of the MMW spectrum/signal
analyzer, Rohde and Schwarz FSW67. A QPSK constellation was successfully iden-
tified from the detected signal. The measured EVM value was 28.7%. Therefore, the
signal conversion and transfer over fiber by using the double-stacked MMW-LW
converter were successfully demonstrated.

7 Conclusion

We have proposed and developed the new wireless MMW-LW signal converter based
on an EO modulator using stacked planar patch antennas embedded with a narrow
gap. By stacking patch antennas and substrates with the same size vertically, the length
of the patch metal and the antenna gain become larger when the resonance frequencies

Fig. 12. Experimental set up for the data transfer over a 1-km-long-standard single-mode silica
optical fiber
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Fig. 13. Measured MMW spectrum (a) and constellation diagram (b) of the detected QPSK
signal after the LW signal conversion and 1 km fiber transmission. The signal repetition
frequency was 10 MHz. The EVM value of the detected signal was 28.7%
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are tuned to the same value. As a result, the induced electric field across the narrow gap
for optical modulation is considerably enhanced and the conversion efficiency from
MMW to LW is improved, which was verified in the experiment. By stacking multiple
(*10) patch antennas with multiple substrates vertically [19, 20] and by increasing the
number of antenna elements in the array, further improvement in the conversion effi-
ciency as the carrier/sideband ratio over 10 dB or enlargement of the operational
frequency bandwidth over 10 times is expected [19, 20]. Therefore, the proposed
MMW-LW converter will be able to apply high-resolution MMW distributed radar
systems combined with radio-over-fiber links to monitor foreign debris on an airport
runway.
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Abstract. This paper reports on photonic multiuser 5G hot-spots, that provide
multiple beams by employing frequency steerable leaky-wave antennas.
Therefore, a 60 GHz periodic leaky-wave antenna (LWA) has been developed,
based on low loss substrate-integrated waveguide (SIW) technology, which is
fabricated through standard PCB processes. The developed LWA operates in the
V-band between 50 and 70 GHz and provides over 40° beam steering in the
H-plane via frequency scanning. The capability for beam steering and multiple
simultaneous beams from only one feeding port is combined with Radio-over-
Fiber (RoF) techniques to provide a simple, compact and low-cost system for
new applications in mm-wave communications. The proposed system enables
centralized photonic beam steering in fiber-wireless transmission links, where up
to 6 Gbit/s data rates are demonstrated using 64 QAM with IF-OFDM and
simple receiver architectures. The multibeam capabilities provide a strong
addition to RoF links by utilizing dense WDM channels to support multiple
wireless users. Thereby, multiple low latency and high data rate wireless ser-
vices can be provided via a single fiber-fed antenna. Finally, this concept is
demonstrated by lab experiments, where three 1 Gbit/s OOK data signals were
simultaneously transmitted and by a week-long field trial in a shopping mall,
where two 1.5 Gbit/s real-time SDI video streams were transmitted.

Keywords: 5G mobile communications � Antennas � Beam steering �
Millimeter-wave radio � Radio-over-Fiber

1 Introduction

The advent of the next generation of mobile communications 5G is expected to bring a
revolutionary 1000-fold increase in mobile data traffic and a substantially larger
number of connected users per cell [1]. In order to sort the various use cases to be
enabled by the new technology, the ITU-R has proposed three use case families for 5G
[2]. One of them is “enhanced mobile broadband” (eMBB), which is most closely
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associated the overall increase in mobile data throughput. The eMBB family also
covers the “5G Hot-Spot” scenario, which embraces all those use cases, where a large
number of users in a limited area demand high data rate services [2, 3]. Thereby,
applications include scenarios, where users wish to quickly download or access mul-
timedia content while waiting or traveling, such as in an airport, a train station or on an
airplane, a train. In the modern networking society, the use cases can further be
expanded to office spaces, cafes or popular meeting places.

The EU-Japan project RAPID is researching technical solutions to support such
high-capacity hot-spot scenarios especially for dense user areas, where the requirement
for mobility is low but the user data rates are expected to be extremely high [4]. RAPID
especially considers the use case scenarios of crowded infrastructure such as airplanes,
train stations, motorways, etc., as well dense user areas in office buildings, shopping
areas and malls and sports stadiums, where dedicated services are expected. For
achieving this goal RAPID technology employs photonic techniques to exploit the
large bandwidth at mm-wave frequencies. In order to demonstrate its 5G technology
field trials in natural dense user environments in a football stadium and a shopping mall
are designated.

The cornerstones to support the projected, significant increase in data traffic for 5G
are seen in larger bandwidth, higher spectral efficiency and more, smaller cells [2, 5, 6].
Thereby, the large available spectrum at mm-wave frequencies, e.g., in the 60 GHz
band can provide the necessary bandwidth for 5G communications and is thus con-
sidered as an enabling technology [3, 5, 6]. While the utilization of the mm-wave
spectrum also brings new challenges, such as high free space path loss, innovative
solutions are sought. One of the key demands for providing mm-wave mobile access is
an antenna, which has a high gain to maintain a manageable link budget, while being
steerable to support user mobility [5, 6]. In RAPID we further require an antenna, that
supports multiple beams to provide uninterrupted, low-latency service to multiple users
at the same time in densely populated environments.

In view of the large available bandwidth, but also the challenges that mm-waves
provide for conventional phased array antenna techniques [6], we propose the uti-
lization of leaky-wave antennas as a low-cost technology for 5G hot-spots. While the
efforts to implement beam forming and beam switching solutions at 60 GHz have led
to technological solutions, they either only provide a single steerable beam [7] or
require multiple antenna feeds [8]. In contrast to that LWAs provide a simple mech-
anism for beam steering by frequency scanning [9], which requires only a single
feeding port, can be implemented inexpensively and is compatible to FDMA tech-
niques. Furthermore, they allow for new direction-of-arrival (DoA) estimation tech-
niques, which are important for user localization in multiuser scenarios [10]. While
LWAs are well known, e.g., in avionics and for radar applications, we want to illustrate
their application for fiber-wireless communications. We will show that they can
complement Radio-over-Fiber (RoF) techniques, which are often proposed because of
their capability for centralizing network features. This architecture is depicted in Fig. 1,
where a SIW LWA antenna in implemented in a WDM fiber-wireless communication
system for multiuser support.
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In this paper, the implementation of 5G hot-spots by the means of frequency
steerable 60 GHz multibeam antennas is outlined. Therefore, leaky-wave antennas are
employed in conjunction with dense WDM optical networks, which are extended via
RoF wireless links. At first the utilized antenna structure and its performance is
illustrated. After that the setup of the fiber-wireless communication link is described
and RoF data transmission experiments are presented. Then the option to serve multiple
wireless users via the connected optical WDM network explained and demonstrated by
measurements. Finally, the demonstration of a 5G hot-spot is presented, which was
employed to deliver two uncompressed video streams for a field trial in a shopping
mall, before the paper is concluded.

2 Utilized SIW LWA Antenna Structure

2.1 Leaky-Wave Antenna Principle

In this work, periodic leaky-wave antennas (LWAs) are utilized, which are based on
substrate-integrated waveguides (SIWs). In general, LWAs are waveguide structures
that are modified to leak power for antenna operation. For periodic LWAs the
waveguide is divided into unit cells, which are arrayed and periodically modified. Thus,
they radiate similar to a linear array, with a beam angle that depends on the phase
difference between the radiating elements of the arrayed unit cells. This phase shift
between adjacent unit cells depends on the complex propagation constant of the
modified waveguide [9]. Thereby, good power acceptance, simple feeding via the
waveguide interface and a high directivity due to the array factor can be achieved.

Server

Optical 
Fiber

SIW LWA
Antenna

OFDM/ WDM

O/E 

O/E 

O/E 

I/Q Data

Fig. 1. Schematic architecture of an optical distribution network connecting a server to multiple
5G hot-spots, which can each deliver data streams to multiple users employing the presented SIW
LWA
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Furthermore, as the phase difference between the periodic radiating elements of the
LWA depends on the frequency according to their dispersion characteristic, a LWA
scans its beam angle with changing the frequency. This means, that an LWA will
radiate signals at different radio frequencies (RFs) into different directions, while only
requiring a single RF feeding port [9–11].

2.2 Implemented SIW LWA

The specific structure of the used LWA has been proposed in [11]. It has been man-
ufactured from a RO5880 laminate by standard PCB processes. The LWA employs
longitudinal half-wavelength microstrip lines inset to the SIW as radiating elements,
which are off-centered to improve broadside radiation [11]. The fabricated laminate of
such a LWA is depicted in Fig. 2.

Apart from the periodic LWA array, the laminate contains a coupled line transition
and holes and markers for the fixtures of the coaxial end launch connectors (ELCs) that
are used to contact the antenna. Thereby, the coupled lines provide a transition from the
SIW of the LWA to the grounded coplanar waveguide interface of the ELCs, while also
providing impedance transformation to yield good matching. Since the coupled lines
transition acts as a DC block they already provide one part of a bias-tee for the
integration of photodiodes [12]. This gives the SIW LWA the potential to provide an
integration platform for radio-over-fiber (RoF) photonic transmitters.

The presented SIW LWA operates in the V-band between 50 and 70 GHz, where it
provides beam steering in excess of 40° in the H-plane. In Fig. 3 the radiation patterns
at radio frequencies of 50 GHz and in the 57–66 GHz band are shown. It can be seen
that the measured gain is around 14 dBi with ±1 dB deviation across the bandwidth
with a sidelobe suppression of 13 dB. The SIW LWA is a linearly polarized antenna
with a cross polarization discrimination (XPD) of 24.83 dB in the steering plane. The
frequency scanning behavior of the SIW LWA can be observed from Fig. 3, demon-
strating beam steering from –9.8° at 57 GHz through broadside around 61.5 GHz to
8.0° at 66 GHz.

Thus, the antenna beam can be steered, e.g., to follow a mobile user by changing
the radio frequency. The four radiation patterns at different frequencies in Fig. 3 also
illustrate that the SIW LWA can generate multiple beams to support multiple users
simultaneously, which is demonstrated in the following sections. Therefore, different
data signals are radiated at different RFs to be received by multiple users at different
positions.

(a) (c) (b) 

Fig. 2. Fabricated laminate of the SIW LWA containing the grounded CPW interface for the
ELCs (a), the coupled line transition (b) and the periodic LWA array (c)
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2.3 Application of LWAs for 60 GHz Communications

Due to the large overall bandwidth and lack of necessary electrical control signals, the
SIW LWA synergizes well with RoF systems, which utilize the vast optical bandwidth.
In this paper it is employed for fiber-wireless communications, where it creates unique
possibilities for centralized photonic beam steering to a coherent RoF link. With this
approach, which is detailed in the next section, the RF of the radiated data signals is
obtained from the optical frequencies of the LO and data signals. A transparent link is
established from the data source to the data sink and the beam direction can be con-
trolled via the laser frequency. It should be mentioned that for a full 5G communication
system, besides beam steering it is also necessary to localize the mobile users. In this
regard LWAs also provide new solutions for DoA estimation for multiple users [10].
While we focus on RoF communication with the presented SIW LWAs in this paper,
we have also developed a simple technique for estimating the DoA of a user requesting
service from the hot-spot. Therefore, a frequency upchirp signal send by the user, and
often used for the preamble of OFDM waveforms, can be employed to choose the
correct beam angle based on the LWA response [13].

3 Fiber-Wireless Communications

3.1 Employed Radio-Over-Fiber Approach

Radio-over-Fiber is a straightforward approach to connect remote antenna station to an
optical fiber network by directly transmitting the wireless signals. Usually three

-30

-25

-20

-15

-10

-5

0

5

10

15

20

-45 -40 -35 -30 -25 -20 -15 -10 -5 0 5 10 15 20 25 30

G
ai

n 
(d

B
i)

Theta (deg)

50 GHz
57 GHz
61 GHz
66 GHz

Fig. 3. Radiation pattern of the SIW LWA as the measured gain over the beam angle theta at
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different analogue RoF schemes are differentiated based on where the baseband data
signals are upconverted to the RF [14]. Thereby, it is assumed that always electrical
mixers are used, which are located either at the central unit (CU) or at the radio access
unit (RAU). In contrast to that, we have used a coherent RoF approach, where the
baseband or intermediate frequency (IF) signal, generated at the CU, is photonically
upconverted at the RAU by employing an optical local oscillator (LO) [15]. This
approach is employed in conjunction with the introduced SIW LWA antennas for fiber-
wireless data transmission with the setup illustrated in Fig. 4. The combination of
optical upconversion with the LWA enables unique photonic beam steering capabili-
ties, as outlined in the following. At the CU a laser generates an optical carrier, which is
modulated by the data signal by means of a Mach–Zehnder modulator (MZM). Then
the signal is amplified by an optical amplifier and transmitted over 10 km standard
single mode fiber (SMF), emulating the optical distribution network. After the trans-
mission, the signal arrives at the RAU, where an optical local oscillator (LO) from a
tunable laser diode is added. Then a high-speed photo diode generates the RF signal,
containing the data, through heterodyne detection of the arriving optical carrier from
the data signal and the LO. As the RF corresponds to the beat frequency of the two
optical waves, the frequency can be changed by tuning either the laser frequency of
the optical carrier or of the LO. The RF signal is then amplified and radiated by the
presented SIW LWA. Since the beam angle of the LWA can be changed through the
RF, the radiated signal can be steered by tuning either the signal or the LO laser. This
means that the system provides photonic beam steering functionality either locally at
the RAU or centralized from the CU. After the wireless transmission, the RF signal is
received by the mobile unit (MU) by means of a horn antenna. The received signal is
then amplified and downconverted by a zero-biased Schottky barrier diode detector
(SBD). As the SBD works as an envelope detector, it does not depend on the RF of the

Fig. 4. Schematic architecture of the utilized fiber-wireless communication system
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received signal and no electrical LOs are required at the MU. Furthermore, it is
insensitive to RF drift and phase noise, which means that phase-locking of the lasers is
not necessary. Finally, the downconverted baseband signals are amplified and then
analyzed at the designated data sink.

3.2 Single Link OOK and IF-OFDM Measurements

At first single link transmission experiments using the outlined setup from Fig. 4 have
been carried out. Therefore, a PRBS-9 (pseudo random binary sequence) baseband data
signal is generated by a pulse pattern generator (PPG) at the CU and modulated onto
the optical carrier. To produce bit error rate (BER) curves, an error detector acts as the
data sink to analyze the received signal. The optical power is changed by a variable
optical attenuator (VOA) to yield different signal-to-noise (SNR) values at the receiver.
The measured BERs of 2 Gbit/s OOK data signals after wireless transmission over 2 m
are presented in Fig. 5. As can be seen quasi error-free transmission is achieved and the
difference in required optical power is low across the different radio frequencies from
57 GHz over 60 to 63 GHz. This means that the link budget is flat across the 60 GHz
band, even though different beam angles are used.

The data rate of the RoF link can be further increased by employing higher order
modulation techniques. In order to employ QAM modulation, while retaining the
simple SBD receiver, IF-OFDM techniques can be employed [16, 17]. Therefore,
QAM modulated OFDM channels are upconverted to an IF before being modulated
onto the optical carrier. This way the SBD downconverts the received RF signal to the
IF, so that the I/Q information is conserved. By using a digital sampling oscilloscope to
analyze the data, 0.5 m wireless transmission with a throughput of 6 Gbit/s could be
achieved with 64 QAM modulation at a bandwidth of 1 GHz. An IF of 1.5 GHz was
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Fig. 5. Measured bit error rate over optical power of 2 Gbit/s OOK signals, which are transmit
over 2 m wireless distance at 57 GHz (green), 60 GHz (red) and 63 GHz (blue)
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used to avoid signal-signal beat interference (SSBI) and an average SNR per subcarrier
of 22.33 dB was achieved [17]. The constellation with an EVM of 7.65% can be seen
in the inset of Fig. 1.

3.3 Optical WDM for Wireless Multiuser Support

In the previous measurements the data streams at different RFs and beam angles have
been transmitted and analyzed one after the other. Now we want to serve multiple users
simultaneously. Therefore, optical wavelength division multiplexing is used, i.e., three
optical channels are used to provide data for three users. In this case, three signal lasers
operating at different optical frequencies are each modulated by a MZM with individual
data from different PRBS sources. These three signals each carry 1 Gbit/s OOK data
and are generated with 3 GHz ultra-dense optical channel spacing. By utilizing optical
heterodyning to generate the RF channels, all three wireless signals can be generated by
one PD. The 3 GHz difference between the laser frequencies translates into an equal
difference between the generated RFs and so the channel spacing is preserved. This
means that in contrast to a conventional RoF system no optical filters are necessary
[15]. Because of the ultra-dense spacing, the optical signals occupy only a small
bandwidth of 8 GHz in total. Furthermore, the RAU can remain unchanged as the PD
and the LWA antenna have sufficient bandwidth to generate and radiate all three
signals. The LO laser is set to a wavelength 62 GHz away from the median channel, so
that the wireless signals are generated at RFs of 59, 62, and 65 GHz, all within the
60 GHz band. By means of the SIW LWA the signals are radiated at different beam
angles of –3.5°, 2°, and 7.5°. They can be received after 2 m wireless transmission at
distinct positions by the mobile units. Again, a simple SBD detector is used for
downconversion. In contrast to an electronic mixer no additional local oscillator is
required, and the mobile unit does not need to be aware of the received signal RF to
detect its data. Thus, all RF signals are downconverted to baseband and can be received
by simply moving into the respective beam angles without further changes at the
mobile unit. So, when moving a mobile unit in the steering dimension, the received RF
signal changes according to the relative angle to the RAU. The best signal quality is
achieved at –3.5° for the 59 GHz signal, 2° for 62 GHz and 7.5° for 65 GHz,
respectively. Within ±2° around these angles the signal quality gracefully decreases.
For larger angles the signal quality drops rapidly, as the gain drops according to the
radiation pattern and eventually the power of interfering signals increases. As the beam
width in the E-plane is around 75°, the directivity is limited in the dimension
orthogonal to the steering direction. Thus, the mobile unit can be moved up to 0.5 m
orthogonal to the beam steering direction and the signals can still be received, when
angling the horn antenna accordingly. The successful reception of three simultaneously
transmitted 1 Gbit/s OOK signals, yielding a total data rate of 3 Gbit/s, is confirmed by
the BER measurements. Like for the single link a VOA is utilized to change the signal
power of the combined optical channels. The measured BER curves are plotted against
the received RF powers of the detected signals at the mobile unit and are presented in
Fig. 6. BERs of 3.805 E-3, 6.654 E-4 and 2.779 E-4 have been achieved at –37.79
dBm and 65 GHz, at –39.38 dBm and 62 GHz and at –40.95 dBm and 59 GHz,
respectively. When the signal powers were further increased an error floor due to the
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interfering signals has been observed. As no filters are utilized and the SBD down-
converts all incoming 60 GHz band RF signals to baseband, the other two signals
interfere with the desired signal. Thereby, the system solely relies on the directivity of
the SIW LWA to reduce undesired RF signals and maintain acceptable signal-to-
interference-ratios (SIR).

4 5G Hot-Spot Demonstration for Video Streaming
in a Shopping Mall

The system, described in the previous system has been utilized to implement a 5G hot-
spot for a field trial demonstration in a shopping mall in Warsaw, Poland. Thereby, the
5G hot-spot supplies multiple users wirelessly with high data rate video streams. The
field trial architecture contains transmission across four different locations as illustrated
in Fig. 7: from a data center, where the optical carriers are modulated, over the
shopping mall server room, where the optical LO is added, to the RAU, where the RF

Fig. 6. Bit error rate over received electrical power of the three 1 Gbit/s OOK signals at 59 GHz
(green), 62 GHz (red) and 65 GHz (blue) after 2 m simultaneous wireless transmission

Fig. 7. Installed field trial architecture for the 5G video streaming demonstration in a shopping
mall

Multiuser 5G Hot-Spots Based on 60 GHz Leaky-Wave Antennas … 241



signals are generated and radiated to the mobile unit. An optical and RF level diagram
is provided in Fig. 8. To demonstrate multiple data streams two optical carriers have
been modulated with two different 1.5 Gbit/s SDI video signals by MZMs. SDI stands
for serial digital interface and is a broadcasting standard for real time, uncompressed
video transmission. The SDI signals are OOK baseband data streams with an amplitude
level of 800 mV peak-to-peak. The SDI signals were generated via HDMI-to-SDI
scalerboxes, which are commercial broadcast converters that generate the SDI signals
from video stream input via an HDMI interface. The scalerboxes do not support
buffering, an uninterrupted video stream confirms that the data stream is continuously
available with a good signal quality. The central unit, which generates the two optical
video signals was installed in the data center. From there the signals were transmitted
within one WDM channel over 11 km SMF, installed in the field, to the server room of
the shopping mall as depicted in Fig. 9. At the shopping mall the signals are extracted
via a wavelength filter, amplified and combined with an optical LO signal. After that
they are transmit over 100 m SMF to the hybrid integrated photonic RAU, depicted in
Fig. 10. This RAU contains the high-speed PD, an RF amplifier (Gain: 25 dB; PRF =
–1 dBm) and the LWA (Gain: 14 dBi) and is ceiling mounted in the field trial area of
the shopping mall. There the RAU establishes two wireless video streams by simul-
taneously radiating each of the two video signals at a distinct beam angle of –30° for
the 50 GHz signal and –1.5° for the 60 GHz signal. After wireless transmission over
2 m they were received by the mobile unit. In this case the mobile unit is the demo
vehicle, shown in Fig. 11. It contains a horn antenna (Gain: 23 dBi), RF LNA (Gain:
30 dB; NF: 4.5 dB), SBD for downconversion and baseband amplifier (BBA) as
depicted in Fig. 7. The data sink of the mobile unit is another scalerbox, which con-
verts the video signals from SDI back to HDMI to be displayed by a large 4 K LCD
screen. Both video signals at 50 and 60 GHz could be successfully received by moving
the demo vehicle to their respective beam angles. This was confirmed by the screen
showing the high-quality video streams on the mobile unit. Therefore, an SDI ampli-
tude of 250 mV peak-to-peak was received at the demo vehicle. The system was
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11 km SMF

(a) (b)

Fig. 9. Field trial installation in the data center (a) and in the shopping mall server room (b),
which are connected by a 11 km SMF

(a) (b)

(c) 

Fig. 10. Fabricated hybrid integrated RAU for the shopping mall ceiling installation consisting
of a high-speed PD (a), a RF amplifier (b) and a SIW LWA antenna (c)
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operational over the course of a full week, thus demonstrating the implementation of
such a 5G hot-spot under real-life conditions.

With this demonstration we provided an example for the generation of multiple
simultaneous antenna beams providing a real-time high data rate service. One example,
where such high data rates are required in real time is virtual reality (VR). We consider
connecting multiple VR users wirelessly to an access point as a strong use case for 5G
hot-spots for which multiple, steerable beams are essential.

5 Conclusion

In this paper, the implementation of 5G hot-spots via a combination of leaky-wave
antennas and Radio-over-Fiber techniques has been demonstrated. The radiation pat-
terns of the utilized PCB based LWA structure show gains around 14 dBi between 50
and 70 GHz. Beam steering and multiuser support are provided by the frequency
scanning behavior of the LWA. It has been outlined, how to employ RoF techniques to

Fig. 11. RAPID5G demo vehicle used as mobile unit in the shopping mall, containing a receiver
horn antenna, a RF amplifier, a SBD detector, a baseband amplifier a SDI-to-HDMI scalerbox
and a 4 K high resolution screen to display the received video stream
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use the LWA for beam steering by changing the wavelength of the optical carrier. This
setup has been employed to perform 2 Gbit/s OOK data transmission and up to 6 Gbit/s
IF-OFDM-QAM data transmission, while utilizing a simple SBD receiver. Further-
more, it has been demonstrated to extend the system to support multiple users with
multiple RF beams by employing dense WDM channels by transmitting three 1 Gbit/s
OOK signals with 3 GHz spacing. Finally, the implementation of 5G hot-spots for a
week-long operation during a field trial in a shopping mall has been illustrated.
Therefore, two 1.5 Gbit/s uncompressed real-time video streams have been transmitted
simultaneously over 11 km SMF and 2 m wireless to a demo vehicle, which acts as the
mobile unit to show the received video stream.
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Abstract. We present an efficient approach for reconstructing images of small
objects and Foreign Object Debris (FODs) from scattered field synthetic data and
measurements in W-band (75−110 GHz), taking advantages of spatial and
polarization diversities, and process them with either qualitative or quantitative
inverse methods. The target application is FOD detection for airport runways. We
investigate FOD detection and identification capabilities through two approaches:
a quantitative reconstruction under 2D assumption and qualitative reconstruction
using a Backpropagation algorithm (BP). Most existing systems are monostatic
but rapid advances in millimeter-wave technologies make it realistic to imagine
the deployment of multistatic radars on either side of airport runways. In the
following, we investigate the contribution of multistatic measurements, on the
reconstruction of typical debris, courtesy of DGAC (French Civil Aviation).

Keywords: Millimeter-wave imaging � Foreign object debris

1 Introduction

Millimeter-wave radar systems in W-band (75–110 GHz) are booming, due to
advances in integrated circuits, and fabrication of low-cost and high-resolution compact
systems, thanks to the short wavelength. Application domains are various: automotive
sector, pilot assistance for helicopters, etc. We aim to design a W-Band radar system
for imaging Foreign Object Debris (FODs) on runways [1]. Detecting objects is
important but assessing if the object is harmful to air navigation is fundamental and
crucial in order to take the decision to stop or not the traffic on the runway. Most of
mm-wave radar systems are already monostatic. Some also include multiview con-
figurations obtained either by using electronic/mechanical scanning or SAR processing.
Multistatic scenarios offer significant advantages for identification and detection pur-
poses [2]. First, multistatic measurements appear to be an attractive solution for
enhancing the detection, especially for nonmetallic objects. The reflectivity of non-
metallic objects is weak whereas the transmitted wave through dielectric objects brings
significant information that a multistatic system can process. Second, millimeter-wave
images are good candidates for identification. But building high-resolution 3D images
also require measurements including multistatic configurations. In addition, polariza-
tion diversity also contributes to a best knowledge of targets and it will be investigated
as well. FODs cost a considerable amount of money to companies and airport opera-
tors. A FOD is defined as an unwanted object, animate or inanimate, located in an
inappropriate place in the aerodrome environment (runways, taxiways, etc.) that is
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hazardous to the airport and for personal security and integrity of an aircraft. Neither
detection nor identification is easy to proceed because even small objects such as nuts,
screws, debris of runway lights or tires, thin metallic parts of airplanes (like the one that
caused the crash of the Concorde), are sources of severe not to say fatal damages.

All existing radar systems are based on monostatic configurations. Despite their
performance, identification and detection are not 100% guaranteed. For that purpose, a
quantitative reconstruction image will provide information not only on the shape but also
on the properties of the material. The radar sensors are supposed to be located along the
runway [3]. In order to estimate the investigation domain, a qualitative imaging is used
by means of a back propagation algorithm. A simplified assumption for fast recon-
structions is to use algorithms based on two-dimensional approaches (2D-TM and 2D-TE
polarizations) of the electromagnetic imaging problem. Using 2D assumption and the
polarization used for the incident field (horizontal or vertical), one can reconstruct dif-
ferent cross-sections of 3D objects. Recently, some results of quantitative imaging were
presented reconstructions from both 2D-TM and 2D-TE synthetic data with additive
noise [4]. We present results obtained from both synthetic and experimental 3D data for
some typical objects or FODs that can be found on runways.

2 Direct Problem

Thanks to the short wavelengths in the W-band, many objects are large compared to the
wavelength and can therefore be considered as 2D. We separate the direct problem into
2D-TE and 2D-TM cases. Considering 2D cylinder with infinite dimension along Oz,
the 2D-TM case is, per definition, the case where the electric field parallel to Oz. On the
contrary, for the 2D-TE case, the electric field is parallel to xOy plane. Electric fields
are orthogonal in 2D-TE and 2D-TM cases and form an orthogonal basis that can be
used to decompose any polarization of the electric field.

Considering two-dimensional inhomogeneities in free-space, the following integral
representation is used for the total field

EðrÞ ¼ EincðrÞþ k20 þrr:
� �

GðrÞ � vðrÞEðrÞ½ �; ð1Þ

where

– v(r) = erc(r)−1: Contrast function.
– erc(r): Relative complex permittivity of the inhomogeneities.
– k0: Free-space wavenumber.

Moreover, the relative complex permittivity is defined as:
erc(r) = erc(r)−jr/(xe0), with e0 the electric permittivity of the vacuum.

The Green’s function expression is

Gðr; r0Þ ¼ �j
4
Hð2Þ

0 k0 r � r0j jð Þ; ð2Þ

For objects lying on runways, the Green’s function has to be changed to take into
account the presence of the ground.

248 F. Nsengiyumva et al.



The operator rr: is null for the 2D-TM case. The 2D-TE case is more complex
due to the second-order derivative in Eq. (1) and extreme care should be used for the
basis functions when applying the method of moment. We use piecewise sinusoidal 1D
functions

fnðxÞ ¼
sin k0ðx�xn�1Þ½ �
sin k0ðxn�xn�1Þ½ � xn�1 � x� xn
sin k0ðxnþ 1�xÞ½ �
sin k0ðxnþ 1�xnÞ½ � xn � x� xnþ 1

0 elsewhere

8><
>:

; ð3Þ

Finally, and 2D basis functions are the product of two 1D functions

fnðx; yÞ ¼ fnðxÞfnðyÞ; ð4Þ

For cylinder with circular cross section, we also use an analytical model defined in
[5], that we call ESCALE.

3 Inverse Scattering Problem

3.1 Backpropagation

An example case for applying Backpropagation (BP) algorithm is shown in Fig. 1.
Using Green’s object-receiver matrix GR, scattered fields are backpropagated to obtain
the distribution S(x,y) proportional to the induced currents in the target

Fig. 1. Example case of backpropagation
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Sðx; yÞ ¼ GR�ES ¼ GR�GRvES; ð5Þ

The relation Eq. (5) is approximated with the following coherent summation over
M receivers, L transmitters and F frequencies and normalized with respect to the
number of observation points, including the number of frequencies

Sðx; yÞ ¼ 1
F
1
L
1
M

XF
f¼1

XL
l¼1

XM
m¼1

1
dm

ES dm; f ;E
i

� �
ejUðdm;f Þ

�����

����� ð6Þ

with

– F: Number of frequencies.
– L: Number of incidences.
– M: Number of receivers.
– Es: Scattered field measured on the mth receiver.
– dm: Distance between the mth receiver (xm, ym) and the cell (x,y) of the object
– U (dm, f): Phase shift linking the cell to the receiver position.

We have to distinguish two cases

– Receivers are apart from incidences, which is the multistatic case and we call Umulti

the corresponding phase. It is simply calculated as the product between the free-
space wave number and the distance between the cell and the receiver Eq. (7).

– Receivers and incidences are collocated, which is the monostatic case and we call
Umono the corresponding phase (Eq. 8). In this case, we have to take into account
the round trip and calculate the product between the free-space wave number and
twice the distance to the cell Eq. (8).

Umultiðdm; f Þ ¼ k0dm ¼ 2p
dm
k
; ð7Þ

Umonoðdm; f Þ ¼ 2k0dm ¼ 4p
dm
k
; ð8Þ

The Backpropagation scheme can allow at same time to locate targets and estimate the
investigation domain for the quantitative algorithm. But it can also be used as an initial
guess for the quantitative imaging algorithm and reconstruct a qualitative image.

3.2 Quantitative Inverse Algorithm

We assume that two-dimensional objects are embedded in the investigation domain
D and illuminated successively by L different known incident fields. For each excita-
tion l (l = 1…L), the scattered far-field is measured on receivers located on a circle of
radius R. The integral representation of the scattered field on the measurement points,
and using moment method, yields the following nonlinear matrix system:
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ES
l ¼ GRv I � G0v

� ��1
Einc
l ð9Þ

where

– v: Diagonal matrix of the contrast
– Ei

l : Incident field vector.
– Es

l : Scattered field vector.
– GR and GO: matrices of integrated Green’s functions.

For reconstructing separately real and imaginary parts of the contrast v, we use a bi-
conjugate gradient method [6]. The inverse problem solution is obtained by minimizing
a cost functional J(er,r) representing the discrepancy between measured scattered field
and simulated one for a given contrast v(er,r) . We consider the real and imaginary part
of the contrast v as independent variables.

Jðee; rÞ ¼
XF
f¼1

XL
l¼1

ES
meas � ES

comp

���
���2; ð10Þ

with

– ES
meas: Scattered field vector obtained from measurement.

– ES
comp: Scattered field vector obtained from computation.

In the next section, we investigate 2D quantitative reconstructions of selected
FODs.

4 2D-Quantitative Reconstructions

4.1 2D-Hypothesis

We have explained in Sect. 2 that in W-band many objects are large compared to the
wavelength at least in one dimension. It is therefore possible to consider these objects
as 2D, which significantly simplifies the theoretical problem. Nevertheless, this
hypothesis must be discussed and verified.

For this, we consider a Perfect Electrical Cylinder (PEC) with 8 mm-diameter and
variable height. Results of 3D full-wave simulations are compared with those from the
2D model. 3D simulations are conducted using Ansoft-HFSS [7] whereas the 2D
model is computed with ESCALE. We have deliberately chosen ESCALE instead of
the method of moment developed for the direct problem for getting rid of any
numerical errors, since ESCALE uses analytical solutions. We consider a fixed inci-
dence (at / = 180°) with receivers placed along a circle in the far field. Hence, we
perform a multistatic study where the monostatic case corresponds to the particular
point / = 180° (receiver is collocated with the transmitter).

Figures 2, 3, 4 and 5 show results in amplitude and phase for 2D-TM and 2D-TE
cases and heights from 40 to 100 mm. The frequency of simulation is 94 GHz. From
these plots, we draw the following conclusions:
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Fig. 2. PEC cylinder—Amplitude of the scattered field for TM case—Comparison between 2D
case and various heights for 3D case

Fig. 3. PEC cylinder—Phase of the scattered field for TM case—Comparison between 2D case
and various heights for 3D case (definition of the curves given in Fig. 2)
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Fig. 4. PEC cylinder—Amplitude of the scattered field for TE case—Comparison between the
2D case and various heights for the 3D case

Fig. 5. PEC cylinder—Phase of the scattered field for TE case—Comparison between 2D case
and various heights for 3D case (definition of the curves given in Fig. 4)
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– There is no visible difference for 3D simulated radiation patterns for heights ranging
from 40 to 100 mm.

– Phase patterns are less sensitive than amplitude ones to the 2D hypothesis with
almost no differences between 3D and 2D results.

– 2D and 3D amplitude patterns are similar in / = 0° (direction opposite to the
incidence), and begin to differ for larger /. Therefore, the error is maximal in the
monostatic case (/ = 180°). This means that we cannot use the 2D hypothesis for
reconstructing objects in the monostatic case.

– The 2D hypothesis is valid for a total angular range of 120° in / centered at 0° for
the 2D-TE case. It is of the order of 90° for the 2D-TM one. Quantitative recon-
structions based on incomplete field of view reconstructions will be part of further
studies.

In addition, we define a quantitative error criterion (e). For this, we compute the
difference (computed as the L2 norm) between the 3D simulation and 2D model at
every height.

e ¼ ES
3D � ES

2D;E
S
3D � ES

2D

� 	
ES
3D;E

S
3D

� 	 ; ð11Þ

where

– < > : Hermitian scalar product.
– ES

3D: Scattered field vector obtained from 3D simulation. It is taken as reference in
the scalar product.

– ES
2D: Scattered field vector obtained from 2D model.

Results are shown in Table 1. The error (e) is expressed in dB as 10*log(e). For this
study, we have extended the range of the height from 2 to 100 mm.

The error decreases when the height of the cylinder increases but tends to stabilize
from 40 mm. This perfectly matches the low differences observed in 3D simulations in

Table 1. Error (L2 norm) between 3D simulation and 2D model

h (mm) Error (dB)
TE-case TM-case

2 −8.4 −7.4
3.2 −10.3 −11.7
6 −13.1 −12.6
10 −15.2 −13.7
20 −16 −14.3
40 −17.5 −16.2
60 −17 −16.2
80 −16.5 −16.1
100 −16.6 −16.2
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Figs. 2, 3, 4 and 5. Moreover, even for the cylinder of 3.2 mm height, which is twice as
small as its diameter, the error remains less than -10 dB.

Note that, assuming that error is due only to random phenomena and considering
Eq. (11), the error is the inverse of the signal-to-noise ratio. Backpropagation algo-
rithms are known to be robust and work even with SNR close to 0 dB. This means that
we can use Backpropagation for qualitative imaging algorithm for all cylinders tested
in Table 1 because the largest error reaches -7.4 dB, which corresponds to a SNR of
7.4 dB.

Our conclusions with respect to this study are as follows:

1. Multistatic scenarios are better suited for quantitative reconstruction because mul-
tistatic configuration captures the electric field all around the object, which brings
diversity in the collected information.

2. 2D assumption can be used for quantitative imaging in multistatic scenarios.
3. 2D assumption can be used for qualitative imaging using backpropagation

algorithm.

4.2 Choice of FODs for the Reconstructions

FODs are all kind of debris that can be found on the airport runway. It is of course
difficult to design a system considering all possible objects that might fall on the
ground, and regulation authorities of civil aviation work on standard objects for FOD
systems [8]. This means that particular objects are defined that FOD systems must
detect under any weather conditions. The choice of these objects is not straightforward
since FOD systems are very diverse both in implementation and nature of the sensor.
With respect to the implementation, we find systems placed on each side of the runway
[1] and those located at each end [9]. This makes the detection problem quite different
because of the distance issue. Moreover, sensors of FOD systems can be optically
based [10] or FM-CW millimeter-Wave radars [1, 9]. Once again, the detection
problem is quite different. For example, optical sensors have difficulties to detect the
contrast with the ground when objects are gray. Similarly, the efficiency of optically
based sensors is greatly decreased under bad weather conditions. In turn, mm-Wave
radars are highly sensitive to incidence, polarization, material, clutter and the signal to
noise ratio drastically decreases with phase noise that is one of the main problems in
designing radars of FM-CW type. To compare FOD systems we must take care of

– The size of the objects that indicates distance limitations, signal to noise ratio and
clutter influences.

– The color for optically based sensors.
– The shape and material for radar-based sensors.

Taking into account these constraints, regulation authorities have settled a small
tube in metal as test object. We have seen in Sect. 4.1 that 2D assumption is valid for
such objects.

The 8 mm-diameter metallic cylinder will be our first test FOD. The second one is a
brake pad (Fig. 6). We chose this object because it is a real FOD, courtesy of DGAC
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(French Civil Aviation). Dimensions of the brake pad are 12 mm width (Pb), 130 mm
length (Lb) and 20 mm height (Hb).

Later on, we will also investigate the qualitative reconstruction of the glass debris
also shown in Fig. 6.

4.3 2D Quantitative Reconstructions

The workflow of the reconstruction is as follows:

– We simulated 2D objects (direct problem described in Sect. 2).
– We corrupt the simulations with 10% Gaussian noise for avoiding an inverse crime.
– We perform the inversion (quantitative inverse algorithm described in Sect. 3).

4.3.1 Reconstruction of the Tube
Figure 7 shows the quantitative reconstruction of the tube. For metallic object, the real
part of the permittivity is equal to 1 and the object is retrieved through its conductivity
profile. First, we observe a good agreement between the expected shape of the FOD
(dashed white curve) and the reconstruction. Second, the repartition of high permit-
tivity values at the border of the tube clearly indicates that the object is metallic.
Finally, the value of the conductivity is 80 S/m is much lower (several orders of
magnitude) than the one of metallic targets but we have seen in previous studies [11]
that the scattered electric field saturates with respect to the value of r. Saturation is
reached from 60 S/m. This points out the limitation of the inversion algorithm
described in Sect. 3.2.

Fig. 6. Typical debris (courtesy of DGAC)
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4.3.2 Reconstruction of Brake Pad
Prior to reconstruction, we investigate the most favorable configuration for quantitative
imaging. For this, we start with 3D simulations. We first sketch the brake pad and
perform simulations with incidence along y-axis (blue axis in Fig. 8) and vertical
polarization (TM case). We chose several distances between transmitter and receiver,
both distances are in the far-field as for the real application. Results are presented in
Fig. 9. First, we see that the distance provokes a linear drop (in dB) of the amplitude as
expected from the radar equation. This means that transmitter and receivers can be

Fig. 7. Quantitative reconstruction (conductivity profile) of the tube at 94 GHz—TM-case,
1000 iterations

Fig. 8. Quantitative reconstruction (conductivity profile) of the brake pad at 94 GHz—1000
iterations
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placed at any location provided that they are in the far field of the object. Second, the
brake response has two high peaks for / = 90° and 270°, which are directions along
the axis of the incidence. In the reconstruction we chose this cross section / = 90° as
reconstruction plane. It corresponds to the section Hb*Pb in Fig. 6.

Figure 10 shows the quantitative reconstruction of the conductivity profile. Note
that axes have been changed compared to Fig. 9, the xOy plane of the reconstructed
conductivity profile being the previous xOz plane in Fig. 9. Same conclusions apply as
in Sect. 4.3.2: contour and metallic structure of the FOD are well retrieved whereas the
value of r is too small.

In this section, we have seen that it is possible to retrieve with good accuracy the
shape of metallic FODs with quantitative imaging under 2D-assumption and multistatic
configuration. It is also possible to predict the metallic nature of the FOD looking at the
repartition of the conductivity profile even though the value of the conductivity is far
away from the real one. Nevertheless, we have not discussed the reconstruction time. It
strongly depends on the computer used, memory and code implementation. Neither of
them was optimized for this study and the inversion took two hours on a workstation.
Even if it would be possible to be much faster, for example using High parallel
Computing (HPC), quantitative methods still are time consuming compared to quali-
tative ones. In the next section we will present results for qualitative imaging and
discuss performance compared to quantitative imaging in the case of FODs.

Fig. 9. Amplitude response for incidence along (conductivity profile) the brake pad at 94 GHz
—TM case
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5 Qualitative Imaging

Apart from the reconstruction time, qualitative imaging can be performed easily in 2D
and 3D according to Eq. (6). We investigate the reconstruction of three objects: both
FODs used in Sect. 4 and for the glass debris. All results are obtained from mea-
surements performed with the 3D scanner of our laboratory [12].

5.1 Reconstruction of the Tube

For the tube, we simply make a 2D scan (in the horizontal plane) around the object
placed vertically for several incidences taken from 0 to 350°. The receivers cannot
cover 360° due to the physical presence of the transmitter. The scan range of receivers
is [−145, 145°]. Figure 11 shows the image of the 8 mm-diameter tube with 2D
Backpropagation. The left image corresponds to the raw result whereas we apply a
threshold at half-power (3 dB or 0.707 in amplitude) for the right one. Results using
threshold are as good as for the quantitative imaging for the shape reconstruction and
conductivity around the object border as for metallic target.

5.2 Reconstruction of the Brake Pad

Results are obtained using 3D scans according to the description in Fig. 12. TM and
TE cases are obtained by changing the polarization of the transmitter respectively, from
vertical to horizontal. We conduct monostatic and multistatic measurements. Note that
for multistatic measurements, the incidence is unique as shown by the red arrow in
Fig. 12.

Fig. 10. Quantitative reconstruction (conductivity profile) of the brake pad at 94 GHz—TM
case, 1000 iterations
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Figure 13 shows the image obtained with 3D Backpropagation on monostatic
(Fig. 13a) and multistatic (Fig. 13b) measurements. In the case of brake pad, both
images provide the accurate FOD location but not its shape. A possible improvement
would be to work with multi-incidences but we have to consider about the total
measurement time.

Fig. 11. Amplitude of the backpropagation at 94 GHz—TM case

Fig. 12. 3D scan
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5.3 Reconstruction of the Glass Debris

We measure the glass debris using same 3D scan conditions as for the brake pad. Results
are presented in Fig. 14. Monostatic results are not presented because they provide no
reconstruction. This matches our previous measurements results obtained with a
monostatic real radar system. The glass debris was almost impossible to detect. On the
contrary, using multistatic configuration, we can see that the reconstruction is very good.

For a better understanding, we represent the measured scattered field of the TE case
for monostatic (Fig. 15) and multistatic (Fig. 16) measurements. It is clear that the

Fig. 13. Amplitude of the backpropagation (90 GHz)—TE, brake pad. a Monostatic measure-
ments. b Multistatic measurement

Fig. 14. Amplitude of the backpropagation (90 GHz)—Addition of multistatic TE and TM
cases, glass debris
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main radiation direction of the scattered field in the monostatic case is on the top of
the debris where no receivers are placed in practical implementation. On the contrary,
for the multistatic case, the maximum is in the direction opposite to the transmitter

Fig. 15. Monostatic measurement. Amplitude of the measured scattered field at 90 GHz—TE
case, glass debris

Fig. 16. Multistatic measurement. Amplitude of the measured scattered field at 90 GHz—TE
case, glass debris
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(here we show only the TE but it is the same for the TM). This field is the most
important one for the reconstructions because it has propagated through the debris and,
therefore has the highest content of useful information.

6 Conclusion

In this paper, we investigate W-band qualitative and quantitative reconstructions of
foreign objects debris (FODs) for runway surveillance application, based on Back-
propagation and an inverse method, respectively. Typical dielectric and metallic objects
found on runways are studied from synthetic data and experimental measurements to
show the performance of such algorithms for imaging FODs. We emphasize that
multistatic configuration enables to reconstruct shapes of FODs with accuracy, either
with quantitative imaging under 2D assumption as well as with qualitative imaging
from 3D measurements. Progress in mm-Wave circuits design, integration and long
range transmission, will push next generation of FOD systems toward multistatic
operation and will offer new perspectives for imaging.

Acknowledgements. Authors would like to thank DGAC (French Civil Aviation) for providing
FODs.
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Abstract. We demonstrated a 300-GHz bistatic radar system based on a radio
signal over a fiber network to enhance the detection probability under a trans-
mitter and two-receiver configuration. Fiber network management using optical
frequency-modulated continuous waves is also discussed with fiber length
measurement technique.

Keywords: Bistatic radar � Terahertz band � FM-CW � Optical FM-CW

1 Introduction

Nondestructive, high-precision imaging technology enhances safety and security in
daily life. For example, some logistic centers have X-ray-based scanners to investigate
concealed explosives in baggage to prevent terrorism attacks. In this scenario, a high-
frequency radar system is an attractive means for detecting small objects and examining
their surface structures with small invasiveness compared to X-rays. Actually, human
body scanners that use millimeter-wave radio signals for security checkpoints have
been rapidly developed and installed in airports [1]. However, these shorter wavelength
radio signals have relatively large transmission losses because of their large free-space
propagation and atmospheric attenuation coefficient, which degrade the obtained
signal-to-noise power ratio (SNR). A multistatic radar system has great advantages for
the effective collection of radio signals using several receivers to enhance the actual
SNR, which will improve the target detection rate [2]. For instance, the detection rate of
a foreign object debris detection system for airport runway surface surveillance should
be >95%, as regulated in minimum aviation system performance standards [3]. This
system is also useful for enhancing the precision of a radiolocation system [4].
However, this high-precision radar system requires a high-precision radar signal
source, which increases the cost of a high-frequency radar system with high precision.

Radio over fiber (RoF) technology is a promising solution to deliver the radio
signal generated at a central office via an optical fiber network. This helps realize a
dramatic cost reduction by enabling the utilization of a single ultra-high-precision radar
source set in a central office [5, 6]. Moreover, the low-loss feature of an optical fiber
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cable with <1 dB/km enables a long-distance remote radar head configuration. For
instance, a foreign object debris detection system for airport runway surface surveil-
lance could be configured with a combination of an optical fiber network and remote
radar heads [7, 8]. A fiber length greater than 5 km could be achieved between the
central office and remote radar heads.

In principle, the range resolution of a radar system is directly related to the
bandwidth of the radar signal. Particularly in a frequency-modulated continuous-wave
(FM-CW) radar system, a simple detector/receiver configuration can easily reduce the
cost of the system. However, signals with a broad bandwidth must be generated to
enhance the range resolution. Therefore, the use of higher frequency bands such as
terahertz-band radio would be a straightforward way to achieve precise ranging [9].

In this study, a 300-GHz FM-CW-based bistatic radar system was evaluated using
RoF technologies [10]. An FM-CW feeder network configured by the RoF network
distributed simultaneous signals to each radar head, including the transmitter and
receivers, with considerable losses. The optical fiber length management for future
high-functional radar systems is also discussed.

2 Concept of Multistatic Radar System Based on Radio
over Fiber Network

Figure 1 shows conceptual schematics of multistatic radar systems. In principle, an
optically driven transmitter (Tx) and receiver (Rx) should be configured by launching
the radar signal via an optical fiber network. The Tx is comprised of a photomixer

Fig. 1. Concept of terahertz-band multistatic radar system under a TRx and b Tx-Rx separation
configurations. Red and blue arrows denote LO and RF signal lines and IF lines, respectively
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(PM) and radio front-end, including an amplifier and multipliers. On the contrary,
particularly in the FM-CW configuration, the Rx should also have a local oscillator
(LO) signal input for an intermediate frequency (IF) downconversion with the radio
front-end. In a sense, an optical LO port has the same signal waveform as the signal
launching into the Tx. When using a conventional radar transceiver (TRx), the con-
figuration of a multistatic radar system includes both the Tx and Rx connected to an
optical signal generator (SG) for the delivery of the RoF signal. Downconverted IF
signals are transmitted over the optical fiber cable to an analog-to-digital converter
(ADC) and a digital signal processor (DSP) set in a central office. In this configuration,
each TRx can be operated independently. Thus, the DSP provides functionality based
on the multistatic configuration, such as the enhancement of the ranging and increase in
the probability.

On the contrary, a configuration that separates the Tx and Rxs is a promising
solution to enhance the detection probability and reduce the complexity of the optical
fiber network configuration. The Tx should have only one input port for the optical
LO/RF signal from the optical SG. The distributed receiver configuration has a passive
double star network topology. Of course, with this configuration, the DSP can improve
the ranging precision. Moreover, beamforming detection is also realized on the receiver
side by tuning the LO transmission line distance to each Rx. A coherent summation of
the IF signals in the ADC/DSP domain is also available when the optical fibers have
close lengths within the small phase differences in the radar section. Therefore, a
multistatic radar system with a Tx-Rx separation configuration has advantages for
enhancing the function by optimizing the optical network domain. This study evaluated
a configuration with one Tx and two Rxs in the terahertz band.

Optical path length management is also a key to realize the coherent summation of
the signals received in Rxs. A measurement technique for the path differences will be
discussed in Sect. 4.

3 Terahertz Bistatic Radar Demonstration

3.1 Experimental Setup

To conduct proof-of-concept experiments on a bistatic radar system in the 300 GHz
band, an experimental setup was configured as shown in Fig. 2. In this system, a Tx
and two Rxs are set under a quasi-coaxial configuration to evaluate the improvement in
the detection probability. The laser diode (LD) of an optical signal generator provides a
CW lightwave signal at a wavelength of 1548.5 nm. A Mach–Zehnder interferometer-
type intensity modulator (MZM) operated by an arbitrary waveform generator
(AWG) modulates the CW light to produce an optical frequency comb signal.
The AWG generates a saw-type FM-CW electrical signal at a center frequency of
12.5 GHz with a chirp bandwidth of 0.8 GHz and pulse duration of 10 ls. An erbium-
doped fiber amplifier (EDFA) boosts the optical power level output from the MZM for
launching to an optical filter bank (OFB). The OFB picks up two optical components
from the optical frequency comb signal with a frequency separation of 300 GHz. Then,
the EDFA set after the OFB optimizes the optical power for distribution. First, the
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optical coupler splits the signal into two components: one for the Tx and the other for
the Rxs. In the Tx, a photomixer (PM) receives the 300-GHz-separated two-tone
optical signal and converts it into the 300-GHz signal. A waveguide-type low-noise
amplifier (WG-LNA) optimizes the power level of the signal at 300 GHz to −10 dBm.
In contrast, each Rx is configured with a PM, directional coupler, WG-LNA, 300-GHz
fundamental mixer, bias-tee, and low-noise amplifier (LNA) for the IF component.
A reflected 300-GHz signal captured by an antenna is input to the coupler and com-
bined with an LO component converted by the PM. The mixer performs a frequency
downconversion to the IF component. It should be noted that the mixer is operated with
a bias voltage, and the bias-tee is inserted at the IF port of the mixer. The IF signal is
amplified by the LNA, and finally, a digitizer acquires the time-evolution data of the IF
signal. To easily identify the IF signal, the two Rxs have different fiber lengths for the
LO signals. The insertion of the fiber can shift the IF beat frequency of the received
FM-CW signal. In the proof-of-concept experiments, the fiber length difference was set
at 5 m. Each antenna had an antenna gain of approximately 23 dBi, with a pyramidal
horn structure. A metal plate was used as a target in the test.

3.2 Results

Based on the results of the optical domain evaluation, Fig. 3 shows the optical spectra
of the generated optical frequency comb signals. Using this system, we obtained ±14th

Fig. 2. Experimental setup
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order components using over-driven MZM modulation. However, when the order of
the harmonic component was less than the 12th, a separation was observed between
adjacent channels. This separation gradually disappeared as a result of overlapping with
neighboring channels. This was because the bandwidth of the 0.8 GHz FM-CW signal
provides an 11.2 GHz bandwidth at the 14th-order harmonics, which came close to a
comb separation of 12.5 GHz. For the 300 GHz signal generation, ± 12th-order
components were suitable for the generation of two-tone components with a separation
of 12.5 GHz � 12 � 2 = 300 GHz: 24th-order multiplication in the frequency
domain. The passband of the OFB was approximately 15 GHz, and the 300 ± 7.5-
GHz signal could be converted by the PM. It should be noted that leaked components
from adjacent channels were also converted by the PM. However, the suppression ratio
of the unwanted components was larger than 10 dB, and therefore, they could not cause
significant degradation of the radar configuration.

Figure 4 shows the obtained IF spectrum and ranging results with various target
distances from the Tx under the configuration with one Tx and one Rx. In the received
signal, an IF peak structure has a signal-to-noise ratio greater than 10 dB. There is no
significant spurious component in the obtained signals. In addition, the IF peak fre-
quencies with the various target distances have linear relationships. Thus, the FM-CW
ranging was successfully demonstrated in 300 GHz band using a fundamental-mixer-
based Rx. It should be noted that the power of the received signals was not calibrated
because of the high frequency of 300 GHz. The conversion efficiency of the receiver

Fig. 3. Obtained optical spectra of (top) FM-CW-signal-launched optical frequency comb and
(bottom) two-tone signals passed after OFB
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mixer and gain of the IF amplifier were approximately 4000 V/W and 40 dB,
respectively. On the contrary, the power observed at an IF frequency of 1.15 GHz in
Fig. 4 (top), which is obtained by a fast Fourier transform (FFT), is −90 dBm. Thus,
the power input to the heterodyne mixer of the corresponding peak could be estimated
at approximately −62 dBm. This high conversion loss degrades the resultant SNR.

For a bistatic radar evaluation, we used two Rxs for the same target detection.
Figure 5 shows the observed intermediate frequency spectra in the Rxs. In this con-
figuration with two Rxs and a metal plate as a target, a small misalignment of the
reflection angle could prevent the reflection of the signal to the Rxs. For instance, the IF
signal could be detected at one Rx at a target distance of 100 cm, but not at the other
(see the red signals in Fig. 5). In principle, increasing the Rxs would directly improve
the precision of the ranging results because the FFT-based IF frequency estimation
limits the range resolution by a bin of the FFT size. The resulting ambiguity could be
reduced using statistical techniques. In this case, a detectable Rx signal helps to esti-
mate the undetected signals at the other Rxs. Therefore, it also helps to enhance the
precision of the ranging system. Thus, a bistatic configuration for the 300 GHz band
could be used for probability-optimized radar systems.

The obtained SNR of 10 dB in the experiments was limited by the low input power
of the reflected signals. It should be noted that the power input to the mixer should be
less than −40 dBm. Thus, the dynamic range of the system would be estimated to be
30 dB. Increasing the bit resolution of the scope from 8 bits to 16 bits and optimizing
the antenna and amplifiers for the terahertz transceiver would help to realize a dynamic
range comparable to an X-ray scanner of 40–60 dB.

Fig. 4. (top) IF spectrum obtained by fast Fourier transform of digitized Rx signal under target
distance of 80 cm and (bottom) ranging results with various target distances
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4 Path Length Management Technique

Management of the optical fiber path lengths is a key for optimizing the coherence of
the radar signals transmitted in the RoF network. This is because higher functionality
for a radar system such as a synthetic aperture radar system requires high coherency or
phase information about the signal irradiated from the antennas. In a sense, a precise
measurement technique for the fiber lengths is required for the RoF-based signal dis-
tribution network. However, it would not be easy to install additional equipment for
such measurements in an existing RoF network because of the SNR management of the
fiber network. Moreover, inputting an additional signal into the optical fiber may cause
unwanted degradation from nonlinear effects. Thus, the transmitted FM-CW-modulated
RoF signal should be used for both the radar and optical fiber length measurement.
Figure 6 shows a concept block diagram of the simultaneous use of the FM-CW RoF
signal for the fiber length measurement. The FM-CW RoF signal is passed through an
optical circulator before transmission in the fibers. At a remote radar head, the RoF
signal is split into two components using an optical tap coupler: one for the radar signal
generation and the other for the fiber length measurement. For the length measurement,
the RoF signal is input to an optical switch (SW) and then into a Faraday mirror (FM).
The reflected signal from the FM is transmitted in the same fiber, and finally, the
reflected RoF signal arrives at a central office. After mixing with the original RoF

Fig. 5. a–c IF spectra obtained by FFT of digitized Rx signal with several target distances and
d ranging results with various target distances. Red and black lines and circles show signals
obtained from different Rxs
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signal using a photodiode, the IF signal is obtained and analyzed in the same manner as
the FM-CW radar detection. For multiple radar heads, the SWs are managed by the
centralized controller under a time-division-multiplexed system to avoid interference.

Figure 6 also shows the obtained IF spectra with different fiber lengths [11]. The
clear separation of the IF peaks is observed to identify the fiber lengths. It should be
noted that the bandwidth of the FM-CW signal is 19.2 GHz for a proof-of-concept
demonstration. This broader bandwidth provides a high-range resolution of approxi-
mately 0.5 cm at a fiber length. Even in a real radar application using the RoF system,
the bandwidth of the optical FM-CW signal is approximately 1.3 GHz, which corre-
sponds to an expected range resolution of 7.6 cm [7]. Its temporal resolution of 390 ps
can maintain the synchronization of 10 ls class or shorter repetition rate FM-CW
signals. It is believed that the installation of a variable optical delay line such as a fiber
stretcher in each fiber cable will optimize the fiber length differences in the RoF-based
distribution network.

Fig. 6. (top) Conceptual block diagram of fiber length measurement system using optical FM-
CW radar technique and (bottom) example IF signal spectra for different fiber lengths with
19.2 GHz bandwidth FM-CW signals
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5 Conclusion

A terahertz bistatic radar system based on an RoF network was discussed, configured,
and demonstrated experimentally. An optical frequency comb source with a simple
power splitting network easily enhanced the target detection probability of the radar
system. Optical fiber length measurement in the RoF system was also evaluated with
the simultaneous use of the optical FM-CW signal for future high-functional multistatic
radar systems. The RoF-enabled multistatic radar system will enhance the detection
probability as well as the detection of a complex-surface-structured target.
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Abstract. HF-START is HF Simulator Targeting for All-users’ Regional
Telecommunications. This paper addresses the problems of worldwide existing
radio propagation model and challenge on developing the HF-START. Its
possible extension in the future is discussed. Meteorological information for
aircraft in flight is broadcasted from worldwide radio stations in the frequency
range of 3–15 MHz. Such frequency range is strongly affected from day-to-day
bottom structure variation of the Earth’s ionosphere, where it is influenced by
both space weather and upper atmosphere activities. Space weather is thus
significant to aeronautical users, who deal with the critical radio application.
Space weather data is, however, difficult to be understood. To translate research
level data to user level data, radio propagation simulator named HF-START is
being developed. Space weather disturbances-triggered failure of
communications/navigation is of high priority to forecast.

Keywords: Radio propagation simulator � HF-START � Space weather �
Aeronautical users

1 Introduction

The aviation systems, currently, have been designed as self-contained systems for
easily assessing the safety. However, disturbances associated with space weather are
reported to limit the availability of those systems, especially at critical phases due to
limited space weather and radio propagation information [1–3]. This is a large impact
on worldwide economic situation and safety issue, and has been reviewed by the
International Civil Aviation Organization (ICAO) meteorology expert group at a global
level [4].

Even though satellite communication is getting popular, GEO satellites are not
visible from polar region and the system itself is expensive. For aeronautical
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communications, High-Frequency (HF) radio communication is a classic and important
means, especially for airplanes on oceanic en route and in polar routes. Moreover,
meteorological information for aircraft in flight or VOLMET (French origin VOL
(flight) and METEO (weather)) including Terminal Area Forecasts (TAF), Meteoro-
logical Terminal Aviation Routine Weather Report, or Meteorological Aerodrome
Report (METAR) and SIGnificant METeorological Information (SIGMET), is broad-
casted from worldwide radio stations in the frequency range of 3–15 MHz. Such
frequency range is strongly affected from day-to-day bottom structure variation of the
Earth’s ionosphere, where is influenced by both space weather and upper atmosphere
activities. Space weather is thus significant to aeronautical users, who deal with the
critical radio application.

Space weather is the time-varying electromagnetic conditions beginning from the
Sun to the vicinity of the Earth. Figure 1 shows the schematic picture of space weather.
The Sun is a natural fusion plant that emits not only visible light and heat, which are
essential for the life living, but also harmful radio emission and hot plasma named solar
wind. The Earth has two Sun barriers, which are the magnetic field in the magneto-
sphere and the Earth’s atmosphere. The protection of the magnetic field is, however,
not perfect. When the magnetic field in the solar wind is southward, the solar wind
plasma can penetrate the magnetosphere and affect the in-orbit spacecraft. In addition,
it triggers ionospheric disturbances and induced currents particularly in the polar region
that affect the power grid system [5, 6].

Fig. 1. Schematic picture of space weather
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There are three categories of space weather impacts on aviation including HF
telecommunications, Global Navigation Satellite System (GNSS) applications, and
human radiation. The timeline of the social impact of space weather is shown in
Table 1. At the first stage, about eight minutes after the solar eruption named “flare”,
the radio emissions, e.g., X-ray and Ultraviolet (UV) arrive at the Earth and enhance
the highly absorbing layer, a so-called D-layer (around 60–80 km of altitude), of the
Earth’s ionosphere. Such absorption causes the disabilities of HF telecommunications.
At the second stage, high-energy particles (proton and electron) arrive from 30 min to 2
days after the solar flare and make exposure for satellites, astronauts, and aircrews in
high altitude and/or latitude. The Polar Cap Absorption (PCA) also occurs with the
high-energy particles, which introduces the disabilities of HF telecommunications. At
the third stage, high density and velocity ionized gas named Coronal Mass Ejection
(CME) arrives to the Earth within 2 or 3 days after the solar flare. CME interacts with
the Earth’s magnetosphere when the magnetic field in CME is southward. The energy
inputs into the magnetosphere consequently. It triggers the Earth’s ionospheric dis-
turbances those make the disability of HF telecommunications and increase error of
GNSS. On the view of the aviation, the HF telecommunications and GNSS are affected
at all stages, and human exposure in the high latitude is critical at the second stage.

The preparation of documents related to the space weather in ICAO [4] has been
discussed since 2009 temporally in the working group “IAVWOPSG” (International

Table 1. Three stages of space weather phenomena from the solar flare

Time
from solar
flare

Source of
the effect

Space weather
phenomena

Social impact

1 *8 min
later

Radio
wave e.g.,
X-ray and
ultraviolet

Dellinger effect
(increase of electron
density in D-region),
solar radio burst

Disability of HF
telecommunications/broadcast,
increase errors/disability of
GNSS, disability of airport
surveillance radar, disability of
mobile phone

2 *30 min
to 2 days

High-
energy
particles

Exposure of satellite
and human in high
altitude, PCA (polar
cap absorption)

Bit exchange on board in
satellites, human exposure on
high altitude/latitude aircrew,
disability of HF
telecommunications/broadcast

3 *2–3
days

CME
(Coronal
mass
ejection)

Geomagnetic storm,
ionospheric storm,
expansion of
atmosphere

Disability of HF
telecommunications/broadcast,
increase errors/disability of
GNSS, impact on power grid,
satellite anomaly, impact on
trajectory of low-altitude
satellite and space debris,
extension of aurora area
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Airways Volcano Watch Operations Group). The structure of the working group was
changed in 2014 and the discussion has been continued in a permanent subgroup in
“WG-MISD” (Working Group-Meteorological Information and Service Development)
[7]. There are three documents to be prepared in ICAO related to space weather:
(1) Standard and Recommended Practices (SARPs) [4], (2) Concept of Operation
(ConOps), and (3) space weather information manual. SARPs and ConOps have been
approved in the Meteorology Panel of ICAO in July 2016. The discussion of manual
continues and the approval of the manual is planned to be in 2018.

As a parallel process of the preparation of documents, the selection of ICAO Space
Weather Center [7] has been discussed since about 2009. The center criteria were
discussed and approved on the ICAO meteorology panel in 2016 [8]. The criteria are
divided into the following four areas: (1) Institutional; (2) Operational; (3) Technical;
and (4) Communications/Dissemination.

The technical criteria pertaining to the ability of a space weather information
provider to provide the information required for the space weather information service.
This includes the ability to meet all of the information provision requirements defined
in the drafted SARPs and harmonize information with the space weather information
providers for adjacent geographic areas, as necessary. The communications/
dissemination criteria are intended to ensure that any potential global space weather
information provider is able to distribute the global advisory message product to avi-
ation decision makers through both such as OPerational METeorological (OPMET)
data centers, and newer means of dissemination that is primarily Internet-based plat-
form. Based on the criteria, ICAO sent a state letter to the member states to ask the
interest of operating ICAO space weather center. The reply was closed on September 8,
2017. The selection process includes audit visits by the World Meteorological Orga-
nization (WMO) that will be completed by July 2018 and the operational provision of
space weather information that will be started by November 2018.

Since variations of the ionosphere could, as noted above, change conditions of
communications and navigation for aeronautical applications, information on the
ionospheric conditions composes of an important part of the space weather information
for aviation. Because the ionosphere has different characteristics at different regions,
local ionospheric data should be properly inputted into the space weather information.
In low latitudes, for example, ionospheric irregularity called plasma bubble frequently
occurs. A well-developed plasma bubble structure poses problems on communications
and navigation systems, i.e., Global Positioning System (GPS) delay, positioning error,
failure of using SATellite COMmunications (SATCOM), etc. If it is not the worst-case
scenario that the communications turns blackout, the Radio Frequency (RF) receiver
with two or more frequencies can compensate such ionospheric error. However, most
of the satellite communications/navigation systems equip only single frequency
because of the certification and cost issues. Only the L1 signals of GPS and GLObal
NAvigation Satellite System (GLONASS) have been standardized by ICAO. Though
SARPs for Multi-Frequency and Multi-Constellation (MC-MF) GNSS is being dis-
cussed at ICAO, standardization and promulgation of MC-MF GNSS avionics would
take many years. Therefore, the lower structure of plasma bubble is important as a
precursor of a structure evolution of plasma bubble. Most areas in low latitudes near the
Japanese meridian are Oceans where lack of ionospheric observation. Even though HF
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Trans-Equatorial Propagation (HF-TEP) observation, which is able to provide azimuth
and elevation angles of the refracted wave, is an important means to monitor the lower
structure of the plasma bubble over the Ocean that is penetrating Japanese region [9],
lack of information of altitude where the HF wave refracts causes an uncertainty of its
usage. To predict an influence of variations of the ionosphere on aeronautical com-
munication and navigation systems and provide necessary space weather information
on the radio propagation, a radio propagation simulator that can account for the tem-
poral and spatial variations of the ionosphere is one of the solutions.

One of the most popular radio propagation simulators around the world is Voice of
America Coverage Analysis Program (VOACAP). It was supported by the US gov-
ernment. It can predict the RF propagation in a global scale. However, VOACAP has
never been evaluated over Japan and Southeast Asia, for example. Also, there is no
option to input the local ionospheric information. Then, the question raised from the
research community is that how reliable is the VOACAP, especially in local scale.

Space weather users, who are from various fields, are increasing. No matter how
good space weather data we have, it is meaningless if users cannot understand and
effectively use it. To overcome this issue, research level data must be translated to user
level data based on the users’ needs in order to bridge over the valley of death between
academic science and user needs. For this purpose, a new research framework in Japan
named “Project for Solar-Terrestrial Environment Prediction (PSTEP)” was built based
on a Grant-in-Aid for Scientific Research on Innovative Areas in 2015 [10]. The radio
propagation simulator is one of the four products from PSTEP that have been being
constructed for space weather users.

This paper introduces the PSTEP product, the local radio propagation simulator
named HF-START, as a potential application in aid of radio
communications/navigation. It is being developed mainly for Japan and Southeast Asia
because our institute, National Institute of Information and Communications Tech-
nology (NICT), is operating ionospheric observational networks only in Japan and
Southeast Asia. Coverage regions of the HF-START can be extended in the future if
the ionospheric input from other regions becomes available and the HF-START can be
properly evaluated in those regions. HF-START is a user-friendly HF propagation
simulator that dedicates to the user’s needs. Space weather disturbances-triggered
failure of communications/navigation is of high priority to forecast. Currently, we
simulate the HF-START and perform verification by assuming specific HF applications
and evaluation by using the indices that users need for each application. Even if we
keep developing the simulator for HF currently, the focused frequency range is planned
to cover Very High Frequency (VHF) and microwave ranges as well.

2 Methodology

HF-START is implemented by the ray-tracing technique. The ray-tracing equations are
derived from Maxwell’s equations assuming that the free space wavelength goes to
zero [11]. The observation point of the ray trajectories ðr*Þ is started at r* ¼ fx; y; zg. An
initial direction vector ðn*Þ of the ray is n* ¼ fnx; ny; nzg. The n*

�� �� is a refractive index n.
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The propagation medium is defined by a Hamiltonian as a function of a refractive index
as follows:

Hðr*; n*; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2x þ n2y þ n2z

q
nðr*; n*; tÞ � 1 ¼ 0 ð1Þ

where n(x, y, z, nx, ny, nz) is derived from the Appleton–Hartree formulation [12]. The
ray-tracing equations are

dr
ds

¼ c
x
rnHðr*; n*; tÞ ð2Þ

and

dn
ds

¼ � c
x
rnHðr*; n*; tÞ ð3Þ

where s is the group delay along the ray path, t is the time dependence, and x is an
angular frequency of the wave. Only, ordinary (O-mode) solutions to the ray and the
reflective index are chosen.

For realistic simulation of local radio propagation, the background ionosphere that
is a propagation medium is reconstructed from the real observation data. Figure 2
describes the model concept that the ionosonde data is used for the current simulator
and the GNSS tomography, as well as the Ground-to-topside model of Atmosphere and
Ionosphere for Aeronomy (GAIA) model [13], will be used in the future version. This
allows retrieving a precise description of the local ionospheric profile, which is
important for the interpretation of the HF propagation distance. Currently, the vertical
ionospheric profile is reconstructed by using a Chapman profile for the F2 region and
Gaussian functions for the F1 and the E regions [14]. Electron density profile in the F2
region is given by

Validate with 
observa�onal 

result 

• Accurate position of plasma bubble
• Time and location of occurrence of GPS lock-off, 

availability of radio wave, available frequency 
band for communication can be provided to users.

Local: Ionosonde data

3D ionospheric data
Current simulator

Future op�on

Local: GNSS tomography

Local: GAIA model

Fig. 2. Schematic figure to explain the model concept of HF-START
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ne�F2ðhÞ ¼
fF2

0:00898

� �2

exp
1
2

1� zF2 � e�zF2ð Þ
� �

; ð4Þ

zF2 ¼ h� hF2
HF2

ð5Þ

where ne_F2 is electron density in the F2 region in cm−3, h is any given height in the
vertical profile in km, fF2 is plasma frequency at the F2 peak altitude in MHz, hF2 is
peak height of the F2 region in km, and HF2 is scale height of the F2 region. Electron
density profile in the F1 and E region is given by

ne�LðhÞ ¼
fL

0:00898

� �2

exp �z2L
� 	

; ð6Þ

zL ¼ h� hL
HL

ð7Þ

where ne_L is electron density in the F1 (E) region in cm
−3, fL is plasma frequency at the

F1 (E) peak altitude in MHz, hL is peak height of the F1 (E) region in km, and HL is the
scale height. The vertical electron density profile is estimated by

neðhÞ ¼ ne�F2ðhÞþ ne�LðhÞ: ð8Þ

In the Sect. 3.1 Preliminary results, the background ionosphere is assumed to be a
perfect reflector and static. It is determined by 1401 � 3 � 721 grids with the grid size
of 0.5 km, 0.5º, and 0.5º for altitude, latitude, and longitude, respectively. Equations 4–
8 are employed to assimilate the 3D ionosphere.

In the Sect. 3.2 Propagations during ionospheric perturbations, the background
ionosphere is assumed to be a perfect reflector but not static. It is determined by
63 � 17 � 20 grids with the grid size of 10 km, 5º, and 5º for altitude, latitude, and
longitude, respectively. Equations 4–8 are employed to assimilate the 3D ionosphere.
The ionospheric perturbation that frequently occurs in the Japanese region, a so-called
Traveling Ionospheric Disturbance (TID) is consequently added to the 3D ionosphere
by

ne TID ¼ w � neðhÞ � 1þ sin
l
2
y

� �� �
; ð9Þ

where ne_TID is 3D electron density with TID structure, w is weight, l is peak-to-peak
longitudinal coverage of the TID in degree, and y is any given longitude in degree. It
should be noted that this is a very simple representation of TIDs for evaluation of the
HF-START. This model does not account for the real structure of TIDs that is aligned
with the magnetic field line with about 45° inclination angle.

The target of the HF-START is to evaluate the ionospheric effect on shortwave
communications. By using HF-START in aid of other ground-based observations,
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accurate position of plasma bubbles in low latitudes will be clarified in the future
version.

3 Results and Discussion

3.1 Preliminary Results

Altitude and plasma frequency information that can be obtained from the ionogram is
used as an input of the HF-START. The peak heights of the F2, F1, and E layers were
set at 255.58 km, 190 km, and 110 km, respectively. The critical frequencies of the F2,
F1, and E layers were set at 8 MHz, 5 MHz, and 3.6 MHz, respectively. By employing
Eqs. 4–8, the vertical profile is reconstructed as shown in Fig. 3.

The 3 and 7 MHz rays were launched with elevation angle of 80º. 10-hop propa-
gation was set. The results of both frequencies are shown in Fig. 4a, b. The red dash
line illustrates the Earth’s curvature. It should be noted that the “Height” in the y-axis is
height in the local coordinate at the origin of the radio wave transmission. The
reflection height is found to depend on the plasma frequency. With the provided
ionospheric condition, the reflection height of the 3 MHz is seen at about 100 km
altitude, while the reflection height of the 7 MHz is seen at 220 km altitude. At 10th
hop, the propagation distance of the 7 MHz goes beyond that of the 3 MHz because of
its higher reflection height. Because the absorption is ignored in the current simulator,
the reflection height is not changed even though the hop number progresses.

3.2 Propagations During Ionospheric Perturbations

Figure 5 shows the 3D ionospheric structure with TID reconstructed by using Eqs. 4–9.
The peak heights of the F2, F1, and E layers were set at 350 km, 200 km, and 100 km,
respectively. The scale heights of the F2, F1, and E layers were set at 70, 40, and 20,
respectively. The critical frequencies of the F2, F1, and E layers were set at 15 MHz,
4 MHz, and 3 MHz, respectively. The peak-to-peak longitudinal coverage of the TID
was set to be 20° in the F2 layer. In addition, random structure, which is assumed to
represent any possible ionospheric instability below the F2 layer, was added to altitudes
between 70 and 200 km. The random structure has random value for parameters h, l,
and y in Eq. 9; and h is randomly set in the range of 70–200 km.
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Fig. 3. Reconstructed ionospheric profile
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Fig. 4. Radio propagation results for a 3 MHz and b 7 MHz. The “Height” in y-axis is that in
the local coordinate at the origin of the radio wave transmission

Fig. 5. Assimilated 3D ionosphere with TID structure
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Figure 6 illustrates the side view of the ray path. Multi-hop mode of the 15 MHz
frequency was launched at the location shown as the red star in Fig. 6. Taking the side
view into account, the ray penetrates the ionosphere and reflects back to lower altitude
but does not reach the ground. Instead, the ray reflects from the aforementioned random
structure back to the higher altitude. Then, it reflects back from the F2 layer to the
ground. If the ground-to-ground propagation is considered as one hop, the ray from the
Tx location to the current location as seen in the dash red square in Fig. 6 is considered
as one-hop propagation. Because ionospheric layers act as a waveguide, this one hop
with duct mode propagation takes longer propagation distance and time is compared to
the ray that does not experience such an ionospheric waveguide condition. With the
longer propagation distance and time, the ionospheric waveguide could lead to larger
skip zone, loss of communications, and higher signal attenuation in dB per
hop. Because the absorption is ignored in the current simulator, the attenuation issue is
not clarified.

Japan is known to be a favorable location for sporadic E (Es) to occur [15]. Es and
Medium-scale TID (MSTID) in Japan were found to have positive correlation [16, 17].
Saito et al. [16] reported coexistence of Es and MSTID observed by different ground-
based observational tools. Otsuka et al. [17] suggested that simultaneous existence of
Es and MSTID is a result of coupling process between E and F regions. If the Es is
treated as the aforementioned random structure in Fig. 5, there might be a risk of loss of
communications due to the coexistence of Es and MSTID. When such an issue happens
without the space weather knowledge, it might generally be considered that the
problem occurs due to an instrumental failure. It could lead to unnecessary replacement

Fig. 6. The side view of the ray path of the 15 MHz frequency propagation during the TID
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of the RF receiver onboard the aircraft that is high but waste cost, for example.
However, this kind of effect is not widely known and it may be just theoretical risk that
needs evaluation. Therefore, it is reasonable to carry on the statistical study of the
simultaneous occurrence of TID and Es in Japan in order to reveal the probability of the
duct mode propagation. The RF maintenance cost for the aircraft could reduce safely as
a consequential outcome of the study.

3.3 Evaluation Plan

Because HF-START is the first simulator that employs the real ionospheric data
observed in Japan as input, observation-based evaluation is mandatory. Evaluation
campaign of HF-START has been launched in early 2018. This campaign employs
Software-Defined Radio (SDR) based digital receiver in addition to existing domestic
ionospheric observations. The campaign involves one Tx station at Nagara by
Radio NIKKEI and four Rx stations at Wakkanai, Kokubunji, Yamagawa, and Oki-
nawa as presented in Fig. 7. For each HF link, the experiment for evaluation will be
performed every 15 min following the domestic ionosonde observation schedule in
Japan. This allows observing the effect of the daily variations of the ionosphere on the
measurements. Measurements will be performed at three different frequencies trans-
mitted from radio NIKKEI channel 1 in the HF range of 3.925, 6.055, and 9.595 MHz.
Propagation distance can be estimated by the time-lag information that is retrieved from
waveform comparison between the two Rx stations those are receiving the same signal.

3.4 Future Plan

In the future, the HF-START will be developed to be more realistic for real operation
and service. The absorption will be included in the propagation simulator. Then, the

Fig. 7. Location of Tx (dark blue circle), planned Rx stations for the campaign (red circle), and
NICT ionosonde stations (red circle). The light blue strips show the possible radio path of each
radio link
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solar flare effect on the aeronautical communications and navigation will be clarified.
Various conditions of ionospheric background such as during plasma bubble event will
be tested. An uncertainty issue of the use of HF-TEP for monitoring of the bottom
structure of plasma bubble will be solved. Then the HF-TEP can be used for the ICAO
space weather information service. As shown in Fig. 8, the input space for 3D electron
density will include not only the ionosonde information but also the near real-time
GNSS tomography [18] and optionally, the ionospheric information predicted from an
Artificial Intelligence (AI). Because the AI learns the prior information obtained from
Japan [19, 20] and Southeast Asia [21, 22], ionospheric information from the two
regions including over the ocean is expected to be predicted well and become a good
source of input space for the HF-START. The web application will be developed
regarding the user’s needs and open to the public in the future.

4 Summary

HF-START has been developed to incorporate arbitrary 3D ionosphere models to
reflect real ionospheric conditions. 3D ionosphere was assimilated from ionosonde data
by using Chapman and Gaussian functions. TID and random structures were suc-
cessfully added to the assimilation in order to reveal the characteristics of the HF
propagation with the perturbed ionosphere. The radio propagation parameters such as
propagation distance and time delay have been simulated from the HF-START by the
3D ray-tracing technique. The elapsed time of the simulation is only few seconds. In
the future, the input space of the simulator will include data imported from near real-
time 3D GNSS tomography, GAIA model of NICT, and AI. The web application will
be dedicated to the user’s needs and open to the public in the future. The HF-START is
an application in aid of radio communications/navigation for the space weather users.

Acknowledgements. A part of this work was supported by JSPS KAKENHI Grant Number
JP15H05813, “The Project for Solar-Terrestrial Environment Prediction (PSTEP)”.
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