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Abstract The prediction of heart disease is critically significant for diagnosis of
diseases and treatment. The data mining techniques that can be applied in medicine,
and in particular some machine learning techniques including the mechanisms that
make them better suited for the analysis of medical databases. Extensive amounts of
data gathered in medical databases require specialized tools for storing and access-
ing data, for data analysis, and for effective use of data. In particular, the increase in
data volume causes great difficulties in extracting useful information and also con-
sumes time for decision support. Intuitively, this large amount of stored data contains
valuable hidden information, which could be used to improve the decision making
process of an organization. For prediction of heart disease, many researchers have
used some machine learning algorithms like Bayesian Classification, Neural Net-
works, Support Vector Machines, and K-nearest neighbor algorithms. We propose
a hybrid technique of ensemble classifier to provide a better solution for the classi-
fication problem. The output from this hybrid scheme gives the optimized feature.
This output is then given as the input to the decision tree classifier for predicting the
occurrence and possibly obtaining the type of heart disease. Here, the features are
initialized through the decision tree and fitness is evaluated via genetic algorithm.
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1 Introduction

In recent years, data mining has been extensively used in the areas of bioinformatics,
science and engineering, genetics, and medicine [1]. Data mining is an interdisci-
plinary field of study in databases, machine learning, and visualization. Data mining
is the research domain which deals with discovering the relationships and global
patterns that exist hidden among large amounts of data [2, 3]. Most of the health-
care organizations are facing a major challenge of providing quality services to their
patients like accurate automated diagnosis and administering treatment at affordable
costs [4]. Data mining helps in identifying the patterns from successful medical case
sheets for different illnesses and it also aims to find knowledge which is useful for the
diagnostics [5]. It is a collection of various techniques and algorithms, throughwhich
we can extract informative patterns from raw data [6]. It plays a vital role in tackling
the data overload in medical diagnostics. Data mining technology provides a deep
insight providing a user oriented approach to discover novel and hidden patterns in
the data. This helps in evaluating the effectiveness of medical treatments [7]. The
data generated by healthcare transactions is enormous. This medical data containing
patients’ symptoms is analyzed to perform medical research [8].

With the development of information technology, extensive medical data is avail-
able. Medical data classification plays a significant role in various medical applica-
tions [9–11]. Medical classification can be widely used in hospitals for the statistical
analysis of diseases and therapies [12, 13]. It addresses the problems of diagnosis,
analysis and teaching purposes in medicine [14–16]. Medical data has made a great
progress over the past decades in the development and use of classification algorithms
[17–19]. In healthcare, these medical data can be transformed into aggregations to
calculate average values per patient and compare with ranges/other values, to group
data into clusters of similar data, etc. [20–22].

Ensemble Methods are the methods that use a combination of models to improve
classifier and predictor accuracy. Bagging and Boosting are the two such general
strategies. According to theWolpert’s no free lunch theorem, a classifiermay perform
well in few specific domains, but never in all application domains. Therefore, by
combining the outputs of multiple classifiers, the ensemble of classifiers strategically
extends the power of aggregated method to achieve better prediction accuracy.

2 Related Work

Akhil Jabbar [1] had proposed an algorithm which combines K-Nearest Neighbor
with genetic algorithm for effective classification. Muthukaruppan et al. [23] had
proposed particle swarm optimization (PSO), which is based on fuzzy expert system
involving four stages.Lahsasna et al. [24] proposed a fuzzy rule-based system (FRBS)
to serve as a decision support system for Coronary heart disease (CHD) diagnosis
that not only considers the decision accuracy of the rules but also their transparency at
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the same time. Yilmaz et al. [25] had presented a new data preparation method based
on clustering algorithms for the diagnosis of heart and diabetes diseases. Kim et al.
[26] had proposed a Fuzzy Rule-based Adaptive Coronary Heart Disease Prediction
Support Model (FbACHD_PSM), which gives content recommendation to coronary
heart disease patients.

3 Proposed Method

The proposed methodology integrates with supervised machine learning technique
which is based on a hybrid approach for providing a better decision system using dual
decision tree and genetic algorithm. Genetic algorithms are one of the best methods
for search and optimization problems.

A decision tree is a tree structure classifier that includes a root node, branches,
and leaf nodes. Each internal node denotes a test on an attribute, each branch denotes
the outcome of a test, and each leaf node holds a class label.

Pros of Decision Trees (DTs):

• DTs do not require any domain knowledge.
• DTs are easy to comprehend.
• The learning and classification steps of a DT are simple and fast.

Tree pruning is performed in order to remove anomalies in the training data due
to noise or outliers. The pruned trees are smaller and less complex. Tree Pruning can
be done through two approaches:

• Pre-pruning—The tree is pruned by halting its construction early.
• Post-pruning—This approach removes a sub-tree from a fully grown tree.

The cost complexity of a decision tree is measured by two parameters, the number
of leaves in the tree and the error rate of the tree.

Genetic algorithms (GA) were invented by John Holland in 1975. Genetic algo-
rithms can be applied for search and optimization problems. GA uses genetics
approach as its model for problem solving. Each solution in genetic algorithm is
represented through chromosomes. Chromosomes are made up of genes, which are
individual elements that represent the problem. The collection of all chromosomes
is called the population [1, 27].

In general, there are three operators that can be applied in GA.

(1) Selection:
This operator is used in selecting individuals for reproduction with the help of
fitness function. Fitness function in GA is the value of an objective function
for its phenotype. The chromosome has to be first decoded, for calculating the
fitness function.

(2) Crossover:
This is the process of taking two parent chromosomes and producing a child
from them. This operator is applied to create better string.
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Fig. 1 Proposed system
architecture for an ensemble
classifier characterized by
genetic algorithm with dual
decision tree

(3) Mutation:
This operator is used to alter the new solutions in the search for better solution.
Mutation prevents the GA to be trapped in a local minimum.

The proposed system architecture (Fig. 1) consists of an ensemble classifier char-
acterized by genetic algorithmwith dual decision tree facilitates as follows, in the first
stagemultiple risk factors such as age, hypercholesterolemia, hypertension, diabetes,
obesity, stress level, alcohol taken, etc., are taken as input. This input is preprocessed
to fill up the missing values, remove noise and inconsistencies if any in the data and
then is given to the hybrid scheme which consists of genetic algorithm and decision
tree. Here, the features are initialized through decision tree and fitness is evaluated
via genetic algorithm. The output from this hybrid scheme gives the optimized fea-
ture. This output is then given as the input to the decision tree classifier for obtaining
the type of heart disease.

In decision tree, both training and testing phases are carried out. In the training
phase, a classifier known as iterative dichotomizer or random forest classifier can
be utilized. This classifier makes use of number of decision trees at training stage
in order to enhance classification rate. This random classifier contains two steps
namely oob (out-of-bag) and permutation to avoid classification error and tomeasure
the importance of variable. This classifier has a combined group of techniques to
process such as randomized node optimization, bagging andCARTmodel. In random
optimization algorithm, the best tree model is given as output and in bagging it
repeatedly selects the random sample with the replacement of the training set and
fit trees. After that CART (classification and regression) is done for recognizing the
type of attack and finally the output is displayed using a tree structure. The output
displays the type of heart attack for the patient to occur. This can be determined
in the classification step by comparing the information stored in the database. If
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Fig. 2 Heart disease dataset

there is any type of attack possibility is predicted then it will show the prediction
by percentage value by the utilization of the regression method. Decision tree has
four major advantages for predictive analytics namely it implicitly performs feature
selection, it needs relatively very less effort from users for data preparation, the
nonlinear relationships between parameters do not affect tree performance, and it is
very simple to explain.

In our proposed hybrid technique, we can predict the accurate type of heart attack
and optimum feature selection for reducing dimensionality, training time, and over-
fitting. The proposed methodology can be implemented using MATLAB platform
and the experimental results can be analyzed and compared with the conventional
methods.

4 Results and Discussions

The experimental results attained from the proposed method are compared with the
existingmethods in terms of classification accuracy and time complexitywith respect
to the heart disease dataset (Fig. 2).

The proposed approach generates the optimized features through genetic algo-
rithm.The classification accuracy is higherwhen comparedwith the existingmethods
(Table 1).

The reduction of time complexity is expected due to the optimization performed
on the features (Table 2).
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Table 1 Accuracy analysis Classification method Accuracy (%)

Random subspace 78.91

Decision tree 66.67

Multilayer perceptron 79.25

Proposed approach 85.37

Table 2 Accuracy analysis Classification method Time complexity (s)

Random subspace 0.18

Decision tree 0.17

Multilayer perceptron 27.88

Proposed approach 0.12

Thus, it is natural to realize the efficient of the proposed approach as the accuracy
has increased and the time complexity has reduced significantly.

5 Conclusion and Future Directions

Majority of the health care organizations are facing a severe challenge in the provision
of quality services like diagnosing patients correctly and administering treatment at
reasonable costs. Data mining helps to identify the patterns of successful medical
therapies for different illnesses and also it aims to find useful information from
large collections of data. With the development of information technology, extensive
medical data is available.Medical data classification plays an essential role inmost of
the medical applications. Ensemble Methods are the methods that use a combination
of models, to improve classifier and predictor accuracy. The purpose of this research
is to enhance performance of the heart disease prediction system by avoiding mis-
prediction rate.We further plan to compare the performance of our ensemble classifier
with the existing and traditional classifiers. We would also like to move towards
hybrid generic intelligent systems to further improve the predictive accuracy.
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