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Preface

This volume contains 68 papers that were presented in the Sixth International
Conference on Innovations in Computer Science and Engineering (ICICSE 2018)
held during August 17 and 18, 2018, at Guru Nanak Institutions (GNI) in associ-
ation with Computer Society of India (CSI) and funding from Defense Research
and Development Organization (DRDO).

The aim of ICICSE 2018 was to provide a platform for researchers, scientists,
technocrats, academicians, and engineers to exchange their innovative ideas and
new research findings in the fields of computer science and engineering till the end
of 2018. The conference will boost excellent innovations in terms of day-to-day life
and academics.

This conference received a vast number of research publications from different
fields of computer science and engineering. All papers were peer-reviewed with the
help of our core committee members and external reviewers. The final acceptance
of 71 papers came through with an acceptance ratio of 0.28.

ICICSE 2018 was inaugurated and attended by top dignitaries such as
Mr. K. Mohan Raidu, Chairman, CSI Hyderabad; Lt. Col. Khairol Amali bin
Ahmad, Dean of the Engineering Faculty, Malaysia; K. Suchendar, Scientist ‘G’,
Director, DSTARS, DRDL; and Dr. C. Krishna Mohan, Department of Computer
Science and Engineering, IIT Hyderabad. The conference was chaired by interna-
tional and national personalities: Dr. K. M. Sharavana Raju, Professor, Department
of Computer Science and Engineering, College of Computer Science and
Information Systems, Jazan University, Jazan, Saudi Arabia; Dr. Anitha
Thangasamy, Associate Professor, Department of Computer Science and
Engineering, Wollega University, Nekemte, Ethiopia; Dr. P. Natrajan, Associate
Professor, SCOPE, VITU, Vellore, Tamil Nadu; and Dr. S. Krishna Mohan Rao,
Professor, Principal, GIFT, Bhubaneswar, Odisha. Further conference keynote
speakers were Dr. P. Krishna Reddy, Data Sciences and Analytics Center (DSAC),
International Institute of Information Technology Hyderabad (IIITH), and Mr. Bala
Prasad, Chairman, Hyderabad Section of IEEE, Member Managing Committee of
CSI Hyderabad, and Faculty TCS.
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The organizing committee of ICICSE 2018 takes an opportunity to thank the
keynote speakers, session chairs, and reviewers for their excellent support in
making ICICSE 2018 a grand success.

The quality of all these research papers is a courtesy from respective authors and
reviewers to come up to the desired level of excellence. We are indebted to the
program committee members and external reviewers in producing the best-quality
research papers in a short span of time. We also thank CSI delegates, DRDO,
toward their valuable suggestions and funding in making this event a grand success.

Hyderabad, India H. S. Saini
Hyderabad, India Rishi Sayal
Hyderabad, India Aliseri Govardhan
Melbourne, Australia Rajkumar Buyya
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Prediction of Employee Attrition Using
GWO and PSO Optimised Models
of C5.0 Used with Association Rules
and Analysis of Optimisers
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Abstract Prediction of employee attrition based on five selected attributes which
are Gender, Distance from Home, Environment Satisfaction, Work–Life Balance
and Education Field out of 36 variables present in the data-set. Application of Grey
Wolf Optimisation (GWO) Algorithm and Particle Swarm Optimisation (PSO) on
the model of Decision Tree Algorithm “C5.0” which is fed in the inputs of Associ-
ated Rules, using this optimised algorithm for the prediction of employee attrition
using IBMWatson Human Resource Employee Attrition Data. After comparing the
efficiency of GWO and PSO, we have come to a conclusion that time to predict
an employee attrition and consumption of RAM have been optimised with GWO.
Employee Attrition is one of the major problems faced by companies nowadays.
Sometimes, when the long-term working employees leave the company, it affects
the relationship of the company with the client and in turn affects the revenue of the
company if the person replacing the old employee is not able manage a good rapport
with the client. The paper can be used to frame better work policies which will help
both the employer and employee. It can be seen as a mirror to the working conditions
of the employees.
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1 Introduction

EmployeeAttrition is one of themajor problems faced by companies nowadays. Loss
of employees from a company is actually the loss of all the training and efforts put in
by the company in the employee. Sometimes, when the long termworking employees
leave the company, it affects the relationship of the company with the client and, in
turn, affects the revenue of the company if the person replacing the old employee
is not able to manage a good rapport with the client. Also, finding an immediate
replacement for the leaving employee is difficult and the company has to put in the
time and efforts in hiring new people leading to loss of valuable time and resources.
Determining the attrition rate helps a company compare it with the industry average
and work towards reducing the attrition rate. It helps the company in knowing the
reasons for the attrition of employees so that they can improve as a company and
keep its employees satisfied and content. Here comes the role of Data Analytics that
helps us use various factors like Work–Life Balance, Environment Satisfaction, and
other factors to predict the attrition of an employee. In our Research Work, we have
used Data Mining techniques to predict the attrition of an employee using a model
which is optimised with the help of Grey Wolf Algorithm.

2 Literature Review

In 2015, Seyedali Mirjalili [1] with other research scholars proposed a new technique
inspired by grey wolves called GreyWolf Optimizer hereby shortened to GWO. This
algorithm is inspired by the hunting methodology of grey wolves and their way of
leadership in nature. For the purpose of simulation, alpha, beta, omega, and delta
type of grey wolves are taken. Also the three steps, that is, searching, encircling, and
attacking the prey, utilised for the purpose of hunting by wolves are implemented in
the algorithm. After that, benchmarking was done against 29 test functions. In 2015,
Dr. Sudhir Sharma [2] with other research scholars presented a new way to provide
a solution for economic load–dispatch problem (convex). This was done by using a
GreyWolf inspiredmetaheuristic knownasGreyWolf optimization. In 2011 [3],Dian
Palupi Rini, Siti Mariyam Shamsuddin, and Siti Sophiyati Yuhaniz studied about
Particle swarm optimisation or PSO in short is an optimisation and computational
search method which draws its inspiration from biology. Its development took place
in 1995. It was developed by Eberhart and Kennedy. The social behaviours of fish
schooling and birds flocking formed its basis. The algorithm draws inspiration from
the behaviour of those animals who do not have any leader in their swarm or group,
such as fish schooling or bird flocking. The reason behind that lies in the fact that
such flocks with no leaders find food at random and then will follow an animal of
the group that is nearest to the source of food, i.e. a solution (potential).
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3 Materials and Methods

We have analysed IBM Watson Human Resource Employee Attrition Data
(source—Kaggle) [4] set to predict the employee attrition based on 5 selected
bases classes, which are Gender, Distance from Home, Environment Satisfaction,
Work–Life Balance, and Education Field variables out of the set of 36 variables.

Tools used are Microsoft Visual Studio [5] and Microsoft SQL Server [6] on core
i7, and 7th Generation processor with 16 GB RAM.

4 Proposed Research Scheme

The dataset used has been acquired from Kaggle. After acquiring the dataset, we
selected base classes for the employee attrition which are: Gender, Distance from
Home,Environment Satisfaction,Work–LifeBalance, andEducationField. Then,we
have cleaned and transformed the dataset according to the selected attributes. During
cleaning, we have removed entries that contain redundant values and incomplete
tuples. Then to use our new approach that is C5.0 with association [7, 8], we have
applied association rule mining using Apriori [9] algorithm to form association rules
using selected attributes. Then, using these association rules we have trained the
C5.0 decision tree [10]. Using this model, we have then predicted the attrition of
employee and then matched the predicted results with the actual attrition to evaluate
the efficiency of the proposed algorithm on this dataset. Now, to further optimise
our model, we have used GreyWolf Optimiser. Then using this optimised algorithm,
we have again predicted the attrition of employee and then matched the predicted
results with the actual attrition to evaluate the efficiency of the optimised model on
this dataset. To compare Grey Wolf Optimiser with another optimisation algorithm,
we have also used Particle Swarm Optimisation and again predicted the attrition of
employee.

5 Performance Comparison

After acquiring the dataset from Kaggle, we are using GWO and PSO to optimise
further C5.0 with association algorithm.We have observed that the time andmemory
consumption is least with GWO, then with PSO and then finally with Association
Rules in comparison to traditional C5.0. Therefore, Grey Wolf Optimised C5.0 with
association algorithm ismore efficient in time andmemory consumption as compared
to others techniques with C5.0 [11] as shown in Table 1.
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Table 1 It shows improved efficiency when Grey Wolf Optimised C5.0 Association Algorithm is
used as compared to the PSO Optimised and C5.0 with Association Rule Algorithm

Basis GWO
optimised

PSO optimised C5.0 with
association rules

Traditional
C5.0

Processing time
consumption
(ms)

0.046 0.14 0.2 2

RAM
consumption
(MB)

30.9 32.5 39.6 48

6 Results and Discussion

After comparing the efficiency of different algorithms, we have come to a conclu-
sion that time to predict employee attrition and consumption of RAM have been
optimised* with GWO. Figure 1 shows the transformed data set after redundancies
are removed. Figures 2 and 3 show Entropy and Attrition values while training and
testing, respectively. Figure 5 shows actual and predicted values of Attrition (Figs. 4,
6, and 7).

Fig. 1 Transformed dataset
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Fig. 2 Entropy and attrition values while training

Fig. 3 Computation of entropy and attrition values while testing

7 Future Work

Thework done in this paper holds immense scope for extension in future endeavours.
This is because a number of nature-inspired algorithms are currently active areas of
research. Furthermore, the GreyWolf optimizer algorithm utilised in this paper itself
has the potential to be superseded by another nature based algorithm.

Nature-based algorithms is a very prolific research area. This is because the prob-
lems with which we are normally familiar are getting further complicated and com-
plex due to size and other aspects. In addition, new problems are cropping up inwhich
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Fig. 4 Correctly predicted instances by the Grey Wolf optimised algorithm

Fig. 5 Result of prediction made by Grey Wolf optimised algorithm. The Grid View on the left of
the Image shows the actual values of attrition while the Grid View on the right shows the predicted
values of attrition. Blank cell in the column shows that the prediction was incorrect

existing methods are not effective. Nature seems to have faced similar problems and
solved them in due course of time. That is the reason we get a lot of inspiration from
it. Some of the recent nature-inspired algorithms are artificial bee colony algorithm,
the firefly algorithm, the social spider algorithm, the bat algorithm, the strawberry
algorithm, the plant propagation algorithm and so on. These are very effective com-
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Fig. 6 Processing time
consumption

Fig. 7 RAM consumption

pared to early nature-inspired algorithms such as the genetic algorithm, ant colony
and swarm optimization and so on. Such algorithms have very few parameters that
need arbitrary setting.

8 Conclusion

After comparing the efficiency of Grey Wolf Optimised C5.0 with association algo-
rithm to C5.0 with association rule and Particle Swarm optimisation, it is observed
that the time to predict an employee attrition and consumption of RAM is opti-
mised hence it can be concluded that efficiency of algorithm is improved when C5.0
Association rule algorithm is used with Grey Wolf.
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An Ensemble Classifier Characterized
by Genetic Algorithm with Decision Tree
for the Prophecy of Heart Disease

K. Chandra Shekar, Priti Chandra and K. Venugopala Rao

Abstract The prediction of heart disease is critically significant for diagnosis of
diseases and treatment. The data mining techniques that can be applied in medicine,
and in particular some machine learning techniques including the mechanisms that
make them better suited for the analysis of medical databases. Extensive amounts of
data gathered in medical databases require specialized tools for storing and access-
ing data, for data analysis, and for effective use of data. In particular, the increase in
data volume causes great difficulties in extracting useful information and also con-
sumes time for decision support. Intuitively, this large amount of stored data contains
valuable hidden information, which could be used to improve the decision making
process of an organization. For prediction of heart disease, many researchers have
used some machine learning algorithms like Bayesian Classification, Neural Net-
works, Support Vector Machines, and K-nearest neighbor algorithms. We propose
a hybrid technique of ensemble classifier to provide a better solution for the classi-
fication problem. The output from this hybrid scheme gives the optimized feature.
This output is then given as the input to the decision tree classifier for predicting the
occurrence and possibly obtaining the type of heart disease. Here, the features are
initialized through the decision tree and fitness is evaluated via genetic algorithm.

Keywords Ensemble classifier · Genetic algorithm · Decision tree · Fitness
function · Selection · Crossover ·Mutation · Reproduction
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1 Introduction

In recent years, data mining has been extensively used in the areas of bioinformatics,
science and engineering, genetics, and medicine [1]. Data mining is an interdisci-
plinary field of study in databases, machine learning, and visualization. Data mining
is the research domain which deals with discovering the relationships and global
patterns that exist hidden among large amounts of data [2, 3]. Most of the health-
care organizations are facing a major challenge of providing quality services to their
patients like accurate automated diagnosis and administering treatment at affordable
costs [4]. Data mining helps in identifying the patterns from successful medical case
sheets for different illnesses and it also aims to find knowledge which is useful for the
diagnostics [5]. It is a collection of various techniques and algorithms, throughwhich
we can extract informative patterns from raw data [6]. It plays a vital role in tackling
the data overload in medical diagnostics. Data mining technology provides a deep
insight providing a user oriented approach to discover novel and hidden patterns in
the data. This helps in evaluating the effectiveness of medical treatments [7]. The
data generated by healthcare transactions is enormous. This medical data containing
patients’ symptoms is analyzed to perform medical research [8].

With the development of information technology, extensive medical data is avail-
able. Medical data classification plays a significant role in various medical applica-
tions [9–11]. Medical classification can be widely used in hospitals for the statistical
analysis of diseases and therapies [12, 13]. It addresses the problems of diagnosis,
analysis and teaching purposes in medicine [14–16]. Medical data has made a great
progress over the past decades in the development and use of classification algorithms
[17–19]. In healthcare, these medical data can be transformed into aggregations to
calculate average values per patient and compare with ranges/other values, to group
data into clusters of similar data, etc. [20–22].

Ensemble Methods are the methods that use a combination of models to improve
classifier and predictor accuracy. Bagging and Boosting are the two such general
strategies. According to theWolpert’s no free lunch theorem, a classifiermay perform
well in few specific domains, but never in all application domains. Therefore, by
combining the outputs of multiple classifiers, the ensemble of classifiers strategically
extends the power of aggregated method to achieve better prediction accuracy.

2 Related Work

Akhil Jabbar [1] had proposed an algorithm which combines K-Nearest Neighbor
with genetic algorithm for effective classification. Muthukaruppan et al. [23] had
proposed particle swarm optimization (PSO), which is based on fuzzy expert system
involving four stages.Lahsasna et al. [24] proposed a fuzzy rule-based system (FRBS)
to serve as a decision support system for Coronary heart disease (CHD) diagnosis
that not only considers the decision accuracy of the rules but also their transparency at
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the same time. Yilmaz et al. [25] had presented a new data preparation method based
on clustering algorithms for the diagnosis of heart and diabetes diseases. Kim et al.
[26] had proposed a Fuzzy Rule-based Adaptive Coronary Heart Disease Prediction
Support Model (FbACHD_PSM), which gives content recommendation to coronary
heart disease patients.

3 Proposed Method

The proposed methodology integrates with supervised machine learning technique
which is based on a hybrid approach for providing a better decision system using dual
decision tree and genetic algorithm. Genetic algorithms are one of the best methods
for search and optimization problems.

A decision tree is a tree structure classifier that includes a root node, branches,
and leaf nodes. Each internal node denotes a test on an attribute, each branch denotes
the outcome of a test, and each leaf node holds a class label.

Pros of Decision Trees (DTs):

• DTs do not require any domain knowledge.
• DTs are easy to comprehend.
• The learning and classification steps of a DT are simple and fast.

Tree pruning is performed in order to remove anomalies in the training data due
to noise or outliers. The pruned trees are smaller and less complex. Tree Pruning can
be done through two approaches:

• Pre-pruning—The tree is pruned by halting its construction early.
• Post-pruning—This approach removes a sub-tree from a fully grown tree.

The cost complexity of a decision tree is measured by two parameters, the number
of leaves in the tree and the error rate of the tree.

Genetic algorithms (GA) were invented by John Holland in 1975. Genetic algo-
rithms can be applied for search and optimization problems. GA uses genetics
approach as its model for problem solving. Each solution in genetic algorithm is
represented through chromosomes. Chromosomes are made up of genes, which are
individual elements that represent the problem. The collection of all chromosomes
is called the population [1, 27].

In general, there are three operators that can be applied in GA.

(1) Selection:
This operator is used in selecting individuals for reproduction with the help of
fitness function. Fitness function in GA is the value of an objective function
for its phenotype. The chromosome has to be first decoded, for calculating the
fitness function.

(2) Crossover:
This is the process of taking two parent chromosomes and producing a child
from them. This operator is applied to create better string.
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Fig. 1 Proposed system
architecture for an ensemble
classifier characterized by
genetic algorithm with dual
decision tree

(3) Mutation:
This operator is used to alter the new solutions in the search for better solution.
Mutation prevents the GA to be trapped in a local minimum.

The proposed system architecture (Fig. 1) consists of an ensemble classifier char-
acterized by genetic algorithmwith dual decision tree facilitates as follows, in the first
stagemultiple risk factors such as age, hypercholesterolemia, hypertension, diabetes,
obesity, stress level, alcohol taken, etc., are taken as input. This input is preprocessed
to fill up the missing values, remove noise and inconsistencies if any in the data and
then is given to the hybrid scheme which consists of genetic algorithm and decision
tree. Here, the features are initialized through decision tree and fitness is evaluated
via genetic algorithm. The output from this hybrid scheme gives the optimized fea-
ture. This output is then given as the input to the decision tree classifier for obtaining
the type of heart disease.

In decision tree, both training and testing phases are carried out. In the training
phase, a classifier known as iterative dichotomizer or random forest classifier can
be utilized. This classifier makes use of number of decision trees at training stage
in order to enhance classification rate. This random classifier contains two steps
namely oob (out-of-bag) and permutation to avoid classification error and tomeasure
the importance of variable. This classifier has a combined group of techniques to
process such as randomized node optimization, bagging andCARTmodel. In random
optimization algorithm, the best tree model is given as output and in bagging it
repeatedly selects the random sample with the replacement of the training set and
fit trees. After that CART (classification and regression) is done for recognizing the
type of attack and finally the output is displayed using a tree structure. The output
displays the type of heart attack for the patient to occur. This can be determined
in the classification step by comparing the information stored in the database. If
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Fig. 2 Heart disease dataset

there is any type of attack possibility is predicted then it will show the prediction
by percentage value by the utilization of the regression method. Decision tree has
four major advantages for predictive analytics namely it implicitly performs feature
selection, it needs relatively very less effort from users for data preparation, the
nonlinear relationships between parameters do not affect tree performance, and it is
very simple to explain.

In our proposed hybrid technique, we can predict the accurate type of heart attack
and optimum feature selection for reducing dimensionality, training time, and over-
fitting. The proposed methodology can be implemented using MATLAB platform
and the experimental results can be analyzed and compared with the conventional
methods.

4 Results and Discussions

The experimental results attained from the proposed method are compared with the
existingmethods in terms of classification accuracy and time complexitywith respect
to the heart disease dataset (Fig. 2).

The proposed approach generates the optimized features through genetic algo-
rithm.The classification accuracy is higherwhen comparedwith the existingmethods
(Table 1).

The reduction of time complexity is expected due to the optimization performed
on the features (Table 2).
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Table 1 Accuracy analysis Classification method Accuracy (%)

Random subspace 78.91

Decision tree 66.67

Multilayer perceptron 79.25

Proposed approach 85.37

Table 2 Accuracy analysis Classification method Time complexity (s)

Random subspace 0.18

Decision tree 0.17

Multilayer perceptron 27.88

Proposed approach 0.12

Thus, it is natural to realize the efficient of the proposed approach as the accuracy
has increased and the time complexity has reduced significantly.

5 Conclusion and Future Directions

Majority of the health care organizations are facing a severe challenge in the provision
of quality services like diagnosing patients correctly and administering treatment at
reasonable costs. Data mining helps to identify the patterns of successful medical
therapies for different illnesses and also it aims to find useful information from
large collections of data. With the development of information technology, extensive
medical data is available.Medical data classification plays an essential role inmost of
the medical applications. Ensemble Methods are the methods that use a combination
of models, to improve classifier and predictor accuracy. The purpose of this research
is to enhance performance of the heart disease prediction system by avoiding mis-
prediction rate.We further plan to compare the performance of our ensemble classifier
with the existing and traditional classifiers. We would also like to move towards
hybrid generic intelligent systems to further improve the predictive accuracy.
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A Novel Approach for Predicting Nativity
Language of the Authors by Analyzing
Their Written Texts

Para Upendar, T. Murali Mohan, S. K. Lokesh Naik
and T. Raghunadha Reddy

Abstract The technique of predicting the profiling characteristics like gender, age,
nativity language, and location of an anonymous author’s text by examining the
author’s style of writing is called Author Profiling. The differences in authors writ-
ing styles play a crucial role in Author Profiling. Several researchers extracted dif-
ferent types of stylistic features to discriminate the authors writing styles. Most of
the researchers used a standard Bag Of Words model for document representation
in Author Profiling approaches. This model has some problems like high dimen-
sionality of features, sparsity in representation of a document and the relationship
between the features were not captured in document representation. In this work, a
new approach is proposed for document representation. In this approach, the weights
of documents were used to generate the vectors for documents. This approach also
solves the problems faced in Bag Of Words model. In this work, we concentrated on
prediction of nativity language of the authors from the corpus collected from hotel
reviews. Different classification algorithms were used from WEKA tool to predict
the accuracy of nativity language of an author’s text. The obtained results were good
when compared with the state-of-the-art approaches for nativity language prediction
in Author Profiling.
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1 Introduction

The data in the World Wide Web is increasing exponentially day by day mainly
through blogs, reviews, social media, and Twitter tweets. Extracting useful informa-
tion and finding correct information from this huge amount of data is a challenging
problem for the researchers. Authorship Analysis is a popular text processing tech-
nique attracted by the researchers to extract correct details from the data [1]. Author
Profiling is a type of Authorship Analysis technique to extract the genuine details
of the text like the author’s age, gender, location, nativity language, educational
background, and personality traits [2].

In Author Profiling, linguistic features are used to find the profile of an author and
the most common techniques that are used are different kinds of machine learning
techniques [3].Many applications likemarketing, forensic analysis and security used
Author Profiling techniques [4]. In Author Profiling approaches, the standard docu-
ment representation technique Bag Of Words model is used by several researchers
for document vector representation [5]. In this work, a new approach is proposed for
document vector representation and also addresses the drawbacks of BOW model.

This paper is organized into seven sections. The existing work in Author Profiling
for nativity language prediction was explained in Sect. 2. The corpus characteristics
and performance evaluation measures were explained in Sect. 3. Section 4 describes
the standard BOWmodel for representing the document. Section 5 describes the pro-
posed approach. The experimental results of BOW and PDWmodels were discussed
in Sect. 6. Section 7 concludes this paper with conclusions.

2 Related Work

In general, the researchers extracted different types of stylistic features for predicting
the demographic characteristics of the authors in Author Profiling approaches [6].
Adamearcia et al., proposed [7] a simple classification method based on similarity
among objects. They considered various features for document representation. They
predicted gender and language variety fromEnglish language tweets. It was observed
that they got good results for gender prediction and low accuracy for language variety
prediction.

Argamon used [8] the corpus of ICLE and corpus was tested to predict the age,
gender, and native language. He also used 251 essays for neurotism prediction.While
predicting the age, gender, nativity language, and neurotism, they observed that style
based features gave an accuracy of 65.1%, content-based features gave an accuracy
of 0.823, and both style-based and content-based features together gave an accuracy
of 0.793.
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Table 1 The characteristics of Hotel Reviews English corpus for Nativity Language prediction

Number of authors Name Labels Label distribution

3600 Hotel Reviews Native Language India (IN) 600

China (CH) 600

Pakistan (PK) 600

Australia (AU) 600

United States (US) 600

Great Britain (GB) 600

Ciobanu et al., used [9] character andword n-grams as features andmultiple linear
SVM as classifier for predicting gender and language variety of authors in different
languages. They obtained 75% accuracy for language variety prediction in English
language.

3 Performance Evaluation Measures and Dataset
Characteristics

In general, when evaluating the results in the experiments in Author Profiling
approaches, the researchers used accuracy, precision, recall, and F1-score was taken
into consideration [10]. Accuracy is the most commonly used performance measure
which measures the proportion of all predictions that are correct [11]. In this work,
the accuracy measure was used to evaluate the performance of the classifiers. Table 1
shows the characteristics of the corpus.

In this work, Hotel reviews of six different nativity language countries such as
India (IN), China (CH), Pakistan (PK), Australia (AU), United States (US,) and
Great Britain (GB) were collected from TripAdvisor.com for experimentation. The
distribution of the classes is balanced. In total, the corpus consisted of 3600 authors
reviews with a distribution of 600 reviews for each author.

4 Bag Of Words (BOW) Model

In BOW model, first, preprocessing methods like stop word removal and stemming
were applied on the training dataset. Stop word removal eliminates the words which
are ineffective for differentiating the text. Stemming converts different forms of the
same word into its root word. Extract the most frequent terms from the updated
corpus. In this work, 8000 terms were identified as frequent terms. The document
vectors were represented with these 8000 terms. The vector value is computed using
the term frequency in the document. The Naïve Bayes Multinomial and Random
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Forest classifiers fromWEKA tool used for generating classification model by using
these document vectors. The nativity language of anonymous document is predicted
using this classification model.

5 Nativity Language Specific Document Weighted
Approach

In this work, a new approach namelyNativity Language specificDocumentWeighted
(NLDW) approach is proposed to represent the document vectors. In this model,
first, the preprocessing methods like stop word removal and stemming were applied
on the corpus to prepare the content for further analysis. The most frequent terms
were extracted from the corpus. These term weights were calculated specific to the
every nativity language country using term weight measure. The document weight
measure is used to calculate the document weights specific to every nativity language
country of documents. Finally, the document vectors were represented with these
document weights and different classification algorithms were used these document
vectors to produce the classification model and this model is used to predict the
nativity language of unknown document. In this approach, finding appropriateweight
measures is very important to improve the accuracy prediction of nativity language
of a document.

5.1 Term Weight Measure (TWM)

The TWM assign suitable weights to the terms. In this work, we used a TWM
proposed in [12]. The TWM is represented in Eq. (1). In this measure, tf(ti, dk) is the
term frequency ti in document dk, DFk is the total number of terms in a document dk.
DC(ti, pIN) is the number of documents in India profile, which contains term ti. DC(ti
ε pIN) and DC(ti, �= pIN) are the number of documents in India profile and other than
India profile, which contains the term ti.

W (ti , dk ∈ pI N ) = t f (ti , dk)

DFk
∗

∑m
x=1,dx ∈pI N

t f (ti , dx )

1 + ∑m
y=1,dy /∈pI N

t f (ti , dy)
∗ DC(ti ,∈ pI N )

1 + DC(ti , /∈ pI N )

(1)

5.2 Document Weight Measure

The document weight measure computes the document weight by aggregating the
weights of the terms in that document. In this work, a document weight measure [13]



A Novel Approach for Predicting Nativity Language … 21

Table 2 The accuracy of
BOW and NLDW model for
nativity language of authors
prediction using different
classifiers

Classifiers/Number of
terms

Naïve Bayes
multinomial

Random forest

BOW NLDW BOW NLDW

1000 58.18 76.27 61.19 80.27

2000 59.23 78.33 63.38 81.33

3000 61.41 79.39 64.42 83.39

4000 62.89 79.86 64.85 84.86

5000 62.94 80.77 65.51 85.77

6000 63.06 81.69 66.07 87.69

7000 63.59 82.71 66.59 87.71

8000 64.77 84.70 68.26 88.53

is used to compute the weights of the documents. Equation (2) shows the document
weight dk specific to a nativity language profile pj.

Wdk j =
∑

ti ∈dk ,dk∈p j

T F(ti , dk) · Wti j (2)

where, TF(ti, dk) is the term frequency term ti in document dk, Wtij is the weight of
the term ti in Profile pj.

In this work, the NLDW model used only 6 (the number of nativity language
countries in the corpus) values to represent the document vector. This avoids the
problem of high dimensionality of BOW model. The sparsity representation (most
of the zeros in document vector representation) was also avoided in NLDW model.
The relationships between terms were captured when document weight is computed.

6 Experimental Results

The accuracies of nativity language prediction in BOW and PDW model using dif-
ferent classifiers are shown in Table 2.

In this work, 8000 most frequent terms were extracted from the corpus. By ana-
lyzing the corpus of language variety profile, it was observed that the content-based
features like the terms they used in their writings are different for different nativity
language countries authors. It was understood that the selection of words to write a
review is almost the same for the users of one nativity language country. With this
assumption, most frequent 8000 terms were extracted from the corpus as features.
Different classification algorithms such as Random Forest and Naïve Bayes Multi-
nomial were used to produce the classification model. The proposed model obtained
good results for nativity language prediction when compared with BOW model and
most of the existing solutions of Author Profiling for nativity language prediction.
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The RandomForest classifier obtained the highest accuracy of 88.53% for nativity
language prediction when NLDW model is used. It was observed that the NLDW
obtained good accuracies for nativity language predictionwhen comparedwithBOW
model.

7 Conclusions

This work was delimited to author profiling of native language on text written in
English language. In addition, it was observed that how the NLDW approach per-
formed on different classifiers by comparing with standard BOW model for author
profiling. Out of two evaluated classifiers, the results showed that the overall best
performing classifier was the Random Forest classifier which outperformed the other
classifier. The Random Forest classifier obtained 88.53% accuracy for nativity lan-
guage prediction when 8000 terms were used as features.
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A New Approach for Authorship
Verification Using Information Retrieval
Features

Shrawan Kumar, S. Rajeswari, M. Srikanth and T. Raghunadha Reddy

Abstract Authorship Verification is the process of verifying an author by checking
whether the document is written by the suspected author or not. The performance of
the Authorship Verification mainly depends on the features used for differentiating
thewriting style in the documents. The researchers extracted various types of stylistic
features for author identification based on the writing style of a particular author. In
this work, a new approach is proposed by using the information retrieval features
for author identification. In this approach, the test document was treated as a query
and the training data as a document database. Cosine similarity measure is used to
compute the similarity between the test document and training data. The accuracy of
author verification depends on the scores of the similarity measures. The proposed
approach performance is good when compared with most of the state-of-the-art
approaches in Authorship Verification.

Keywords Author Verification · Stylistic features · Information retrieval
features · Cosine similarity measure · Term weight measure
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1 Introduction

The Internet is growing exponentially with a vast amount of data every day. Such
a high growth rate brings some problems like fraudulent, stolen, or unidentified
data. These problems can be dangerous and serious problems in places like the
government sector, public websites, forensics, and schools. Because of these threats,
and in detection of truth, it is important to analyze the authorship of a text. Authorship
Analysis is one such technique which is used to find the authorship of a document.

Authorship Analysis is categorized as three classes such as Authorship Attri-
bution, Authorship Profiling, and Authorship Verification [1]. Figure 1 shows the
procedure of Authorship Verification. The task of authorship verification is to assess
whether the text in dispute was written by the same author or not [2].

Author Verification approaches were important in various applications [3]. In
cyberspace application, digital documents were used as evidence to prove whether
the suspect is a criminal or not by analyzing their documents. If the suspect authors
are unknown, i.e., there is no suspect, thus this is commonly known as an authorship
identification problem. However, there are also some cases when the identification
of the author is not necessary, i.e., it is enough just to know if the dispute document
was written by the suspected author or not. This is a problem faced by many forensic
linguistic experts which is called as authorship verification problem.

This paper is structured in 5 sections. Section 2 reviews the existing approaches
proposed to authorship verification.The approachusing information retrieval features
is explained in Sect. 3. The experimental results of Authorship Verification were
analyzed in Sect. 4. Section 5 concludes this work along with future directions.

2 Literature Review

Author Verification is a type of author identification task, which deals with the iden-
tification of whether two documents were written by the same author or not [4]. The
researchers proposed different types of stylistic features to discriminate the authors’

Fig. 1 Authorship
verification
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style of writing [5]. Raghunadha Reddy et al., experimented [6] with three types of
linguistic features to improve the accuracy of author verification. They used Naïve
Bayes Multinomial classifier to build the classification model and good accuracy is
achieved for Author Verification.

Feng et al., experimented [7] with stylometric features and coherence features
of 568 features for Greek, 538 for English and 399 for the Spanish language. They
adopted an unmasking approach to enhance the features quality which is used in
constructingweak classifiers. They understand that their work achieved less accuracy
for Greek texts and good accuracy for Spanish and English texts. Vilariño et al., used
[8] a support vector machine to generate the classification model. They extracted
lexical, syntactic, and graph-based features for document vector representation.

Veenman et al., proposed [9] three approaches like two class classifications in
compression prototype space, nearest neighborwith compression distances and boot-
strapped document samples for author verification task. They computed the com-
pression distance between the documents using compression dissimilarity measure.
It was identified that they achieved the best accuracy between the PAN 2013 com-
petition submissions. van Dam used [10] the common N-gram (CNG) method to
normalize the distance between unbalance and short texts. In CNGmethod, the char-
acter n-gramswere exploited for document vector representation. They observed that
CNG approach fails for Greek language but achieved good accuracy for Spanish and
English languages. Seidman proposed [11] a method which compares the similarity
between given textual documents. This approach obtained overall first rank in the
competition.

Bobicev used [12] the prediction by partial matching (PPM) technique depends on
statistical n-gram model. They proposed an approach to detect the author of a given
text automatically when the dataset contains small training sets of known authors.
The PPMmethod collects total information from the original corpus without feature
engineering. It was identified that when the document length was increased their
system performance measure F-measure is not increased.

3 Proposed Approach

In this work, the experimentation was carried on PAN 2014 competition author
verification dataset. Table 1 shows the characteristics of the PAN 2014 Competition
dataset for Authorship Verification.

In Authorship Verification, most of the researchers used different types of perfor-
mance evaluation Measures such as precision, recall, and accuracy to evaluate the
accuracy of their author verification approach. In this work, the accuracy measure
is used to evaluate the performance of the proposed approach. Accuracy is the ratio
of number of test documents correctly verified their author to total number of test
documents considered [13].
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Table 1 Dataset
characteristics of PAN 2014
competition authorship
verification

Features Training data Testing data

Number of authors 100 100

Number of documents 500 100

Vocabulary size 41,583 12,764

Number of documents per
author

5 1

Average words per sentence 25 21

Average words per document 1135 1121

Fig. 2 The proposed approach

The proposed approach for author verification is presented in Fig. 2. In this
approach, first, the preprocessingmethods such as stemming and stop words removal
were performed on the documents of one author. Extract themost frequent terms. The
document vectors are generated by using extracted terms from the corpus. The vector
value is computed using a term weight measure. The test document represented as a
vector using extracted most frequent terms. The similarity is computed among test
document vectors and the document vectors of one author using cosine similarity
measure. If the similarity scores of similarity measure are within the limits, then the
test document was written by this particular author otherwise the test document was
not written by this author. The next sections explain the term weight measure used
to compute the vector value in document vector and cosine similarity measure.
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3.1 NDTW (Nonuniform Distributed Term Weight) Measure

In general, Authorship Verification approaches easily analyze and verify the author
of a document when the document contains large amount of text. For small docu-
ments, it is difficult to verify the author. The terms in documents were not distributed
uniformly. In the NDTWmeasure, more weight was assigned to the terms which are
distributed nonuniformly across the documents [14]. Equation (1) shows the NDTW
measure.

Wti j = W
(
ti , A j

) = log(T OT Fti )−
m∑

k=1

(
t f (ti , dk)

T OT Fti
log

[
1+ t f (ti , dk)

1+ T OT Fti

])
(1)

where TOTFti is total number of occurrences of the term ti in author group Aj and
tf(ti, dk) is the term frequency of term ti in dk document.

3.2 Cosine Similarity Measure (CSM)

In vector space model, the sets of documents and queries are viewed as vectors.
Cosine similarity measure is a popular method for calculating the similarity value
between the vectors [15]. With document and queries being represented as vectors,
similarity signifies the proximity between the two vectors. Cosine similarity measure
computes similarity as a function of the angle made by the vectors. If two vectors
are close, the angle formed between them would be small and if the two vectors are
distant, the angle formed between themwould be large. The cosine value varies from
+1 to−1 for angles ranging from 0° to 180°, respectively, making it the ideal choice
for these requirements. A score of 1 evaluates to the angle being 0°, which means
the documents are similar. While a score of 0 evaluates to the angle being 90°, which
means the documents are entirely dissimilar.

The cosine weighting measure is implemented on length normalized vectors for
making their weights comparable. Equation (2) gives the formula for Cosine Simi-
larity.

C SM(q, d j ) =
∑m

i=1 w(ti , q)× w(ti , d j )√∑m
i=1 w(ti , q)2 ×

√∑m
i=1 w(ti , d j )

2
(2)

where w(ti, q) and w(ti, dj) are the weights of the term ti in query q and document dj,
respectively.
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4 Empirical Evaluations

In this work, 500 documents of 100 authors were considered as a training dataset
and 100 documents of 100 authors were considered as a test data. The experiment
performed with 100 test documents as queries. The 100 test documents were taken
from 100 authors, 1 document from each author. The test documents were considered
as queries. For every test document, compute the similarity score between the test
document and training data of one particular author using cosine similarity measure.
The similarity scores were acceptable range of cosine similarity measure, it was
conformed that the document was written by that particular author otherwise the
document was not written by this author. In this work, we obtained 92.50% accuracy
for verifying the author. The proposed approach obtained better results than most of
the existing approaches in Authorship Verification.

5 Conclusion and Future Scope

In general, the stylistic features play a vital role in the author identification process.
In this work, the experimentation was performed with information retrieval features
of cosine similarity measure. Our approach obtained an accuracy of 92.50% for
verifying the author of a document.

In future, it was planned to find an efficient similaritymeasure to compute the sim-
ilarity between query document and test document. It was also planned to implement
deep learning approaches to improve the accuracy of author verification.
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An Algorithmic Approach for Mining
Customer Behavior Prediction in Market
Basket Analysis

Anisha R. Maske and Bela Joglekar

Abstract Market basket analysis is the search for data that contain customer pur-
chasing items.Market basket analysis is a process of showing the correlation between
the datawith respect to support and confidence. Support indicates that how frequently
items appear in the database and confidence indicate that rules must be generated
based on the frequent items. Data analysis in a supermarket database means to under-
stand each transaction available in the dataset that contains customer purchasing pat-
tern to determine how the product should be located on shelves. Product arrangement
is the most important aspect to get supermarket profit. The dataset of the retailer con-
tains transaction of the items which is purchased by the customer and also comment
regarding that product whatever they fill regarding that product. Apriori algorithm is
used to find frequent items and association rule based on customer transactions. Fre-
quent items calculate with respect to support and Association rule determines with
respect to confidence. This paper tells about how customer behavior predicted based
on the customer purchase items. This technique generally used in the agricultural
field, marketing, and education field.

Keywords Data mining ·Market basket analysis · Customer behavior · Apriori
algorithm · Association rule · Layout · Support · Confidence

1 Introduction

Market basket analysis is one of the techniques that analyze customer purchasing
habits by finding the different relationship between the different items that can be
stored in customer shopping baskets. Association rule can help retailers to produce
effective marketing strategies by gaining items frequently, purchased together by
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customers [1]. Data mining is the understanding of large datasets to find the irrele-
vant association and summarize the data in proper ways both are understandable and
useful to the retailer [2]. Knowledge discovery database is discovering informative
knowledge from a large amount of complex data. The knowledge discovery database
is a process of interactive and iterative data form from the large database [3]. It
contains different steps such as selection, preprocessing, transformation, data min-
ing, and interpretation or evaluation. Each step performs their own role to discover
informative knowledge from the database [4].

Market basket analysis is an example of elaborating association rule mining. It is
one of the technique that all the retailer in any kind of shop or departmental stores
would like to gain knowledge about the purchasing behavior of every customer. These
results help to guide retailer tomake a plan for marketing or advertising approach [5].
Market basket analysis will also help managers to propose a newway of arrangement
in store. Based on this analysis, items are regularly purchased together that can be
placed in close proximity with the purpose of further promoting the sale of such
items together [6]. If consumers who purchase computers also likely to purchase
anti-virus software at the same time then placing the hardware display close to the
software display will help to enhance the sales of both of these items.

Market basket analysis is an example of extracting association rule mining. It is
a fact that all the managers in any kind of shop or departmental stores would like
to gain knowledge about the buying behavior of every customer [7]. Association
rules are if-then statements that help to uncover the relationship between seemingly
unrelated data in a relational database or other information [8].

2 Related Work

The work in [1] describes the support and confidence that have been calculated by
the generic formulae and it does not give the complete information of the association
rule. The database contains all the transaction of items.

The researchers in [2] describe the product which is the relationship with one
another finding with the help of market basket analysis is located in the store layout.

In another survey, authors [3], Information system containing the relation between
each customer purchasing item that is helpful to get the future decision.

The work in [4] describes it used in sports company regarding purchasing the
sports items through the customer. It identifies the purchasing pattern of sports items
which is present in the database.

Researchers discovered that [5], Market basket analysis is used to discover pur-
chasing patterns of customers by extracting associations from different store trans-
actional data.
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3 Proposed Approach

3.1 Dataset

The dataset is a relational set of files describing customer’s orders. The input data
for a Market Basket Analysis is normally a list of sales transactions where each has
two dimensions one represents a product and the other represents a customer.

3.2 Data Preprocessing

All the items in the transaction are sorted in descending order in reference to their
frequencies. The algorithmdoes not depend upon the specific order of the frequencies
of items sorting in descending order may lead to much less execution time than
ordered randomly (Fig. 1).

3.3 Apriori Algorithm

Apriori algorithm generates sets of large items-sets that find each support size of
items. The complexity of an apriori algorithm is always high. Frequent item-sets are
extended one item at a time and group of candidates is tested against data. It operates
all the transaction which is present in the database.

Fig. 1 Market basket
analysis system
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Findings

Input: Database containing items
Output: Frequent Item-sets

Algorithm

1: S is a dataset containing the item. Minimum support is less than 1 and greater
than 0. Minimum support is real.

2: Take a transaction of the customer.
3: Calculate support for each item.
4: Take the first transaction and so on.
5: Calculate support for the first item which is the ratio of the number of transaction

containing the item and a total number of the transaction.
6: Compare item support withminimum support. Item support is greater than

or equal to the minimum support.
7: It generates frequent item-set
8: Again go to Step 4 and calculate all frequent item-set.

3.4 Association Rule

It contains if-then rules which support the data. Market basket analysis is an associ-
ation rule which deals with the content of point-of-sale transaction of large retailers.
It identifies the relationship among the attribute which is present in the database. It
assigns the relationship of one itemwith another item. It is a fact that all themanagers
in any kind of shop or departmental stores would like to gain knowledge about the
buying behavior of every customer.

3.5 Frequent Item-Set

There are ‘n’ items and it gives multiple combinations of ‘n’ items and at last, the
customer selects the proper combination of items according to their own choice.

3.6 Customer Behavior

Market Basket Analysis allows retailers to identify relationships between the prod-
ucts that people buy. Targeting market must send promotional coupons to customers
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for products related to items they recently purchased. Most of the customer buy the
same product according to their requirement.

3.7 Classification Rule Mining

Classification rule mining is an effective strategy to generate customer behavior.
Obtaining comprehensible classifiersmay be as important as achieving high accuracy
that helps to make an effective decision in business. The complexity of classification
rule mining is O(pCp n) where p is number of items in classification rule and n is
number customer transactions. It containsmore than three items to generate the rules.

Classification method is better than the association rules. Dataset contains differ-
ent fields of items purchasing by the customer. Association rule contains two items
so it cannot give complete count based on whole dataset instead of that classification
rule mining give count based on whole dataset using different fields of items.

4 Result

Figure 2 shows that association rule mining generated from the apriori algorithm.
From that figure, the rule must be generated according to that rule we get customer
behavior. Customer behavior is items based on rules generated from the dataset.
Dataset contains items purchased by the customer with their quantity, unit price, and
so on. This rule contains two items. Based on the rules, graph must be generated
that shows smaller and larger circle contain large or smaller amount of customer
purchasing such items. Together how many customers purchasing those items based
on rules must be generated hence it gives limited count as compare to classification
rule.

Fig. 2 Association rules
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Fig. 3 Customer behavior based on association rule

Figure 3 shows the customer behavior generated from the rules.
Figure 4 shows the classification based association which is generated by the

association rule. It gives better performance than the association rul e. It reduces the
complexity of apriori algorithm and improves the performance. Classification rule
mining is better as compared to association rule mining.

Figure 5 shows that the customer behavior generated from the classification rule.
This rule generated from the country so it gives actual count based on complete
dataset.

Table 1 shows the accuracy of each algorithm. From that, we can say that classi-
fication rule mining gives better accuracy than the other algorithms.

Fig. 4 Classification based association
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Fig. 5 Customer behavior based on classification rule

Table 1 Accuracy of
algorithm

Algorithms Accuracy (%)

Association rule mining 74.58

Classification rule mining 81.33

5 Conclusion

This paper shows that market basket analysis is an important tool to get frequent
item and relationship between the items. It generates the frequencies of the item. It
generates the frequencies of the items, based on their frequency items placed into the
store layout. The item that is frequently purchased by the customer that is first placed
on the layout. Items placed one after another that are helpful to the customer to search
the items easily. Apriori algorithm helps to generate association rule and frequent
item-set. The apriori algorithm helps to get association rule mining algorithms for
market basket analysis will help in better classification of the huge amount of data.
The apriori algorithm can be modified effectively with respect to classification rule
mining that reduces the time complexity and enhances the accuracy. Association
rule helps to get customer behavior based on the product. Both association rule and
classification rule able to get the customer behavior based on products different field.
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Optimizing Association Rule Mining
Using Walk Back Artificial Bee Colony
(WalkBackABC) Algorithm

Imran Qureshi, Burhanuddin Mohammad and Mohammed Abdul Habeeb

Abstract Association rule mining is considered to be the major task in data min-
ing by most of the researchers where the process will find interesting relationships
among various items in itemsets of huge database or a dataset. In this process, Aproiri
algorithm is considered to be the familiar algorithm for performing association rule
mining for implementing frequent itemset generation by providing minimum thresh-
old value and we have explored advantages and disadvantages of association rule
mining. In this paper, we have proposed WalkBackABC framework that optimizes
ARM by increasing the exploration area and optimizes association rules which is
further compared individually with apriori, FP growth and ABC algorithms in our
proposed results where the rules generated are simple and comprehensible.

Keywords Data mining · Association rule mining · Artificial bee colony ·
Random · Repository

1 Introduction

Many data mining tools and techniques have been proposed and projected by many
researchers in this field that proposes generation of association rules or generation of
decision trees or implementation of neural networks which has become an attractive
point in their researches since the past decade. Data mining is a technique that is
implemented to discover hidden patterns or prefigure from any source such as flat
files or databases or data repositories or any of such combinations.
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Association rule mining (ARM) is the process for finding meaningful frequent
patterns or correlations or associations or causal structures from data sets found in
distinct types of databases such as relational databases or transactional databases or
data repositories or a combination of any of these, as the association rule mining
aims to identify or generate rules that lead to predicting the occurrence of a specific
item based on the occurrences of the other items in any specific transaction [1].

They provide rules or results in the form of if-then statements or rules and mainly
based on two aspects called as support and confidence that are provided as input by
the user for generation of association rules, for example: A → B, where A is called
as an antecedent and B is called as consequent which is the count of occurrence of
B. Many algorithms have been proposed by researchers such as Apriori algorithm
and FP tree based algorithm.

Apriori algorithm is one of the most renowned algorithms for generating asso-
ciation rule based mining which is based on breadth-first search technique using
downward closure property in a bottom-up strategy for counting itemset support and
generation of rules and candidate sets. And FP-growth uses ad FP-prefix tree to store
database data in a compressed manner for frequent pattern growth generation [2].

The Artificial bee colony (ABC) algorithm is population-based swarm intelli-
gence algorithm which is proposed by Karaboga in 2005 where a set of honey
bees called swarms communicate with one another to resolve a problem with social
cooperation [3].

2 Literature Survey

The process of association mining by utilizing the Apriori algorithm for acquiring
good results and we already know that due to increase in database size there will be
a decrease in performance attained, it happens because for processing the data entire
database is to be scanned for every transaction [3].

For attaining the large data set apriori algorithms scans the entire database using
breadth-first search approach as the major issue is it cannot be implemented directly
on a huge dataset whereas the other better approach to do the same is the FP growth
algorithm which is implemented using the divide-and-conquer technique [4] which
is a better approach than apriori.

In the process of identification of frequent itemset mining that includes gener-
ation of candidate sets for acquiring all the maximal frequent itemsets which are
upward closed and requires to identify various maximum frequent itemsets (MFI)
that comprises of maximal frequent itemset that reduces total search time [5].

The process of maximal FP max algorithm that tends to reduce total number of
subsets that stores and check the patterns that are based on possible conditional max-
imal frequent itemsets [6]. FP tree can be further reduced for attaining the efficiency
QFP algorithm is used for scanning the database only once and generates the QFP
tree by processing the transaction database for generating tree based association rule
mining using FP array technology [7].
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Another approach of dynamic tree restructuring is implemented using CP-tree
restructuring technique which generates a prefix tree that reduces the mining time
but the problem is we can implement only on relatively small tree due to which the
performance attained is remarkably small [8].

3 Association Rule Mining

The concept of association rule mining was first introduced in the reference provided
by Agarwal R [4]. where an association rule can be defined as: let I = {i1, i2, i3,
i4, i5, …} be an items set in a D database where a set of transactions are available
and each transaction T is considered to be a subset of I and an association rule is an
inference of the form X → Y where X and Y are subsets of I and X ∩ Y = ϕ and
the set of items X is called antecedent and Y is called as the consequent as the two
properties: confidence and support are basically measured in association rule mining
where the freq(X) considered to be number of rows containing X itemset in the given
transactional database and the support of the itemset X is identified to a fraction of
all rows containing the itemset frequency(X)/D.

Calculation of support of an association rule is the union of the antecedent X and
the consequent Y where the support (X → Y) = (XUY)/D.

Calculation of confidence of an association rule is the percentage of rows in D
containing itemset X along with itemset Y is: Confidence (X → Y) = P(X/Y) =
support(XUY)/support(X).

Each itemset is considered to be frequent if its support is equal to or more than
support specified by user input and the ARM is used to check whether all rules
through user-specified constraints imposed such as minimum support and minimum
confidence is attained or not.

The first algorithm to generate large itemsets on a transaction database is AIS
algorithm [7] which is used to determine qualitative rules by performing multiple
passes over database and the only issue is it generates many candidates and the data
structure utilized is also not specified. The Apriori algorithm [1] is implemented
based on the rule called as “from what comes before and after” using breadth-first
search technique utilizing lesser memory and it only explains absence or presence of
an item and the number of candidates generated is larger.Many of the issues in apriori
are overcome in FP growth algorithmwhich is based on tree generation structure and
only two passes are required to generate frequent itemsets on a compressed database
without candidate generation process which tends to implement at a faster pace but
the disadvantage is it cannot be implemented in incremental or interactive mining
system.

The below table specifies the advantages and disadvantages of ARM-based on
performance and various properties (Table 1).

Hence, we propose below Algorithm 1 that overcomes disadvantages of ARM
and implements advantages of ARM algorithms.
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Table 1 Advantages and disadvantages of ARM

Association rule Advantages Disadvantages

AIS Large candidate itemsets cannot be
used as the pruning step of the
algorithm can handle small
transactions only
Small cardinality sparse transaction
database can only be implemented

Major limitation is algorithm can
accommodate only one item in the
consequent
Single pass cannot be implemented
to attain the data needs multiple
passes over the database where time
complexity increases
Larger data structures are required to
generate candidate itemsets

Apriori Memory consumption is very less
Implementation step is very easy
Pruning step utilizes apriori property
for due to which itemsets are very
less to check minimum support

Requires huge database scans to be
implemented
Only one minimum threshold value
can be provided
Can be implemented hassle free on
small database
Only availability or nonavailability
of a data element can be explained

FP-growth Quickest association rule mining
algorithm
Can also be implemented on
compressed database
Database scan is implemented only
once

More Memory is consumed
Cannot be implemented for
incremental mining or interaction
based mining
Generated FP growth tree is not
unique even for similar logical
database

Algorithm 1: proposed Association Rule Mining-Frequent 
itemset mining 
Step 1: Start 
Step 2: generate frequent itemset with possible 
combinations by considering all intermediate nodes
Step 3: generate frequency =q.F+C 
Step 4:  if q.F < q. S then   goto Step 2 
Step 5: if q.F != q.S then goto Step 8 
Step 6: generate frequent itemset with possible 
combinations by considering nodes having higher frequency 
Step 7: generate frequency = q.F 
Step 8:  generate frequent itemset with possible 
combinations by considering all possibilities and parent 
node
Step 9: generate frequency = q.F 
Step 10: Stop 
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In the above algorithm, F represents frequent itemsets, C represents a candidate
set and q represents the itemset available in query set. We need to execute the above
algorithm for every element in itemset based on which association rules will be
generated and a FP tree is constructed.

4 Artificial Bee Colony (ABC) Algorithm

TheArtificial bee colony (ABC) algorithm is proposed byKaraboga in 2005which is
an optimization algorithm centered on the simulation process of foraging activities
of artificial honey bees (a set of honey bees are used to implement the system)
which is successfully implemented and researched by many researchers and has
been successfully applied to various practical problems.

The termSwarm is used to represent set of honey bees that are used for implement-
ing a predefined task by using intercommunication process where bees communicate
with each other. As per ABC algorithm honey bees are classified into three types
called as:

• Employed bees: The employed bees are also called as On-duty bees that search for
food in various food generating sources as per their knowledge and upon finding
will share the food availability information to onlooker bees, these bees are equal
to number of food sources found and these bees are called as scouts when food
sources are exhausted.

• Onlooker bees: these bees will perform quality check, in other words, will be
selecting quality food sources fromall the list of information providedby employed
bees. The main task is to select only those sources which have higher quality
(fitness) and ignores the food sources that comprises of lower quality.

• Scout bees: are the special categories of employed bees that have abandon their
food sources and start new searches for attaining food.

As per the count is concerned total bees are divided into two types where the first
half of the swarm consists of employed bees and the rest are onlooker bees where
these bees are equal to the number of swarms available or swarm size denoted by
SN.

The initial distribution process of sources is randomly generated using below
equation:

Xij = Xmin.j + rand(0, 1)
(
Xmax.j−Xmin.j

)
for all i = {1, 2, . . . ,CS/2} and j = {1, 2, . . . .,D}

(1)

where CS represents colony size and D represents number of design variable then
rand(0, 1) represents generation of random number in between 0 to 1 and each
employee is allocated to Xij sources.

Candidate solutions are generated in the below equation that is Vij for initiating
exploitation process:
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Vij = Xij + �ij
(
Xij − Xkj

)
for all i = {1, 2, . . . ,CS/2} and j = {1, 2, . . . .,D} and K �= i (2)

where � is a random number between −1 and +1, CS represents colony size and D
represents number of design variable.

The main components of ABC algorithm are:

• Rule Format: in a dataset where each attribute comprises of lower bound or the
lowest value and the upper bound or highest value along with three other values
associated for generation of fitness function are predictive class, the fitness value,
and cover percentage of rule generated or impose.

• Fitness Function: will be used for performing classification instead of measuring
the total nectar amount collected that comprises of {false positive (FP), true positive
(TP)} or {false negative (FN), true negative (TN)} associated with every rule. FP
denotes total number of records covered by rule without predicting the rule class,
TP denotes total number of records covered by rule by predicting the rule class,
FN denotes total number of records not covered by rule by predicting the rule
class, TN denotes total number of records not covered by the rule and does not
comprises of any class.

• ExchangedLocal SearchStrategy:when an employedbee cannot attain the target
assigned to meet maximum cycle number need to move to a new food source by
implementing local search strategy which leads to high consumption of time as
the data set consists of inappropriate data which is to be removed and loaded again
called as exchanged with matching data set.

• Rule Discovery: a set of rules are identified while performing rule mining for
identification of a specific class for implementing rule discovery phase which
iteratively discovers all the rules or its instances.

• Rule Pruning: this phase all the rules will be prepared for implementing pruning
step after all the rule set is generated by eliminating all the duplicate rules or rule
sets for improving the accuracy of algorithm.

• Prediction Policy: using the pruned results set as input through the classes are
unknown prediction is performed by calculating the prediction values based on
test data record or based on the different possible class or based on the highest
prediction value in the final class attained.

The below are the advantages and disadvantages of ABC algorithm are (Table 2).

5 Optimization of Association Rule Mining with ABC
Algorithm

For performing optimization of association rule mining, we propose a framework
which implements random walk back on ABC algorithm so we name it as Walk-
BackABC which consists of four phases: Primary phase is initialization phase then
next is employed bee phase then next is onlooker bee phase and finally, the last one
is scout bee phase. In the whole process, the onlooker bees will be performing the
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Table 2 Advantages and disadvantages of ABC algorithm

Advantages Disadvantages

ABC is very easy to implement Secondary information will not be used about
the problem gradients

Utilization of discrete or mixed variables is
possible due to its broader applicability on
complex functions that are implemented
continuously

–

Due to its high flexibility modifications can be
easily done for creating a new knowledge of a
specific problem by analyzing the nature of
problem

Requires new parameters to implement
algorithm for improving the performance to
attain requirements of new fitness test

ABC does not require the main objective
function to be represented mathematically or
continuous or differentiable

Optimization of all the functions leads to
loosing of behavior or relevant information

Initialization process is very robust with
respect to feasibility or distribution of basic
defaults population

Maximum number of objective count of
evolutions

Saves maximum processing time due to
parallel processing of algorithm structure

Process slows down very drastically when
implemented on sequential processing

Very easy to create regions of parity by
implementing parallelism in implementation of
populations of solution

Requires more memory and more number of
iterations due to the slowdown of
computational cost parameter and increase in
the population of solutions

Local solutions can be easily explored Accurate solutions can be attained at a very
slower pace

Effective search can be implemented using
global optimizer under high complexity with
lower risk to attain premature convergence

Higher accuracy can be attained by
implementing only deterministic methods for
identifying solutions without sticking in local
minimum values attained

random walk back process for performing the local optimization process while per-
forming the search of food process in neighborhood and tends to select the highest
probable food source with quality food.

One of the disadvantages of the conventional ABC algorithm leads to slow con-
vergence due to implementation of local optima rate so our framework will be imple-
mented in onlooker bee phase by performing all the above mentioned four phases
by performing random walk back phase based on the random colony size that is
generated with available dimensions and their limits with maximum cycle being
implemented are considered to be important factors of the proposed framework that
comprises of loudness and pulse rate impedance.

Our proposed framework is applied on the various rules that are generated using
apriori algorithm for optimizing all the association rules where the termination con-
dition is set at first hand in the proposed algorithm due to which the rules that are
generated using apriori or FP growth algorithm can easily evolve fitness value for
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each rule that is generated for supporting the output set that comprises of execution
of fitness function till the desired criteria is met or reached and below are the steps
involved in our proposed methodology for optimizing association rules are:

1. Fetch and load all tuples in dataset from the repository.
2. Using apriori algorithm or FP growth algorithm generates frequent itemsets.
3. Using frequent itemsets generated list out the association rules.
4. We need to assign the termination condition based on the dataset being optimized.
5. Apply our proposed algorithm on selected members to generate association rules

on optimal basis.
6. Execute and generate the fitness value for each and every rule generated.
7. Add the rules to output set when fitness value meets the required condition.
8. Repeat the above rules till the termination condition satisfies.

Algorithm 2: proposed WalkBackABC
Step 1: Start 
Step 2: randomly generate the initial population from 
[1,2,3,... i] 
Step 3: assign gen.max= random() 
Step 4: assign gen=1, i=1 
Step 5: when gen < gen.max then goto Step 3 
Step 6:  Vij=Xij +ᶲij (Xij-Xkj) 
Step 7: i = i+1 
Step 8: j=j+1 
Step 9: if i < max then goto Step
Step 10: find best solution among all generated Vij 
Step 11: i=j=0 
Step 12: Xij=Xmin.j + rand(0,1) (Xmax.j – Xmin.j ) 
Step 13: i=i +1 
Step 14: j=j+1 
Step 15: evaluate_rank(X, i, j) 
Step 16: gen=gen+1; 

Repeat the above algorithm till all the cycles are met.
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6 Implementation Results

We have implemented the proposed WalkBackABC algorithm in Matlab software
and generated the performance analysis by considering student data, retail data, and
mortgage data through a repository and then compared with apriori, FP growth, and
ABC algorithms (Fig. 1).

We have taken data set related to three areas such as student, retail, and bank
and implemented in ARM algorithms and generated the number of rules attained.
As per the comprehensibility measures attained through proposed work yields that
is WalkBackABC which comprises of simplicity and easy understand ability of the
rules and result attained is shown in Fig. 2.

As per the above two figures, the WalkBackABC framework has optimized when
they are compared with individual algorithms such as apriori, FP growth, and ABC
algorithms. Hence, we propose that the proposed framework is better than the three
algorithms.

Fig. 1 Performance of the
proposed WalkBackABC
algorithm

Fig. 2 Comprehensibility
measures attained through
the proposed work



48 I. Qureshi et al.

7 Conclusion

In this paper, we have proposed Association rule mining and Artificial Bee Colony
algorithms working, advantages and disadvantages and we worked on WalkBack-
ABC algorithm which randomized the implementation and concentrated on the per-
formance of proposedworkwhich is comparedwithABC then FP-growth and apriori
algorithms and generated results that illustrates that the proposed framework is an
optimized one and all the rules and methodologies generated based on the proposed
framework are comprehend and simple when implemented and generated. In our
future work, we would like to apply further modifications on the Apriori algorithm
to implement on larger datasets.
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Predicting Election Result
with Sentimental Analysis Using Twitter
Data for Candidate Selection

B. P. Aniruddha Prabhu, B. P. Ashwini, Tarique Anwar Khan and Arup Das

Abstract The aim of this paper is to provide a well and effective solution to dis-
tribute political party’s tickets during the election. The sole parameter of the current
distribution of political party’s tickets is based on the money power and person’s
references from their superior leaders. Our proposal is to highlight the discrepancy
between the real candidate who is predicted to win the election based on their popu-
larity with other parameters and those who have only references with money power.
Wewill choose the deserving candidate by analyzing parameters such as social work,
criminal records, educational qualification, and his/her popularity on social media
(twitter).

Keywords Sentimental analysis · Big data · Data mining · Text mining · Data
dictionary · Election prediction

1 Introduction

In the recent trend of technical field, there are plenty of data that are generated every
moment. We can use such data for any kind of analysis. In this paper, we are using
such kind of data that are generated from social media (twitter) to make the analysis
of candidates that will contest election. The current distribution of political party’s
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tickets is simply based on the candidate’s asset and the references he is using but they
are ignoring all the necessary aspects. As a result, wrong candidates get the tickets
and they may lose the election. If somehow, they won, then they hold the important
position in government offices and take the advantage of their power, they will never
worry about the development of their constituency instead their main focus is tomake
money to contest next election, as a result, many of the places are suffering and in the
name of development they will do nothing. So, we came up with an alternative idea
that will make the use of JSP, CSS, Naive Bayes Algorithm, and Coding techniques
to overcome the flaws from the current system [1, 2].

1.1 Definitions

In this section, we provide definitions for some of the terminologies used in this
paper,

Naïve Bayes Algorithm: Naive Bayes classifiers are a family of simple probabilistic
classifiers based on applying Bayes’ theorem. Naive Bayes is a simple technique
for constructing classifier’s models that assign class labels to problem instances,
represented as vectors of feature values, where the class labels are drawn from some
finite set [3, 4].
Text Mining: Text mining also referred to as text data mining is the process of
deriving high-quality information from text. The overarching goal is essentially, to
turn text into data for analysis, via application of natural language processing (NLP)
and analytical methods.
Sentimental Analysis: Sentiment analysis is a type of natural language processing
for tracking the mood of the public about a particular product or topic. Sentiment
analysis, which is also called opinion mining, involves in building a system to collect
and examine opinions about the product made in blog posts, comments, reviews, or
tweets [5].
Big Data: Big data is a set of data that are voluminous and complex. It is the set of
data that are generated every moment from various sources that can be structured
and unstructured.
Text Mining: Text mining is the process of analysis of data from natural language
text. Through this, we can convert the words into quantitative and actionable insights
[6, 7].
Data Dictionary: A data dictionary is the collection of the description of words or
data object in a data model for the benefit of program.
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2 Related Work

Sentimental analysis is very effective analysis that will help any domain to grow and
develop their industry. If we come to know about the negative response of public
early, it will help how to target specific aspects of their product in order to increase
its audience satisfaction and it will also protect the business from loss [8]. Opinion
polls are the most valuable thing of politics that are used for the analysis of the
government’s work and political party as well to know about their popularity among
the citizen of our country. The ‘Wisdom of Crowds’ concept turns conventional
predictions on their head. It assumes that any crowd that conforms to a core set
of principles is capable of delivering a more accurate prediction than the smartest
people within it. UK, showing that the Wisdom of Crowds approach used by ICM
Research in 2010 [9]. Electoral Analysis from twitter data is challenging research
topic in the current world. It is relatively straightforward and optimistic. It focuses
on overall aspect of data whether it is used for analysis or optimization and it will
provide a fair decision based on the opinion of public. The analysis must have certain
algorithm and rules. Every parameter must be validated, the tweet’s dates are also
considered and the place from which it is obtained [10].

3 Methodology

The overall system architecture is as shown in Fig. 1.
The three phases of methodology are as explained below.

3.1 Analysis Phase

The detailed description of analysis phase is as follows,
Our goal of analysis phase is to determine the candidate based on their popularity

on social media like Twitter. Our focus is to gather information about the candidate.
We design an interface where we get the tweets related to the candidate. We collect
the tweets into a file and then we have our own dictionary where we store some
words that will match against those tweets if those words describe good attitude of
that candidate we will provide positive points to them, if those words have negative
meaning then we will give negative points to them and we use some mathematical
formula to calculate the percentage of their popularity. It is as shown in Fig. 2.

Formula Used for analysis

(
Positive tweets

/
(Positive Tweets + Negative Tweets)

) ∗ 100
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3.2 Combining Analysis Phase with Parameters

The main focus of this phase is to club all the parameters and analysis phase to get
the result. The candidate judges according to the following parameters:

• Educational Qualification
• Criminal Records
• Social work
• Social Status and Popularity
• Previous Election Records

We will give appropriate weightage to each and every parameter to get the result.
In this phase, we collect all the related information about the candidate and do the
analysis.

3.3 Prediction

This is the final phase of this paper in this phase, we will combine all parameters
and sentimental analysis. Once we get all the information related to the candidate,
we will use Naive Bayes Algorithm to predict the most deserving candidate among
all the candidates of that particular constituency. Various parameter value used in
prediction is shown in Table 1.

Formula Used for Prediction

(Educational Qualification) + (Criminal Records) + (Social work)

+ (Social Status and Popularity) + (Previous ElectionRecords)

+ (
(Points get from analysis phase)

/
100

)

Table 1 Parameter table Parameters Points

Educational qualification +8 for PHD, +6 for UG, +4 for
PUC, +2 for Metric and +1 for
the rest

Criminal record −10

Social work +8

Social status and popularity +15

Previous election record If won +8 else 0
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Algorithm/Pseudocode

Step 1: Gather people’s opinion about the candidates that cover all the parameter.
Step 2: Use Java API to get the twitter data into a file.
Step 3: Use database to store information about the candidates.
Step 4: Make appropriate set of positive, negative, and neutral keywords that will

be used for performing text mining on the dataset.
Step 5: Use formula to get the popularity by getting negative and positive tweets.
Step 6: Store the result into a file.
Step 7: Collect the data about the politician.
Step 8: Assign proper points to each parameter.
Step 9: Store all data in the form of tables in Sql.
Step 10: Perform integration activity and add the required field useful for analysis.
Step 11: Use Naive Bayes Algorithm.
Step 12: Using the weightage, judge the candidate on the basis of the parameters

and Generate score for each candidate.
Step 13: The candidate with the highest score is the deserving candidate.
Step 14: Direct this output to the .txt file.
Step 15: The .txt file will show the difference between the deserved candidate and

the candidate predicted to win the election.

As shown in the algorithm complete analysis is done with the use of Twitter
analysis and combining the related parameters of the candidate’s behavior with their
overall contribution toward their constituency. If we use to implement such things
then one who wins the election will definitely make developments and connect with
people and try their best to solve the problems of their constituency. They will never
misuse their power and always try to develop a good relation with their people.

4 Conclusion

The loopholes in current system are clearly highlighted in this paper. After imple-
menting these logics, we can clearly say that current distribution of political party’s
ticket is not suitable. This is why eligible candidate lose their election and corrupt
opponent wins. Hence by observing current Scenario, we have proposed this solution
that can be implemented by the Government as early as possible by making required
changes. This type of analytic based approach can be used for any type of election
in India and elsewhere. This paper also highlights the power of data analytics in the
Computer Science field and demonstrates the use of social data to get more clarity
for the common man as well.
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Performance Analysis of LSA
for Descriptive Answer Assessment

Amarjeet Kaur and M. Sasi Kumar

Abstract Latent Semantic Analysis (LSA), in general, can be considered as an
excellent information retrieval technique, but for this specific task of Descriptive
Answer Assessment (DAA) some more explorations are required and it is still con-
sidered as an open problem. This paper discusses and evaluates the performance
of LSA for DAA, through experimentation and deep investigations. Several state-
of-the-art claim that LSA correlates with the human assessor’s way of assessment.
With this as background, we investigated assessment of students’ descriptive answer
using Latent Semantic Analysis (LSA). In the course of research, it was discovered
that LSA has limitations like: LSA research usually involves heterogeneous text
(text from various domains) which may include irrelevant terms that are highly sus-
ceptible to noisy, missing and inconsistent data. The experiments revealed that the
general behavior of LSA has an adverse impact on DAA. It has also been observed
that factors which influence the performance of LSA are corpus preprocessing, the
creation of term-document matrix with and without weight function and choice of
dimensionality.

Keywords Latent semantic analysis · Descriptive answer · Assessment ·
Dimension reduction · Feature extraction · Evaluation

1 Introduction

The purpose of education is to make student learn specific topic or domain, so that
the student can apply that knowledge and information in practice. This is possible
only if the student is able to grasp the knowledge properly, which is checked by

A. Kaur (B)
Computer Science & Technology, SNDT Women’s University, UMIT, Mumbai, India
e-mail: dhariwal.amarjeet@gmail.com

M. Sasi Kumar
Research & Development, Centre for Development of Advanced Computing, Mumbai, India
e-mail: thelitttlesasi@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
H. S. Saini et al. (eds.), Innovations in Computer Science
and Engineering, Lecture Notes in Networks and Systems 74,
https://doi.org/10.1007/978-981-13-7082-3_8

57

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7082-3_8&domain=pdf
mailto:dhariwal.amarjeet@gmail.com
mailto:thelitttlesasi@gmail.com
https://doi.org/10.1007/978-981-13-7082-3_8


58 A. Kaur and M. Sasi Kumar

evaluating the student through the periodic examination process set up by institutes.
Evaluation of students’ knowledge canbe doneby analyzing their response for a given
question in the examination. Response can be objective or descriptive. Descriptive
response is believed to give clearer idea about the students’ knowledge. Descriptive
answer given by the student is evaluated by human assessor to identify the extent of
learning. While evaluating descriptive answers, the assessor is looking for important
aspects and an overall understanding of the student for a specific topic. For making
judgments about the student’s understanding, the human assessor uses cognitive
skills, natural language understanding and her knowledge about a specific domain.
For automating this process, the machine should be intelligent enough to behave
like a human assessor. One of the biggest advantages of automatic assessment is
its ability to provide helpful and immediate feedback to the learner without putting
much burden on human assessors. Automated assessments will be helpful in distance
education too. Considerable work has been done in the area of using LSA to evaluate
essays and to provide content-based feedback, but evaluating descriptive answers is
still an open problem.

Various student essays evaluation systems have been under development since
1960s. A National network of US universities supported the development of system
to grade essays for thousands of high school students’ essays. It scores essays by
processing a number of essays on the same topic, each scored by two or more human
assessors. In 1960s, computer technologywas not stable enough or accessible enough
to expand into large scale. Currently, researchers are emphasizingmore on descriptive
answers in exams and its evaluation.

The paper is organized as follows: Sect. 2 explains research works related to the
field of automation of descriptive answer assessment using LSA. Section 3 explains
methodology used to determine the semantic similarity between two texts. This
section also explains the implementation of LSA and its performance evaluation.
Section 4 lists several issues, conclusion, and areas of improvement that future studies
will address.

2 Literature Review

In this section, research work related to the field of Descriptive Answer Assessment
(DAA) has been discussed. Methods and techniques implemented so far for automa-
tion of DAA process are discussed. Several state-of-the-art short answer graders
require manually designed patterns which have to be matched with the student’s
response; if matched, implies correct response. One of the information extraction-
based system [9] is developed by the Oxford University to fulfill the need of the
University of Cambridge Local Examinations Syndicate (UCLES) as many of the
UCLES exam questions are short answers questions. In this system, handcrafted
patterns are filtered from the training datasets by human experts and the student
responses were matched with these patterns.
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The Intelligent Essay Assessor (IEA) [4, 7] used Latent Semantic Analysis (LSA)
model to extract semantic similarity of words and passages from the textual sen-
tence. The comparison-based approach is applied in which the student’s essay is
compared with the reference essay. Cosine similarity measure and proximity mea-
sure (Euclidean distance between the two) have been used to find out the similarity
between two units. LSA is first trained on domain-specific corpus and derives a
semantic representation of the information. In this research work, the vectors of stu-
dent essays are compared with the vectors of pre-graded essays. The students’ essay
which appear to be highly unusual and irrelevant to topic will be directed to human
assessor for evaluation. When IEA is applied to content scoring, human–machine
correlation is 0.73 [8].

Autotutor [5], considering Pearson correlation as a performance measure LSA
works well in evaluating the student answers. The correlation between LSA’s answer
quality scores and the mean quality scores of four human experts was 0.49. This
correlation of 0.49 is closer to the correlation between the ratings of the two inter-
mediate experts which is 0.51. Select-a Kibitzer [6] like Apex, generates outlines of
essays without referring the reference text. The program uses clustering methods on
the LSA semantic space to identify disconnected chunks in the corpus. Its content
correlation with teacher grade, r = 0.62. Some of the systems, such as, Intelligent
Essay Assessor, State of essence, Summary Street, Apex, Autotutor, and Select-a
Kibitzer; though differing in subject domain and the similarities, all are LSA-based.
All such systems claim that LSA correlates with the human assessors. This was one
of the motivations of looking at LSA for our research.

3 Methodology

To evaluate the performance of LSA for descriptive answer assessment, LSA has
been applied to set of students’ descriptive answers. The similarity between student
and standard/expert descriptive answer are determined by using LSA and its per-
formances are evaluated using three performance measures such as average score
difference between computer assessor (marks calculated using LSA technique) and
Human Assessor (HA), standard deviation and a Pearson correlation. Broadly, the
system has three major modules: the standard answer representation, the student
answer representation, and a comparison unit (using LSA) (Fig. 1).

The approach is to represent student’s descriptive answer and the standard answer
in a textual form and analyze it with the cosine similarity measure. There are various
categories of questions asked by the teachers in the exam question paper of univer-
sities/institutions like explain, describe, what, why, how, justify, define, elaborate,
short notes, etc. The categories of questions are also analyzed to identify the syntactic
structure of descriptive answer. Some categories of question like draw and calculate
are excluded from the list because diagrams and mathematical expressions are out
of the scope of this research work.
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Fig. 1 The broad approach

Latent Semantic Analysis (LSA) is a natural language processing technique for
analyzing relationships between a set of documents [1]. LSA assumes that the uni-
grams occur in the same set of text are semantically similar. A term-document matrix
is created by considering each unigram as a row and each document as column of the
matrix. The mathematical technique called Singular Value Decomposition (SVD)
is used for dimension reduction to eliminate unwanted noise from the information.
Words are represented as semantic vectors in the semantic space and then compared
by using the cosine of the angle between the two vectors. Values ranges between
1 and 0 represents, its similarity level from similar to dissimilar words [2, 3]. The
data for this experiment consisted of student’s answers (1440 samples) in electronic
form. The samples of student descriptive answer used for this experiment are free-
form text and are in a range of 5–6 grammatically correct English sentences (approx.
80–100 words). The samples are collected by conducting an online examination
using Moodle software. Multiple categories of questions and volume of answers are
considered from multiple domains. From Computer Engineering Domain: the ques-
tion is “why is java known as a platform independent language?” and “what is a
distributed computing system?” Electronics Domain: the question “What is the need
of timing diagram?” and “write disadvantages of EDF method”. Student’s answers
have been assessed by four experienced human assessors. Average of these marks
is used in this analysis considering the variation in marks between different human
assessors. For performance analysis, LSA score would be compared with the average
human assessor score (HA (MEAN)).

3.1 Implementation

The general steps of LSA technique are implemented using python 2.7:

Step 1: Consider all the students’ descriptive answers as documents in term-
document matrix and standard answer as query matrix.

Step 2: Parse all the documents and create a dictionary of index words as unigrams.
Index words are the words which occurs in more than one document or
whose frequency >1 across the documents.
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Table 1 Results obtained forwhy,what, andwrite type of questions of sample size: 1440descriptive
answers

S. no. Marks
allocated

Sample size Domain Question
category

ASD SD PC between
HA and CA

1 5 320 Computer Why 1.73 1.07 0.26

2 5 320 Computer What 2.36 1.45 −0.01

3 1 400 Electronic What 0.23 0.17 0.66

4 2 400 Electronic Write 0.76 0.64 0.20

Step 3: Create the frequency count matrix.
Step 4: Modify the count matrix, by applying Term Frequency-Inverse Document

Frequency (TF-IDF) weight function [1] to each cell of the term-document
matrix.

Step 5: Apply Singular value decomposition (SVD), to decompose the term-
document matrix into three parts.

Step 6: Dimension reduction (to reduce the noisy data). The SVD operation, along
with this reduction, has the effect of preserving themost important semantic
information in the text while reducing.

Step 7: For statistical similarity measure, calculate the cosine similarity between
the standard answer and student answer.

Step 8: Score calculation, Student score= cosine similarity * total marks allocated.

3.2 Results and Discussion

Three statistical performance measures are used to analyze the performance of LSA
for DAA such as Average Score Difference (ASD), Standard Deviation (SD), and a
Pearson Correlation (PC) between HumanAssessor andmarks calculated using LSA
The data for this experiment (shown in Table 1) consisted of student’s descriptive
answers (1440 samples) in electronic form. Student’s descriptive answers have been
assessed by four experienced human assessors such as HA1, HA2, HA3, and HA4.

In Table 1, it has been observed that there is a significant gap between the results
obtained according to LSA (computer assessor) and human assessor (HA). Consid-
ering various categories of questions and different sample sizes, the experiments
revealed that factors which influence the performance of LSA are:

a. Creation of term-document matrix with and without weight function:

Importance or relevance factor of a term in a corpus of matching algorithm actually
affects the overall performance of information retrieval system. Choice of effective
term-weighting scheme is also a matter of consideration (Fig. 2).
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Fig. 2 Implemented LSA
with and without weight
function for 90 samples

Fig. 3 Choice of
dimensionality affects the
performance of LSA

b. Choice of dimensionality:

Choice of dimension affects the recall and precision level of LSA. Dimension greater
than the optimum one can add irrelevant features and the smaller may eradicate
important features, consequently, the algorithm will give faulty results. Different
choices of dimensionality have been tried (dimension 1, 2, 3, 4, 5) for set of 5
descriptive answers. The result shown in Fig. 3. (sample size 5), that the optimum
dimension is 3 for these set of documents, as the average score difference between
human assessor (HA) and LSA (CA, Computer Assessor) is minimum.

4 Conclusion and Future Scope

After deep investigation and experimentation, it has been observed that there is a sig-
nificant gap between the human assessor judgments and LSA for descriptive answers
assessment. The general behavior of LSA has been explored and the experiments
revealed that behavior of LSA has an adverse impact on descriptive answer assess-
ment (DAA). It has been observed that factors which influence the performance of
LSA are corpus preprocessing, creation of term-document matrix with and without
weight function and choice of dimentionality. The impact of the general behavior of
LSA on DAA is similarity through co-occurrences of words across the documents
which may include irrelevant terms as a part of index words pool hence giving false
result, use of Bag of Words (BOW) technique which leads to loss of contextual
meaning, ordering of words are ignored, and furthermore LSA has high recall but
less precision. In Future studies, LSA should be modified and a novel technique can
be introduced to solve all such issues.
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Efficient Retrieval
from Multi-dimensional Dataset Based
on Nearest Keyword

Twinkle Pardeshi and Pradnya Kulkarni

Abstract Search engine dealswith the user provided query to deliver the informative
results to users. The volume of data associated with these search engines is very vast
and it becomes very difficult to handle just data. These data are dynamic, increase
day by day, and hence many techniques have been proposed to handle such dynamic
data. Existing Tree-based techniques are mostly applicable to queries such as spatial
queries, range queries, and many more. These techniques are useful only for the
queries that have coordinates. But these techniques are not applicable to the queries
which do not have coordinates. Keyword-based search has been considered more
helpful in many applications and tools. The paper considers objects, i.e., images,
tagged with number of keywords and those will be embedded into vector space for
evaluation. The main aim here is to achieve higher scalability with the increasing
data and speedup of retrieval of results for the users. A query is been implemented
in the paper called as nearest keyword set query that deals with multi-dimensional
datasets. Hash-based index structure is implemented along with a new algorithm
called as ProMiSH, i.e., Projection and Multi-scale Hashing.

Keywords Data mining · Nearest keyword set query · Inverted index · Hashing

1 Introduction

A directory can be thought of as indexing results of documents and the documents
classified in respective categories. A huge number of search tool are available to
search and retrieve particular information. Study of keyword search is increasing
day by day. Keywords are used when you are unaware of the contents to get searched
by search engines. Keyword search has been proved very useful to provide relevant
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search results to the users. Keywords can be thought of as a bridge between what
to search for and information retrieved to fulfill the need. The right keyword you
choose the right the contents you will get. Ongoing research on queries deals with
other queries, other than spatial queries such as nearest neighbor queries, range
queries, and spatial joins [1]. Queries on spatial objects are associated with textual
information even have received significant attention. The main focus is on the new
type of query that is the Nearest Keyword Set (NKS) [2]. In NKS query, user provides
a set of keywords and query retrieves set of points that contain those keywords.

2 Motivation

1. Information can be searched at search engine to get relevant results of the search.
Search engines allow the user to navigate through different page or site. But there
can be a case where user wants to navigate between documents for particular
keywords.

2. Category searches provide search among sites while keyword searches deal with
searching among textual documents, which makes them more beneficial.

3. For various queries those have coordinates such as spatial queries, range queries,
and many more, tree-based techniques are adopted. But these techniques cannot
be adopted for queries without coordinates [3].

4. Thus, there comes a need to develop a technique that will improve the perfor-
mance of the queries without coordinates and provide efficient result set. There
are many techniques that use tree-based indexes for NKS queries, but the perfor-
mance of these techniques decreases when the size of dataset increases [2].

3 Review of Tree-Based Techniques

See Table 1.

Table 1 Review of
tree-based techniques

Techniques Description

IR Tree For approximation algorithm, greedy algorithm
is used and for exact algorithm, dynamic
algorithm is used [4]

IUR Tree Text-based clustering is used with outlier
detection

BR* Tree It is the combination of R*tree and bitmap
indexing [5]

Tree It is the combination of R tree and signature files
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4 Existing System

1. Web and GIS systems have adopted location-specific keyword queries, which
are executed with the help of R-Tree and inverted index [6, 7].

2. Felipe et al. have developed an efficient tree-based technique for ranking set of
objects of datasets that is spatial [8]. Those were based on the combinations of
the location distance and relevant keyword i.e., textual description of the object.

3. Survey reviews that Cong et al. studied Felipe et al. discovery and then combined
R-tree and inverted index to provide an answer for the similar query to Felipe
et al. using a different function for ranking.

5 Mathematical Model
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6 Proposed System Architecture

AnalgorithmcalledProjection andMulti-scaleHashingmostly knownasProMiSH is
implemented that make use of hash table’s sets and inverted indexes for performing a
search that is localized. It enables faster processing for keyword queries and retrieves
the relevant top-k results. A spatial database deals with multi-dimensional objects
and facilitates quick access to the objects (Fig. 1).

A user of the system enters the keywords in the search engine. Use of keyword
search has been proven very useful in many applications. Keywords are used when a
user is not aware of any specific search to perform. Database of the system consists
of multi-dimensional database. In our case, we have textual document and images.
Images are the real world databases that are crawled online from real-world image
website called Flickr. Flickr contains various images with keywords tagged with all
images. There are various tags available at Flickr websites for images. Each image
is treated as an object and keywords associated with objects are treated as data
points. Inverted index has been implemented to provide efficient retrieval of data
from database. User can also take advantage of getting a histogram of every image
to use it for comparison with other images. The main aim of the system is to retrieve
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Fig. 1 System architecture for user

Fig. 2 System architecture for admin

result set that consists of nearest points. Objects containing all the keywords that
are provided by the user, then that objects are treated as the nearest of the available
objects. Euclidean distance is calculated between objects to retrieve nearest among
all as shown in Fig. 2.
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Graph 1 Response time of
algorithm

7 Experimental Setup

The implementation of the system is done using Java with eclipse jee-indigo-SR2-
win64 and Apache-tomcat-7.0.42 server. The testing of the system is conducted on
Intel(R) Core(TM)i3 processor@2 GB and 4 GB RAM. The system makes use My-
SQL query browser, a database management system that uses SQL for management
of the database (Graph 1).

8 Conclusion

Search based on keyword in multi-Dimensional database is proved useful in many
applications in today’s world. Therefore, the technique for the Top-k nearest key-
word set search is studied and implemented. Efficient search algorithms have studied
that work with indexes for fast processing. A novel model called as Projection and
multi-scale Hashing (ProMiSH) which makes the use of random projection with
index structures which are hash based and achieves higher scalability and speedup
is implemented along with inverted indexing and hashing.

References

1. CaoX, CongG, Jensen CS, Ooi BC (2011) Collective spatial keyword querying. In: Proceedings
of ACM SIGMOD international conference on management of data, pp 373–384

2. Singh V, Zong B, Singh AK (2016) Nearest keyword set search in multi-dimensional dataset.
IEEE Trans Knowl Data Eng 28(3)



Efficient Retrieval from Multi-dimensional Dataset … 71

3. Li W, Chen CX (2008) Efficient data modeling and querying system for multi-dimensional
spatial data. In: Proceedings of 16th ACM SIGSPATIAL international conference on advanced
geographic information systems, pp 58:1–58:4

4. Zhang D, Ooi BC, Tung AKH (2010) Locating mapped resources in web 2.0. In: Proceedings
of IEEE 26th international conference on data engineering, pp 521–525

5. Singh V, Venkatesha S, Singh AK (2010) Geo-clustering of images with missing geotags. In:
Proceedings of IEEE international conference on granular computing, pp 420–425

6. Zhang D, Chee YM, Mondal A, Tung AKH, Kitsuregawa M (2009) Keyword search in spatial
databases: towards searching by document. In: Proceedings of IEEE 25th international confer-
ence on data engineering, pp 688–699

7. Hariharan R, Hore B, Li C, Mehrotra S (2007) Processing spatial keyword (SK) queries in
geographic information retrieval (GIR) systems. In: Proceedings of 19th international conference
on scientific and statistical database management, p 16

8. I. De Felipe, V. Hristidis, and N. Rishe (2008) Keyword search on spatial databases. In: Pro-
ceedings of IEEE 24th international conference on data engineering, pp 656–665



A Hybrid Bio-inspired Clustering
Algorithm to Social Media Analysis

Akash Shrivastava and M. L. Garg

Abstract Particle swarm optimization algorithm is known as a population-based
algorithm which actually maintains a population of particles. The particle plays a
significant role which represents an effective solution to an optimization problem.
The study proposed in the paper intends to integrate PSOwith the artificial bee colony
(ABC) algorithm. The research inspired from the intelligent biological behavior of
swarms where it involves the merits of both the algorithm to perform experimen-
tal analysis on the social media data. The hybrid bio-inspired clustering approach is
being proposed to apply on social media data which is known to be highly categorical
in nature. The result shows that clustering analysis is helpful to classify high dimen-
sional categorical data. Social media analysis effectively can be achieved through
clustering which is being demonstrated in the proposed hybrid approach.

Keywords Particle swarm optimization · Artificial bee colony · Clustering
analysis · Social media analysis

1 Introduction

In the mine of large amount of datasets, it is highly tangible to discriminate among
the data. The amount of data not only large in number but also it is highly unstruc-
tured and uncertain when encounters through various resources. Social media data
like tweets, YouTube comments, e-commerce companies data which are being gen-
erated through the activities/reactions expressed over the social forum. Clustering
analysis is observed to apply across several problem domains like data mining [1],
machine learning [2], and pattern recognition [3] over the years. The common objec-
tive of several approaches applied under clustering is to group those of the data
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objects associated with the similar properties in term of features, statistics, zone,
nature from different clusters. Clustering methods are mostly based on two types of
popular methods of clustering. These known clustering methods are hierarchical and
partitional [4]. Partitional clustering then categorized into supervised and unsuper-
vised learning. The two of the categories are differentiated on the fact that supervised
learning required to mention the number of clusters. Although, the algorithms lies
under the clustering essentially can be categorized as hard, fuzzy, possibilistic, and
probabilistic [5].

Particle swarm optimization is known as a population-based approach which is
the optimize way to resolve the different optimization problems. This can be applied
to those problems also which can easily be transformed to function optimization
problems [6]. In particle swarm optimization, the approach is being implemented
which is responsible to maintain the population of particles. Although, earlier PSO
had been integrated with K-means by [7]. In recent times, categorical datasets are
frequently used to encounter through various mediums. On the other hand, karaboga
and bastruk proposed an artificial bee colony (ABC) algorithm [8]. The performance
of the proposed approach then comparedwith other algorithms like genetic algorithm
(GA), particle swarm optimization algorithm (PSOA), and particle swarm inspired
evolutionary algorithm (PS-EA) [9]. The experiment carried over the various datasets
and the obtained results outperformed the other algorithms. The limitation of clus-
tering algorithms lies in the fact that it may fall into local optima. In artificial bee
colony, this limitation is being avoided through the process wherein each iteration, it
conducts local search. This process significantly increases the probability of finding
optimal solutions [10].

Related Work
The process of clustering analysis is divided into two classes including hierarchical
and partitional clustering. The objective functions involved in the fuzzy c-means
has been transformed and reformulated by particle swarm optimization: PSO-V and
PSOU [11]. The approach is also compared with the alternating optimization and
ant colony optimization. Later, in [12], an ant colony clustering algorithm has been
proposed for optimally clustering N objects into K clusters. The proposed algorithm
works in a way where global pheromone updating takes place while the heuristic
information has been used to construct required clustering solutions. The uniform
crossover operator has also been constructed to improve the efficiency of solutions
discovered by ants. In clustering analysis, fuzzy approach plays an effective role
by proposing fuzzy c-means algorithm but it also has a limitation which had been
overcome by presenting PSO-based fuzzy clustering algorithm [13]. The potential of
PSO lies in its capability of global search which has been utilized in PSO algorithm
to resolve the shortcoming in FCM. Later, the fuzzy k-modes algorithm is inte-
grated with genetic approach which is being implemented over categorical datasets
as genetic fuzzy k-modes algorithm [14].
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2 Particle Swarm Optimization

The intelligent foraging behavior of social animal attracted the research and scholars
in recent years. Genetic algorithms, ant bee colony, swarm intelligence, and particle
swarm optimization are the classical evident approaches developed in this domain.
PSOoriginally proposed in [15],which elaborated the approach as a population-based
stochastic optimization technique whose design and evolution have been motivated
by bird flocking and fish schooling. The algorithm also includes the concept of fitness
function; fitness function is required to justify the potential of particle’s positions.
Here using a fitness function, the fitness value associatedwith each particle’s position
is determined. The PSO algorithm derives two parameters as personal best position
refers as pbest and global best position refers as gbest. These parameters are being
utilized to update the velocity of each particle [16] (fuzzy c-means and fuzzy swarm).
A particle’s velocity and positions are updated as follows:

V(t + 1) = w.V(t) + c1r1(pbest(t)−X(t)) + c2r2(gbest(t)−X(t)); (1)

X(t + 1) = X(t) + V(t + 1) (2)

where X and V are position and velocity, respectively. w is the initial weight, c1 and
c2 are positive constants, these are called acceleration coefficients which monitor
the impact of pbest and gbest on the search process, and r1 and r2 are the randomly
chosen vectors from the population.

Pseudocode for FUZZY PSO for fuzzy clustering:

Step 1: Here, P considers as a population size, c1, c2, w parameters has been
initialized along with the maximum iterative count.

Step 2: Swarm with particles P (X, pbest, gbest, and V are n x c matrices) has
been created in this step.

Step 3: gbest for swarm and X, V, pbest for each particle has been initialized.
Step 4: cluster center of each particle is calculated as

z j =
∑n

i=1 µ
m
i j oi

∑n
i=1 µ

m
i j

Step 5: Fitness function of each particle is being calculated using Eq. (5).
Step 6: pbest for each particle is calculated.
Step 7: gbest for the swarm is calculated.
Step 8: Velocity matrix for each particle is being updated using Eq. (3).
Step 9: position matrix for each particle is being updated using Eq. (4).
Step 10: If terminating condition is not met, then go to step 4 and start again.
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3 Artificial Bee Colony (ABC)

According to [8, 17], the intelligent foraging behavior of ant has been analyzed
and research with the intention to put it into clustering perspective. In ABC, the
bees are categorized into three groups as employed bees, onlookers, and scouts. The
approach works in two parts in which employed bees play a role in the first and
latter part includes onlookers. One employed bee is there for each food source which
ensures the fact that number of food sources is equal to the number of employed
bees surrounded the hive. As derived in the approach, there are following parameters
involved in the main approach which actually consider as control parameters used
in the ABC algorithm.

(i) The number of employed or onlooker bees (SN)
(ii) The value of limit
(iii) The maximum cycle number (MCN).

3.1 Pseudo Code of the ABC Algorithm

Step 1: Population of solutions has initialized and evaluated.
Step 2: Employed bees sent to food sources and nectar amount has been evaluated.
Step 3: Probability of all food sources is being evaluated chosen by the onlooker

bees by the following method:

pi = fi ti
∑SN

n=1 fi tn

where

fi ti The fitness value of the solution i
i Position of the food source
SN Number of food source

Step 4: Onlookers sent to food sources where food sources are being chosen by
onlookers on the basis of the probabilities of food source calculated in Step
3.

Step 5: Nectar amount has been calculated and greedy selection process applied at
this stage.

Step 6: If the food source has been exhausted then terminate the exploitation process
of an employed bee, then this employed bee becomes scout.

Step 7: Perform random search for new food source by sending scout into search
space.

Step 8: The best food source recorded which has been found so far and get memo-
rized.

Step 9: If the desired output is achieved, the present output else go to step 2.
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4 Proposed Hybrid Bio-inspired Clustering Approach

The merits of both PSO and ABC have taken into the account and implemented
to design and develop the hybrid approach. The popular research perspective that
is being developed from recent years regarding the intelligent behavior of social
animals has been focused. The activities adopted and exhibit by the swarms, ants,
andbees are studied and approaches have beenproposedby eminent researchers in the
same domain. The approaches were undertaken on the basis of the performances of
these two algorithms reflected in their past experiments. They majorly implemented
over the numerical or categorical data which had basically involved only biological
datasets.

4.1 Pseudo Code of Hybrid Bio-inspired Clustering
Algorithm

Step 1: Initialize the parameters which include population size of particles P, c1, c2,
w, m, and population of solutions.

Step 2: Swarm with particles P (X, pbest, gbest, and V are n x c matrices) has been
created in this step.

Step 3: The parameters which include X, V, and pbest for each particle and gbest
for each swarm have been initialized.

Step 4: Employed bees sent to food sources and nectar amount has been evaluated.
Step 5: FPSO algorithm:

Step 5.1: Cluster center of each particle is calculated as

z j =
∑n

i=1 µ
m
i j oi

∑n
i=1 µ

m
i j

Step 5.2: Fitness function of each particle is being calculated using Eq. (5)
Step 5.3: pbest for each particle is calculated.
Step 5.4: gbest for each swarm is calculated.
Step 5.5: Velocity matrix for each particle is being updated using Eq. (3)
Step 5.6: Position matrix for each particle is being updated using Eq. (4)
Step 5.7: If terminating condition is not met, then go to Step 4 and start

again.

Step 6: ABC algorithm

Step 6.1: Probability of all food sources is being evaluated chosen by the
onlooker bees by the following method:
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pi = fi ti
∑SN

n=1 fi tn

where fi ti = The fitness value of the solution I, i = position of
the food source, SN = Number of food source

Step 6.2: Onlookers sent to food sources where food sources are being
chosen by onlookers on the basis of the probabilities of food
source calculated in Step 3.

Step 6.3: Nectar amount has been calculated and greedy selection process
applied at this stage.

Step 6.4: If the food source has been exhausted then terminate the exploita-
tion process of an employed bee, then this employed bee become
scout.

Step 6.5: Perform random search for new food source by sending scout
into search space;

Step 6.6: The best food source recorded which has been found so far and
get memorized;

Step 6.7: If the desired output is achieved, present the output else go to
step 2.

Step 7: If FPSO-ABC terminating condition is not met, go to step 5.

5 Experiments Results

For evaluating the FPSO, ABC, and FPSO-ABC methods, well-known real-time
streaming datasets have been considered. The implementation of algorithms has
been applied on the most dynamic dataset which is highly categorical in nature.
The real-time streaming twitter datasets has been utilized to perform the execution
of proposed hybrid bio-inspired clustering algorithm, which is the integration of
fuzzy PSO and ABC algorithm. The pseudocode of proposed hybrid algorithm has
been implemented in python language and executed on Intel core i7, 3.7 GHz, 64 GB
RAM computer. In all of the experiments that are being carried out, the parameters of
clustering algorithm set as: S= 40, MCN= 200, X= 5 and V= 5. The experiments
have been carried out where the three parameters where Yang’s accuracy measure
[18] has been adopted for the research carried out. In Yang’s method, accuracy (AC),
precision (PR), and recall (RE) are given as follows:

AC =
∑k

i=1 ai

n
, (3)

PR =
∑k

i=1
ai

ai +bi

k
, (4)
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RE =
∑k

i=1
ai

ai +ci

k
(5)

where,

ai The number of data objects that are correctly allocated to class Ci,
bi The number of data objects that are incorrectly allocated to class Ci,
ci The number of data objects that are incorrectly denied from class Ci,
k The total number of class contained in a dataset, and
n The total number of data objects in a dataset.

In the above measures, the AC has the same meaning as the clustering accuracy r
defined in [19]. Given a dataset X = {x1, x2, …, xn} as well as two partitions of this
dataset: Y = {y1, y2, yt1} and Y′ = {y1′, y2′, …, yt2′}, the Rand Index (RI) [20] is
given by

RI =
∑n

i=1, j=2;i< j ai j
(

n
2

) (6)

where

αij =

⎧
⎪⎪⎨

⎪⎪⎩

1, i f there exist t and t ′ such that both xi and x j are in both yt and y′
t ,

1, i f there exist t and t ′ such that xi is in both yt and y′
t ,

while x j is in nei ther yt or y′
t ,

0, otherwise

The value of RI is evaluated through the true clustering and the clustering process
which is obtained from a clustering algorithm. The number of cluster k is being
set as per the number of classes provided by the class information of the dataset.
There is a fact that needs to be mentioned that the class information involved in
the clustering process except those number of classes that will not be used in the
clustering phenomenon (Figs. 1, 2 and 3, Tables 1, 2 and 3).

1

0.5

0
FPSO ABC Hybrid FPSO-

Best Average
ABC

Std

Fig. 1 Graph for the value of AC of the three algorithms on the Twitter Dataset
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Fig. 2 Graph for the value
of PR of the three algorithms
on the Twitter Dataset
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Fig. 3 Graph for the value
of RE of the three algorithms
on the Twitter dataset
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Table 1 The AC of the three
algorithms on the Twitter
dataset

Algorithms AC

Best Avg Std

FPSO 0.9205 0.9253 0.0106

ABC 0.9003 0.8786 0.0108

Hybrid FPSO-ABC 0.8534 0.8634 0.0402

Table 2 The PR of the three
algorithms on the Twitter
dataset

Algorithms PR

Best Avg Std

FPSO 0.9076 0.8786 0.0087

ABC 0.8812 0.8634 0.0092

Hybrid FPSO-ABC 0.8734 0.8562 0.0123

Table 3 The RE of the three
algorithms on the Twitter
dataset

Algorithms RE

Best Avg Std

FPSO 0.8273 0.8132 0.0074

ABC 0.7983 0.8119 0.0087

Hybrid FPSO-ABC 0.7821 0.8017 0.0079
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The results obtained after executing the three algorithms reflects an effective and
better improvement in the best, average, and lower standard values in AC, PR, and
RE. This justifies the fact that the proposed hybrid approach is capable to provide
better clustering performance while applied over the social media dataset which is
highly categorical in nature. There are a series of newly designed and developed
approaches for clustering categorical data which have been tested and experimented
over various datasets. Social media data is highly categorical in nature and required
to be classified for decision-making process in many of the domains.

6 Conclusion

Social media analysis is the current research trend which aims to classify the massive
amount of unstructured data accumulated over the web. Twitter forum is highly
popular and credible in terms of the analytics of genuine data. Clustering analysis
plays a vital role to classify the datasets for numerical optimization problems and
now becoming very useful for categorical datasets. In the research carried out in
this paper is significant evidence in the same series. The performance in terms of
computation, execution, and classification is far better than the existing approaches
for clustering. There is a need for the development of more bio-inspired approaches
in this series of social media data analysis.
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Privacy Preservation in Health care
by Process Mining

Y. Sushma, J. Rajeshwar and S. Tejasree

Abstract Procedure mining may be a special variety of statistics mining to extract
understanding from event logs recorded by approach of Associate in nursing records
gizmo. In e-healthcare system, mining technique is employed for the analysis of
medical statistics based on event logs. Process mining targets the potency and ability
of ways by providing techniques and tools for locating complete technique, facts and
social structures from event logs. Key capability of process mining approach is to
produce us with valuable knowledge hidden in event logs. The facts are limitless in
event logs. Facts mining in scientific space for distinctive upset analysis are trending.
Procedure or process mining methods can build e-fitness care machine bigger effec-
tive. This survey has specific attention on procedure mining algorithms, techniques,
gear, methodologies, manner, andmining views that are utilized in aid and conjointly
explains exploitation technique mining to boost the aid technique.
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1 Introduction

Process mining could be very younger research vicinity. Process mining is a tech-
nique to retrieve the useful data from event logs [1]. The facts are limitless in event
logs. Event logs can be produced by usingProcessAware InformationSystem (PAIS).
Purchaser relationship management gadgets, employer resource planning, and med-
ical institution system are the examples for Process Aware Information System. In
Hospital Information System (HIS) big quantities of facts are stored about the care
system. Processmining is a unique form of recordsmining to extract knowledge from
event logs recorded with the aid of an information system and the concept of sys-
tem mining is to find out, reveal, and enhance actual approaches through extracting
information from event logs [2–4] and for conformance checking [5] and addition-
ally reading different social networks [3, 4, 6]. Procedure mining is applicable to
the occasion records of a wide range of a gadget. Procedure mining appears internal
technique at various abstraction tiers (Fig. 1).

Process mining types: Health care processes are highly dynamic, and increasing
number of multidisciplinary, complicated, adhoc in nature. In procedure mining
specifically three types are exist [1].

(A) Process Discovery: Analysis can be started based totally on event logs. Event
log can be described as a collection of occasions. An occasion may additionally
have the statistics like case id, activity, time stamp, useful resource, quantity, and
ordered objects. Process mining area has been used in healthcare approaches
for discovering process models from occasion logs [2, 3, 7].

(B) Conformance Checking: Conformance checking is used to check compliance
checking, auditing, certification, and monitoring at run time. It may be used to
find out the quality of models [5].

(C) Model Enhancement: Right here model development may be feasible while
the non-becoming models can be corrected. The fashions can be corrected by
using alignment of the version and the log.Widespread category strategies may
be used for model enhancement.

Fig. 1 Process mining in health care
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Perspectives of Process Mining:
There is quantity of prospective inside the utility of process mining.
Control flow Perspective: It is one of the maximum critical perspectives of pro-

cess mining. Based at the event log information new process model can be generated.
There are numerous process mining algorithms, that are heuristic mining set of rules,
α-mining set of rules and areamining set of rules regionmining set of rules [2]. These
mining algorithms particularly cope with noise and exceptions and allow customers
to cognizance on the main system go with the flow in place of the conduct appearing
within the process log.

Performance Perspective: In process mining, there are quantity of performance
analysis techniques. In overall performance attitude, it identifies the bottlenecks, syn-
chronization time, idle time primarily based at the study of execution time activities.
Performance angle may be carried out.

Conformance Perspective: On this perspective, it allows the detection of system
deviations with regard to pre-decided version. Conformance attitude may be applied.

Organizational Perspective:
This perspective mainly based on analyzing the collaboration among sources.

There are numerous processmining strategies that address the organizational attitude.
Right here collaboration between assets is like collaboration between departments
is clinic.

2 Process Mining Tools: ProM

There are variety of tools used for systemmining, the most used device in health care
is proM (which is short for process mining framework) is an open supply framework
for procedure mining algorithms [7]. ProM is straightforward to use and easy to
extend offerings for both customers and builders. It offers a platform of the system
mining algorithms. Prom has implemented a large range of strategies and algorithms
were utilized in extraordinary base papers.

Disco: Disco has been designed tomake the information import truly clean byway
of automatically detecting timestamps, remembering your configuration settings, and
by loading statistics units with excessive velocity. One actually opens a csv or excel
record and configures which columns keep the case identification, timestamps, and
activity names, inwhich other attributes ought to be covered inside the evaluation, and
the import may begin. Fact sets are imported in a read only mode, so the original files
cannot be modified (which is vital, e.g., for auditors). Disco is likewise completely
likeminded with the academic tool sets proM 5 and proM 6.

Rapid ProM: Rapid prom affords 37 process mining operators, which includes
several process discovery algorithms and filters in addition to importers and exporters
from/to specific process-modeling notations.

Techniques or Algorithms: Procedure mining may be applied in distinctive
domains like banking, insurance, e-authorities; patron courting control, production,
far-flung tracking, and diagnostics [5]. There is extra variety of techniques used in



86 Y. Sushma et al.

Table 1 Techniques for process mining

Algorithm References Work

Heuristic miner [5–17] Discovery algorithm—deals with noise in event logs

Fuzzy miner [2, 3, 5, 7, 9, 16] Configurable discovery algorithm—deals with
unstructured processes

Trace clustering [2, 18, 19] Partitioning of the event logs to generate structured
process models

Alpha miner [6] Discover process models

process mining. Procedure mining can be used to enhance overall performance while
lowering value. Series of more statistics in hospitals is not beneficial, make the most
the information to comprehend greater effective care approaches. Themain strategies
used in systemmining are a heuristic miner, fuzzy miner, and trace clustering. Those
techniques have already applied and available in open supply environment inclusive
of proM [7] (Table 1).

Methodologies: To make the evaluation of statistics, clustering technique may be
used that is the primary methodology used in process mining, it is the short method
for process diagnosis. First methodology executes a analysis method through system
mining technique, it is mainly based totally on the five levels which can be log
propagation, log inspection, control flow analysis, overall performance evaluation,
and role analysis. a. refuge, d. r. Ferreira, “commercial enterprise method evaluation
in health care environments: a method based on system mining”. Inside the above
research paper methodology, a new step may be brought after log inspection, this
step particularly pertains to sequential clustering evaluation. Sequential clustering
involves quantity of activities for contending with unstructured technique. These
activities helped to find out both standard and infrequent conduct. The secondmethod
is life cycle model. The life cycle model may be partitioned the complete system
mining assignment into five various tiers which might be plan and justify, extract,
create the control model and connect the event log, create the integrated process
version and affords operational guide. It is used for steeringprocessmining initiatives,
mainly in the evidence primarily based clinical compliance cluster. Methodologies
which are carried out above are not area specific which can be applied in other fields
except health care.

3 Implementation Strategies

Different types of strategies are used for imposing procedure mining. The primary
method is direct implementation, it encompasses information and this is extracted
from health information system (his) via applying process mining for building the
event log. 17 case studies as an example [7] use this approach and obtain models,
diagrams and tables for accomplishing analysis on statistics. It constitutes two chal-
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Table 2 Implementation strategies and gaps

Strategy name Case studies Gaps

Direct implementation [2, 4, 7, 9, 21, 22, 23,
24]

Data extraction building the event log,
need to understand tools and techniques

Semiautomated [10] Building the event logs by using queries,
need to understand tools and techniques

Integrated suit [20, 25] Fails to provides suitable solutions

lenges that are information extraction and accurate event log introduction and want
to apprehend the tools, algorithms, and techniques used in procedure mining for car-
rying out evaluation. The second approach is semi automated. In this approach the
statistics extraction and constructing of the event logs are made by way of custom-
made development. It hyperlinks one or extra information sources and extracts the
statistics that are required to build up the event log via the use of queries. Procedure
mining tool knowledge is required for this strategy. The primary disadvantage by
way of the usage of this strategy is to define adhoc way for the extraction of statistics
from unique tools. The third approach is the implementation of an incorporated suite,
wherein information assets are connected, records are extracted, the occasion log is
built and the implemented technique mining strategies may be used. For this strategy,
no need to precise information on techniques and algorithms works on information.
The main downside of incorporated suit is, it has been advanced for specific precise
environments and information resources do not offer portable solutions. Examples
for the integrated suits are medtrix process mining studio [20] (Table 2).

4 Conclusion

Processmining in health care explains actual execution from begin to result in health-
care domain by the use of process mining types. Discovering process models and
checking conformance with medical guidelines, and discovering new development
possibilities. This paper is in particular regards the survey about process mining in
health care. It consists of perspectives, process mining tools, techniques and algo-
rithms. This survey consisting of range of case research conducted previously on this
domain. The future project in phrases of method mining in health care explains its
boom and how much it is important in healthcare domain. Future enhancement of
system mining in health care is good visualization of process models.
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Named Entity Recognition in Tamil
Language Using Recurrent Based
Sequence Model

V. Hariharan, M. Anand Kumar and K. P. Soman

Abstract Information extraction is a key task in natural language processing which
helps in knowledge discovery by extracting facts from the semi-structured text like
natural language. Named entity recognition is one of the subtask under information
extraction. In this work, we use recurrent based sequence models called Long Short-
Time Memory (LSTM) for named entities recognition in Tamil language and word
representation for words is done through a distributed representation of words. For
this work, we have created a Tamil named entities recognition corpus by crawling
Wikipedia and we have also used openly available FIRE-2018 Information Extractor
for Conversational Systems in Indian Languages (IECSIL) shared task corpus.

Keywords Information extraction · Named entity recognition · Recurrent neural
network · Long short time memory

1 Introduction

The rise of the internet has seen a huge growth in the amount of information available
online in the form of text and as long as we continue to log our daily inferences and
other works on the platform such as social media, blogs, email, etc., amount of infor-
mation will be continuously increasing. Elective methods to process this information
on a large scale without the need for human intervention will be an indispensable tool
for the understanding this large amount information, this process is called as Infor-
mation Extraction. One of the crucial subtasks of information extraction is Named
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Entity Recognition (NER). This task helps in the classifying the words in the text into
predened categories like a person, location, and organization, etc. By knowing the
named entities in the text helps us to categorize the text where these named entities
occur. This NER subtask helps in creating a structured database from semi-structured
text corpus [1]. In this work, supervised learning methods are used for solving the
task of named entity recognition. A recurrent based sequence model such called
LSTM is trained via supervised learning [2] approach to predict the named entities
of the words in the corpus.

2 Literature Survey

Named entity recognition is a key task in ending the factual information from the
semi-structured natural language. This has done through unsupervised methods by
employing clustering and ranking techniques [3]. In semi-supervised (weakly super-
vised) methods, techniques like bootstrapping [4] are very popular approach, i.e.,
having a small sample of good annotation for training. In earlier supervised meth-
ods, support vector machines and conditional random fields are used for training
[5]. All these earlier methods used features such as co-occurrences, word substrings,
punctuation, and handcrafted linguistic patterns. These features are crafted specially
according to the domain and the language, so these features cannot easily be scaled.
The recent development in the distributed representation proposed by [6] produces
as dense vector representation for the word based on the entire corpus this forms a
good representation for the word. In this work, we employ a class of neural network
architecture called recurrent based sequence models for the learning of the named
entities in the text.

2.1 Distributed Representation

Word representation is one of the crucial components in any natural language pro-
cessing system. The distributed representation framework like word2vec, Glove and
fastest gives a dense vector representation for each word in the corpus. The dense
vector representation for the word is formed by taking softmax for the word over
the context window through an iterative process and for updating the information
of the word not in the context window, negative sampling is done, i.e. (randomly
selecting words that are not in the context window instead of iterating through the all
the words in the corpus) [7]. This iteration over the whole corpus is continued until
a good analogy between the word vectors is obtained like in the Eq. 1.

’king’− ’man’+ ’woman’ = ’queen’ (1)
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or a good performance of the system where these word vectors are employed [8].
This dense vector representation formed by the distributed representation framework
aims to capture the syntactic and semantics of the word with respect to all words in
the corpus. One of the major drawbacks of the word2vec and Glove model is it does
not consider the internal structure of the words so it fails the capture the morphol-
ogy present in the language, fastText overcomes this drawback by considering the
different character n-grams of the word along with the word itself to jointly learn the
vector representation for word. By considering the character n-grams of words, the
morphology of the language is learned to some extent.

2.2 Sequence Based Recurrent Models

All natural language can be best inferred when it is processed as a sequence or with
respect to some context. So in order for the neural network to understand the sequen-
tial information of the language [9], a recurrent based neural network called recurrent
neural network (RNN) which processes each word in the sentence at different time
steps, so that the information of the previous timestep is passed on the next timestep.
This is done by connecting the hidden state of the previous time step with current
timestep. In RNN, the number of time steps depends on the upon the number of
words in the sentence given in as input. So RNN can naturally handle variable length
sequence.

An RNN unrolled across its time steps is shown in Fig. 1. At each time step x0:t ,
the RNN takes one input in Fig. 1, xt corresponds to the input at various time steps,
ht corresponds to the output at each time step and A corresponds to the hidden layer.

at = g(V [xt : at−1] + c) (2)

ht = Wat + b (3)

In Eq. 2, the hidden state of each time step at is calculated and g is the nonlinear
activation functionwhich is applied over the linear transformation between theweight
matrixV and the input of the current time step xt concatenated with a previous hidden

Fig. 1 A single RNN cell versus single RNN cell unrolled across its time steps
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state at−1. In Eq. 3, linear transformations are done over the hidden state at and added
with bias term b, to get the output of current time step.

2.3 Long Short Time Memory

Long Short Time Memory (LSTM) is slight modification over the vanilla RNN to
overcome exploding and vanishing gradient problem [10]. In LSTM, there is an
additional state called cell state, this state is often referred as the memory element
of the LSTM, because in the cell state, addition operation is performed with the
previous cell state, weighted by input and forget gate. Instead of multiplication with
the previous hidden state in the vanilla RNN, this causes the gradient to ow across
many time steps with decay. The mathematical equation of LSTM is given below

cn = fncn−1 + in tanh(V [xn; hn−1] + bc) (4)

hn = on tanh(Whcn + bh) (5)

The cell state cn is calculated in the Eq. 4 and hidden state hn is calculated in the
Eq. 5. Where in, f n and on is the input gate, forgot gate, and output gate, respectively.
A single time step of LSTM cell is shown in Fig. 2.

The equation of the input gate in, forget gate f n and output gate on is given in
Eqs. 6, 7, and 8.

in = σ (Wi [xn; hn−1] + bi ) (6)

fn = σ (W f [xn; hn−1] + b f ) (7)

Fig. 2 A single time step of
LSTM cell
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on = σ (Wo[xn; hn−1] + bo) (8)

The output of these gates is a vector and value of each element in the vector is
bounded between 0 and 1 which is due to the sigmoid nonlinearity. The input gate
in and forget gate f n grant the LSTM network the ability like how much the network
can remember from past timesteps and how much to copy from current timestep.
The input gate set to zero is like ignoring the current timestep and forget gate set to
zero is like forgetting everything in the cell state (memory) therefore starting fresh.
The output gate on gives a vector which controls how much amount of information
is exposed by the current cell state to the network which is reading from it. If some
elements in the output gate vector are zero, then it cancels out those corresponding
dimension in the cell state, so it is not visible to the network which is reading from it.

3 Methodology

In this work, supervised learning methods are used for solving the named entity
recognition problem. In the approach, a recurrent based neural network called LSTM
is used to learn the named entities in the text sequence. LSTM is preferred over the
recurrent based neural network since it captures the long-term dependencies in the
text sequence without suffering from vanishing and exploding gradient problem. The
architecture of the NER model is shown in Fig. 3.

For this work, we have used two corpora for named entity recognition in the Tamil
language. The rst corpus is taken from the openly available FIRE-2018 Information
Extractor for Conversational Systems in Indian Languages (IEC-SIL) shared task
[11], in this corpus, there are about 1,34,030 sentences with 8 entity tag and an other
tag. The second corpus is made by crawling Tamil Wikipedia and the annotation for
the named entity tag is made by using property tag present in the Wikidata website.
In this corpus, there are about 2,12,873 sentences with 20 entity tags and another

Fig. 3 Named entity recognition model
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tag. The corpus statistics are shown in Tables 1 and 2. The word representations are
done through distributed representation framework like Glove [12] and fastText [13].
Through distributed representation, each word in the corpus is given a dense vector
of certain dimension. These word vectors are fed into the recurrent based neural
network model called Long Short Time Memory (LSTM). The recurrent networks
can naturally handle variable length sequences. So in this case, the number of words
in the sentence determines the time step. To predict the named entity tag for each
word in the sequence, dense layer is applied for each time step. The output of the
dense layer corresponds to the number of classes, i.e. (number of named entity tags).
In addition to initializing of word vectors through distributed word representation
framework, we have also used randomly initialized the word embedding and feed
into the LSTM network.

Table 1 IECSIL corpus
statistics

Sl. no Entity tag Freq (%)

1 Datenum 1.03

2 Event 0.34

3 Location 8.99

4 Name 7.90

5 Number 5.18

6 Things 0.41

7 Occupation 1.10

8 Organization 0.67

9 Other 74.34

Table 2 Tamil Wiki corpus
statistics

Sl. no Entity tag Freq Sl. no Entity tag Freq

1 Date 2.88 12 Geometry 0.05

2 Work of art 6.33 13 Law 0.22

3 Property 0.07 14 Norp 5.95

4 Concept 0.17 15 Money 0.05

5 Time 5.11 16 Event 0.63

6 Org 1.8 17 Quantity 0.97

7 Gpe 10.7 18 Entity 5.9

8 Abstract 0.14 19 Language 2.57

9 Person 6.4 20 Facility 0.17

10 Location 3.38 21 Others 46.01

11 Product 0.38
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4 Result and Discussion

In this work, the task of named entity recognition is solved via supervised learning
approach using recurrent based sequence network called Long Short-Time Memory
(LSTM). This named entity recognition model is applied on FIRE-2018 IECSIL
shared task corpus and Tamil Wiki corpus. On these two corpora, we have trained
a distributed word representation network called fastText and Glove to give dense
word vectors of different dimensions and word vectors which are randomly initial-
ized is also used for evaluation. These word vectors are fed into the NER model.
From the results of the two corpora, it is seen that word embedding obtained by the
distributed word representation framework like Glove and fastText performs better
than the randomly initialized word vectors. It is also seen that the fastText based
distributed representation performs better than the Glove based distributed repre-
sentation framework this is because in fastText based distributed representation, the
word representations are jointly learned along with the different character n-grams
of the word and it also forms a better word representation for the unknown words.
Since Tamil is a morphologically rich language fastText based word embedding is
seen to perform better than other distributed representation methods (Tables 3 and 4).

Table 3 Results for IECSIL@FIRE-2018 corpus

Sl. no Dimension Rand emb + LSTM
(F1 macro)

Glove + LSTM
(F1 macro)

fastText + LSTM
(F1 macro)

1 50 85.44 90.26 93.1

2 100 86.03 90.62 93.55

3 150 87.11 92.3 93.73

4 200 87.43 93.03 94.32

5 250 87.01 93.01 94.3

6 300 87.23 93.06 94.54

Table 4 Results for Tamil Wikipedia corpus

Sl. no Dimension Rand emb + LSTM
(F1 macro)

Glove + LSTM
(F1 macro)

fastText + LSTM
(F1 macro)

1 50 83.89 86.23 89.1

2 100 83.83 88.82 90.55

3 150 84.11 88.79 90.73

4 200 84.43 89.23 90.32

5 250 84.33 90.31 91.3

6 300 84.03 90.06 91.29
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5 Conclusion and Future Work

The named entity recognition is a critical task in information extraction as it helps
in identifying the entities like a person, location, etc. This helps in organizing the
unstructured text in a structured format. In this paper, for identifying the named
entities in the text, a recurrent based neural network called LSTM is applied on
IECSIL@FIRE-2018 shared task corpus and TamilWiki corpus. The word represen-
tation is done by using a distributed word representation framework called fastText
and Glove. In this work, word vectors of different dimension are used and it is seen
that words vectors obtained through the fastText distributed representation perform
better when compared to other embeddings. This is because fastText enriches the
word vector with character n-gram information and Tamil is a morphologically rich
language, fastText embeddings perform better for the named entity recognition task.
In our next work, we are planning to make an end to end neural network for infor-
mation extraction. Which does named entity recognition and relation extraction in a
single stretch.
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Gender Identification of Code-Mixed
Malayalam–English Data
from WhatsApp

Vineetha Rebecca Chacko, M. Anand Kumar and K. P. Soman

Abstract The boom in social media has been a topic of discussion among all gener-
ations of this era. It most certainly has its positives, such as real-time communication,
and a platform for all to voice their opinions. There are a few shady sides to it too, such
as anonymity of those communicating. Such anonymity, especially in mediums of
messaging such asWhatsApp, can turn out dangerous. Here, comes the crucial role of
author profiling.This paper describes the analysis of code-mixedMalayalam–English
data, collected fromWhatsApp, and its classification based on the basic demographic,
the gender, of the author. The text has been represented as Term Frequency–Inverse
Document Frequency (TFIDF) matrix and as Term Document Matrix (TDM). The
classifiers used are SVM, Naive Bayes, Logistic Regression, Decision Tree, and
Random Forest.

1 Introduction

The basic link between humans, since time immemorial, is communication. With
new innovations in technology, and in the field of computer science, the modes
of communication have developed over the years. Once, it took days to convey a
message to a dear one. But withmessaging applications such asWhatsApp, and other
social media platforms such as Twitter and Facebook, real-time communication has
become a reality. There are a few negative aspects to all this such as cyberstalking
and bullying, hacking, spread of fabricated news, etc. What is common in all these
cases, is the anonymity of authors. These days, anybody can access the internet and

V. R. Chacko (B) · M. Anand Kumar · K. P. Soman
Center for Computational Engineering and Networking (CEN), Amrita School of Engineering,
Amrita Vishwa Vidyapeetham, Coimbatore, India
e-mail: vineethachacko7@gmail.com

M. Anand Kumar
e-mail: m_anandkumar@cb.amrita.edu

K. P. Soman
e-mail: kp_soman@amrita.edu

© Springer Nature Singapore Pte Ltd. 2019
H. S. Saini et al. (eds.), Innovations in Computer Science
and Engineering, Lecture Notes in Networks and Systems 74,
https://doi.org/10.1007/978-981-13-7082-3_13

101

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7082-3_13&domain=pdf
mailto:vineethachacko7@gmail.com
mailto:m_anandkumar@cb.amrita.edu
mailto:kp_soman@amrita.edu
https://doi.org/10.1007/978-981-13-7082-3_13


102 V. R. Chacko et al.

to create a profile in any of these social media platforms is child’s play. Males can
project themselves as females, and vice versa. Fake profiles of celebrities, as well as
their fans, are available in abundance. Social media has even been used to propagate
the wrong ideas about sensitive topics among the masses. Hence, fraudulence is a
common issue when it comes to social media. Thus, the field of Author Profiling
gained its importance in cyber forensics. It involves the analysis of the traits of an
author.

Along with the rise of social media, the world is in the process of transitioning
into a global community. At the snap of a finger, people from different countries
communicate with each other, be that through WhatsApp or Facebook or gaming
portals. Hence, the role of multilingual information has also gained its importance.
India, being a country having its own diversity in the languages used, has also adopted
English as the lingua franca. Hence, there is also a huge diversity in the code-mixed
languages used in the country. Not much research has been done in analyzing all
the code-mixed Indian language varieties, especially when it comes to Dravidian
languages, with respect to author profiling. Here, code-mixed Malayalam–English
data, fromWhatsApp has been collected, and the basic demographics of the author—
the gender—is identified, using Machine Learning algorithms. Further, other works
related to author profiling, a description of the creation of corpus, the approach used,
which involves Machine Learning algorithms and finally, the results analyzed for
each corpora have been discussed.

2 Related Work

The systems submitted for PAN@CLEF 2017 Author Profiling shared task, and
the creation of corpora for the same, have been referred to the most, to create and
analyze the corpora and for the chosen methodology [1]. CLEF or Conference and
Labs of the Evaluation Forum aims at research in the field of multilingual data.
PAN@CLEF is a shared task, where tasks like author profiling, author obfuscation,
author identification, etc., are put up. The PAN 2017 corpora is balanced in the case
of number of authors for each gender, as well as for the number of sentences per
document (100Tweets per document). Of the 20 teams that submitted their notebooks
for the shared task, the systems that secured the top three positions have been analyzed
here. The system that secured the first position, submitted by Basile et al. [2] has used
SVM classifier. They have used word unigrams and character trigrams, tetragrams,
and pentagrams. Even though they trained with more data, such as the Twitter 14k
dataset and the PAN 2016 corpora, the accuracy was not improved. Other aspects
analyzed include POS tags, Twitter handles, emojis, etc., but in vain.

The next best system, submitted by Martinc et al. [3], did preprocessing on the
data which included checking the spelling of English words, removal of stop words,
hashtags, etc. The English words spelled wrong were removed. Here, the classifier
used is Logistic Regression which performed well compared to Random Forest and
linear SVM. The system that secured the third position, submitted by Tellez et al. [4],
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uses MicroTC, a framework that works irrespective of the domain and language
specifications. Here, binary and trivalent features have been used for preprocessing
and text is represented as TFIDF. The classifier used is SVM. Barathi Ganesh et al.
[5] submitted a notebook to PAN 2017, which used Vector Space Models for text
classification. Chacko et al. [6] has analyzed the PAN2017 corpora for gender as well
as language variety identification. Here, the features used are minimum document
frequency, character as well as word n-gram and sublinear term frequency. Basic
Machine Learning algorithms such as SVM, Random Forest, Decision Tree, and
AdaBoost have been used.

3 Methodology

In this section, it is discussed how the corpora has been created, the challenges faced
while creating it and how it has been processed to obtain the final categories of cor-
pora. Then, the methods in which the text has been represented, the parameters used
for further feature extraction and how the classification has been done is explained.

3.1 Code-Mixed Malayalam–English Corpora

The code-mixed Malayalam–English corpora have been made after processing
30 WhatsApp conversations, involving 14 males and 20 females. To consider an
author’s data, he/she must have authored a minimum of 100 sentences in code-mixed
Malayalam–English language, each having a minimum of 3 words. The major chal-
lenge faced during data collection was the lack of data from males. The collected
data had to be further processed to remove the author’s names, date and time of the
messages, and also those sentences that don’t satisfy the above mentioned condition.
The purely English script also had to be removed. Some authors send a single sen-
tence as multiple messages
For example, 30/10/2017, 9:44 AM: Njaan
30/10/2017, 9:44 AM: Innu
30/10/2017, 9:44 AM: Pokunnilla.
Suchmessages have to be combined. Different messagesmay be conveyed in a single
message, which has to be separated.
For example, 27/07/2017: Naale aanu dance program. You will come or njaan potte.
Finally, the cleaned data, in text format, was compiled in three ways. The statistics
is as shown in Table1.

The anonymity of the authors is ensured by using randomly generated strings to
name the text files containing the data. Data split I has 43 files frommale authors and
79 files from female authors, each having 100 sentences. Data split II has 43 files
each from male and female authors with the same 100 sentence split. This split was
decided upon with reference to the PAN 2017 corpora [1]. Data split III has 215 files
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Table 1 Statistics of code-mixed Malayalam–English corpora

Category of data Data split I Data split II Data split III

Number of files of male authors 43 43 215

Number of files of female authors 79 43 215

Sentence split 100 100 20

Number of sentences 12,200 8600 8600

Fig. 1 Methodology for gender identification

each from male and female authors, having 20 sentences in each file. This split was
decided upon with reference to the INLI PAN at FIRE 2017 corpora [7].

3.2 Methodology for Gender Identification

The basic approach used for gender identification is as given in Fig. 1. The data,
in text format, is represented either as a TDM or as a TFIDF matrix. The aspects of
this text are further learned using minimum document frequency, word n-grams, and
character n-grams.Then the classification is doneusingMachineLearning algorithms
like SVM, Naive Bayes, Logistic Regression, Decision Tree and Random Forest. A
tenfold cross-validation has been done, and the accuracy is recorded and observed.

3.3 Text Representation and Feature Learning

The first step of classification is to represent text in a format on which Machine
Learning techniques can be easily applied [8]. Here, TFIDF matrix and TDM have
been used to represent the data.

3.3.1 Term Frequency–Inverse Document Frequency (TFIDF)

In TFIDF matrices, the documents are depicted in the rows and columns depict
words. It gives more value to unique words by dividing each word’s occurrence by
the sum of the occurrences of the word in all documents. It can be mathematically
expressed as
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TF-IDF = log
N

ni
(1)

where N is the number of documents under consideration and
ni is the number of times the i th word is occurring in the document.

3.3.2 Term Document Matrix (TDM)

In TDMs also, the rows depict documents whereas the columns depict words. Here,
the count of occurrence ofwords in each document is kept as such. It can be expressed
mathematically as

T DM = ft,d
∑

t ′ d ft ′
,d

(2)

where ft,d is the frequency of the term ‘t’ in document ‘d’.

3.3.3 Parameters for Feature Extraction

The parameters utilized for extraction of features are as follows:

1. Minimum Document Frequency (mindf )—If mindf is ‘m’, the terms occurring
in at least ‘m’ documents are considered. The values used for mindf are 1 and 2.

2. N-gram—If ngram is ‘n’ it means that ‘n’ continuous occurrences of words or
characters form a single term in the matrix of the text. Unigram, bigram, trigram,
and tetragram have been used here.

3. Analyzer—By default, word-by-word analysis is done. Character analysis has
also been done here.

Depending on how these parameters change, the size of TDMandTFIDFwill change.
Character unigram analysis will have all characters in the entire corpora as individual
terms in the matrix. Word bigrams or trigrams will combine two or three words
respectively; hence the size of the matrix will reduce.

3.4 Classifiers for Gender Identification

Here, Machine Learning has been used for gender identification. Even though Deep
Learning has scored well in analyzing speech, stock market data, etc., Machine
Learning and traditional methods still score well when it comes to text analytics
[9]. The algorithms used are SVM, Naive Bayes, Logistic Regression, Decision Tree
and Random Forest. Finally, tenfold cross-validation is done on the data, and the
accuracy is recorded and analyzed.
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4 Experiments and Results

The tenfold cross-validation results have been calculated for Data split I, Data split
II, and Data split III. It has been observed that SVM scores well for all the three
categories.

4.1 Experimental Results: Data Split I

Table2 shows the results for the different feature learning parameter values for mindf
and character and word n-grams, for the imbalanced dataset of 43 males and 79
females. Here, it can be observed that SVM gives the highest accuracy for both cases
1 and 3. In case 2, SVM closely follows Logistic Regression that scores the highest
in accuracy of gender identification.

4.2 Experimental Results: Data Split II

Table3 shows the results for the different feature learning parameter values for mindf
and character and word n-grams, for the balanced dataset of 43 male and female
authors each. In case 1, when using word ngram, SVM gives the highest accuracy,
whereas in case 2, Logistic Regression gives the highest accuracy.

Table 2 Tenfold cross-validation accuracy of imbalanced dataset: 100 sentence split

Case 1: mindf = 1, word n-gram range = (1, 1)

Text repn Classifier

SVM NB LR DT RF

TDM 94.15 84.10 94.01 80.35 65.35

TFIDF 94.03 84.10 75.04 78.46 69.20

Case 2: mindf = 2, word n-gram range = (2, 3)

Text repn Classifier

SVM NB LR DT RF

TDM 85.91 81.78 87.51 74.62 64.52

TFIDF 81.80 81.72 65.29 71.27 64.52

Case 3: mindf = 2, char n-gram range = (2, 3)

Text repn Classifier

SVM NB LR DT RF

TDM 96.79 82.56 96.02 84.33 72.67

TFIDF 70.09 82.44 64.52 79.36 71.63



Gender Identification of Code-Mixed Malayalam–English Data … 107

Table 3 Tenfold cross-validation accuracy of balanced dataset: 100 sentence split

Case 1: mindf = 1, word n-gram range = (1, 1)

Text repn Classifier

SVM NB LR DT RF

TDM 92.75 92.75 93.75 61.69 72.91

TFIDF 95.00 93.00 89.00 70.63 73.77

Case 2: mindf = 2, char n-gram range = (2, 3)

Text repn Classifier

SVM NB LR DT RF

TDM 95.25 85.38 96.50 71.52 71.13

TFIDF 89.13 86.63 89.13 76.02 67.25

Table 4 Tenfold cross-validation accuracy of balanced dataset : 20 sentence split

Case 1: mindf = 1, word n-gram range = (1, 1)

Text repn Classifier

SVM NB LR DT RF

TDM 93.27 91.09 93.73 76.73 65.35

TFIDF 94.64 88.79 92.32 75.54 64.20

Case 2: mindf = 1, word n-gram range = (1, 2)

Text repn Classifier

SVM NB LR DT RF

TDM 93.04 92.04 92.57 77.66 59.46

TFIDF 94.65 90.65 90.45 74.22 63.23

Case 3: mindf = 1, char n-gram range = (2, 3)

Text repn Classifier

SVM NB LR DT RF

TDM 93.27 78.82 93.25 78.75 73.82

TFIDF 94.43 77.44 91.62 75.05 74.65

Case 4: mindf = 1, char n-gram range = (2, 4)

Text repn Classifier

SVM NB LR DT RF

TDM 93.96 87.39 93.48 79.90 73.92

TFIDF 95.81 86.01 91.85 74.79 68.27

4.3 Experimental Results: Data Split III

Tables4 shows the results for gender identification of code-mixed Malayalam–
English corpora for the different feature learning parameter values for mindf and
character and word n-grams, for the balanced dataset of 215 files each of male
authors and female authors. Each file contains 20 sentences.
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Hence, it has been observed that for all datasets, SVM performs well. SVM, being
an algorithm that incorporates optimization, has always scored well in the area of
classification of data. Logistic Regression is a close competitor for SVM for this
corpora.

5 Conclusion and Future Work

Code-mixedMalayalam–English data fromWhatsApp has been collected for gender
identification. The main challenges faced during data collection was the lack of data
for males, as well as the manual cleaning of the data. The cleaned data has been
compiled as Data split I, Data split II, and Data split III. Data split I and split II uses a
100 sentence split per file, whereas Data split III uses a 20 sentence split. Data splits
II and III are balanced, the former having 43 files each, and the latter having 215 files
each of male and female authors’ data. Data split I is imbalanced, with 43 files from
male authors and 79 files from female authors. This data is represented as TDM and
TFIDF matrix, on which Machine Learning algorithms have been applied for gender
classification. The tenfold cross-validation results show that SVM gives the highest
accuracy. Further, word embedding can be used, and the data can be classified based
on the age group. Socio-linguistic features of the data can also be analyzed [10].
If the corpora size is increased, Deep Learning techniques can also be applied for
author profiling.
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Explicit Decision Tree for Predicating
Impact of Motivational Parameters
on Self Satisfaction of the Students

Aniket Muley, Parag Bhalchandra and Govind Kulkarni

Abstract The decision trees are widely accepted as a novel tool for supervised
classification and prediction. We have implemented a decision tree over own educa-
tional dataset to get insights for predictive academic analytics, which otherwise are
invisible. The educational dataset contains personal and socioeconomical variables
related to students. It is known that individuality, lifestyle, and responsiveness-related
variables have a close association with motivational aspects which together harshly
affect student’s performance. The decision tree is deployed to escalate the role of
motivational variables on self-satisfaction aspects. Analytics were carried out with
R software package.

Keywords Educational analytics · Decision trees · Classification · Prediction ·
Data mining

1 Introduction

This paper is a preliminary endeavor for applied analytics over student’s academic
data. This analysis is interesting and can augment the quality of the higher educa-
tion. Student’s raw data regarding course preference, results, further progression, are
crucial capital for all higher educational organizations. Data mining can be applied
to such databases in order to gain challenging outputs [1]. This is called as Educa-
tional Data Mining where we primarily investigate analytics for good insights [2].
These insights are in terms of associations, correlations, clusters, etc. Despite the
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percentage of GDP for the year 2013–14 was 1.34% [3], the academic performance
of students in India is not improving. There could be many reasons behind it. Self-
satisfaction of students regarding the courses they are pursuing can also beone of
the reasons. Since these aspects are not visible directly, people have not tackled for
the same. This is the right case for data mining explorations. Self-satisfaction is also
related to a number of other aspects including academic ambience, easiness in pur-
suing course, interested areas, family support, etc. These aspects can be categorized
as self-related, family-related, motivational, and financial concerns. Since we need
to precisely understand the main concern behind self-satisfaction, we have worked
out for all these categories. Financially deprived students can secure good ranks.
This reflects self-satisfaction of students and also highlights that financial aspects
and family support aspects are less significant. Hence, family-related and financial
aspects cannot be significantly impactful.Of other remaining aspects, self-related and
motivational aspects are more important. The enthusiasm and passion to do some-
thing in life is the main motivational catalyst. If we apply analytics for elaboration
of this, then it will be very interesting to see the exact role of motivational aspects on
self-satisfaction. This work is a multiparty work undertaken together by faculties of
educational, computational and statistical sciences. The key idea of this study is to
escalate collected datasets through data mining. The minor research objective is to
investigate whether motivational parameters significantly contribute to the increase
or decrease of self-satisfaction of students? If no, what other variables are related
to the same? The below sections brief experimental setup and discussions related to
such performance analysis.

2 Research Methodology

Every study from data analytics needs a dataset for implementation of algorithms.
This dataset must match with the context of analytical exploration. To do so, we
have taken efforts to tailor our own real dataset related to personal, socioeconomi-
cal, habitual, and self-related aspects of students of our university. This dataset has
360 records. Every record has 46 fields, each one related to some information/fact
about a student. The closed questionnaire is the question with predefined answers,
and the method was followed for the creation of this dataset [4]. A standard bench-
mark illustrated in Pritchard and Wilson [4] was adopted for the same. Some con-
temporary works [5–8] were also reviewed discover important variables from our
dataset/questionnaire. Some preselected students were interacted during finalization
of the questionnaire and in total; four trial testing have been made to formulate the
concluding edition of the questionnaire. Excluding name details, class details, and
roll number details, the concluding questionnaire consisted of 43 variables. The MS
Excel 2010 software was used to testimony the dataset. Standard policies for data
preparation and cleansing were done [1] as per the requirements of data mining
experiments. We cannot study all questions in the questionnaire and test for their
association with other questions. This will be exhaustive and divert us from the
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main rationale [9]. Our applied work must lead to a new dimension [10–12]. That
is why, we tried to examine the relationship between student’s self-satisfaction and
motivational aspects.

All implementations were carried out on R data mining platform. The supervised
learning methods called decision trees and their algorithms were implemented using
R open source software [13]. The Rattle is a free graphical user interface for Data
Science, developed using R. The decision tree model exploits a recursive partitioning
approach. Its traditional algorithm and default part of rpart package of R. This
ensemble approach tends to produce complicationmodels than a single decision tree.
Classification definitely needs a potential datawhich can be classified by setting some
rules [1]. There are two crucial steps to do so, first learning and second is classification
itself. The system is trained first with sample data and once the system learns, test
data is supplied to the system to check accuracy. If the accuracy is good enough, the
rules can be practical for the new data [1]. This workout can be frequently done via
a decision tree or a neural network for the actual workout [1, 2]. A decision tree has
branches and nodes [1, 14]. It contains split, which tests the value of an appearance
of the attributes. The outcome of the test is labeled on edges. A class label linked with
every leaf node [1, 14]. The given entropy as appraise of the impurity is then defined.
This calculation is called information gain. The section two below summarizes all
these considerations.

3 Experimentations and Discussions

To devise the decision tree, we tried out some set of experiments. Our aim is to
evaluate the decision tree induction method. To draw the decision tree, rattle uses
a command rpart from rpart package. We obtained the rules associated to the tree
and the summary of the Decision Tree model for Classification is given in Table 1.
Table 1 represents the root node, level of trees, split of the observations, and loss
of frequency at each level split and corresponding probability values. The * denotes
terminal node. The total number of population selected was n = 251.

The terminal node variables actually used in the tree construction are: CAREER-
DREM, F_T_FRIEND, F_T_STUDY, PLACELVING, REGION, and SELF.LIB.
Initially, the root node error is 0.25498 (n = 251). Some of the generated tree rules
can be illustrated as follows:

1. Rule number: 3 [PER_SATISF = 1 cover = 17 (7%) prob = 0.94], PLACE-
LIVNG >= 3.5

2. Rule number: 19 [PER_SATISF= 1 cover= 25 (10%) prob= 0.92], PLACELV-
ING < 3.5, F_T_STUDY >= 2.5, CAREERDREM < 3.5, F_T_FRIEND >= 2.5

3. Rule number: 37 [PER_SATISF = 1 cover = 7 (3%) prob = 0.86], PLACELV-
ING < 3.5, F_T_STUDY >= 2.5, CAREERDREM < 3.5, F_T_FRIEND < 2.5,
F_T_FRIEND < 1.5
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Table 1 Details of classification of nodes

Variable Nodes Children
gener-
ated

Probability

Root 251 64, 1 (0.25498008 0.74501992)

PLACELVING < 3.5 234 63, 1 (0.26923077 0.73076923)

F_T_STUDY >= 2.5 76 27, 1 (0.35526316 0.64473684)

CAREERDREM >= 3.5 16 6, 0 (0.62500000 0.37500000) *

CAREERDREM < 3.5 60 17, 1 (0.28333333 0.71666667)

F_T_FRIEND < 2.5 35 15, 1 (0.42857143 0.57142857)

F_T_FRIEND >= 1.5 28 14, 0 (0.50000000 0.50000000)

SELF.LIB < 0.5 20 8, 0 (0.60000000 0.40000000)

REGION < 1.5 13 4, 0 (0.69230769 0.30769231) *

REGION >= 1.5 7 3, 1 (0.42857143 0.57142857) *

SELF.LIB >= 0.5 8 2, 1 (0.25000000 0.75000000) *

F_T_FRIEND < 1.5 7 1, 1 (0.14285714 0.85714286) *

F_T_FRIEND >= 2.5 25 25, 2, 1 (0.08000000 0.92000000) *

F_T_STUDY < 2.5 158 158, 36,
1

(0.22784810 0.77215190) *

PLACELVING >= 3.5 17 17, 1, 1 (0.05882353 0.94117647) *

4. Rule number: 5 [PER_SATISF= 1 cover= 158 (63%) prob= 0.77], PLACELV-
ING < 3.5, F_T_STUDY < 2.5

5. Rule number: 73 [PER_SATISF = 1 cover = 8 (3%) prob = 0.75], PLACELV-
ING < 3.5, F_T_STUDY >= 2.5, CAREERDREM < 3.5, F_T_FRIEND < 2.5,
F_T_FRIEND >= 1.5, SELF.LIB >= 0.5.

To judge the accuracy of the classifier, we worked out for generation of the error
matrix. This matrix is generated after validating the proportions. It is evident that the
overall error is 22.6% and averaged class error is 41.1% (Table 2).
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Table 2 Error matrix Predicted Error

0 1

Actual 0 5.7 15.1 72.7

1 7.5 9.5 9.5

Table 3 Accuracy of results Train Test Validate

0.6894 0.6157 0.5325

The area under the ROC curve for the rpart model is computed for 70% training
set data, 15% test data and balance 15% validation data. The accuracy of the result
was summarized in below Table 3. The results validated simply state that the random
selection is responsible for the accuracy level of the data.

The output decision tree is shown in Fig. 1. In order to interpret Fig. 1, we look at
the dataset variables and determine crucial and important variables, and then comes
up with a node, and so on. The tree is shaped by splitting data up by variables and
then counting to see how many are in each bucket after each split.

The decision tree model explores that the satisfaction of student is directly depen-
dent on his/her place of living, and then in the next stage, it depends on free time
available for study. Further, it classifies free time available to spend with friends, and
then splits in terms of availability of having a self-library with the student. Further
splitting is done through regional classification. Finally, there is no classification.
This means the final induction of decision tree has been reached. All splitting param-
eters are playing an important role in the identification of the satisfaction of students.
Further, it is suggested that if we can properly focus only on these parameters of
individuals, significant improvement in their satisfaction level could be witnessed.

4 Conclusions

It was overtly unspoken that numerous societal, routine and many other aspects are
linked with the satisfaction level of students and mere good performance cannot be
judged by studious nature alone. In order to escalate these, the study took it as con-
front and drew a decision tree for selected parameters. Using the interdisciplinary
approach, we found that, besides studies, other aspects like the student’s satisfac-
tion did depend on self-motivation. This work highlights that the place of living
significantly matters related to the satisfaction of the students. Second such variable
boosting self-motivation is the quantum of the free time for study. The self-career
dream is the third major motivational variable. If prognostication methods are imple-
mented, then change in place of living, motivational canceling can boost student’s
performance.
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Improved Clusters in Time Series Data
Mining Using Hybridized Adaptive
Fuzzy C-Means

J. Mercy Geraldine and S. Jayanthi

Abstract Temporal data is time-based data and real-time applications involve such
data. Clustering time-based data improves the efficiency of the frequent itemsets
obtained. An existing method for improving the clusters used Ant Colony Optimiza-
tion (ACO) in FCM. The major drawbacks of ACO are that the search is not fast and
it is dependent on many parameters. In this paper, we have proposed the Hybridized
Adaptive Fuzzy C-Means (HAFCM) approach, which combines the best features of
ACO and Cuckoo Search (CS) in FCM for cluster refinement. This makes search
faster and also leads to optimized clusters with better cluster efficiency. The result-
ing clusters are validated using the Partition Coefficient and Exponential Separation
(PCAES) validity index. The proposed method has better performance when applied
to real time datasets.

Keywords Temporal data · Hybridized adaptive fuzzy C-means (HAFCM) · Ant
colony optimization (ACO) · Cuckoo search (CS) · Cluster refinement · Partition
coefficient and exponential separation (PCAES)

1 Introduction

Data mining also known as knowledge discovery extracts information from huge
volumes of data [1–3]. Data mining is concerned with the analysis of large volumes
of data to discover interesting regularities or relationships in the data. Clustering is
the process of assigning data into groups or clusters in such a manner that similar
data items are present in the same group and dissimilar data items belong to different
groups. Clustering of sequences or time series deals with the grouping of time series
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data or sequences on the basis of similarity [4–7]. The applications where time series
clustering is appropriate are activity logs in the web, navigation patterns of user
groups, clustering of biological sequences, weather forecasting, clustering of stock
exchange data, etc.

A fuzzy clustering algorithm is one of the most widely used clustering algorithms.
The clusters formed may not be of 100% quality due to misclustering. Therefore,
clusters have to be refined and validity indices have to be used for evaluating the
quality of the clusters [8, 9]. In FCM and its variations, it is necessary to previously
assume the number ‘c’ of clusters. In general, the number ‘c’ is unknown. The
problem of finding an optimal ‘c’ is usually called cluster validity (Bezdek).

In our proposed HAFCM method, initially, the time series database values are
clustered using FCM. These clusters are refined using an optimization approach.
The clusters formed are validated using the PCAES validity index, which indicates
clusters with improved quality. The remaining sections of the paper are as follows:
Sect. 2 reviews the literature work related to the proposed technique. Section 3 briefs
the proposed technology, Sect. 4 shows the experimental results and Sect. 5 concludes
the paper.

2 Review of Related Research Works

Mary and Raja [9] described a cluster refinement method to improve the clusters
formed by FCM. These clusters were validated using Xie–Beni validity index. Ants
were used to refine the clusters rather than clustering the data points. The clusters
formed as a result of applying FCM algorithm to the data were provided as input to
the cluster refinement process which used ACO. This method was found to produce
better quality clusters than the standard FCM algorithm.

Babukartik et al. [10] proposed an algorithm that used the advantages of ACO
and CS for job scheduling. The problem was defined as that there were N jobs and
M machines. Each job had a unique order of execution that was to be performed on
M machines. The search had to be performed faster in any optimization problem.
But ACO was slow in searching because the ant walked through the path where
pheromone was deposited, which may also lure the ants. This was overcome by
using CS to do the local search.

Wu and Yang [8] described the cluster validity indices that have been used to
evaluate the fitness of partitions produced by clustering algorithms. A validity index
called PCAES was described, which considered the compactness and separation
measure of each cluster to evaluate the cluster quality [11]. When compared with
other validity indices, PCAES had the capability of producing a good estimation of
the number of clusters and was also applicable for computing cluster validity in noisy
environments.
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3 Improved Clusters Using Hybridized Adaptive Fuzzy
C-Means

The clusters formed using any clustering algorithm may not lead to 100% efficiency.
In order to improve the quality of the clusters formed, the proposedHAFCMapproach
is used for cluster refinement. Before clustering, the time series data are preprocessed
and converted into itemset values. These values are clustered using the standard FCM
algorithm. The clusters formed are refined using the best features of two optimization
algorithms. This leads to efficient association rule mining resulting in optimized
frequent itemsets. Figure 1 shows the architecture of the proposed cluster refinement
technique.

3.1 Preprocessing of Time Series Data

Consider the database (D), which has the size of M × N where M ∈ 1, 2, . . . ,m
denotes the number of rows and N ∈ 1, 2, . . . , n denotes the number of columns
and it has numerical data. The database (D) is converted into itemset database (D’)
which has itemsets only. From the database D, data d ∈ D is taken with the size of
i x j where i ∈ m and j ∈ n and the max (di), min(di) are computed. The median
value is calculated using Eq. (1).

Med(di) = (max(di) + min(di))/4. (1)

Four values are chosen in order to convert the numerical data into itemset data
namely, Very Low, Low, High, and Very High. Consider the numerical data as X.

Fig. 1 The architecture of the proposed cluster refinement technique in temporal rule mining



122 J. M. Geraldine and S. Jayanthi

min(di) >= X <= Med(di) Very Low (VL)
VL > X <= Med(di) × 2 Low (L)
L > X <= Med(di) × 3 High (H)

H > X <= max(di) VeryHigh (VH)

3.2 Cluster Refinement Using ACO and CS

Any fuzzy clustering algorithm is not capable of producing 100% quality clusters.
The clusters resulting from the FCM method are given as input to the hybridized
method for cluster refinement. This method combines the best features of ACO
and CS optimization algorithms. In the proposed methodology, ants are used to
refine the clusters. The major problem of ACO is the ant walks through the path
where pheromone, which is a chemical substance is deposited. This may be an act of
luring the ants. This limitation of ACO is avoided by using CS in ACO. CS is used
for performing the local search more efficiently and also it involves only a single
parameter besides population size.

CS algorithm is a metaheuristic algorithm, which is inspired by the breeding
behavior of the cuckoos [10]. Cuckoos lay their eggs in communal nests by removing
the eggs of host birds, thereby increasing the hatching probability of their own eggs.
The CS algorithm is given below:

Initialization: Primarily, the population of host nest hni , i ∈ 1, 2, . . . , s is
initiated erratically. Here, s is the size of the population. s = 2 × Q where Q denotes
the number of clusters.

Generating new cuckoo: A cuckoo is picked at random and it generates new
solutions using levy flights. After that, the generated cuckoo is evaluated using the
objective function for determining the quality of the solutions.

Fitness function: The fitness function (F) of all the nests are computed by using
Eq. (2).

O =
N∑

i=1

ce∑

j=1

memi j
∥∥xi − Ce j

∥∥2
(2)

where

mei j membership of the ith data to the jth cluster,
xi ith data,
Ce j centroid of the jth cluster,
N number of data points.

The quality of the solution is evaluated and a nest is selected among ‘s’ arbitrarily.
If the quality of the new solution in the selected nest is better than the old solutions,
it will be replaced by the new solution (Cuckoo). Otherwise, the previous solution is
kept as the best solution.
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Discard worst nest: In this part, the worst nests are discarded based on their
probability pa values and new ones are built. Then, based on their fitness function
the best solutions are ranked. Then the best solutions are identified and marked as
optimal solutions.

Stopping Criterian: This process is repeated until the maximum iteration is
reached. Finally, the best-clustered dataset is obtained.

Hybridized cluster refinement technique

1. Obtain the clusters and its centers from FCM.
2. Refinement using Hybridized method

(i) Input the FCM clusters and calculate the PCAES index value for all these
clusters.

(ii) The ant picks an item one at a time from some cluster by a random walk
and drops the item into some other cluster.
In this, the choice of clusters for picking the right item and dropping the
item, respectively, is performed by a local search by CS algorithm.

(iii) Check if the quality has improved or not by calculating PCAES index value
after dropping the item.

(iv) Drop the item permanently if the quality improves (that is, if the calculated
PCAES index value for that cluster is larger than the previous value for the
same cluster) and update the corresponding cluster’s PCAES index value.
Continue by repeating the steps (ii) to (iv) for a random number of times.
Otherwise, repeat the steps (ii) to (iv) for a random number of times with
the cluster having unchanged PCAES index value.

4 Experimental Results

Two time series real datasets have been considered for computing the PCAES index
and also for applying the refinement process. The rainfall dataset contains 5-year
rainfall data inmillimeters recorded onmonthly basis from 2004 to 2008 for different
districts of Tamil Nadu, India. The dataset has been obtained from the Department
of economics and statistics, Government of Tamil Nadu. The temperature dataset
contains four years temperature data in degrees recorded on day to day basis for
various districts of Tamil Nadu. It has been obtained from the Indian Meteorological
Department (IMD) governed by the Ministry of Earth Sciences.

The larger the PCAES index value, the more compact and well separated are
the clusters. Table 1 shown above displays the PCAES index values for the clusters
resulting from the FCM algorithm, the existing ACO cluster refinement method, and
the proposed hybridized cluster refinement method. It is also found that the clusters
obtained from the proposed refinement method are of better quality. This is identified
by the large PCAES index value. In Table 2, the time taken for refining the clusters
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Table 1 PCAES index value for the obtained clusters

Real
dataset

No. of
clusters

PCAES index value

FCM ACO cluster refinement Hybridized cluster
refinement

Rainfall 4 2.6025 2.8322 3.0025

Temperature 4 2.5955 2.8562 3.0152

Table 2 Refinement time
analysis

Real datasets Refinement time (s)

ACO Hybridized

Rainfall 2.6 1.1

Temperature 2.3 1.0

by the existing ACO cluster refinement method and the proposed hybridized cluster
refinement method is shown.

5 Conclusions

The proposed HAFCMmethod refined the clusters produced by FCM and resulted in
improved clusters with a large PCAES index value than the existing ACO refinement
method. The PCAES validity index was found to identify highly compact and well-
separated clusters than the other cluster validity indices. Also, the refinement time
taken by the proposed method was comparatively less than the refinement time taken
by the existing method. High-quality clusters lead to efficient frequent itemsets and
strong association rules. In future, refining clusters for high-dimensional data can be
considered, which will be a research problem of interest to the emerging researchers
in the field of data mining.
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Empirical Orthogonal Functions
Analysis of the Regional Indian Rainfall

K. C. Tripathi and Pooja Mishra

Abstract The rainfall over India has attracted the attention of the researchers of a
variety of domains such as the meteorology, physics, mathematics, communications,
computer science, sociology, geography, and others because of the huge implications
involved in all such domains. The rainfall over India is broadly seen at three level-
s—All India, Regional, and Local. In the present study, the Empirical Orthogonal
Functions (EOF) analysis of the rainfall over India at the regional scale has been
addressed. The 146-year monthly rainfall records of five regions—NorthWest, West
Central, North East, Central North East, and Peninsular India—have been used. It is
observed that the five-dimensional data can be effectively reduced in one dimension,
on leading EOF, with 80% information retained and in two dimensions, two leading
EOFs, with 90% information retained. The implications have been discussed along
with future prospects and limitations.

Keywords Principal components · All India rainfall · Prediction · Eigenvectors ·
Variance

1 Introduction

The rainfall over Indian subcontinent has attracted the attention of researchers since
long because of the huge socioeconomical impact it has over a large fraction of the
world population. India being an agricultural nation, a major portion of its population
is dependent on agricultural products which, in turn, depend on rainfall. Accurate
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and timely forecast of the rainfall can help this population cope up with their losses
owing to natural disasters. Further, the timely forecast of flood and drought help the
disaster management agencies in advance preparations for rescue operations.

The rainfall in the Indian subcontinent is seen at three levels in the spatial
domain––the All India rainfall, the regional rainfall, and the Local rainfall and at
three levels in the temporal domain––annual, seasonal, and monthly. The seasonal
rainfall is classified in four categories: (i) January and February, (ii) March, April,
and May (MAM), (iii) June, July, August, and September (JJAS or the monsoon sea-
son), and (iv) October, November, and December (OND) [1]. Studies have been done
in the past to analyze the precipitation in these seasons [2–4]. The Indian Summer
Monsoon Rainfall and allied phenomena have also been at the center of meteoro-
logical and computational studies [5–7]. The prediction of ISMR has been done by
statistical [8, 9] as well as dynamical models [10, 11].

The Empirical Orthogonal Functions (EOF) analysis or the Principal Components
Analysis (PCA) [12] is used for dimension reduction of multidimensional data. The
meteorologists employ this to eliminate the redundant information present in the
original data space and retain only those features which carry major information
content. Some recent applications include the EOF analysis of sea surface tempera-
tures [13–15] and rainfall [16, 17].

The present study aims to revisit the EOFs of the regional rainfall over India.
We have used the data set of the Indian Institute of Tropical Meteorology (IITM)
obtained from the official website (http://www.tropmet.res.in/Data%20Archival-51-
Page). The data set comprises monthly rainfall with a resolution of up to 1 decimal in
mm. The following records are available: (i) 146-year All India rainfall, (ii) rainfall
of 30 subdivisions of India during the period 1871–2016, and (iii) rainfall of 5
homogeneous rainfall regions. It is the (iii) set that is being looked upon in the
present study. As the above data set is the latest available data set of homogeneous
regions, the analysis presents the current state of the affairs. The regions that comprise
the data set are: (i) North West (NW), (ii) West Central (WC), (iii) North East (NE),
(iv) Central North East (CNE), and (v) Peninsular India (Pen). The regions have been
redefined based on the homogeneity of the rainfall. The present division consists of
the five regions listed above instead of the erstwhile seven listed in the 1971–2012
data set.

2 The Method of Principal Components

The Principal Components Analysis (PCA) or the Empirical Orthogonal Functions
(EOF) Analysis is a feature extraction technique that ultimately reduces the dimen-
sion of the data by rotating the actual data space by a “suitable angle” so as to
redistribute the variances in the data in a lesser number of dimensions. The math-
ematical details of the PCA can be found in the references cited above. Here, the
mathematical summary pertaining to the regional rainfall is presented.

http://www.tropmet.res.in/Data%20Archival-51-Page
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The actual data set is of 146 years and 5 regions. Each year has 12 data points.
Thus, each region has 12 * 146 = 1752 data points corresponding to 1752 time steps
(t1 − t1752). The data space is a five-dimensional space with each axis (attribute)
representing one of the five regions. This is called the D5 space. The matrix of
the data set can be thought of as a 1752 * 5 matrix. At every time step, the vector
r = (r1, r2, r3, r4, r5) is a point in the five-dimensional space with r1 representing the
coefficient along the first axis and so on. We consider r1 = NW, r2 = WC, r3 = NE,
r4 = CNE, and r5 = Pen. Thus, each tuple in D5 is a point in the five-dimensional
space.

The objective of PCA here is to transform D5 toU5, using a linear transformation

∅ : D5 → U5 (1)

where U is the transformed space where the axes are linearly independent. Further
majority of the information content of D5 is retained in a fewdimensions inU5. The
“information” in statistical processing is represented by the amount of “variance”,
v, in the data. Let v j be the variance along D j in D5, 1 ≤ j ≤ 5. Then

v =
∑

j

v j (2)

We have

V ar
(
D5

) = V ar
(
U5

) = v (3)

Also, if p j is the variance along U j in U5, 1 ≤ j ≤ 5. Then,

v =
∑

j

p j (4)

The difference between (2) and (4) is that in (2) the variances are of the same
order while in (4), the variances are concentrated in a few p j s and the remaining
p j s have a small fraction of v so that the axes having these small variances may be
discarded. The entireU5 space can then be represented by a subspaceUt , t < 5. Thus,
we have effectively transformed D5 to Ut , t < 5. It can be shown that ∅ defined in
(1) is effected by taking the U5 to be eigenvectors of the covariance matrix of D5.
The eigenvectors corresponding to largest eigenvalues make the space Ut .

3 Results and Discussion

Figure 1 shows the homogeneous regions of the Indian rainfall as defined by the
IITM and described in Sect. 2. The regions shown make the coordinate system U5.
These regions account for about 90% of the total Indian rainfall. Figure 2 shows the
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Fig. 1 Regions of homogeneous Indian rainfall

Fig. 2 Climatology of regional rainfall (left) and seasonal rainfall (right)

long-term monthly (left) and seasonal climatology (right) of 146 years of regional
and All India rainfall. Bimodal nature of peninsular region rainfall is evident from
both the figures. The seasonal variations demonstrate the predominant effect of the
monsoon season (JJAS).
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Fig. 3 Trends of the precipitation patterns—All India, NW, and NE

Figure 3 shows the trend of the yearly rainfall at All India and regional level for
two dominant regions—NW and NE. It can be seen that the AIR shows a declining
trend, which indicates that the amount of precipitation received at the AIR level is
slowly decreasing with time.

The EOFs were extracted by creating the correlation matrix and finding the eigen-
vectors and the eigenvalues thereof. The correlation matrix is plotted in Fig. 4. The
abbreviated names of the regions form the axes and the shading forms the correlation
coefficient. As can be seen from the figure, the minimum value for the correlation
coefficient is 0.55 and the maximum value is 1 (because of autocorrelations). This
shows that there is a high degree of association among the rainfalls of this region.
Thus, there is a high possibility of transforming these axes to orthogonal system in
which the features are not correlated.

Since the original D5 space is a five-dimensional space, each eigenvector is a
point in the D5 space. Figure 5 (left) shows the eigenvectors and (right) eigenvalues.
In the figure (left), the x-axis is the region in space as per the map shown in Fig. 1
and the y-axis represents the strength of contribution by each region. It can be seen
that the eigenvector corresponding to largest eigenvalue (i.e., eigenvector 5) has
almost the same strength in all the directions, thereby implying that this vector passes
through the mean of the D5 space. The vectors shown in Fig. 5 (left) make the U5

space. The largest eigenvalue is 4.00 which is corresponding to the fifth eigenvector,
EV5, in Fig. 5 (left). This explains 80% of the total variance. Let us call it u1. The
second largest eigenvalue is 0.52 and hence, it accounts for the 52% of the remaining
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Fig. 4 Correlation among rainfalls of various regions

Fig. 5 Eigenvectors (left) and their eigenvalues in increasing order

variance. This vector is EV4 in Fig. 5 (left). Let us call it u2. Taken together u1 and
u2 make the space U2 = (u1, u2). This is essentially Ut discussed in Sect. 2 and it
explains (4.00 + 0.52)/5 = 90.4% of the total variance. Thus, the D5 is transformed
to U2 space reducing the dimension of the data from 5 to 2 and retaining 90.4% of
the information.
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4 Conclusion and Future Scope

The EOF analysis of five homogenous rainfall regions of India, based on 146-year
monthly data, was performed. The basic structure of the data was analyzed and the
climatological structure and trend revealed. The EOF analysis was done and it was
found that the leading eigenvector accounted for 80% of the total variance. The
two leading EOFs together accounted for 90.4% of the total variance of the data.
The coefficients of the eigenvectors in the original space revealed that the leading
eigenvector actually passes almost through the mean of the data. The fact that two
leading eigenvectors explain more than 90% of the data is a significant observation.
This can be utilized for making better statistical regional forecast models.
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Novel Semantic Discretization Technique
for Type-2 Diabetes Classification Model

Omprakash Chandrakar, Jatinderkumar R. Saini
and Dharmendra G. Bhatti

Abstract Semantic discretization, which is relatively a new concept, can be viewed
as the discretization technique that uses the semantics of the data along with its
value. The semantics of the data refer to the domain knowledge inherent in the data.
The semantics of data is derived from the data value itself. Objective and context
of the study also contribute significantly to identifying semantic of the data. Since
no explicit ontology is associated with the data in semantic discretization, identify-
ing, interpreting, and exploiting, the semantics of the data is a challenging task. This
paper presents a novel algorithm for semantic discretization, in whichmachine learn-
ing techniques such as classification and association rule mining is used to derive
semantic knowledge, which is further used for discretization. To show the effective-
ness of the proposed semantic discretization algorithm, we applied it on diabetes
dataset. Experimental results show 2–15% improvement in classification accuracy
on semantically discretized dataset in comparison to the original and statistically
discretized dataset.

Keywords Association rule mining · Classification · Clustering · Discretization ·
Prediction model · Semantic discretization · Type-2 diabetes

1 Introduction

There are certain data mining algorithms that can be used with discrete dataset only.
Apriori and Id3 are such algorithms for association rule mining and classification,
respectively. But on the contrary, most of the time data are continuous in real-life
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scenario. The result produced by these algorithms is significantly reduced in such
a scenario. To overcome this limitation, various discretization techniques are used,
that converts continuous data into discrete data. Several studies have shown that the
accuracy of a classificationmodel is better if, themodel is built on a discretized dataset
rather than a continuous dataset [1]. That is why the discretization is important, and
sometimes, essential operation during data preprocessing [2].

2 Literature Review

Several categorizations of discretization methods have been reported in the literature
based on the characteristics of discretizer [3–5]. Supervised discretizer takes class
information into account while finding an appropriate interval, while unsupervised
discretizer do not. Equal Width and Equal Frequency [6], PKID and FFD [7], and
MVD [8] are some examples of supervised discretization. Direct methods divide the
range of k intervals simultaneously (i.e., equal width), while incremental methods
begin with a simple discretization and pass through an improvement process [9].
Static methods do not take other features in the consideration, while, dynamic meth-
ods take it into account for discretization [10]. C4.5 is the representative algorithm
of static methods. ID3 [11] and ITFP [12] discretizer are representative of dynamic
methods. The top-down approach begins with an empty split points list and contin-
uously add a new one to the list by cutting intervals. On the contrary, bottom-up
approach begins with the list of all continuous values of the features while the other
methods begin with all the continuous values of the feature as split points and remove
some of them by merging intervals as the discretization progresses [13]. Chandrakar
and Saini have proposed a novel semantic discretization technique [2]. Discretization
of the continuous attribute is based on the semantics of data rather than data values.
The semantics of data is defined as the domain knowledge inherent in the data.

3 Research Methodology

The objective of this research study is to demonstrate the new technique for semantic
discretization using clustering. The underlying idea of semantic discretization is to
capture the semantic of data by exploiting intra-attribute dependency. Exploitation of
this intra-dependence is hard to achieve because the classicalmeasures of dependence
do not apply. To overcome this difficulty, we used clustering, which provides a natural
criterion for exploiting this intra-attribute dependency. Clustering is a process in
which similar objects tend to group together. It provides uswith the intrinsic grouping
of the unlabeled data. Thus, the cluster centroid captures the meaningful pattern,
or intra-dependencies exist in the data, which leads toward the most suitable split
point, which in turn, gives the most natural, distinct, and categorized intervals. The
semantics of the data is further used to find the optimal discretization rules. Dataset
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is discretized using these rules. Classification models are built to predict Diabetes
Status (Yes or No), each corresponding to original, semantically discretized, and
statistically discretized dataset. The efficiency of semantic discretization is evaluated
by comparing the classification accuracy. The step-by-step process for semantic
discretization is given in Algorithm 1.

Algorithm 1. SemanticDiscretization
Input: Dataset with IndependentVariable and ClassVariable, NPartition, 

MinValue, MaxValue
Output: Partition Rules and Semantically Discretized Dataset

1. Start
2. Input no of partitions, NPartition. 
3. Set no of cluster, N = NPartition. 
4. Set for Cross validation with 10 folds. 
5. Apply distance based clustering with MakeDensityBasedClusterer() method 

with k-mean algorithm on IndependentVariable, with respect to ClassVariable.
Get ClusterCentroid[i] and StandardDeviation[i] {for i= 1 to N}

6. Arrange ClusterCentroid[i] and StandardDeviation[i] {for i= 1 to N} in 
ascending order.

7. Set SplitPoint[i] = ClusterCentroid[i] + StandardDeviation[i] (for i =1 to N-1).
8. Repeat step 9 for i=1 to N
9. Set Partition range

Set Partition[i] = (MinValue,  SplitPoint[i] {for i = 1}
= (SplitPoint[i-1] + 1, SplitPoint[i]) {for i = 2 to N-1}
= (SplitPoint[i-1, MaxVal]) {for i = N}

10. Discretized the dataset by replacing the value of continuous variable with their 
corresponding partition obtained in step 9.

11. Apply association rule mining on the discretized dataset obtained in step 10 
using apriori algorithm. 
Set Delta = 0.05
Set Number of Rules =100
Set Lower Bound Minimum Support = 0.005
Set Metric Type = Confidence
Set Minimum Confidence = 0.01

12. Check the Confidence of the rule of following type and assign it to 
RuleConfidence[i].
Partition[i] Diabetes = Y

13. Arrange RuleConfidence[i] in ascending order and assign the corresponding 
partition to Lowest Risk to Highest Risk.

14. Get the Semantically Discretized the dataset by replacing the partition with 
their corresponding Risk Level in the dataset obtained in step 10.

15. End.
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4 Experiment

A comprehensive data collection form [14, 16] is designed after intensive consul-
tation with medical experts and literatures. The primary dataset used in this study
contains 844 records of diabetes patients, with 11 attributes. 10 attributes are dia-
betes risk factors and 1 is Diabetes Status. Except for Gender and Diabetes Status,
other 9 attributes are continuous attributes [14]. We applied the proposed semantic
discretization algorithm on diabetes dataset that contains nine continuous attributes
(Age, Family History, Personal History, BMI, Waist Circumference, Diet, Stress,
Physical Activity, and Life Quality). The semantic discretization rules obtained for
each attribute is shown in Table 1. All experiments are performed using well-known
data mining tool Weka 3.6 [15].

Table 1 Discretization rules
for diabetes dataset

1. If age < 41 then diabetes risk = low
2. If age >=41 and age <=61 then diabetes risk = high
3. If age > 61 then diabetes risk = moderate
4. If waist circumference < 36 then diabetes risk = low
5. If waist circumference >=36 and waist circumference <=43

then diabetes risk = moderate
6. If waist circumference > 43 then diabetes risk = high
7. If BMI < 25 then diabetes risk = low
8. If BMI > = 25 and BMI <=30 then diabetes risk = moderate
9. If BMI > 30 then diabetes risk = high
10. If family history < 2 then diabetes risk = low
11. If family history >=2 and family history <=7 then diabetes

risk = moderate
12. If family history > 7 then diabetes risk = high
13. If personal history < 3 then diabetes risk = low
14. If personal history >=3 and personal history <=5 then

diabetes risk = moderate
15. If personal history > 5 then diabetes risk = high
16. If diet < 3 then diabetes risk = low
17. If diet >=3 and diet <=8 then diabetes risk = moderate
18. If diet > 8 then diabetes risk = high
19. If stress < 14 then diabetes risk = low
20. If stress = 14 then diabetes risk = moderate
21. If stress > 14 then diabetes risk = high
22. If physical activity >=5 then diabetes risk = low
23. If physical activity = 4 then diabetes risk = moderate
24. If physical activity < 4 then diabetes = high
25. If life quality < 5 then diabetes risk = low
26. If life quality >=5 and life quality <=8 then diabetes risk =

moderate
27. If life quality > 8 then diabetes risk = high
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Table 2 Comparative classification accuracy for diabetes dataset

Classification accuracy (%) Improvement in accuracy
(%)

Classification
algorithm

Un-
discretized
dataset (A)

Statistical
discretiza-
tion
(B)

Semantic
discretiza-
tion
(C)

Semantic
discretiza-
tion over
un-
discretized
dataset
(C-A)

Semantic
discretiza-
tion over
statistical
discretiza-
tion
(C-B)

Bayes algorithms

BayesNet 70.09 73.95 78.77 8.68 4.82

NaiveBayes 73.31 73.95 79.74 6.43 5.79

NaiveBayesUpdatable 73.31 73.95 79.74 6.43 5.79

Function-based algorithms

Logistic 73.31 73.63 81.99 8.68 8.36

Multilayer
Perception

74.27 72.66 76.84 2.57 4.18

SimpleLogistic 72.02 73.95 81.02 9 7.07

SMO 73.31 72.66 79.09 5.78 6.43

VotedPerception 62.37 72.02 77.17 14.8 5.15

Rules-based algorithms

Jrip 68.81 67.84 72.66 3.85 4.82

OneR 64.63 67.84 69.77 5.14 1.93

PART 68.16 70.09 74.59 6.43 4.5

Trees-based algorithms

DecisionStump 66.23 62.37 69.77 3.54 7.4

LMT 70.09 73.95 78.45 8.36 4.5

Average 69.99 71.45 76.89 6.9 5.44

4.1 Building Classification Model

The above discretization rules are used to derive semantically discretized dataset.
Classification accuracy is obtainedby applying13 classification algorithmsondataset
which is shown in Table 2.

5 Result Analysis and Conclusion

Table 2 and Fig. 1 shows that classification accuracy significantly improved when
the dataset is discretized using the proposed semantic discretization algorithm.
1.93–14.80% improvement in classification accuracy is observed. Average clas-
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60
65
70
75
80
85

Fig. 1 Improvement in classification accuracy after semantic discretization

sification accuracy for the un-discretized and statistically discretized dataset is
around 70 and 71%, while it is around 77% for the proposed semantically dis-
cretized dataset. Looking at the significant improvement in classification accuracy,
researchers strongly suggest applying the proposed semantic discretization technique
as a preprocessing step for Bayes and function-based classification algorithms.
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Automatic Selection of Sensitive
Attributes in PPDP

V. Uma Rani, M. Sreenivasa Rao and K. Jeevan Suma

Abstract Privacy-preserving data publishing and data analysis conventional
respectable work in past age as encouraging methodologies for sharing data as well
as preserving privacy of individual. A remedy to this is data scrambling. Numer-
ous algorithms are formulated to replace lawful information by fictitious but that is
practical. Yet, nothing was proposed to automate the detection associated with infor-
mation scrambling which is very much essential. In this paper, we propose a novel
method for automatic selection of sensitive attributes for data scrambling. This is
done by ranking the attributes based on attribute evaluation measures. And also, an
innovative method for privacy-preserving data publishing with automatic selection
of sensitive attributes which provide secure release of information for a data-mining
task while preserving sensitive information.

Keywords Privacy preservation · Selection of sensitive attributes · Preserving
sensitive information

1 Introduction

With the flared use of information production, magnanimous volumes of individual
aggregation are frequently gathered and explored. Such data include shopping habits,
medical history, criminal records, credit records, etc., but privacy should be protected
while using personal or sensitive information. However, it is the most useful data for
decision-making processes and to provide social benefit, such as medical research,
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crime reduction, national security, etc. on the other hand. Privacy-preserving data
publication has become the most explored topics and becomes a serious concern in
the publication of personal data in past period. Thus, a motivating new direction of
data-mining research has been emerged, known as privacy-preserving data mining
(PPDM). The purpose of these algorithms is the mining of relevant knowledge from
a substantial collection of data with privacy preservation of private information.
Privacy-preserving is not the same as conventional data security, access control and
encryption which prevent information disclosure against unauthorized access, since
privacy preserving is to prevent information disclosure due to authorized access
to the data. The main goal of privacy-preserving data mining is to protect identity
information that is used to identify a person or entity stored in the database and
confidential information which is harmful if revealed. We are taking both kinds of
information into consideration while scrambling data in a database.

2 Related Work

The sensitive attributes are recognized by computing the threshold measure with the
assigning weights to each attribute by Kamakshi et al. [1]. First, the client’s query is
studied and then sensitive attribute or set of attributes are automatically recognized.
The threshold value is set by the data owner. The sensitive attribute or attributes are
identified by taking sum of weights of the attributes submitted in the client’s task.
If the total weight exceeds the limit then the values are qualified using information
modification technique in PPDM.

The automatic recognition of the sensitive attributes proposed by du Mouza et al.
[2] based on two functionalities: (1) automatic detection of the data to be scrambled
and (2) automatic propagation to other semantically linked values. They propose an
expert system based on rules which guides the selection of sensitive data. They also
presented an inference mechanism with the help of semantic graph for propagation
of the confidentiality on near values and the consistency with the other relations.

In 2002, Sweeney [3] proposed the k-anonymity for privacy protection but
it cannot prevent attribute disclosure. To address this limitation of k-anonymity,
Machanavajjhala et al. [4] introduced l-diversity, which needs the distribution of a
sensitive attribute in each equivalence class which has at least l “well represented”
values. Li et al. [5] proposed t-closeness, which necessitates that the distribution of a
sensitive attribute in any equivalence class is close to the distribution of the attribute
in the overall. In addition, several ideologies were introduced, such as (c; k)-safety
[6] and δ_presence [7]. In 2006, Xiao and Tao [8] proposed anatomy, which is a data
anonymization method that divides one table into two for data publication. In [9–13],
similar methods are proposed but nobody addressed the issue of automatic selection
of sensitive attributes for PPDP.
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3 Selection of Sensitive Attributes

Numerous algorithms for data scrambling focus on smartly changing true data by
factious yet practical. However, nothing was formulated to automate the task that is
essential for the detection associated with information to be scrambled. In this paper,
we propose a novel method for automatic selection of sensitive attributes for PPDP.
This is done by ranking the attributes based on attribute evaluation measures First,
we computed sensitivity ranks of attributes and selected the attributes whose rank
is below the threshold. And also, an innovative method for privacy-preserving data
publishing which provides secure release of information for a data-mining task while
preserving sensitive information.

3.1 Framework for Selection of Sensitive Attribute

We select the sensitive attribute by the following steps:

Step 1: Compute the attribute evaluation measures
Find attribute measures like information gain, relief, correlated-based fea-
ture selection (CFS), gain ratio, correlation attribute evaluation, one R
attribute evaluation, symmetric uncertainty attribute evaluation, symmetri-
cal uncertainty attribute evaluation,wrapper subset evaluation, and principal
component analysis for each attribute.

Step 2: Rank the attributes based on attribute evaluation measures
Take one attribute measure (e.g., gain ratio) and compute score for each
attribute. Assign a rank to the attribute based on computed score.
Repeat ranking attributes by taking eachof the remaining attributemeasures.

Step 3: Compute absolute sensitivity ranks of attributes
Now assign absolute sensitivity ranks for each attribute which is nothing
but the sum of ranks assigned by each attribute measure for that attribute.

Step 4: Compute relative sensitivity ranks of attributes
Now, the relative rank is assigned based on absolute rank.

Step 5: Select the attributes whose rank is below the threshold value.

4 Privacy-Preserving Data Publishing

Microdata have been studied expansively in recent years. The microdata are which
that contains the information about the individuals publishing or sharing such data,
the major threats can expect. The solution is to use anonymization techniques to
show data in a less-specific manner.
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4.1 Framework for Privacy-Preserving Data Publishing

The proposed privacy-preserving data publishing method has two goals: preserving
privacy while revealing useful information for sensitive (i) numerical attributes and
(ii) categorical (nonnumerical) attributes and to find a generalized data D′, such that
it includes all the attributes of D and an individual tuple from D is non-identifiable
in D′.

Step 1: Find the sensitive attributes guided by sensitivity rank
Use the framework for selection of sensitive attribute proposed in section
and
Find the sensitivity ranks of attributes.

Step 2: Generalize the categorical data based on sensitivity rank and
Based on sensitivity rank generalize using taxonomy tree.

Step 3: Get the anonymized data.

5 Experiments

Example 1: Adult dataset also known as “Census Income” dataset is taken and
computed sensitivity rank which is the last column in Table 1. Here is a summary of
the data.

Table 1 Summary of “Census Income” dataset
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5.1 Selection of Sensitive Attributes

Step 1: Compute the attribute evaluation measures
Computed attribute measures like information gain, relief, correlated-based
feature selection (CFS), gain ratio, correlation attribute evaluation, one R
attribute evaluation, symmetric uncertainty attribute evaluation, symmetri-
cal uncertainty attribute evaluation,wrapper subset evaluation, and principal
component analysis for each attribute.

Step 2: Rank the attributes based on attribute evaluation measures
Take one attribute measure (e.g., gain ratio) and compute score for each
attribute. Assign a rank to the attribute based on computed score.
Repeat ranking attributes by taking eachof the remaining attributemeasures.
The values for age, workclass, etc. are shown in Table 2 under columns 2–7

Step 3: Compute absolute sensitivity ranks of attributes
Now, assign absolute sensitivity ranks for each attribute which is nothing
but the sum of ranks assigned by each attribute measure for that attribute.

Step 4: Compute relative sensitivity ranks of attributes
Now, the relative rank is assigned based on absolute rank. Here, in Table 2
marital status, absolute sensitivity rank are min values so its relative sensi-
tivity rank is 1.

Step 5: Select the attributes whose rank is below the threshold value (14 * 1/3)
Here, attributes whose relative rank is 1–4 can be taken as highly sensitive.
Attributes 5–8 are medium-sensitive attributes and 9–14 are low-sensitive
attributes.

5.2 Privacy-Preserving Data Publishing

Step 1: Find the sensitive attributes guided by sensitivity rank
Use the framework for selection of sensitive attribute proposed in Sect. 3.1
and compute the sensitivity ranks of attributes in Sect. 5.1.

Step 2: Generalize the categorical data based on sensitivity rank
Based on sensitivity rank the attributes are generalized using taxonomy tree.
Figure 1 shows the taxonomy tree for attribute education and Table 3 shows
“Census Income” dataset with taxonomy tree height for each attribute.

Step 3: Get the anonymized data
Based on sensitivity rank generalize using taxonomy tree. Table 4 shows
generalization score for attribute “Education” for each level. Sensitivity
score for attribute education = 1 − 6/14 = 0.57, which is >0.5 and <0.75.
So, attribute education should be generalized to Level 2. If the attribute
value is HS-grad, then it should be replaced with secondary.
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Fig. 1 Taxonomy tree for attribute “Education”

Table 3 “Census Income” dataset with attribute taxonomy tree height

Attribute Taxonomy tree height

Age 3

Workclass 5

fnlwgt 3

Education 5

Education-num 5

Marital status 4

Occupation 3

Relationship 3

Race 3

Sex 2

Capital-gain 3

Capital-loss 3

Hours-per-week 3

Native-country 5

Table 4 Generalization score for attribute “Education” for each level

Level Level 0 Level 1 Level 2 Level 3 Level 4

Generalization score 0 0.25 0.5 0.75 1.0

6 Conclusion

Until now, nobody addressed the issue of automatic selection or detection of sensitive
attributes.We proposed a novel method for automatic selection of sensitive attributes
for PPDP. This is done by ranking the attributes based on attribute evaluation mea-
sures. First, we computed sensitivity ranks of attributes and also an innovativemethod
for PPDP for secure release of information for a data-mining task while preserving



150 V. Uma Rani et al.

sensitive information. This work motivates several directions for future research.
First, data publishing with secured access and authorization and then the privacy-
preserving data mining of datasets with sensitive attributes can also be wise in this
magnitude. There is still a need to analyze the privacy and utility metrics.

References

1. Kamakshi P, Vinaya Babu A (2012) Automatic detection of sensitive attribute in PPDM. In:
2012 IEEE international conference on computational intelligence and computing research

2. du Mouza C, Métais E, Lammari N, Akoka J, Aubonnet T, Comyn-Wattiau I, Fadili H, Si-Said
Cherfi S (2010) Towards an automatic detection of sensitive information in a database. In: 2010
second international conference on advances in databases, knowledge, and data application

3. Sweeney L (2002) k-anonymity: a model for protecting privacy. Int J Uncertain Fuzziness
Knowl Based Syst 10(5):557–570. http://dx.doi.org/10.1142/S0218488502001648

4. Machanavajjhala A, Kifer A, Gehrke J, Venkitasubramaniam M (2007) l-diversity: privacy
beyond k-anonymity. ACM Trans Knowl Discov Data 1(1):1–47. http://dx.doi.org/10.1145/
1217299.1217302

5. Li N, Li T, Venkatasubramanian S (2007) t-closeness: privacy beyond k-anonymity and l-
diversity. In: Proceedings of the IEEE 23rd international conference on data engineering, pp
106–115. http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&ar-number=4221659&isnumber=
4221635

6. Martin DJ, Kifer D, Machanavajjhala A, Gehrke J, Halpern JY (2007) Worst-case background
knowledge for privacy-preserving data publishing. In: Proceedings of the IEEE 23rd inter-
national conference on data engineering, pp 126–135. http://doi.ieeecomputersociety.org/10.
1109/ICDE.2007.367858

7. Nergiz ME, Atzori M, Clifton C (2007) Hiding the presence of individuals from shared
databases. In: Proceedings of the 2007 ACM international conference on management of data,
pp 665–676. https://doi.org/10.1145/1247480.1247554

8. Xiao X, Tao Y (2006) Anatomy: simple and effective privacy preservation. In: Proceedings
of the 32nd international conference on very large data bases, pp 139–150. https://dl.acm.org/
cita-tion.cfm?id=1164141

9. Sweeney L (2002) Achieving k-anonymity privacy protection using generalization and sup-
pression. Int J Uncertain Fuzziness Knowl Based Syst 10(5):571–588

10. Blanning R (1988) Sensitivity analysis in hierarchical fuzzy logicmodels. In Proceedings of the
international conference on decision support and knowledge-based systems track, pp 471–476

11. Meyerson A, Williams R (2004) On the complexity of optimal K-anonymity. In: Proceedings
of the international symposium on principles of database systems (PODS), pp 223–228

12. Bayardo RJ Jr., Agrawal R (2005) Data privacy through optimal k-anonymization. In: Pro-
ceedings of the international conference on data engineering (ICDE), pp 217–228; Park H,
Shim K (2007) Approximate algorithms for K-anonymity. In: Proceedings of the international
conference on management of data (SIGMOD), pp 67–78

13. Xiao X, Tao Y, Koudas, N (2010) Transparent anonymization: Thwarting adversaries who
know the algorithm. ACM TODS 35(2)

http://dx.doi.org/10.1142/S0218488502001648
http://dx.doi.org/10.1145/1217299.1217302
http://ieeexplore.ieee.org/stamp/stamp.jsp%3ftp%3d%26ar-number%e2%80%89%3d%e2%80%894221659%26isnumber%e2%80%89%3d%e2%80%894221635
http://doi.ieeecomputersociety.org/10.1109/ICDE.2007.367858
https://doi.org/10.1145/1247480.1247554
https://dl.acm.org/cita-tion.cfm%3fid%3d1164141


Investigation of Geometrical Properties
of Kernels Belonging to Seeds

M. Aishwarya, Vaidya Srivani, A. Aishwarya and P. Natarajan

Abstract The estimation of the kernel density has been successfully tried on several
data mining tasks. In this paper, the geometrical properties of kernels belonging to
seeds using Naive Bayesian classification and Hierarchical clustering techniques are
analyzed. A method, which has been applied to real data set of grains and analysis of
the kernels belonging to three types of seeds namely Canadian, Rosa, and Kama are
classified based on the geometrical properties like perimeter, compactness, length
of kernel, width of kernel, asymmetric coefficient, and length of kernel groove has
been proposed. Also, a comparison between the accuracies obtained after performing
Naive Bayes Classification and Hierarchical Clustering has been made to conclude
a better data mining technique.
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Confusion matrix · Dendrogram
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1 Introduction

The area of information science in which the raw data is analyzed to produce signifi-
cant information by extracting meaningful and functional pattern is data mining [1].
The purpose of classification and clustering algorithms is to extract values from data
sets like structured or unstructured data and providing a useful sense of information.
The idea behind classification is to target class by analyzing the training dataset.
The dataset is trained to get better boundary conditions, which ultimately can be
used for determining every target class. The idea behind clustering is grouping the
similar kind of things by taking the most satisfying conditions into consideration. It
considers all the items that are in the same category and no two different categories
of items must not be alike [2].

Naive Bayes is a supervised machine learning technique. It is very simple, but
surprisingly powerful used for the predictive model [3]. It works on conditional
probability. It is a probability that something will occur, given that some event has
already happened. In this analysis, R Language is used to implement Naive Bayes
algorithm. It predicts membership probabilities for each and every class such as the
probability that the given record belongs to one particular class.

Hierarchical clustering is an unsupervised learning technique [4]. There are two
types of hierarchical clustering approaches namely agglomerative and divisive. In
this paper, an agglomerative approach [5] is used in which the distance between
two cluster points is calculated based on Euclidean distance and subsequently, it is
measured using a complete linkage method. In this approach, every data point is
considered as a singleton cluster and it is proceeded by integrating all those clusters
until all the other points are united into a single cluster [6]. The output of this approach
is represented by a Dendrogram or a tree graph.

2 Implementation

2.1 Formulas

I. The following is used to calculate conditional probability [7]:

P(h|x) = P(x|h)P(h)/P(x) (1)

P(h|x) is the probability of target class given the probability of predictor attribute.
P(h) is the prior probability of the given class.
P(x|h) is the likelihood, which is the probability of predictor class.
P(x) is the prior probability of predictor.
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II. Euclidean distance

Consider two points (x1, y1) and (x2, y2) then the distance “d” between two points
is [8]

d = SQRT
(
(x1− x2)2 + (y1− y2)2

)
(2)

2.2 Methodology

2.2.1 Methodology for Naives Bayes

1. First, the preprocessing of uncertain data [2] is to be done and is saved in .csv
format. Then, the data is read.

2. Then the data is segregated in the proportion of 60:40, where 60 is used for
training the dataset and remaining 40 is used for testing the data set, which is
considered as a thumb rule for classifying the data.

3. For training the dataset, class label is considered, which is usually the last column
in the given dataset. On the contrary, class label is not taken into account for
testing.

4. The conditional probabilities for each and every attribute are found out using the
inbuilt library e1071 and related functions (using Formula (1)).

5. Then class labels namely Canadian, Kama, Rosa are predicted for test data based
on the input, that is received from the conditional probabilities of training data.

6. By using the rpart library the confusion matrix is estimated, which helps in
calculating the accuracy and errors of the model [9].

2.2.2 Methodology for Hierarchical Clustering

1. The function hclust divides the dataset into the required number of clusters based
on the distance (Euclidean distance-using Formula (2)) between the two data
points.

2. Then, the Dendrogram [10] is plotted based on the output obtained from the
above step.

3. A confusion matrix table is obtained based on the above output.
4. Finally, the function and the library ggplot is used to get the plot of clusters, which

demonstrates, how the clusters are scattered based on the clustering technique.
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2.3 Program Code

The following inbuilt libraries have been used to extract the desired output.

(a) e1071––This mainly functions for latent class analysis, fuzzy clustering, Naive
Bayes classifier, etc. [1].

(b) rpart––It is a recursive partitioning for classification, regression, and survival
trees.

(c) ggplot––It is a package used for creating elegant and complex plots.

2.3.1 Sample Source Code for Naive Bayes Classification

trainD<-seeds[data==1,]
testD<-seeds[data==2,]
nrow(trainD)
sd1<-naiveBayes(cls ~.,data=trainD)
pred<-predict(sd1,testD)
mod=rpart(cls ~.,data=trainD)
pred=predict(mod,type=“class”)
train_control1=trainControl(method=“repeatedcv”,
number=10,repeats=3)

2.3.2 Sample Source Code for Hierarchical Clustering

clusters1<-hclust(dist(seeds[,4:5]))
plot(clusters1)
clustcut1<-cutree(clusters1,3)
table(clustcut1,seeds$cls)

2.4 Results and Discussions

Here, the model performance is compared by the confusion matrix obtained after
performing classification and clustering techniques. The Confusion Matrix is a table
that is used to represent the performance of a classifier or a cluster model for a given
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Fig. 1 Confusion matrix using Naive Bayes classification

Fig. 2 Confusion matrix by hierarchical clustering

set of data for which the actual values are known. It is a commonly used technique
for summarizing performance. It gives a clear idea of which classification or cluster
model is getting right and what kinds of errors it is making.

From the above outputs, it is concluded that Naive Bayes model (Fig. 1) is a
better performer, as most of the classes were correctly predicted in comparison to
hierarchical clustering (Fig. 2).

A Dendrogram is a kind of tree diagram exhibiting the hierarchical clustering,
which tells about the relationships between the datasets that alike. It illustrates the
arrangement of the clusters (Fig. 3).

The above plot depicts the formation of clusters each one represented in different
colors (Fig. 4). Few clusters, which are overlapped indicates that one particular type
of seed is wrongly predicted as another. This can be understood from the confusion
matrix that is given above (Figs. 1 and 2).
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Fig. 3 Dendrogram by hierarchical clustering

Fig. 4 Formation of clusters using hierarchical clustering

3 Conclusion

Here two effective algorithms are used namely Naive Bayes and Hierarchical clus-
tering, with their implementation and outputs. The better accuracy is achieved in the
analysis usingNaiveBayes algorithm comparatively to hierarchical clustering. These
techniques were implemented in R language. Also, the presented outputs prove that
high efficiency and performance can be achieved by the Naive Bayes. This is clearly
known from the confusion matrix, where the classes were correctly predicted com-
pared to hierarchical clustering. Therefore, from the analysis made from the above
investigation, it is clear that Naive Bayes classification can be applied to many real-
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time data sets to retrieve valuable information from it. The future work of this project
will be to practically test the data with the advanced machine learning techniques,
also with Spark and Hadoop, etc. Also, the study will be made to propose and apply
an effective algorithm that would work with modern big data analysis and machine
learning techniques and test it for challenging and bigger datasets.
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A Tent Map and Logistic Map Based
Approach for Chaos-Based Image
Encryption and Decryption

Muskaan Kalra, Shradha Katyal and Reena Singh

Abstract A cryptosystem incorporating multiple chaotic maps is proposed. Visual
cryptography is necessary in today’s world to combat a large number of data thefts.
Image encryption using chaotic maps is a common procedure, but it does not ensure
absolute security. We use two maps in this paper, to curb the problem of security.
The use of two chaotic maps has made the process of image encryption more secure.
Image encryption is done using tent map, which is superimposed on another image
encrypted using the logistic map. The encryption scheme has a greater keyspace
because of two chaotic maps instead of one and thus has better security against
statistical attacks.

Keywords Chaos-based encryption · Tent map · Logistic map · Visual
cryptography · XOR gates

1 Introduction

Chaos-based systems in cryptography have been used since the past decade and are
increasingly secure and safe. A small change in the key value gives rise to new
encryption because of which the decryption process becomes difficult and is thus
more safe and secure. Chaos uses two main properties—confusion and diffusion.
Chaotic systems have the following properties: Butterfly effect, unpredictability,
mixing, feedback and fractals [1]. Data encryption transforms data into a secret form
that makes it difficult to interpret by intruders. At present, a lot of research has taken
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place in the field of cryptosystems but due to the presence of only a single-level
encryption in most cases, we come across several breaches in security which lead
to the loss of confidentiality of data. Predicting the outcome of a chaotic system is
not possible since we never know the exact initial conditions chosen by the user.
The image in a chaotic system is protected because it is difficult to get access to the
key used for the encryption process. We have proposed a technique that involves the
use of two chaotic maps simultaneously for the purpose of image security. The key
space for such a procedure is large, thereby making it more secure and resistant to
statistical attacks.

Organization of the paper is as follows. Section 2 introduces the literature survey
for the paper. Our image encryption and decryption results have been evaluated in
Sect. 3 and results: histogram analysis and correlation coefficient analysis tests have
been performed in Sect. 4.

2 Literature Survey

In the year 2012, Ye et al. [2] put forward a rather interesting image hiding scheme
that employed the 3D skew tent map. A 3D tent map with three parameters and
a coupled lattice has been used to encode the necessary image which can then be
embedded into one host image.

In 2013, Peng et al. [3] projected a replacement image encoding technique thatwas
digital and was a mix of chaotic maps and deoxyribonucleic acid coding. Analysis of
correlation of adjacent pixels is performed that shows coefficients of the encrypted
pictures as extremely tiny. This shows that associate degree persona non grata cannot
get any valuable data by employing applied mathematics attacks.

Also, Al-shameri and Mahiub [4] analyzed dynamic properties of the tent map
like stability and period orbits and used MATLAB to show the results. Bifurcation
diagram was also plotted for the tent map. In the same year, Hassani and Eshghi [5]
proposed an algorithm consisting of two parts for analysis of the tent map-frequency
domain and time domain.

In 2014, Zhang and Cao [6] introduced a method much different from the conven-
tional Logistic and Tent map, that displayed better encoding properties and maximal
Lyapunov exponent. This was compared with the standard maps—Logistic Map and
Tent Map and was discovered to be simpler and secure.

In 2015, Scheicher et al. [7] projected driving properties of tent map. They started
with defining the equation of the tent map followed by the graph. A relation between
the tent map’s dynamic systems those induced by a beta-expansion has been men-
tioned.

In 2016, Liu andMiao [8] projected a parameter-varied LogisticMap that resolved
all problems and issues of the standard LogisticMap. Various tests andmethods were
employed to judge its performance.
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In 2017,Abdullah andAbdullah [9] proposed an algorithm involvingArnoldCat’s
Map, Henon and Logistic Maps. The process was done in three ways—confusion,
shuffling, and diffusion. Histogram, NCPR, UACI, and correlation are analyzed.

3 Proposed Research Scheme

(i) Encryption Process

Our proposed scheme consists of two processes: application of tent map and appli-
cation of the logistic map (Fig. 1). The input parameters use key worth µ = 1.777
for tent map and also the original image as shown in Fig. 2a.

The image to be encrypted is split into its constituent red, green, and blue (RGB)
parts. The equation of the tentmap is applied to every element separately to disarrange
the pixels. From this, the constituent values obtained are extremely low. They are,
therefore, increased by an element of 10,000 tomake computation easier and quicker.
The initial value of the pixel is combinedwith the new value obtained by applying the
tent map equation in order to change the pixel. It is then divided by 256 so as to get
the value required for cryptography. This may thereby facilitate the coding method.
A new image is then chosen as in Fig. 3a for the dual cryptography. This image is
then broken down into its RGB parts just like the previous one. The logistic equation
is applied to each of its parts to create chaos amongst the pixel values. The input

Fig. 1 Block diagram of the encryption process

Fig. 2 a Original image to be encrypted, b encrypted image share 1 using tent equation
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Fig. 3 a Randomly selected image, b random image encrypted share 2 using logistic equation

XOR 

Split into RGB componentsApply inverse tent map equation

Encrypted Share Logistic Share Image Generated

Decrypted Image

Fig. 4 Decryption algorithm

parameters use key value r = 3.777. The value of each pixel needed for encryption
is obtained as in the method used before. Two shares are generated. The shares are
then combined using the XOR operation to get the final encrypted image. Figure 1
shows the entire encryption process.

(ii) Decryption

Bitwise XOR operation is carried out between the encrypted image and share 2
(logistic image). Divide the image obtained into its consequent RGB channels. Then,
apply the inverse tent map equation using the same value µ = 1.777 (Fig. 4).

4 Results

Cryptography schemes need to be checked for safety against statistical attacks. We
have tested our method using the following methods:
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Red, Green and
Blue channel
histograms
before
encryption
(a), (b), (c)

Red, Green and
Blue channel
histograms after
encryption using
Tent Map
(d), (e), (f)

Fig. 5 a, b, c Histograms of red, green, and blue channels before encryption, d, e, f histograms of
red, green, and blue channels after encryption using tent map

Red, Green and
Blue channel
histograms before
encryption
(a), (b), (c)

Red, Green and
Blue channel
histograms after
encryption using
Logistic Map
(d), (e), (f)

Fig. 6 a, b, c Histograms of RGB channels before encryption, d, e, f histograms of RGB channels
after encryption using logistic map

(i) Histogram Analysis

As can be seen from Figs. 5 and 6, both the images were chosen for the proposed
encryption technique are safe from statistical attacks because the encrypted image
histograms are uniform using chaotic maps.



164 M. Kalra et al.

Table 1 Value of the
correlation coefficient for
different key values

Image Key R G B

White lotus 1.666 −0.0013 −0.0032 0.00032

White lotus 1.888 0.0018 0.0015 0.0027

White lotus 1.765 −0.0030 −0.0039 −0.0019

Cat 1.666 −0.0099 −0.0015 −0.0058

Cat 1.888 −0.0017 −0.0022 −0.0019

Cat 1.765 −0.0023 −0.0017 −0.0022

(ii) Correlation Coefficient Analysis

The correlation coefficient determines the level of encryption. The lesser the value,
the better is the encryption technique. As can be seen from Table 1, all correlation
values are very low indicating a safe encryption technique.

Also, the correlation coefficients for two different images have been obtained
at three different key values. All values are different which indicates that different
key values yield different results. This shows that the key space in the encryption
technique is large. Thus, the proposed scheme becomes difficult to crack by intruders.

5 Conclusion and Future Work

The proposed algorithm has been tested against statistical attacks using two meth-
ods—histogram analysis and correlation coefficient analysis.

Furthermore, the correlation coefficient analysis has shown that on changing the
key value, the correlation between pixel values changes, proving that the method is
successful and secure. There are several paths that can be followed after this research.
The key selection process can be randomized. The number of shares superimposed
can be increased to increase the layers of security. Multiple types of chaotic maps
can be applied to the same image to improve the encryption process. The speed of the
decryption process can be increased with the use of an additional data structure––the
lookup table.
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Two-Way Encryption and Decryption
Technique Using Chaotic Maps

Muskaan Kalra, Shradha Katyal, Reena Singh and Narina Thakur

Abstract A cryptosystem incorporating multiple chaotic maps is proposed. The
use of chaotic maps for image encryption is a common procedure but this does not
ensure absolute security. This paper presents encryption of novel images, a technique
that incorporates three different chaotic maps—Tent map, Logistic Map and Gauss
Iterative Map for encryption. Image encryption will be a two-step process involving
one chaoticmap to randomly rearrange the pixels of individual RGB components and
other maps to reorganize another image. These two will then be XORed to provide
dual security. The technique’s strengths have been analysed and presented.

Keywords Encryption technique · Tent map · Logistic map · Gauss Iterative
map · XOR gates

1 Introduction

Chaotic systems are secure because they have a wide range of values that can be used
to encrypt the images and each value produces a different random image, making
the encryption secure and difficult to breach by intruders. Most techniques employ
only a single-level security by employing a single chaotic map but in this research,
we have employed three different chaotic maps for two-level security which involves
performing an XOR operation with another randomized image as well. What makes
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this scheme more secure than the previous ones is that it employed multiple chaotic
maps and XOR gate to encrypt an image, thereby, providing an additional layer of
security. Each chaotic map is designed in such a way that on changing the values of
one parameter, the randomness of the pixels’ changes and a new shuffled image is
produced. This paper has been proposed to overcome the drawbacks of the paper by
Kalra et al. [1] in 2017.

The remainder of this paper is organized as follows. Section 2 introduces the lit-
erature survey for the paper. Section 3 explains our submitted image encryption and
decryption pattern and its results have been evaluated in Sect. 4 where histogram
analysis, and correlation coefficient analysis have been executed to analyse the effi-
ciency of the recommended algorithm.

2 Literature Survey

In 2017, Kalra, Dua and Singh [1] proposed a dual encryption scheme using Logistic
Map and noise. This paper explained the encryption technique by employing logistic
map on one image and performing an XOR operation with the noise image. This
technique proved to be effective but was less secure. Thereby, we have devised a
technique that makes use of three chaotic maps in order to increase the key space
as well as to enhance the security of the encryption process. In 2007, Gao and Chen
[2] presented a modern image encryption strategy that made use of picture absolute
rearrangement matrix to reorder the image pixels and then make use a hyper-chaotic
system to confuse the link between images, which is plain and the cipher image.
In 2010, Liu and Wang [3] produced a stream-cipher strategy based upon single-
time keys and powerful chaotic maps. They used a definite chaotic map to generate
a pseudo-irregular keystream sequence. NCPR and UACI measures were used to
calculate the feasibility of the proposed algorithm. In 2011, Sathishkumar et al. [4]
proposed an algorithm in which a combination of subkeys is generated using the
logistic map, which is used for image encryption and its transformation leads to
diffusion. Then subkeys are produced by four different chaotic maps. In 2013, Cao
[5] proposed a new hybrid chaotic map. MD5 is used as part of an initial condition
and as a control parameter to alter the path or trajectory to increase security against
plaintext-chosen and differential attacks even further. A ciphered image is embed-
ded into several carrier images to reduce suspiciousness and increase robustness.
In 2014, Zhang and Cao [6] introduced an altogether new chaotic map and Arnold
Cat’s Map based image encryption strategy. This was compared with the traditional
maps—Logistic Map and Tent Map and was discovered to be more effective and
secure. In 2015, Mishra and Prakash [7] used multiple chaotic maps on different
sections of the image. This provided a robust m method for encryption of coloured
images. In 2016, Gopalakrishnan and Ramakrishnan [8] proposed a beneficial block-
wise picture encoding model based on many chaotic maps. The image is broken into
four chunks and each is permuted with the Cat Map and its restrictions are controlled
by Henon map. A double permutation is produced due to overlapping of the blocks.
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3 Proposed Research Scheme

(i) Encryption Process

We propose an encryption technique consisting of three processes. The steps are as
follows:

1. The image to be encrypted—Fig. 5a is broken into its Red,Green andBlue (RGB)
channels.

2. The red channel is encrypted using the Logistic Map.
3. The blue channel is encrypted using the Tent Map.
4. The green channel is encrypted using the Gauss Iterative Map.
5. These three components are then combined to produce a single encrypted image.
6. A random image is then chosen and broken down similarly into its red, green

and blue (RGB) components.
7. Logistic Map is employed on each of these components and a final encrypted

image of this random image is also produced.
8. The two final encrypted images thus obtained are then combined using the XOR

function to produce a single final encrypted image which is sent on the network.
9. Different key values for each map are used according to the ranges and number

of parameters. The block diagram for the operation is displayed in Fig. 1.

Fig. 1 Block diagram of encryption process
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(a) (b)

Fig. 2 a Original image to be encrypted, b encrypted image share 1

(a) (b)

Fig. 3 a Randomly selected image, b random image share 2 after encryption

Fig. 4 a Red channel decrypted for image 1, b blue channel decrypted for image 1, c green channel
decrypted for image 1, d final decrypted image

(ii) Decryption

Bitwise XOR operation is performed between the encrypted image and share 2
(Logistic image). Divide the image obtained into its consequent RGBchannels. Then,
apply inverse logistic map equation to the red channel, inverse tent map to the green
channel and inverse Gauss Iterated map to the blue channel. There is some informa-
tion loss in the decrypted image obtained. The technique can thus be improved in
this aspect (Figs. 2, 3 and 4).

4 Results

Our proposed scheme is being tested using the following analysis:

(i) Histogram Analysis

As can be seen from Figs. 5 and 6, the histograms obtained after applying the chaotic
maps are uniform. Thus, both the images were chosen for the proposed encryption
technique are safe from statistical attacks.

(ii) Correlation Coefficient Analysis

The correlation coefficient determines the level of encryption. The lesser the value,
the better is the encryption technique. As can be seen from Table 1, all correlation
values are very small indicating a safe encryption technique.
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Histograms of
Red, Green and
Blue channels
before encryption
(a), (b), (c)

Histograms of
Red, Green and
Blue channels
after encryption
using Logistic,
Tent and Gauss
Iterated Map
respectively
(d), (e), (f)

Fig. 5 a, b, c Histograms of red, green and blue channels before encryption, d, e, f histograms of
red, green and blue channels after encryption using logistic map, tent map and Gauss iterated map
respectively

Histograms of
Red, Green and
Blue channels
before encryption
(a), (b), (c)

Histograms of
Red, Green and
Blue channels
after encryption
using Logistic
Map
(d), (e), (f)

Fig. 6 a, b, c Histograms of RGB channels before encryption, d, e, f histograms of RGB channels
after encryption using logistic map

Also, the correlation coefficients for two different images have been obtained
at three different key values. All values are different which indicate that different
key values yield different results. This shows that the key space in the encryption
technique is large. Thus, the proposed scheme becomes difficult to crack by intruders.
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5 Conclusion and Future Work

The algorithm produces good results as can be seen by the histogram analysis that
produces uniformgraphs. Furthermore, the correlation coefficient analysis has shown
that on changing the key value even to a small extent, the correlation between pixel
values changes significantly, proving that the method is secure and efficient.

There are several paths that can be followed after this research. The key selection
process can be randomized. The number of shares superimposed can be increased to
increase the layers of security. Multiple types of chaotic maps can be applied to the
same image to improve the encryption process. The speed of the decryption process
can be increased with the use of an additional data structure––the lookup table.
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Legitimate Privilege Abuse and Data
Security in Database

S. Aravindharamanan, Somula Ramasubbareddy and K. Govinda

Abstract Data is fundamental in today’s digital life. Therefore, the essential need is
to protect data from unauthorized users. Choosing a database application depends on
cost. Business database is expensive to a great degree. This paper delineates database
security utilizing true blue benefit manhandle and cryptography. There are numerous
dangers in the database, which releases the data for the denied purpose. Among
the fundamental dangers in database security, this paper will portray the true blue
benefit abuse.Among the approaches to secure data fromgatecrashers/assailants is by
using cryptography techniques, the access-control approach is the primary imperative
technique to secure database by using cryptography and row-level security.

Keywords Security · Threats · DBMS · Privilege abuse · Row-level security ·
Cryptography · Encryption · Content control

1 Introduction

Day by day, protection is fundamental in all viewpoints. Everyone desires to protect
his/her advantages, basic information. Protection is the main problem in all associa-
tions. For all, associations have their own associated and relevant data. So it should
be protected from intruders. So the protection of data is the far-reaching extent to pro-
tect information from unauthorized customers. Various associations have to collect
or access their data by spending some portion of the money. Therefore, data must
be guaranteed and protected. The protection of the database should be in the two
spots, either in government zone or in private zone. Wherever there is some essen-
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tialness of information is to protect. In addition, the information must be guaranteed.
The request for protection shorelines is unapproved data discernment, wrong data
adjustment, and unavailability. The protection of data needs three properties, privacy,
trustworthiness, and openness. Protection insinuates confirmation from unapproved
customers. Reliability keeps the unapproved customers and misguided data change
and openness suggests recovery from hardware and programming botches or harmful
activity realizing the refusal of data availability [1–8].

2 Literature Survey

Database Threats
The repeat of assaults against these databases has in as manner extended. Database
overseers truly can deal with those DDOS attacks [4–9].

Excessive Privilege-Based Abuse
Exactlywhendatabase customers are outfittedwith getting to benefits that outperform
their essential action, these advantages can be misused by intention or unexpectedly.
For example, a database executive in budgetary affiliation. If he drops audit trails or
makes counterfeit records he can have the ability to trade money beginning with one
record then onto the following so mistreating the unnecessary advantage intention-
ally. Another case is a DBA in the bank, whose action is to change customer contact
can access other details. An affiliation is giving a task at home, other option of agents
and the laborer takes a fortification of extraordinarily sensitive information to man-
age from home. This is not only neglects the protection techniques of affiliation, yet
what’s more may realize data protection break, if a system at home is dealt. So this
advantage can be misused incidentally.

Legitimate Privilege-Based Abuse
Customers in a similar manner misuse bona fide database benefits for ill-conceived
purposes. Exactly when the affirmed customer mishandles the true blue advantage
for an unapproved reason, this is called genuine advantage abuse. Good old fashioned
advantagemisuse can be asmishandle by database customers, chiefs or a system boss
doing any unlawful or deceptive development. It is, however not confined to, any
manhandling of sensitive data or unjustified usage of advantages [2]. For example,
affiliation laborer with advantages to see particular specialist records by methods
for a customWeb application. The structure of the web application normally obliges
customers to audit an individual laborer’s history. A couple of records cannot be seen
in the meantime and electronic duplicates are not good old fashioned. Regardless,
the heel laborer may dodge these imperatives by a partner with the database using
different customers, for instance, MS Excel and his genuine login qualifications, the
laborer may recover and spare every single delegate record.

Platform Vulnerabilities
Vulnerabilities in previousworking structures likeWindows2000,UNIX,Linux, etc.,
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Fig. 1 Vulnerabilities versus priorities

and additional organizations presented on databases may provoke unapproved access
to database management or forswearing of administration. For instance, the Blaster
Worm exploited in a Windows 2000 helplessness to make dissent of administration
situations [2]. In a study report of information security [6]: pioneers versus slouches.
The vulnerabilities versus priorities to audit graph is shown in Fig. 1

Stored Procedure
It communicates that in a Database Organization System (DBMS), a putaway
methodology is a plan of Structured Query Language (SQL) clarifications with an
allotted name that is secured in the database fit as a fiddle so it can be shared by
different undertakings. The usage of putaway strategy philosophy can be helpful in
controlling access to data (end-customers may enter or change data yet do not create
frameworks), protecting data respectability (information is entered consistently), and
improving effectiveness (clarifications in a set away method just ought to be formed
one time).
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3 Proposed Method

Row-level security and data masking are the better methods to be implemented for
providing security to a database [8].

Row-Level Security
Row-Level Security for SQL Database is presently large accessible. RLS empowers
you to store information for some clients in a solitary database and tables, while
in the meantime confining row-level access in view of a client’s character, part,
or implementation setting. RLS unifies get to rationale inside the database itself,
which improves and decreases the danger of blunder in your application code. RLS-
Diagram-4 RLS can help customers develop secure applications for a variety of
scenarios. For instance,

Confining access to money-related information in the view of a worker’s area and
part.
Guaranteeing that occupants of a multi-inhabitant application can just access their
own particular rows of information. Empowering diverse experts to investigate dis-
tinctive subsets of information in light of their position.

Discretionary Access Control
Approval control comprises of scrutiny if given subject/client, activity/benefit name,
database object will have permission to continue [3]. So an approval will be seen as
subjects, task write, obj definition, which determines that the subject has the privi-
lege to play out an activity of activity compose on a protest. To oversee approvals
properly, the DBMS requires significance of subjects/customer, inquiries, and rights
or exercises. The system for enforcing discretionary access control in database struc-
ture relies upon the Grant and Revoke benefits. Surrender, Revoke clarifications are
used to endorse triplets (customer/subject, action/advantage, data challenge) [5–7].

In UNIVERSITY database application, consider Student and Professor table.

After Row-Level Security

execute as user = ‘moorthy’
go
select * from dbo.detstudent
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Parts of Row-Level Security

a. Security Policy
b. Filter Predicate

You might use Dynamic Data Masking to enable developers to work with pro-
duction tables without exposing sensitive data or you might use it in help desk or
call center scenarios where you want to restrict the data the help desk personnel
can see. It is important to understand that Dynamic Data Masking is not encryption.
The key difference is that Dynamic Data Masking obfuscates data as it is displayed
to the end user. However, it does not change or encrypt the data that is stored on
the disk. Dynamic Data masking is implemented when a table is built using the
CREATE TABLE statement or you can add it after the fact by using the ALTER
COLUMN statement. Implementing Dynamic Data Masking on a column does not
prevent authorized users from performing updates to that column. Despite the fact
that the end clients may see veiled information when they question the covered seg-
ment they can even now refresh, embed, and erase the information on the off chance
that they have composed consents. SQL Server 2016’s Dynamic Data Masking gives
a few implicit functions that you can quickly use without the need to compose any
information concealing functions all alone. You can see the inherent information
covering capacities in the table beneath.

Default
Full concealing as indicated by the information sorts of the assigned fields.

Conceal WITH (FUNCTION = ‘default()’) NULL

Email
A concealing technique which uncovered the primary letter of an email address and
the steady postfix “.com” as an email address. aXXX@XXXX.com.

Veiled WITH (FUNCTION = ‘email()’) NULL

Custom String
A veiling strategy which uncovered the first and last letters and includes a custom
cushioning string in the center. prefix,[padding],suffix.

Covered WITH (FUNCTION = ‘partial (prefix, [padding], suffix)’) NULL.

Arbitrary
An arbitrary concealing capacity for use on any numeric sort to cover the first incen-
tive with an irregular incentive inside a predefined extend.

Veiled WITH (FUNCTION = ‘random([start range], [end range])’.
Giving the UNMASK consent enables a client to see the information unmasked.

You can see cases of utilizing the MASK and UNMASK consents in the accompa-
nying posting.

Adding the UNMASK consent.
Give UNMASK TO User1;
Removing the UNMASK consent.
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Disavow UNMASK TO User1;

There are a few considerations you need to be aware of with Dynamic Data
Masking. You cannot use it with Always Encrypted columns or the FILESTREAM
data type. Although the data is not masked when it is stored in the database if the
client executes the SELECT INTO or INSERT INTO to duplicate information from
a covered section into another table the outcomes in the objective table will be
concealed. You can utilize the sys. masked_columns view to see the sections that
have a veiling capacity connected to them. This DMV restores all sections and the
is_masked and masking function segments show if a segment is concealed and the
veiling capacity that was utilized.

Dynamic Data Masking can be combined with Always Encrypted, Row-Level
security, and Transparent Data Encryption (TDE) to help create a comprehensive
and layered security strategy.

After Data Masking
execute as user = ‘anyuser’
select * from dbo.detstudent.

4 Experimental Analysis

An analysis is made on the two methods, Stored procedure and Row-Level Security
based on the execution time in eight attempts as show in Table 1.

Avg. execution time = 4.8 * 10−2 s for Row-Level Security
Avg. execution time = 6.6 * 10−2 s for Data Masking

So, it is predicted that the stored procedure takesmore time for execution.Whereas
Row-Level Security takes less time for execution when compared to the stored pro-
cedure method (Fig. 2).

Table 1 No. of attempts in
executing

No. of attempts in executing RLS Stored
procedure

1 4.4 6.9

2 4.6 6.8

3 4.8 6

4 5.3 6.6

5 4.6 6.6

6 4.2 8.3

7 4.4 8.4

8 4.6 7.9
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Fig. 2 Stored procedure
versus row-level security

5 Conclusion

This paper discusses database security using Legitimate Privilege Abuse themethods
for providing security to the database from assailants. In this paper, a few database
dangers have been talked about. This security is possible by various cryptographic
techniques. The paper discusses the cryptography in detail. An analysis made on two
methods discuss that the the optimized method is Row-Level Security than Stored
Procedure. So the security of the database can be provided in two levels, one is at
the content level and the next is at access level. The rule destinations of database
protection are to guarantee unapproved access to data, guarantee the unapproved
change of data to guarantee that data continually open when required. Further usage
of this venturewillmanage the encryption on how the secured content likewatchword
will be put away in the ambiguous configuration.
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Encryption Using Logistic Map and RSA
Algorithm

Krishna Sehgal, Hemant Kumar Dua, Muskaan Kalra, Alind Jain
and Vishal Sharma

Abstract Data collected by each individual is increasing day by day and so is the rate
of transfer of that data. Hence, there is a need to protect this data while the transfer is
being done. One simple solution to this problem of data security is cryptography. Our
paper proposes a method to share images after being encrypted by logistic maps and
Linear-Feedback Shift Register (LSFR) followed by the RSA Algorithm. Thereby,
we provide extra layers of security over the existing encryption technique making it
difficult to decrypt the images after data transfer. The image can be decrypted only
with the help of a key.

Keywords Logistic maps · RSA algorithm · Linear-Feedback Shift Register
(LSFR) · RGB matrix · Encryption

1 Introduction

For many years, the backbone of human existence is information. As technology
increases day by day, electronic devices have been advancing and most of the infor-
mation exchange between devices is done with the help of digital signals. Due to
this increasing demand for data transfer via digital signals with the help of elec-
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tronic devices, there is an increasing demand for security of information, which is
being transferred as this information may be confidential and an increasing number
of cases have come to light where data is being hacked in order to get access to this
vital information. This leads to a loss of integrity and authenticity of the information.
This problem leads us to a field, which was introduced in 1948 and was termed as
cryptography. It involves rules of mathematics and protocols of computer science in
order to encrypt the vital data, which can then be decrypted on the other end with
the help of some preset rules. Cryptography can be described by its two forms.

1.1 Symmetric

It is the form of cryptography in which there is only one key present which is
responsible for both encryption as well as decryption operations at end of sender
and receiver.

1.2 Asymmetric

It is the form of cryptography in which there are two types of keys, one is the public
key, which can be provided to anyone, and the other is the private key which is to be
stored securely by the user.

Images that are accessed by hackers can be easily modified which can lead to loss
of integrity and authenticity and the resulting image could be used for the wrong
purposes. Areas of military and defence where a high-level of security is desired,
if the images are accessed illegally, national security may be under threat. In this
paper along with RSA algorithm, we have used chaotic maps in order to provide an
additional security layer and remove the discrepancies in encryption using the RSA
algorithm. Chaotic maps are based on the principle of chaos, which simply means
disorder and are extremely sensitive to their initial states.

2 Literature Survey

Cryptography is an emerging research field and many electronic devices are using
encryption before transferring data. Other than logistic maps [1], a lot of chaotic
maps [2–4] have been used for encryption, for example, multi-chaotic system [5–14],
standard maps [8], baker maps [9] and cat maps [10]. Use of systems based upon
multi-chaotic in order to encrypt coloured images is shown in [11]. There are cases
where two of these chaotic maps are combined in order to perform encryption in two
different stages [13]. In another research, encryption using logistic and pixel table
is proposed [14]. Another author used encryption composed of the baked map [15],
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logistic map and folded map. After achieving better efficiency even, the histogram
is non-uniformly distributed for resultant encrypted images.

3 Implementation

The encryption algorithm comprises the following steps:

Step 1 Formation of RGB matrix

In order to present the mathematical part in cryptography with image depth, it is
necessary to transform the image in a valid mathematical model.

i. The image is converted to a three-dimensional matrix by the sender. The com-
mand in MATLAB for this conversion is
X = imread (“image.jpg”);
Display (X)

ii. Once the correct RGB three-dimensional matrix is formed by converting the
image, the sender has to convert X matrix into another row matrix Y in order
to have mathematical operations available. Command in MATLAB to achieve
this is
Matrix Y = X(:); Y = Y′;

Step 2 Chaotic sequences of keys generated by logistic map sequence and pro-
gression of states of linear feedback shift

The function of the logistic map is given by Eq. (1) which creates chaotic sequences
{An}, where An lies between 0 and 1.

An+1 = x An(1 − An) (1)

Here x is a bifurcation parameter that has a range of 0–4 and A0 is the initial value
from 0 to 1. This generates a sequence of elements according to Eq. (1).

By selecting a value of x between 3.75 and 4, a random chaotic sequence is
generated, where A0 is taken as initial value, which can be any value between 0 and
1. This value received is used as the key sequence after being converted to an 8-bit
sequence and called as L1,i.

L1,i = Round(An ∗ 255) (2)

Simultaneously anm-stage Linear-Feedback Shift Register is created by feedback
polynomial of d (2), if the feedback polynomial used is primitive then the sequence
of states generated is periodic and is of period (2m − 1).

Here, m = 8 is chosen with a polynomial x8 + x6 + x5 + x4 + 1. Every initial
state leaving zero forms sequence states with period 28 − 1 = 255.
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Fig. 1 Block diagram of the
proposed scheme

Generated sequences are shifted versions of one another. In the proposed scheme,
LFSR of 8 bit is used to create the sequence, which we call L2,i . The final sequence
is generated by XORing L1,i and L2,i and this sequence is further used in the next
step. Figure 1 shows the block diagram of implementation.

Step 3 Non-standard number system is received from pixels

Let pixel 210 be taken as a sample. (They range from 0–255)

i. First, the binary number of 8 bits is calculated: (210)10 = (1101 0010)2.
ii. The octal number is calculated by taking 4 bits from the 8-bit binary number:

(1101)2 = (15)8 and (0010)2 = (02)8. Hence, (1101 0010)2 = (1502).
iii. To increase the security layer, nine’s complement is taken: (1502) = (8497).
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iv. The result comprises of all the digits present in a decimal system i.e. 0 to 9.
v. The resultant is converted into two parts and every part is used to obtain its octal

number, which is then combined to get a number of 6 digits.

(84)10 = (124)8 and (97)10 = (141)8

Hence resultant is (8497)10= (124141)

Step 4 Encryption using RSA algorithm at receiver’s end

Once we have the matrix form of the image, the RSA algorithm is applied to all the
pixels.

i. Two primes are taken by the receiver, such as a = 17 and b = 29. C = a × b =
493.

ii. Another number has to be generated by the receiver (e), which is given follows:

(a − 1) = 16, (b − 1) = 28 and (a − 1) ∗ (b − 1) = 448

We take e = 5, there are many possibilities.
iii. Sender can now encrypt the converted bit pixel with C and e. (124141)5 =

2.946645 × 1025

iv. The number that the receiver has i.e. 448 is used for decryption. Receiver needs
a multiple of 5 which is more than 448’s multiple by 1.
Multiples of 448 are 448, 886, 1344, 1792, 2240, 2688

The desired number is 1345 which is greater than 1344 by 1, and 1345 = 5.269
and d = 269.

4 Results

In order to calculate encryption quality, correlation coefficient among adjacent pixels
is calculated and histograms are formed as shown in Figs. 2 and 4. Table 1 shows the
calculated correlation coefficients that show howmuch correlated they are with each.
Use of three thousand pixels is done in order to calculate the correlation coefficient.
Figure 3 shows the RGB components of the image. The equation of correlation is
given by Eq. 3. ‘r’ is the correlation coefficient (Fig. 4).
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Fig. 2 Histograms before encryption

Table 1 Correlation coefficient between adjacent pixels

Fig. 3 RBG components of the image

Fig. 4 Histograms after encryption
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5 Conclusion

This paper presents a unique way in encrypting images with help of logistic maps,
LSFR and RSA algorithm. These lead to the addition of various extra layers of secu-
rity and preservation to the existing administrative structure of systems. The problem
we are facing while using the technique at hand is of space and time complexity, and
we have to look at the problem because we have the limit of both. In order to create
a system that is hard to penetrate and cannot be hacked easily, a compromise has to
be reached for this trade-off. The encryption technique can be used in highly secure
projects that are of high value, importance and tremendous military applications.
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A Dual-Metric Monitoring Scheme
in Energy-Secure Routing in Ad Hoc
Network

Ugendhar Addagatla and V. Janaki

Abstract Data integrity and range coverage are the two primal issues in the deploy-
ment of a ad hoc network. In the development of route in ad hoc network, various
constraint such as offered bandwidth, number of hops, link blockage, energy limita-
tion, coverage range, etc., were observed. However, the resource constraints and the
need of data preservation are minimizing the reliability of the routing efficiency of ad
hoc network. To develop a reliable route in ad hoc network in this paper, a dual-metric
monitoring for energy-secured routing is presented. The energy constraint is focused
to be minimized by a dynamic scheduling and maximization of aggregate energy
level in a route. The proposed approach outcomes with a new routing scheme where
the nodes are dynamically scheduled for listen phase on the available request only.
This proposed approach illustrated higher energy conservation and less switching
overhead as compared to the conventional periodic scheduling scheme.

Keywords Dual-metric monitoring · Energy saving · Scheduling approach · Ad
hoc network · Dynamic scheduling

1 Introduction

Evolution of wireless network in data exchange has given opportunity in develop-
ing new communication architecture to provide higher service adaptability, long-
range communication with the existing wireless communication infrastructure. In
the development of such network architecture, ad hoc network has evolved as a new
paradigm in data exchange, and gained a lot of attention in the research commu-
nity. The dynamic property of node adaptability, self-establishing property, and no
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pre-infrastructure dependency hasmade this networkmore focused on future genera-
tion wireless communication architecture. Wherein the advantage of self-developing
propertymakes ad hoc networkmore focusing, the dynamic nature of node placement
and link among them constraints the network from obtaining performance efficiency.
The route developed for the data exchange in this network are highly dynamic in
nature resulting in low reliability and increases the network overhead with respect
to blockage, error rate, power dissipation, etc. The limited power source gives a pos-
sibility of faster network collapse under a large distributed network. The nodes, in
this case, are scheduled to conserve their power based on the transfer from the wake,
sleep, and ideal states. This scheduling is developed to conserve the energy, however,
the node enters the scheduled wake period to listen for a request, dissipating power.
A scheduling which is dynamically controlled could save this power dissipation.
To develop a dynamic schedule in energy conservation a dual-metric monitoring
in ad hoc network is proposed. To present the developed approach the rest of the
paper is outlined in six sections. Section 2 outlines the past literature developed for
energy conservation approaches in ad hoc network. Section 3 outlines the conven-
tional energy scheduling protocol for optimal energy routing in ad hoc network. The
proposed approach of dual-metric monitoring is outlined in Sect. 4. Section 5 out-
lines the simulation results and the comparison for the developed approaches to the
conventional method. The concluding remarks for the developed work are outlined
in Sect. 6. The last section presents the references made for the development of the
proposed work.

2 Literature Survey

To achieve the objective for improving the security of route reliability, various past
developments were made by the research community. In [1] a, trust-based routing
framework in ad hoc network is presented. The approach defines the routing selec-
tion by the correlation of trust driven by multiple interconnected social contexts and
builds a reliability reputation for a route to select. The reliability factor is validated
by the selection of data integrity in the network. For the secure route establishment,
a security management approach is outlined in [2]. The routing approach is based
on the geographical location added network routing used for broadcasting and data
exchange in the distributed network. The network monitors the data exchange per-
formance by means of ending accuracy and data lost in data exchange. In building
security during data exchange in [3] an anonymous routing protocol,where the sender
and the receiver are made anonymous, and also the intermediate nodes are defined
anonymously and simultaneously in the network during routing. In order to adapt
the protocol more practical on the Dynamic Network, a password is used instead
of a secret key that is shared as a password in the network. In the reception, the
recipient receives both the sender and the default public key without primary key
information. In [4] a non-passive approach for malicious attack detection is pro-
posed. An on-demand route protocol, known as MASK, is used which is used in the
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data exchange in the MAC layer and network layer communication. This approach
uses a dynamic key rather than static MAC and network addresses. MASK computes
the sender and receiver credentials as well as sender-reliable credibility to provide
reliability. However, the attacks during the data exchange are not being solved in this
approach. In [5] a tree-based routing protocol for data exchange over ad hoc network
is suggested. The approach derives the source location and develops an approach
to maximize the network lifetime based on the dictionary based routing approach.
The approach defines the security of routing based on the redundant information
exchanged and the lifetime of operation. In [6] a similar objective for route secu-
rity based on redundant coding is developed. In a multi-attribute approach in [7] a
spectrum-energy interpolation is developed. The routing approach derives medium
selection based on the radio interference model, and the bandwidth availability. The
route in thismethod is chosen based on the energy interference approach. In [8] a load
balancing approach for route optimization is developed. The load balancing in ad hoc
network based on Demand Distance Vector (LB-AODV) protocol suggests avoiding
network congestion, when considering a non-incorporated transmission bandwidth
to achieve a similar level of high data transmissions. A rounding metric has been
designed to optimize a path load condition. In [9] addition to power optimization,
a route selection at the destination is carried out. It is a routing approach coupled
with the user in the route establishment. However, this approach introduces an initial
delay in route development process [10]. Suggested channel assignment and rout-
ing to cognitive radio networks using an integrated approach such as routing and
channel assignment. The Joint Cross-Layer Routing and the Channel Assignment
Protocol, based on AODV, which works without a central control system. In this
approach, a backup channel is kept for dynamic allocation of data, minimizing the
search process. A Local Geocaching Scheme based on novel distance approach for
a multi-hop wireless network is outlined in [11]. It does not use the nodes for their
geographical information. In this approach, the blind geographical area was derived
by flooding focusing on solving the broadcasting effort. In [12], a location for pri-
vacy provided for a data sink around the flooding is proposed. An approach has been
suggested to provide accurate and reliable tracking of a small mobile device in this
network. This approach uses the approach to accurately detect two precise and erro-
neous reports. The main inspiration for the exploitation of the attack is the harmful
sensors which cannot control the physical layer signal-propagation features. In [13]
mobility constraint spectrum utilization for ad hoc network is outlined. The spectrum
control gives higher network throughput to the system. In [14] the research activ-
ity focuses on protecting strategically sensitive areas against location-based service
(LBS) providers and unrelated members of the geospatial networks. On the other
hand, the method described in [15] uses a threat to define the globally emerging
reality of privacy Concern. The threat model specifically guesses global information
about the entire network. To achieve security objectives, a hierarchical identity-based
signature scheme [16] has been proposed to create a space-based signature to ensure
location security and a fake name for unknown authentication scheme used in privacy
protection. In this way, two security identities which are not in agreement, increase
the attack capabilities. In [17] a tracking challenge is proposed. It specifies a privacy-
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friendly on-demand location-centralized management routing protocol. By avoiding
private friendly harmful to track the attacker and insider node [18]. A reliable and
efficient unknown secure routing protocol management scheme is proposed. In this,
the communication parties can choose the most reliable means based on reliable
relationships between nodes, and then feed the connection experience to keep in the
link. In addition, an efficient routing protocol with strong security and high network
activity is considered. In [19], open-source software was proposed for security for
content exchange on the mobile wireless network. A BitHoc ideal for the Wireless
Ad Network environment is suggested. This architecture includes two main compo-
nents: a membership management service (tracker), and a content sharing service
(client). BitHoc tracker agents installed in nodes for linking the Global Distributed
Membership Tracking Service linked to each other. To guarantee content sharing,
the BitHoc node decides on a distributed manner with routing information of a dis-
tributed overlay structure. In [20], the network uses the system parameters of IBC to
provide node-specific specifications of the broadcast. Based on system parameters
and limited broadcasting band, a secure routing is made. An open survey of routing
on open access secure routing in the wireless adhoc network is presented in [21]. The
effort in developing the security measure for routing in ad hoc network was made
in different directions. However, the optimization of secure routing in terms of reli-
ability and energy conservation simultaneously is not been made. A multi-attribute
monitoring of network parameter in securities the route selection is proposed.

3 Energy Scheduling Protocol in Ad Hoc Network

Toward energy conservation, an optimal route is chosen during the setup phase of
an ad hoc communication. In the selection process, each of the possible routes is
evaluated with the aggregated energy level. The route with the possible energy level
having greater than the required energy level is then chosen. The required energy
level for transmission Etx is defined by Eq. 1 as

Etx = Psz × ptx

BL
(1)

where

Psz is the size of the packet of transmit,

ptx is the required power for each packet transmission, and BL is the offered
bandwidth for data exchange. The transmission power ptx depends on the distance
required for the data to exchange.The transmission energygivenbyEq. 1getmodified
as Eq. 2:

Etx = d X
Psz × ptx

BL
(2)
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Fig. 1 A energy-efficient routing scheme in topology-driven routing

where

d is the distance to travel

In the exchange of data packet, the network follows a topology driven commu-
nication scheduling protocol, where each of the nodes is operated on a schedule
period of listening and sleep mode based on the energy level and the type of node
registered. Each of the nodes in the network is registered to its neighbor node for the
energy availability, for a node with a higher energy level in the network takes the
responsibility of data exchange. This process controls the flow of data in a specified
link format, where the fewer power nodes called members are scheduled to exchange
data in the listening period and the highest energy link node takes the responsibility
of data exchange towards the sink. The topology driven secure routing in ad hoc
network is as shown in Fig. 1.

The route scheduling scheme for each nodeminimizes energy consumption. How-
ever, the reliability of this route is not been evaluated with respect to the scheduled
period of operation and the link energy utilization.

4 Dual-Metric Monitoring Scheme

In the proposed approach of energy conservation, each of the nodes is a constraint
with the registration of the highest energy link node with two add-on parameters of
dynamic energy conservation period and maximization of the residual energy level.

The proposed approach select the link route based on the maximization of energy
saving period and total residual power. The residual power Eres given by Eq. 3
is measured as an energy parameter in the link route selected after each packet
exchange. Here, a sub setup period is allocated per communication period, where the
node undergoes the residual power consumption to validate the energy consumption
and residual energy for the retention of the route. The residual energy of route is
given by
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Eres = Etx − Eavl (3)

where

Etx is the transmission energy; and
Eavl is the available energy per node

For each of the communication phase, the node enters into the residual energy
consumption when not engaged in data exchange and define the energy as current
energy for next packet exchange. The constraint of required energy given by Eq. 2
is then validating to retrain the route. If the aggregated energy defined by Eq. 4
of a route fails in satisfying constraints of Eq. 2, a new route selection process is
initializing. The aggregated energy Eagg is given by

Eagg =
∑

j=1ton

Etx, j (4)

where

Etx, j is the transmission energy of all nodes j = 1ton

In the communication process in this approach, a route is selected which satisfy
the constraint of

Rsel = max(Eagg) (5)

For the selected route given by Eq. 5, a topology governed data exchange is
performed where the mode with the highest energy level is given the responsibility
of data exchange and all the nodes with lower energy level are set to listen period
for a scheduled period. Wherein conventional approach, the member node sends a
request to wake after a schedule period, a non-pending request leads to extra power
dissipation, wherein in this approach, the registering node sends an ‘ON’ signal
to the registered node when a communication request is observed. Here each of
the nodes is set to power save mode until the registering node sends a request to
the registered node. The extension of the power save period leads to higher energy
conservation hence giving more route lifetime. The illustration of an extended power
saving approach is illustrated in Fig. 2.

Fig. 2 Extended power saving schedule
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The optimal selection of the route with max (Eagg) and the extended energy save
scheduling leas to higher energy saving and hence leads to a more reliable routing
approach in ad hoc network.

5 Simulation Result

In the evaluation of the proposed approach, a simulation Model for a randomly
distributed Ad Hoc network with the following network parameter is developed
(Table 1).

The simulation result for the developed approaches is validated and the results
obtained are as illustrated below.

The random deployment of the node in the network is illustrated in Fig. 3.
The region bound marking for each of the nodes in the registration area is illus-

trated in Fig. 4.
The selected link route based on the energy optimization approach is illustrated

in Fig. 5.
In the communication process during the data exchange, the energy conserved

scheme leads to the fixation of the selected route for multiple packet exchange. This

Table 1 Network parameter
for simulation

Network parameter Characteristic

Node density (Nd) 30

Network area Nd × Nd

Communication range 85 units

Topology Random

MAC 802.11

Power model IEEE 802.11-NIC card

Fig. 3 Node deployment in
a random manner
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Fig. 4 Region bound for
registration

Fig. 5 Selected link node
routes in the network

Fig. 6 Route overhead of
the network

minimizes the route search overhead in the network. The overhead of the twomethods
is illustrated in Fig. 6.

Thenetwork throughput is observed to behigher due to lower processingoverhead,
which leads to higher packet delivery. The approach leads to more packet exchange
from a source to sink with the conservation of energy per node (Fig. 7).
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Fig. 7 Throughput with the
number of packets
exchanged

Fig. 8 Energy dissipation
for the developed approaches

The energy consumption for the two developed methods is illustrated in Fig. 8.
It is observed that the energy consumption increase in the conventional model, due
to large intermediate route search overhead, and the enabling of each node after a
schedule period to listen for a request. The additional listen period dissipate more
amount of power and hence leads to faster energy dissipation.
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6 Conclusion

This paper outlines a dual attribute monitoring of providing an energy-secure routing
approach in ad hoc network. The suggested approach gives and defines a new energy
conservation approach by using a topology based communication approach, where
the highest energy node is selected as a junction link node for data exchange. The
communication process is scheduled for a listen and communicate period, where the
power save operation is extended and the monitoring node controls the operation
of node listening. The proposed approach defines energy conservation in ad hoc
network which secures the route lifetime, giving higher data exchange reliability in
ad hoc network.

References

1. SunYL,Han Z, YuW,Ray LiuKJ (2006) A trust evaluation framework in distributed networks:
vulnerability analysis and defense against attacks. In: The proceeding of IEEE INFOCOM,
2006

2. Pathak V, Yao D, Iftode L (2008) Securing location aware services over VANET using geo-
graphical secure path routing. In: Proceeding of IEEE international on conference vehicular
electronics and safety (ICVES), 2008

3. Yuan W (2014) An anonymous routing protocol with authenticated key establishment in wire-
less ad hoc networks. Int J Distrib Sens Netw

4. Zhang Y, Liu W, Lou W, Fang Y (2006) MASK: anonymous on-demand routing in mobile ad
hoc networks. IEEE Trans Wirel Commun 5(9)

5. Long J, Dong M, Ota K, Liu A (2014) Achieving source location privacy and network life-
time maximization through tree-based diversionary routing in wireless sensor networks. IEEE
Access, 2014

6. Niu Q (2009) Formal analysis of secure routing protocol for ad hoc networks. IEEE, 2009
7. Kamruzzaman SM, Kim E, Jeong DG, Jeon WS (2012) Energy-aware routing protocol for

cognitive radio ad hoc networks. IET Commun
8. Ye H, Tan Z, Xu S, Qiao X (2011) Load balancing routing in cognitive radio adhoc networks.

IEEE, 2011
9. Dutta N, Sarma HKD (2013) A routing protocol for cognitive networks in presence of co-

operative primary user. IEEE, 2013
10. Zeeshan M, Manzoor MF, Qadir J (2010) Backup channel and cooperative channel switching

on-demand routing protocol for multi-hop cognitive radio ad hoc networks (BCCCS). ICET,
2010

11. Chen QJ, Kanhere SS, Hassan M, Rana YK (2007) Distance-based local geocasting in multi-
hop wireless networks. In: Proceedings of IEEE, WCNC 2007

12. Mehta K, Liu D, Wright M (2011) Protecting location privacy in sensor networks against a
global eavesdropper. IEEE Trans Mob Comput 11(2)

13. Min AW, Shin KG (2013) Robust tracking of small-scale mobile primary user in cognitive
radio networks. IEEE Trans Parallel Distrib Syst 24(4)

14. Damiani ML (2011) Fine-grained cloaking of sensitive positions in location-sharing applica-
tions. IEEE, 2011

15. Bicakci K, Bagci IE, Ta B (2011) Lifetime bounds of wireless sensor networks preserving
perfect sink unobservability. IEEE Commun Lett 15(2)



A Dual-Metric Monitoring Scheme in Energy … 201

16. Park Y, Rhee K-H, Sur C (2011) A secure and location assurance protocol for location-aware
services in VANETs. In: International conference on innovative mobile and internet services
in ubiquitous computing, 2011

17. Defrawy KE, Tsudik G (2011) Privacy-preserving location-based on-demand routing in
MANETs. IEEE J Sel Areas Commun 29(10)

18. Shao M-H, Huang S-J (2009) Lightweight anonymous routing for reliability in mobile ad-hoc
networks. J Res Pract Inf Technol 41(2)

19. Krifa A, Sbai MK, Barakat C, Turletti T (2009) BitHoc: a content sharing application for
wireless ad hoc networks. IEEE, 2009

20. Zhao S, Kent RD, Aggarwal A (2012) An integrated key management and secure routing
framework for mobile ad-hoc networks

21. Cadger F, Curran K, Santos J, Mof S (2013) A survey of geographical routing in wireless
ad-hoc networks. IEEE Commun Surv Tutor 5(2)



Automatic Identification of Bird Species
from the Image Through the Approaches
of Segmentation

M. Surender, K. Chandra Shekar, K. Ravikanth and R. Saidulu

Abstract This paper focus on the automatic identification of bird species from the
images captured. Bird monitoring is crucial to perform many tasks, which include
evaluating the quality of their living environment, to identify the birds under extinc-
tion, to find the migration rate of birds and to monitor the birds which may cause
fatal damage to aircrafts near the airports, etc. This paper defines identification of
bird species as the task to find the species of the bird from its outlook features.
This paper identifies the bird species by implementing techniques named detection
and segmentation algorithm which includes Laplacian propagation, histogram of
oriented gradients, and support vector machine algorithm. The scope is that the algo-
rithm proposed here is more efficient and is best among the other methods in the
corresponding scenarios. The proposed method is also simpler and can be applied to
various classes of objects such as birds, flowers, and animals.
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1 Introduction

Protecting bird species under extinction is very important for protecting the envi-
ronment. The problem and resolution are in its principle that itself based on facile
question “which bird species are endangered with extinction.” The answer involves
various interdisciplinary sources that may be expensive, time-consuming expedi-
tions to data analyses. The solution for it is to have a database system which has the
capability to collect the condign information about bird species automatically.

The other problems include safeguarding flights in airports. The Aeronautical
Centre CENIPA [1], according to its report nearly 1321 aerial accidents occurred in
Brazilian airspace, which involved bird collisions which resulted in huge financial
losses near about US $3 million [2]. So, knowing in detail information of birds, the
authorities can take regulated measurements on specific birds to reduce these sorts
of problems.

The above mentioned practical problems justify the importance of identifying the
bird species. Here, we emphasize on the identification of bird species automatically
using techniques from machine learning. In earlier time, a direct contact of birds
is necessary to determine any bird species, but with the evolvement of advanced
computational devices and machine learning algorithms [3, 4] just with the image,
the bird species can be identified.

Paper Outline: Section 2 demonstrates methodology and process description.
Section 3 demonstrates frameworkwhich includesLaplacian propagation,Histogram
of Oriented Gradients, and SVM classifier. Section 4 demonstrates results and Sect. 5
concludes with future work.

2 Methodology

Bird species identification is a challenging task; even it is very hard for the profes-
sional bird watchers to identify the bird species from the image. Even though most
of the bird features are alike, they can vary in appearance and shape. The challenges
which may include high intraclass variance in lighting, background, and variation
in pose that may include birds which are swimming, flying and partially covered by
branches.

2.1 Caltech-UCSD Birds Dataset

i. It is an image dataset [5] with photos of 200 bird species (mostly North Amer-
ican). Dataset is a collection of similar species of different groups. For each
single image, it contains several variations of that image.

ii. Number of categories: 200.
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Fig. 1 Process flowchart

iii. Number of images: 6033.
iv. Annotations: Bounding Box, Rough segmentation, Attributes.

2.2 Process Description

The image is given as the input for the system, which has to be preprocessed using
Laplacian propagation [6] to remove the noise and the required features are extracted
from the image of the bird using Histogram of Oriented Gradients [7] based onwhich
the bird is identified using SVM classifier [8].

The process basically includes four steps as follows (Fig. 1).

3 The Automatic Bird Species Identification Framework

3.1 Laplacian Propagation

Laplacian is a measure of the second spatial derivative of an image. It is very useful
in detecting abrupt changes. In edge detection, Gaussian smoothing is done prior to
Laplacian to remove the effect of noise. Laplacian propagation is useful to segment
the given image to separate the image from the background partially. Here we use
Laplacianmathematical formulas to segment the image. In that, initially, we generate
one mask matrix by using those formulas then we apply that mask on the image
matrix. Then we generate a matrix of 0s and 255s for low intensity and high-intensity
regions, respectively.

It takes an image and converts into greyscale. After converting into grayscale, it
considers an imaginary line passing through the high-intensity point and line. Then
it takes a record of various intensity values across the pixels of the image (Fig. 2).

For white regions, it takes values like 5, 4, 3, and 2. For black regions, it takes
values like 1 and 0’s.

(3.1.1) The Laplacian is defined as follows:

∇2 f = ∂2 f

∂2x
+ ∂2 f

∂2y
(1)

(3.1.2) here in the x-direction, the partial 1st order derivative is defined as follows:
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Fig. 2 Intensity values

Table 1 Mask matrix (x − 1, y + 1) (x, y + 1) (x + 1, y + 1)

(x − 1, y) (x, y) (x + 1, y)

(x − 1, y − 1) (x, y − 1) (x + 1, y − 1)

Table 2 Mask matrix 0 1 0

1 −4 1

0 1 0

∂2 f

∂2x
= f(x + 1, y) f(x − 1, y) − 2f(x, y) (2)

(3.1.3) in the y-direction, it is defined as follows:

∂2 f

∂2y
= f(x, y + 1) f(x, y − 1) − 2f(x, y) (3)

(3.1.4) Add those x and y derivatives. So, the Laplacian can be given as follows:

∇2f = [
f(x + 1, y) f(x − 1, y) + f(x, y + 1) f(x, y − 1)

] − 4f(x, y) (4)

(3.1.5) Replace with coefficient values in mask matrix (Tables 1 and 2).
(3.1.6) Choose matrix representation of one image (Table 3).
(3.1.7) Applying mask on the pixels representation (matrix) of an image, it returns

a convolution matrix (Table 4).
(3.1.8) In convolution matrix if the pixel value is >‘255’ replace it with ‘255’ and

if the pixel value is <‘0’ replace it with ‘0’ (Table 5).

3.2 Histogram of Oriented Gradients

Navneed Dalal and Bill Triggs introduced HOG features. The histogram of oriented
gradients (HOG), which is a feature descriptor and is used frequently for object
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Table 3 Image matrix

150 150 10 150 150 150 150 150 150 150 150

150 150 10 150 150 150 150 150 150 150 150

150 150 10 150 150 150 150 150 150 150 150

10 10 10 10 10 10 10 10 10 10 10

150 150 10 150 150 150 150 150 150 150 150

150 150 10 150 150 150 150 150 150 150 150

150 150 10 150 150 150 150 150 150 150 150

150 150 10 150 150 150 150 150 150 150 150

Table 4 Convolution matrix

0 −140 280 −140 0 0 0 0

−140 −280 280 −280 −140 −140 −140 −140

280 280 0 280 280 280 280 280

−140 −280 280 −280 −140 −140 −140 −140

0 −140 280 −140 0 0 0 0

0 −140 280 −140 0 0 0 0

Table 5 Resultant matrix

0 0 255 0 0 0 0 0

0 0 255 0 0 0 0 0

255 255 0 255 255 255 255 255

0 0 255 0 0 0 0 0

0 0 255 0 0 0 0 0

0 0 255 0 0 0 0 0

Fig. 3 HOG flow chart

detection in computer vision and also in image processing. In localized portions of
the image, the method counts the occurrences of gradient orientations. This method
computes on a dense grid of cells which are uniformly spaced and it uses overlapping
local contrast normalization to enhance accuracy (Fig. 3).

3.2.1 Gradient Computation

The method usually requires the color or image intensity data with the following
filter kernels, Mitchell [3] tested more complex masks which included a 3 × 3
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label mask and diagonal masks but their detection of humans in images resulted in
poor performance. In the experiment with Gaussian smoothing no improvement was
found, and thus derivative mask was applied to find that in practice if removal of any
smoothing performed better.

Steps for gradient computation:

i. With no smoothing, compute the centered horizontal and vertical gradients.
ii. Compute the gradient orientation and magnitude.

For an image, for each pixel choose the channel with the greatest gradient mag-
nitude and angle.

So, being given an image I, we obtain the x and y derivatives using a convolution
operation:

Ix = I(c + 1, r) − I(c − 1, r) (5)

I = I(c, r − 1) − I(c, r + 1) (6)

The magnitude of gradient is

|G| =
√

I 2x + I 2y (7)

The orientation of the gradient is given by

� = arc tan(
Iy

Ix
) (8)

3.2.2 Orientation Binning

In cell histograms creation, based on the values found in the gradient computation,
each pixel within the cell casts a weighted vote for the orientation based histogram
channel. Depending on the gradient (“signed” or “unsigned”) the histogram channels
are spread evenly from 0° to 180° or from 0°–360° and the cells shape either can be
rectangular or radial.

3.2.3 Descriptor Blocks

The cells must be assembled into larger, especially connected blocks to normalize the
gradient strengths for accounting the variation in illumination and also in contrast.
From all of the block regions, the HOG descriptor is then the integrated vector of the
inherent part of the normalized cell histograms. Here each cell contributes several
times to the final descriptor. Here, it has two block geometries namely RHOG blocks
andCHOGblocks.At some single scalewithout orientation alignment,RHOGblocks
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are computed in dense grids, to encode spatial form information RHOG blocks are
used.

3.2.4 Block Normalization

There are various methodologies for block normalization. In a given block, let v be
the non-normalized vector consisting of all the histograms, |vk| is its k-norm for k =
{1, 2} and e be a small constant (whose value has no effect on the results). Then the
normalization factor is one among the following:

L2-norm: f = v
√

|v|22 + e2
(9)

L1-norm: f = v√|v|1 + e
(10)

L1-sqrt: f =
√

v

|v|1 + e
(11)

The scheme computed by taking the L2 norm and clipping the result followed
by renormalizing. In the experiment [3], it was found that L2 norm and L1 sqrt
schemes provide equal performance, while the L1 norm provides moderately less
reliable performance.However, working on non-normalized data all the fourmethods
showed remarkable improvement.

3.3 Support Vector Machine

Classification divides the feature space into several classes. Many techniques are
used for classification, in that here we are using Support Vector Machine. It is a
supervised machine learning algorithm and it can be used either for classification
challenges or for regression challenges. In n-dimensional space (whereas, n defines
number of features), here we plot each data item as a point where the value of
particular coordinate is defined as the value of each feature.

SVMdetermine the optimal hyperplane between two classes of data. After getting
the normalized feature values for each bird image we can train them into different
classes. For two different classes, we classify by using SVM linear classifier. More
than two classes we are using SVM multi-classifier. We are classifying species by
giving labels as 0’s and 1’s and predicting the sample by using trained dataset.
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4 Results

We have chosen Caltech dataset for our project, which contains 200 varieties of
species with 6300 birds. We have taken an image and performed Laplacian propaga-
tion for preprocessing. Histograms of oriented gradients for feature extraction and
SVM Classifier are used for classifying the species.

4.1 Result of Laplacian Propagation

Laplacian propagation is a technique which is used to separate the bird from the
background. Here in our project, we applied Laplacian propagation. In the process
of Laplacian propagation, first we took an image and converted to grayscale. Then
after with Laplacian formula and taking the high intensity and low-intensity points,
we generated a mask matrix. Applying mask matrix over image matrix we got a
convolution matrix. In convolution matrix, if the pixel value is >‘255’, replace it
with ‘255’. And if pixel value is <‘0’ replace it with ‘0’. Then we got a final matrix
indeed which we could see as a preprocessed image. Final image which we got is
not fully separated from background then we have gone for another approach for full
object detection i.e. HOG (Fig. 4).

4.2 Result of Histograms of Oriented Gradients

Histograms of oriented gradients descriptors are also feature descriptors and are used
for object detection frequently applied in image processing and computer vision. In
localized portions of an image, it counts the occurrences of the gradient orientation.
In this approach, we first calculated computation of the gradient values horizontally
and vertically andwe calculatedmagnitude and angles thenwe plotted the histograms
of 9 bins by dividing 180 degrees into 9 bins. Then we extracted feature values for
each cell and by combining all those values we have taken into a feature vector for

Fig. 4 Result of Laplacian propagation
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Fig. 5 Magnitude

Fig. 6 Angle

that respective image. Finally, we got a feature vector which was used further for
classification by SVM (Figs. 5 and 6).

4.2.1 Plotting Histograms

i. Bin the directions, consider the degrees from 0 to 180, and divide as 0–20,
20–40…160–180, as like make 9 bins from 1 to 9.

ii. Divide the image into blocks having 4 cells (2 * 2). Each cell is of 8 * 8 sizes.
iii. Plot histograms for each cell.
iv. Concatenation of four cells histograms forms one block feature results in the

following plot (Fig. 7).

4.3 Result of Support Vector Machine

Support vector machine is mainly used to train the data and to predict the test sample
by comparing with the trained data. After extracting feature values, we have gone for
SVM for classification. As a part of this, we calculated feature vector values for all
similar type of bird species and training them as a particular species. Like this, we
have trained many species. We also calculated feature values for test samples. Then
by comparing these values with trained data values, we classified the test images as a
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Fig. 7 Plotting histograms (x-axis: Orientation bins, y-axis: Gradient Values)

Predicted as class-1 Predicted as class-2 Predicted as class-1 Predicted as class-2    

Fig. 8 Test images with SVM

particular species. The training was done on a similar type of birds into classes with
corresponding labels 1’s and 2’s. Then predicted sample test images with SVM are
shown in (Figs. 8 and 9).

5 Conclusions and Future Work

It has been proved that in a dense overlapping grid using features from a locally
normalizedhistogramof gradient orientations produces best results for bird detection.
We have studied the influence of various descriptor parameters and concluded that
for better performance fine orientation binning, fine-scale gradients, and high-quality
local contrast normalization in overlapping descriptor blocks are all important. After
extracting feature valueswehave gone for SVMfor classification.As a part of this,we
calculated feature vector values for all similar types of bird species and training them
as a particular species. Like this, we have trained many species. We also calculated
feature values for test samples. Then after by comparing these values with trained
data values, we classified the test images as a particular species.
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Fig. 9 Classification and
accuracy

Future work will include examining the different ways in minimizing the gap
among the proposed system to that of ground truth system (assignment of all test
samples to the correct subset), which achieves the classification accuracy of 72.6%
which is better than that of proposed system whose accuracy is 66.7%, which means
that performing furthermore precise assignment of sample to the subset can generate
adequate improvement in performance. One of the approaches to get a more precise
assignment is to learn visual features that will differentiate subsets instead of all the
classes.
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An Investigation on Existing Protocols
in MANET

Munsifa Firdaus Khan and Indrani Das

Abstract Ad hoc networks provides communication without the help of any fixed
infrastructure. Due to dynamic topology changes, mobility of nodes and lack of
central coordination routing in MANET is a challenging task. In MANET, achieving
higherQoS is a hard job, various researchers areworking to boost the performance. In
this paper, we have done rigorous experiments on existing protocols such as AODV,
DSDV, DSR, and AOMDV to expose the performance and QoS using NS2. The
parameters that have been considered for experimental analysis are the throughput
of the network, delay incurred, and packet delivery ratio (PDR).

Keywords MANET · AODV · AOMDV · DSR · DSDV · QoS · Throughput ·
Delay and PDR

1 Introduction

MANET (Mobile Ad Hoc Network) is a game changer network technology in
the wireless network domain. Therefore, MANET meets huge application domains
which include battlefields, emergency operations, search and rescue, and collabora-
tive computing. Thus, human beings are greatly benefited from MANET. Because
MANET has the capability to change market tactics in the IT industry. The perfor-
mance of a MANET depends on the routing protocols. Routing in MANET, itself is
a great challenge and numerous researchers are working on MANET to boost up the
performance of the existing protocols. Unlike a cellular network, aMANET does not
have any fixed infrastructure. It has multiple hops and the network is self-organized
[1]. MANET has some unique characteristics that create lots of challenges, namely,
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dynamic topologies, lack of secure boundaries, lack of centralizedmanagement facil-
ity, unreliability of wireless links between nodes, etc.

Undoubtedly, it is quite complicated to conclude about a particular routing proto-
col. We have to select a routing protocol on the basis of suitability of the environment
for a particular protocol. MANET provides various routing protocols, namely, proac-
tive routing protocol, reactive routing protocol, and hybrid routing protocol [2]. They
are as follows:

• Proactive routing protocol: Proactive routing protocols are an extended version
of wired routing protocols. It keeps a routing table for exchanging routing infor-
mation. A few examples of this kind of protocols are -DSDV,WRP, OLSR, CGSR,
and STAR.

• Reactive routing protocol: Information about routing topology is not maintained
by reactive routing protocols. Whenever they receive any routing request for trans-
mission of data packets from one host to the other then only they create a path,
i.e., a path is created on demand. A few examples of these types of protocols are
DSR, AODV, TORA, LAR, ABR, SSA, and FORP.

• Hybrid routing protocol: Hybrid routing protocols are the amalgamation of the
above two mentioned protocols. For instance, CEDAR, ZRP, and ZHLS.

In this paper, our objective is

• To do the experiment in NS-2 on the existing protocols, protocols such as AODV,
DSR, DSDV, and AOMDV are used for evaluating their performance.

• To investigate the behavior of the existing protocols on the basis of considered
parameters.

• To identify protocol suitability for a certain environment.
• To check the QoS provided by each of the routing protocols.

The paper is arranged in this way—In Sect. 2 relatedwork and background are dis-
cussed. Section 3 exposes the existing protocols’ characteristics. Section 4 discusses
the experimentation environment; Sect. 4.2 exploits the performance of existing pro-
tocols. The experimental results are presented in the section. Section 5 states the
discussion and future works. Finally, Sect. 6 gives the conclusion of the paper.

2 Background and Related Work

The performance of a MANET depends on different routing protocols. Research has
been going on for improvement in QoS. The protocols are reviewed based on QoS,
which is as follows

Rajeshkumar and Sivakumar [3] evaluate performance on AODV, DSR, and
DSDV considering parameters packet delivery ratio, throughput, average end-to-
end delay, and control overhead by using the NS2 simulator. Thus, it motivates to
compare with another advanced protocol, AOMDV, to check the QoS. Rajeshkumar
and Sivakumar considered low to high mobility rates and perform the evaluation
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accordingly. However, we consider various parameter to evaluates the existing pro-
tocols.

Kalavatia et al. [4] performed the comparison in packet drop among reactive
routing protocols DSR, AODV and LAR using Qualnet 6.1. It is observed that when
the drop probability is lower in LAR, then it provides fewer packet drops in compared
to the AODV and DSR. However, when the drop probability is higher, then 100% of
packet drops in LAR. It is concluded from the observations that AODV is the best
among the three with the large-sized network.

Nayak and Gupta [5] evaluated AODV, DSR, and ZRP based on energy-efficient
consumption by considering the parameters PDR, throughput and routing load using
NS2. It is observed from their experimentation result that DSR routing technique
performs well under different pause time. In a dense medium, the behavior of DSR
is much satisfactory than the other existing protocols. The utilization of energy per
packet in DSR protocol is less and thus it is concluded that the DSR is the best
efficient energy routing protocol.

Agarwal [6] performed a comparison on reactive routing protocols, AODV and
DSR, by considering the parameters’ average delay, average routing overhead, and
packet delivery rate using NS2. The performance is analyzed using varying experi-
mentation time. In AODV, packet delivery ratio increases with decreasing mobility
whereas it decreases with increasing mobility, but the packet delivery ratio is good
in DSR for all mobility rates. Hence, it is concluded that AODV is preferred over
DSR for real-time traffic.

Mishra and Singh [7] performed an examination of traffic load and mobility on
AODV, DSR, and DSDV in NS2 considering the parameters throughput and packet
dropped. It is noted thatDSR is preferable for a normal networkwith averagemobility
and traffic. DSDV is preferable with lowmobility and less number of nodes, whereas
AODV performs better for a robust scenario like high mobility, dense nodes, high
traffic, large area and network pattern sustains for a longer period.

3 Existing Methods

We have considered the following existing protocols for performance evaluation.

3.1 Dynamic Source Routing Protocol (DSR)

It is a straightforward and proficient reactive routing algorithm based on source rout-
ing. A source node initially checks its routing table with the purpose of sending a
packet to its destination. If it finds an entry which has the valid route for the desti-
nation than it chooses that path otherwise the source node starts the route discovery
mechanism. A node when initiates Route Request Packets (RREQ) are accepted by
other nodes that remains within the transition range of it. The RREQ discovers the
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target node for which the route is demanded. If the route is found successfully then
the node that initiated the RREQ receives a Route Reply Packet (RREP). This pro-
tocol ensures route maintenance easily. If any transmission problem occurs or a path
failure occurs because of mobility of nodes then the corresponding nodes transmits
a Route Error Packet (RRER) to the original node. For a small network, this protocol
is suitable [8].

3.2 Destination Sequence Distance Vector Routing Protocol
(DSDV)

DSDV, based on traditional Bellman–Ford routing algorithm, is a proactive routing
protocol. The key objective of this protocol is to resolve the routing loop problem.
Each node maintains a next hop table to exchange routing information with its neigh-
bors. One of the advantages of this protocol is that paths are available to all destina-
tions which show that less delay is required. It increases convergence speed, reduces
control message overhead, and route looping [9]. For big or dynamic network, this
protocol is not t.

3.3 Ad Hoc on Demand Distance Vector Routing Protocol
(AODV)

AODV is a reactive routing protocol where an original node transmits routing mes-
sages to its closest nodes if it does not have any path to the destination. This protocol
is a fusion of DSDV and DSR routing protocol. However, it differs with DSR in
routing information. Each packet carries full information in the DSR whereas in
AODV each packet carries only destination address which signifies that AODV has
less overhead than DSR. All the corresponding nodes update its routing informa-
tion after receiving an RREQ message from the original node. Presuming that the
adjacent nodes have the information about the target node, then it sends an RREP.
Otherwise, it again broadcasts the packets to its neighbors. A path is created only
when a receives RREP packets. If due to the mobility of nodes, a path is broken,
then the related node sends RRER packet to the original node. It has an advantage
of flexibility for extremely dynamic environment [10].
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3.4 Ad Hoc on Demand Multi-path Distance Vector Routing
Protocol (AOMDV)

AOMDV is a multiple path distance vector reactive routing protocol for MANET.
This protocol is an expansion of the traditional AODV protocol. In all possible route
revelation, AOMDV protocol discovers several routes between one node to the other.
Multiple routes that have been computed so far are assured to be looped-free and
disarranged [11]. AOMDV has several characteristics that are similar to AODV [12].
Like AODV, it also uses hop-by-hop routing method. Moreover, it also uses route
discovery procedure to find routes on demand. In AOMDV, several reverse routes
are created both at the midway node and the target node for transmission of RREQ
packets from source to the target node. Several RREP packets pass through these
reverse routes in order to plan multiple forward routes to the target at the source and
midway nodes.

4 Experimentation and Results

4.1 Experimental Environment Setup

We have performed the simulation using NS-2 [13]. The framework for the selected
protocol has been given in Table 1.

The output generated by the NS-2 simulator consists of a trace file, named *.tr and
animation file, named *.nam. The following metrics have been used for simulation.

Table 1 Framework for
NS-2 simulation

Paramaters Values

Area 500 × 400 m

Number of nodes 20, 40, 60, 80, 100, 120, 140, 160, 180,
200

Simulation time 150 s

Mobility model Random waypoint

Routing protocol AODV, DSR, DSDV, AOMDV

Channel Wireless

Propagation Two ray ground

MAC 802.11

Interface queue Queue/droptail/priqueue

Antenna Omnidirectional
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Throughput: This is the moderate rate of transmission of fruitful data packets per
unit time. It is expressed in bps, Kbps, Mbps, Gbps. We have simulated throughput
in kbps. The greater the throughput the better is the performance.

Packet Delivery Ratio (PDR): This is the ratio of total successful number of data
packets transmitted to the target to the total data packets initiated by the original
node. The performance of the system increases with increasing PDR values.

Delay: The mean time taken to reach its target by a data packet is defined as a delay.
With decreasing delay the performance of the system increases. It is measured in
fractions of seconds.

4.2 Experimentation Results

The experimentation is carried out rigorously to check the performance of theAODV,
AOMDV, DSR, and DSDV protocols. We have considered all possible parameter for
extensive experiments as described in Table 1.

Throughput: With the increasing number of node throughput varies which has been
shown in Fig. 1. Table 2 represents the numbers of nodes and various protocols with
their corresponding throughput.

Figure 1 represents the throughput. From the above observation, it is shown that
the average throughput of DSDV is higher when compared with the other routing
protocolswhereasAODVhas the lowest average throughput. AOMDVhas also better
throughput. However, it is noted that with the increasing number of node throughput
decreases. DSDVgives the highest throughput for 20 nodes, i.e.,153.88Kbps. AODV
gives the least throughput of 48.38 Kbps for 200 nodes. However, DSDV gives the

Fig. 1 Variation in throughput with the increasing number of nodes. Y-axis represents throughput
in Kbps
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lowest throughput of 100.45 Kbps for 200 nodes. In addition, the highest throughputs
ofAODV,AOMDV, andDSRare 148.18Kbps in 60nodes, 136.07Kbps in 100nodes,
and 159.78 Kbps in 60 nodes, respectively.

Packet Delivery Ratio values have been mentioned in Table 3.
Figure 2 represents the PDR. From the above observation, it is seen that AOMDV

has the highest average packet delivery ratio whereas DSR has the lowest. AOMDV
shows its highest PDR value of 0.9974 for nodes 60 and 160 and lowest PDR value
of 0.9923 for 200 nodes. DSR gives the lowest PDR value for 120 nodes, i.e., 0.9901
and it gives the highest PDR value of 0.9973 for 40 nodes. However, it is noted that
highest PDR values of AODV and DSDV are 0.9972 and 0.9976 for nodes 80 and
20, respectively.

Delay: The performance analysis based on the parameter delay has been shown in
Table 4 and Fig. 3.

Figure 3 represents the delay. From Fig. 3 and Table 4, it is noticed that DSDV
has the minimum delay whereas AOMDV has the maximum. DSDV shows the least

Table 2 Protocols with their
corresponding throughput

Number of nodes AODV AOMDV DSR DSDV

20 145.31 122.16 118.97 153.88

40 131.04 128.69 144.04 141.79

60 148.18 134.42 159.78 142.47

80 129.66 135.54 81.46 150.57

100 118.59 136.07 106.06 140.50

120 117.62 123.37 92.39 131.69

140 127.18 128.54 116.12 118.31

160 115.62 121.02 159.75 124.42

180 117.53 121.29 119.49 128.04

200 48.38 121.34 117.38 100.45

Table 3 Protocols with their
corresponding PDR

Number of nodes AODV AOMDV DSR DSDV

20 0.9961 0.9968 0.9883 0.9966

40 0.9926 0.9955 0.9973 0.9941

60 0.9942 0.9974 0.9955 0.9940

80 0.9972 0.9962 0.6429 0.9962

100 0.9951 0.9970 0.9881 0.9951

120 0.9959 0.9936 0.9901 0.9942

140 0.9964 0.9951 0.9909 0.9927

160 0.9968 0.9974 0.9947 0.9920

180 0.9957 0.9958 0.9967 0.9934

200 0.9954 0.9923 0.9904 0.9925
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Fig. 2 Variation in PDR with the increasing number of nodes

Table 4 Protocols with their corresponding delay

Number of nodes AODV AOMDV DSR DSDV

20 261.60 369.95 332.06 235.30

40 268.54 282.61 268.82 179.18

60 213.48 248.29 244.68 214.17

80 265.63 267.17 58.11 182.69

100 259.28 267.27 242.62 160.58

120 268.72 261.46 384.60 212.78

140 249.90 357.64 318.35 226.45

160 196.57 284.05 244.80 216.92

180 216.14 263.61 320.47 292.98

200 118.84 284.09 242.92 247.99

Fig. 3 Variation in delay with increasing number of nodes. Y-axis represents the delay in seconds
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delay value of 160.58 s for 100 nodes. AOMDV gives the greater delay value of
369.95 s for 20 nodes. However, it is noted that AODV and DSR also provide the
lower delay. The least delay values of AODV and DSR are 118.84 s and 58.11 s for
200 and 80 nodes, respectively.

5 Discussion and Future Work

We have exposed various parameter for understanding the variation in performance
of the chosen routing protocols. From the above observation, it is seen that every
protocol is not best in terms of every metric. We observed that if we want to improve
the quality of services, then we need to improve the throughput and reduce delay. It
is achieved if we consider the mobility of nodes in an intelligent way than the delay
is reduced by increasing the throughput. Again, another way to reduce delays and
increase throughput is by considering the shortest and efficient path mechanism. It
has also enough room to work on the route discovery mechanism in order to increase
throughput and decrease delays.

6 Conclusion

We have performed a series of experiments using NS-2 on routing protocols, namely
AODV, DSDV, DSR, and AOMDV, respectively. Our main objective is to determine
which protocol is better in terms of the performancemetrics namely throughput, PDR
and delay, respectively. From the above simulation result, we have seen that AOMDV
has the highest PDR and delaywhen comparedwithDSR,DSDV, andAODV, respec-
tively. DSDV has the highest throughput and lowest delay when compared with other
routing protocols. We argue that from the above observation AOMDV exceeds with
respect to throughput and PDR. It is observed that QoS decreases with a higher num-
ber of nodes. However, the QoS is satisfactory in AOMDV with a higher number of
nodes too.
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Intelligent Fatigue Detection by Using
ACS and by Avoiding False Alarms
of Fatigue Detection

A. Swathi and Shilpa Rani

Abstract One cannot determine one’s state of being awake when driving the car
for long hours in lengthier journeys. The most dangerous situation comes when the
driver is feeling fatigue (sleepy). There are lot of works already been done on the
fatigue detection of the driver. This paper acknowledges the past work and presents
the improved version of fatigue detection by eliminating false possibilities of the
system.Unlike the previous fatigue detection systems, the proposed system discusses
the accident prevention by using adaptive cruise control, by which it is very easy to
predict whether the vehicle is maintaining the proper speed or not. However, it is very
tough to determine the driver’s state. This is a very dangerous situation for a driver
to immediately take left or prevent an accident. This paper discusses the false fatigue
detection and the method to avoid such confusions. When the fatigue detection is
accurate, automatically ACS has to be turned on and vehicle-halting measures will
be taken.

Keywords Fatigue · Yawn detection · PERCLOS · Adaptive cruise control
system · Edge detection · CHT

1 Introduction

Fatigue is extreme tiredness caused by not getting enough rest over a period of time,
whether from mental or physical exertion or illness. Drivers with such fatigue can
impair reaction time and decision-making when behind the wheel which increases
the risk of being involved in an accident. If a driver falls asleep for just four seconds
while traveling at a speed of 100 km/h by that time car will have gone 111 m without
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a driver in control. At such a high speed, a crash is likely to happen with a high risk
of death or severe injury. Fatigue is a major cause of crashes resulting in some 50
deaths and approximately 300 serious injuries each year. In order to prevent such
a damage, this paper introduces an advanced new system to prevent road accidents
when fatigue is detected.

Detecting drowsiness is a major challenge to researchers as it depends on various
physiological and probabilistic models [1], which can still lead to a false prediction
[2]. Themajor analysis canbe categorizedbasedon adriver’s facial andbodymotions.
Our proposed system deals with facial properties to detect fatigue. The probabilistic
measures of eyelid movement by tracking the pupil [3] is considered as the main
property. The other body motion methods of following ECG and EEG signals are
bit uncomfortable as the driver have to wear a special shirt constituting sensors [4],
always may not be possible.

Fatigue detection merely detects whether the eyes are open or closed. However,
there are other factors where the detected closure of the eye may give a false predic-
tion, which is discussed further in the paper. Our approach eliminates the false alarm
detection in the system.

To prevent accident the proposed system is using ACS (Adaptive Cruise control
System), which is embedded in the vehicle [5] developed for traffic simulation in
real-time environment, to prevent the accident.

2 Literature Survey

Existing studies [2, 6] impose the detection into one of the two techniques called
intrusive and nonintrusive, by which fatigue can be detected based on physiological
activities and nonphysiological behavior of the person. The problem existing with
the first approach is the limitation of usage of certain tools to predict the behavior
inside the car. Because of this reason maximum research [7–10] is being done on the
second approach, which needs a very few parameters in consideration and detects
the exact fatigue of the driver. The main equipment used in such techniques can be
employed simply by using a camera mounted on the dashboard of the car and few
image-processing techniques. There is another universally accepted method, which
detects the fatigue based on the steering behavior and vehicle moment on the road.
But this system fails in the exact prediction based on the fact that the vehicle moment
and sharp steeringmomentswould be obvious based on the road and traffic conditions
while driving, rather than driver’s sleepiness.

The obvious prediction method that this paper discusses is the second approach,
i.e., by using a nonintrusive method [2]. Here, the facial movements of the driver are
been predicted in order to predict the sleepiness of the driver. The main parameters
considered in the current research is eye position and mouth positioning to predict
the sleepiness. Eyes andmouth play a very big role in detecting fatigue because when
a person is feeling sleepy his eye movements will become slow, his eyelid movement
will be heavy, his gaze will change, and his openness of eye will change. Along with
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Fig. 1 Yawning with eyes
closed while driving

Fig. 2 Sneezing while
driving

this, his frequent yawning will give an added advantage to detect the fatigue of the
driver.

The proposed system also had few challenges to compete with. There may be
some false predictions in the system, for example, when a person is speaking on the
phone there is a tendency of closing the eye partially in Fig. 1 [2] and for some time
he may close the eye. The same thing might happen when a person wants to take a
break from driving because of his restlessness of eyes. It may occur even if a person
sneezes while driving (Fig. 2 [6]). The other false prediction such as, the person in
the driving seat may be singing and driving or speaking [7] in phone and driving or
keeping his mouth open for some time and then driving which gives a false alarm of
fatigue detection.

Considering all the challenges, the proposed system gives the solution to detect
the fatigue of the driver accurately by eliminating false predictions and false alarms.

3 System Working Principle

In order to build this system, the first video should be processed and continuous
frames should be generated. From extracted images, the face should be detected by
using Haar-like feature based method [8], because of its high accuracy and faster
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execution. By using iris center localization, if the driver’s fatigue is detected. Once
the detection is done, the alarm will be sounded. The next continuous frames are
checked for fatigue, if the fatigue is detected, then the control is transmitted to the
cruise control system, which is received by the receiver.

In this paper, we propose the algorithmic view of a proposed method in [9]. The
proposed system has two phases.

Phase 1: Track the face from video
Phase 2: Detecting fatigue of driver
Phase 3: Turn on the cruise control system (Fig. 3).

The next discussion in this paper elaborates about the implementation details.

Phase 1: Detecting face: The traditional model cascade object detector proposed
in [9] is used to detect the face, eye, and mouth positions and to track them in the
image. Cascade detector algorithm uses Viola–Jones algorithm to detect the objects.
The algorithm creates a rectangular box of the tracked face.

% Create a cascade detector object. 
faceDetector = vision.CascadeObjectDetector(); 

% Read a video frame and run the detector. 
videoFileReader = vision.VideoFileReader(‘visionface.avi’);
videoFrame      = step(videoFileReader); 
bbox            = step(faceDetector, videoFrame); 

% Draw the bounding box around the detected face. 
videoOut = insertObjectAnnotation(videoFrame,‘rectangle’,bbox,‘Face’);
figure, imshow(videoOut), title(‘Detected face’);

After detecting the face on the video, the tracking algorithm is imposed on it. To
track the face, the proposed system is using features like shape, texture, and color of
the object to track it. The proposed system is using skin color to track it. Skin tone
information can be taken by the following function,

[hueChannel,~,~] = rgb2hsv(video frame);
Then, according to this color, a box is drawn on the screen to identify the face.
figure, imshow(hueChannel), title(‘Hue channel data’);
rectangle(‘Position’, bbox(1,:), ‘LineWidth’, 2, ‘EdgeColor’, [1 1 0])
After tracking the face, algorithm movies into second phase.

Phase 2: Detecting fatigue of the driver is a very essential part. To analyze this part
of the image, we need to process a few sets of algorithms. First, it has to detect face
and then locate the eye and mouthparts in the image. After positioning these parts,
fatigue detection algorithm must be run.

There are two broad ways of detecting fatigue.

1. Detecting PERCLOS (Percentage of Closure [10]) of an eye.
2. Detecting yawning position of the mouth.
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Fig. 3 System flowchart

First, eyes are detected on the streaming rectangular box of the face using Haar-
based classifier, which is a machine learning based approach and uses a cascade
function that is trained from many positive and negative images.

Second, determining thePERCLOS (the percentage of the duration of a closed-eye
state in a specific time interval of time) gives the exact measure of neurophysiologic
fatigue level. Two states can be determined by this level, open eye or closed eye.

The duration of PERCLOS can be determined by the following formula:

PERCLOS = (t/30) ∗ 100%
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where t is the duration that the eye remained closed. The threshold value for the
proposed system is taken from [11] as 4.8 If it exceeds, it is determined that the
driver is sleepy.

Yawn Detection: Mouth can be located from the face and yawning can be detected
from the ratio of mouth height and width. The following process has to be done to
detect the yawn.

1. Detect facial edge using a gradient edge detector algorithm.
2. Project the lower part of the image by using the horizontal image projection

technique [12].
3. Perform edge detection algorithm to find the edge of the mouth.
4. Once the mouth edge has been detected [13], perform circular hough transfor-

mation [14] in order to recognize the mouth wide open circle.

Fatigue Detection by Eliminating Other Probabilities
Threshold is calculated by the number of frequent mouth wide opens followed by the
PERCLOS threshold. If both are detected, Phase 3 will be activated by an automatic
switch provided to switch on the cruise control system. The other parameters will
definitely come into the picture here before the system decides that it is fatigue of a
driver. Parameters are described below.

1. A person may be talking on phone while driving.
2. Person may be talking in phone with eyes closed.
3. Person may be stretching his body with yawning and eyes closed position.

In these three cases, the existing system may sound alarm and turn on to Phase 3.
To avoid these false alarms, this paper suggests an analysis of true alarm.

In three cases, the system has to search the consecutive frames to find accuracy.
After analysis several positions of the driver during the parameters specified above,
one can conclude like this,

1. A person may be talking on phone while driving: His mouth open diameter
will continuously change when he is speaking on phone. The continuous frames
will show different diameters ofmouthwithwhichwe can ignore this false alarm.

2. Personmay be talking in phone with eyes closed: The first parameter detection
will also hold here. Along with that, once the person opens his eyes PERCLOS
value thresholdwill notmeet, as the personwill be awake totally after the position
described in this parameter.

3. Person may be stretching his body with yawning and eyes closed position:
The first and second parameter detection will hold even here. Along with that
once he is done with stretching, his body will reach to normal position, and again
PERCLOSvaluewill differ to detect the fatigue. Because the person is not feeling
sleepy.

Phase 3: Adaptive cruise control system (ACC) is one of the precrash safety systems,
which keeps the car speed in a constant user-defined speed rate.
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ACC is configured [15] on four properties. The proposed system uses the second
property that is Deceleration Control. According to this property, if any vehicle
is traveling ahead of the driving vehicle with the slow speed the proposed system
understands that there is a high scope of getting crashed with the fatigued driver.
Then the system uses the throttle to decelerate driver’s vehicle. If the deceleration is
insufficient, the system uses a break to stop the vehicle.

4 Results

After repeated trials, we were able to achieve false (Fig. 4) [Author *2] and right
predictions (Fig. 5) [Author *1] with live video samples. Further, we can predict that
if any right prediction is followed by false prediction and if the false prediction is
followed by right PERCLOS value then we can determine that the false prediction
is real false prediction only. Otherwise, we can shift on to the alarm and ACC phase
to avoid further risk of an accident.

5 Conclusion

This proposed system for monitoring driver fatigue can be implemented, which
detects the fatigued state of the driver continuously through monitoring the eyes of
the driver and closely watches for driver safety. Though there are approaches to find

Fig. 4 False prediction
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Fig. 5 Right prediction

the fatigue of the driver, the proposed system concentrated mainly on eliminating
the false predictions. As this system is not able to process 24 frames per second, the
real implementation of this system will not give better results. This system needs
to be improved on its image capturing speed, which is otherwise of no use. The
proposed system is working well in the less and bright light conditions near the
camera. This system also ensures the prevention of false alarms and provides a clear
way of detecting fatigue of the driver.
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Motion Detection in Video Retrieval
Using Content-Based Video Retrieval

Sudhakar Putheti, M. N. Sri Harsha and A. Vishnuvardhan

Abstract Themost important challenge in content-based video retrieval is detection
of moving objects accurately. The videos are stored in the database and their features
are extracted. The features of the input query clip were also extracted and compared
with the database features. If the features are matched up to the threshold values
then the similar videos are identified. This paper proposes a technique to detect the
moving objects in the videos and in order to detect the objects an abstract difference
technique is used. This technique is followed by noise filtering.

Keywords Conten-based video retrieval ·Moving object · Histogram difference ·
Query clip

1 Introduction

Content Based Video Retrieval (CBVR) is an application that retrieves targeted
videos from large databases of digital videos. This application works on the search
algorithms that analyzes the content of the videos in question. Features such as colour,
shape, size, texture, etc., constitute the content in this context. Especially in a video
when a moving object has to be identified, it has to be ascertained that whether an
object exists in motion and recognize the position of the targeted object. This paper
focuses on improving the efficiency of moving object tracking.

Moving object detection is the process of identifying the physical movement of an
object in video content. Applications such as video surveillance, anomaly detection,
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video conferencing, traffic analysis, and security become the focus area of CBVR.
Two distinct steps of content retrieval from video and object tracking in a video are
combined in this proposed method with the aim of extracting targeted videos.

A video retrieval application behaves like a search engine. In CBVR, a video clip
or image is sent as a query. After processing the query, the features of the objects are
extracted andmatchedwith the videos stored in the database.Depending on the extent
of features matched, the videos are displayed to the user. The main advantage of this
method over the traditional concept was it needs less memory to store the features.
The retrieval time in this method is lower than what it takes in the traditional method.

Video segmentation, identification of keyframes, features extraction, and lastly
comparison of the extracted features with the videos stored in the database and
detecting the moving objects in the videos are the five stages involved in the process
of CBVR.

Moreover, object detection and its applications are open for further exploration.
This paper aims at providing a technique for efficiently identifying moving objects
in the key video frames along with the noise filtering methods.

The rest of this paper is organized as follows: Section 2 briefly describes the work
done in the field of object detection. Section 3 focuses on the proposed method.
Section 4 illustrates the results obtained through the proposed method. Section 5
presents the conclusion arrived at after the work.

2 Related Work

A significant amount of work has been done in identifying different techniques
for detecting moving objects in the videos. In the method proposed by N Prakash
, A Rathis, M Suresh, video retrieval is done in five stages: shot segmentation, identi-
fication of keyframes, object detection, extraction of features, and final comparison of
features. They identified the moving objects present in the keyframe of the video and
also this method eliminates the noise in the frames by using noise-filtering methods.

Object Detection, Object Tracking, and Behavior Recognition are the three phases
in the method proposed by Xiaowei Zhou. First, the object is detected by identifying
and segmenting the important objects in the videos. This phase is implemented by
using background subtraction technique. In the next step, object tracking is imple-
mented by tracking every frame of the video and finally the behavior of the object is
obtained [1].

In the method proposed by Jyoti and Jadhav, the Reference Background Subtrac-
tion (RBS) technique is used for detecting and tracking the moving object. In this
method, a static camera is used to record video and the first frame of video is consid-
ered as a reference frame. The current frame is subtracted from the reference frame
and the difference in the pixel values is obtained. The difference in the pixel values
obtained is compared with the threshold value to identify the moving object. This
method is suitable for only simple environment where there are small changes. It may
not be suitable for a complex environment with lighting changes. To obtain moving
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objects, dynamic optimization threshold method is used. This method eliminates the
impact of light changes [2].

YizhongYang, Qiang Zhang, PengfeiWang, XionglouHuandNengjuWu provide
a method that detects the moving objects that are present in the videos containing
a dynamic background. This is a nonparametric method containing both spatial and
temporal features and detects the dynamic background. This method is more robust
and effective in an environment, where the backgrounds are dynamic than the other
existing methods [3].

The method proposed by Arghavan Keivani, Jules Raymond Tapamo, and Farzad
Ghayoor detects multiple moving objects in the videos. Good Features to Track
algorithm is used to obtain feature vector from each frame.Motion-based information
identifies features of moving objects and based on this information the number of
moving objects are identified and clustered using k-means algorithm. The method
is accurate and efficient in determining the number of moving objects and tracking
them in a scene [4].

3 Methodologies

The detection of moving objects also enables monitoring their displacement from
frame to frame, which is used to identify the behavior of objects by Moving Object
Detection (Fig. 1).

First, the video is segmented into shots. There are different techniques for per-
forming video segmentation such as color histograms of consecutive frames. The
keyframes are identified in each shot and they are used to identify themoving objects.

CBVR is implemented as follows: The features of the videos are extracted and
stored in the databases. When a query video is supplied, the target video is retrieved
based on the features stored in the database using similarity measures. First, a user
uploads a video clip as input query to the proposed system. The systemwill divide the
video into frames and select the keyframes. After frame segmentation and selection,
extract the color, text, and edge detector on selected frames and at last extract the
features. The same process is done on videos stored in the database and the features
are saved in an SQL database. TheCBVR system compares the features and produces
relevant videos to the users.

3.1 Motion Detection

The first frame of the visual is taken as a reference frame and the frames of a shot
are converted into HSV (Hue, Saturation, Value) format from the RGB (Red, Green,
Blue) format. The HSV format can separate the color information from the intensity
and thus resolves the intensity related issues. This can also be used for removing
shadows.
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Fig. 1 Architecture of content-based video retrieval

In this method, the absolute difference between the reference frame and the
keyframe is obtained. The resulting image contains the objects, and may contain
noise. The difference indicates the displacement of the object from the original posi-
tion. Now the resulting image is transformed into a binary image by converting each
pixel to either black or white color based on the threshold value.

The method is repeated for the keyframes of all shots present in the videos. The
group of binary images consisting of moving objects will be obtained finally. The
steps in this process are represented in Fig. 2.

3.2 Noise Filtering

The binary image obtained may consist of the noise and the detected moving objects
may contain holes. A hole is the cluster of background pixels covering the foreground
pixels. The methods used for noise filtering are mean filter, median filter, Bitonal
algorithm etc. However except median filter, all other methods blur the image to
remove noise and some of the edge pixels may be lost. Therefore, the median filter
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Fig. 2 Motion detection

is suggested as an alternative to filter the noise in the image. The median filter
functions by passing through the image pixel by pixel. In this method, each value is
replaced with the median value of surrounding pixels. In this process, the pattern of
the neighboring pixels is called “window”. This window is slid over pixel by pixel
across the entire image. Then the median is calculated by first sorting all the pixel
values from the window into ascending order. Then the central pixel is replaced with
the median pixel value. After removing noise, the image is compared with the RGB
frame image. By repeating the process for all binary images, the moving objects are
detected and the features such as color, shape, size, and edge can be determined.

4 Experimental Results

Themoving object detection for CBVR is mainly used in applications such as Traffic
surveillance, medicine, satellite surveillance, etc. Whenever a new object enters into
the shot, it is taken as a reference frame of the shot.

4.1 Detection of Objects in Motion

Figures 3 and 4 represent the first frame and keyframe of the shot. The absolute
difference between the frames is calculated. Figure 5 represents the background
frame and current frame of the shot and the noise filtering method such as the median
filter is applied to remove the noise. Figure 7 shows the tracking of moving objects
from the video. The objects are identified based on the threshold value set by the
user. This follows the dynamic threshold for tracking themoving objects in the videos
(Fig. 6).
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Fig. 3 Reference frame in
the shot

Fig. 4 Current frame

Fig. 5 Background and current frame in the shot
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Fig. 6 Blob detected in the
frame

Fig. 7 Tracking of moving
objects based on the dynamic
threshold value

5 Conclusion

This paper aims at providing a method that detects the objects in motion and displays
them to the user. The features used for retrieving the videos from the database are
color, shape, and size. If only those features are considered for retrieval, there is
a possibility that different objects may possess the same features and there is a
probability of treating those different objects as a single object. Themethod is limited
to videos in which the background is static and the foreground is dynamic. The
method uses dynamic thresholding, while tracking the objects so that the user can
see the threshold value based on the user requirement.
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Improved Clustering Technique Using
Metadata for Text Mining

S. Tejasree and Shaik Naseera

Abstract Metadata delivers a lot of data for the bunching reason, creating groups
without shifting the side or extra data it can result to give an awful nature of groups.
In content mining application, the content alongside the side data or metadata is
introduced in every single report. The way toward applying bunching method to
the records containing content is called as the content grouping. The consistent
development in unstructured data makes the content mining applications critical to
accomplish the quality data as an objective. Content mining basically changes over
unstructured information to organized information. Contentmining is theway toward
getting brilliant data from unstructured information. Content mining is otherwise
called content information mining or content investigation. Unstructured informa-
tion contains an abundance of data that is exceptionally helpful for cutting-edge
recognition of dangers why in light of the fact that prepared security investigator feel
hard to examine tremendous volume of information. Multifaceted nature is expand-
ing to dissect those information. Our investigation investigates the using the methods
for content mining, content grouping, common dialect handling, machine figuring
out how to distinguish security dangers by mining the applicable data from unstruc-
tured logmessages. Enhanced the bunching procedures comes about a solid potential
for expanding the execution by expanding the span of datasets and separating the
more highlights from the unstructured log messages. In this paper, it primarily center
around the bunching strategies and grouping techniques that are utilized as a part of
text mining.

Keywords Text Mining · Text classification · Co-clustering · Security
information · Natural language processing ·Machine learning
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1 Introduction

Metadata contain the side information, and the side information contains information
which is having noise. Form the clusters before filtering the side information, itmakes
the clustering not a good quality. Efficient selection method is used to perform the
mining process to select the side information [1], and it is very useful for clustering.
Two-mode clustering isone type of text mining technique that allows the groups
by clustering both text and side information [2]. The main purpose is to use side
information along with text context in a good way to improve the process of text
clustering [3]. Co-clustering with the help of TFIDF [4] and Gini index eliminate the
noisy data present inside information, and it is provided similarity by using k-means
clustering technique [5]. Co-clustering can be defined as merging of two or more
types of data based on their features [6]. In between different types of data, there
exists a close relationship in between them. Traditional clustering techniques like
k-means clustering, hierarchical clustering find it difficult to analyze and utilize the
relationship information [7] Text mining is very useful to make large volumes of
unstructured data that can be accessible and very useful.

2 Clustering Techniques

Text mining purpose and their disadvantages can be listed below in Table 1.

Table 1 Different clustering algorithms used in text mining

Clustering algorithm Purpose Disadvantages

K-means [29, 25] Nearest-neighbour classifier
to cluster

Accuracy of the cluster is
susceptible

Agglomerative hierarchical
[25, 25]

Documents of similar class in
the same cluster

Mistakes cannot be fixed
once they happen

Spatial text clustering [30] Discovery of interesting
relationships and features

Costly and impractical for
users

CLARANS [30, 31] Works well for spatial data
clustering

Cannot be applied for normal
data and also the side
information cannot be
presented

BRICH [31] It is very efficient for huge
data sets

It does not consider the side
information, it does not
provide any semantic
relationships

FCDS CLUSTERING [31] It uses word net ontology it
provides semantic
relationship

It does not consider the side
information

(continued)
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Table 1 (continued)

Clustering algorithm Purpose Disadvantages

COATES [32] Text clustering with side
information

It performs alternative
iterations

Co-clustering with TFIDF [30,
5]

Merging of two or more data
types

Fail to detect anticorrelations
it implies functional
similarity

Collection 
of documents

Preprocessing & 
retrieving Extraction

Clustering

Database Knowledge

Summarization

Fig. 1 Text mining architecture

3 Text Mining Architecture

Text mining tool would retrieve the particular document and preprocess it by format
checking [8]. Text mining has more importance because of the availability of an
increasing number of documents from a variety of sources [9] (Fig. 1).

4 Text Mining Techniques

Search engines are the most well-known information retrieval systems. The main
example for the search engine is Google, which retrieves the available documents
from the web by using Google search engine. The search engine searches for relevant
documents [10]. Search engines are used to extract information, and the information
is disordered. So, it provides the order for the information. Information retrieval is
the task of getting relevant information; the retrieved information may contain many
sources as webpages, images, videos, articles, and pdfs [11]. The process of identify-
ing and searching the information, the information is needed for the user is called as
retrieve process [12]. Information retrieval is used to reduce the information overload
by using automated information. Information retrieval is used bymany places that are
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universities, libraries, access to journal, articles, and books [13, 14]. Cross-language
information retrieval is a subfield of information retrieval, and it is used software
engineering to retrieve the information [14, 15]. Information extraction is the pro-
cess of extracting or mining the useful or relevant information from unstructured
or semi-structured document [16]. It recognizes each and every extraction entities,
and it provides the relationships between all the entities. The valuable information
extracted is without understanding the text [17]. The valuable information is stored
in the database like patterns and after that, the information is used for further use
[18]. The information collected after retrieving is structured information [1]. The
complexity of the information extraction method is very high because it uses natu-
ral language process. In each and every document, more information is presented,
and the document is a combination of both information and expressions [19]. So,
reducing the information from the document is necessary to reduce the information
from the document with a computer program that places the main important points in
the original document. Summarization can be based on the single-source document
and multisource document. Google is a search engine that uses summarization tech-
nology. Summarizationt uses multisource document called as the multi-document
summarization system [20].
TextCategorization:Original data can be divided into groups of entities [21, 22] ,and
for dividing the group of entities categorization process isused. The main goal of text
categorization is to assign a category to a new document. Themain advantageof using
text categorization is to reduce the load on memory, and it provides efficient storage
and retrieval of information [23, 24]. Clustering is the process of creating groups
of similar objects from a given set of inputs [25]. Objects of the same cluster are
similar, and objects of the different clusters are different. First, the idea of clustering
comes from statistics. In statistics, clustering is used on numeric data. After that,
the clustering technique is used for all data types that are text or multimedia [26].
Unsupervised process classifies the objects into groups. Here, the main problem is
unlabeled collection of informationwithout any prior information [27, 28]. Detecting
malicious activities using unstructured log messages can be seen as a major problem
in text classification [9]. It can be used on different datasets those are tabulated in
below (Table 2).

5 Conclusion

Text mining is a method of extracting meaningful information from unstructured
documents.Mining the text datawith the use of side information ormeta information.
Text databases contain large volumes of data that contains the side information, and
it is used to improve the clustering process. The recently used clustering technique is
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Table 2 Classification techniques used for text mining

Author Dataset Algorithm used Purpose

Alsudais et al. [33] Data of Twitter Rapid Forest Identify the type of
location users are
tweeting from

Pang et al. [34] Movie Review Data Machine Learning
Methods

Categorize
documents according
to its subjects

Gabrilovich and
Markovitch [35]

Data set is based on
Web

Support Vector
Machine

Analyze a large
collection of data sets

Korde and Mahender
[36], Wei et al. [37]

Data set is not
specified

K-Nearest
Neighbour, Naïve
Bayes, Decision tree,
SVM, Neural
Network

Introduces text
classification

Nigam et al. [38] New group set data Naïve Bayes
Classification,
Expectation
Maximization

Improvement in the
accuracy of learned
text classifiers,
classification error is
reduced

Joachims [39] Two data sets are
used

Support Vector
Machine is used

SVM do not require
any tuning of the
parameters

Fu et al. [40] Time series dengue
data

Support Vector
machine and genetic
algorithm

Climate factors and
dengue incidences

Boyd et al. [41] Sample of public
tweets

Principal
Components
Analysis (PCA)

Built a reductive
rewet model

Delen et al. [42] Data was collected
from Behavioral Risk
Surveillance

Artificial Neural
Networks and
decision trees are
used

Provides more
efficiency and
accuracy

Godin et al. [43] Twitter API Expectation
Maximization and
Naïve Bayes method
are used, LDA model
is used

Recommended
hashtags for tweets in
a fully unsupervised
manner

Yang et al. [44] Twitter data Information filtering
Approaches, Topic
Modeling approaches

Implementing the
system and satisfying
the quality
requirements

Ha et al. [45] Public resource sites Systematic Literature
Review method

Detailed analysis by
the proposed SLR
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co-clustering technique with TFIDF. Gini index for using to eliminate noise present
in the information k-means algorithms is used to create clusters. By using the side
information in order to improve the quality of the cluster.Byusingbetter classification
algorithms for getting correct information, it provides security for threat detection.
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E-Commerce Security by Quantum
Digital Signature-Based Group Key
Management

Udayabhanu N. P. G. Raju and R. Vivekanandam

Abstract The Internet development is high over the past decades and there is a lot
of cloud computing technology is used in business and other purposes. This leads
to the major tread to the security in the cloud and secure communication is much
required. Quantum Key Distribution (QKD) is one of the most common methods
used to provide better encryption. The main focus of this research is that provide
secure communication from the group keying. TheQuantumDigital Signature-based
GroupKeymanagement (QDSGKM) combines QKDwith the Fibonacci, Lucas, and
Fibonacci–Lucas matrices, which provides the quantum digital signature checks.
This method gives the technique to verify the integration of information received
by the participants, to authenticate the identity of the participants, and to improve
the verification of the signing verification. The experimental result shows that the
proposed system provides the security with less delay when compared to the QKD
system.

Keywords Encryption technology · Quantum cryptography · Quantum digital
signature-based key management · Quantum key distribution · Secure
communication · Fibonacci–Lucas matrices

1 Introduction

The fast development of the internet and cloud computing improves the significance
of the research of the quantum cryptography [1]. The cloud computing has a signif-
icant impact on both scientific and business in information technology. In order to
prevent the message sent in the group communication from other members to read,
the encryption method is needed [2]. The applications are able to communicate with
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each other in a secure way from the help of a shared key in a secure manner. The
important aspect that considers is that quantum key distribution is perfectly safe for
the quantum key distribution [3]. The data owners store the encrypted data into the
cloud, in which that user wants to access. The decryption key and digital certificates
can be distributed to the user by the data owners if the access control policy permits
the user [4]. Then, the user shows the certificate to the cloud and can get access to
the encrypted data. It is well known that once the large quantum computer is built,
the existing encryption system is efficiently broken [5, 6]. Cloud computing grows
fast and is quite expensive in the application, for instance, e-commerce, which is
the new type of transaction that brings the consumer, logistic, and enterprise into a
compressive network era. Theoretically, quantum computer is unbreakable and this is
highly needed in quantum computer era. Classical communication is the submission
of data in the unsecure connection, for example, Internet [7].

Several algorithms are presented to prevent the leak in the communication and also
to withstand some attacks [8]. These algorithms are considered as secure until the
quantum computer is publicly available. On the other hand, quantum cryptography
provides the security for the large information of the shared data and communication,
even after the quantum computer is found [9, 10]. Then, the quantum attack of
natural noise gives the major challenge for the quantum encryption. This challenge
is prevented by using a robust secret key builder that is made by group key. The QKD
is the mechanism of two users initiate the secret shared key (SSK). This key helps to
encrypt and decrypt the data in the secure connection. The various QKDprotocol was
proposed like KMB09 protocol, Coherent One-Way (COW) protocol, EPR protocol,
SARG04 protocol, and B92 protocol. The payment service is the most important
link in the whole transaction and the mobile payment is highly used. In this method,
the QKD is improved with Fibonacci, Lucas, and Fibonacci–Lucas matrices. The
quantum signature is verified from the Charlie and is authenticated to the user, and
then the information is provided. The proposed method is compared with the QKD
method and it has a low delay.

2 Literature Review

Mohajer and Eslami [11] all participants retrieve the final key simultaneously and
there is no guarantee that all the participants received the final key. Mogos [12] the
error rate of the method is high. Qiu [13] is still vulnerable for man-in-the-middle
attack. Tanizawa et al. [14] method still has the delay, so it is applicable for only
some applications. Metwaly et al. [15] need to have quantum key distribution and
hashing-based authentication helps to implemented on the multicast network.
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3 Proposed Method

Thematrices are integrated into the QKD to provide a secure connection in the cloud.
The Charlie is used to verify the signature of the user and provides the information if
the signature matches the Alice’s signature. The matrices used to combine the QKD
is Fibonacci, Lucas, and Fibonacci–Lucas matrices.

3.1 Quantum Key Distribution

The quantum key distribution protocol of Simon et al. shows that how protocols
can be improved in coding efficiency of entangled states, while using the Fibonacci,
Lucas, or Fibonacci–Lucas matrices.

3.1.1 Fibonacci Matrices

Fibonacci number Fn is an infinite sequence of integers [16] defined in the following
recursion:

Fn = Fn−1 + Fn−2,n ≥ 2, (1)

where the first two elements of the sequences are F0 = 0 and F1 = 1. Taking the first
three integers F0, F1, F2 of the Fibonacci sequence, we construct a 2 × 2 Fibonacci
matrix:

Q1 =
(

F0 F1

F1 F2

)
=

(
0 1
1 1

)
, (2)

where det(Q1) = F0F2 − F2
1 = −1.

Construction of Q p. The new class of Fibonacci matrices Q p, where p = 2, 3, …
and Q1 is given in Eq. (2).

The class satisfies the following relation:

Q p =

⎡
⎢⎢⎢⎢⎢⎢⎣

Q1 Q1 . . . Q1 Q1

O I O . . . O

O O I
. . . O

...
...

. . .
. . . O

O O . . . O I

⎤
⎥⎥⎥⎥⎥⎥⎦

(3)

where O is the 2 × 2 matrix that has zero entries and I is 2 × 2 identity matrix. It is
easy to prove that matrices Qn

p satisfy the following properties in terms of (3):
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det
(
Qn

p

) = (
det

(
Q p

))n = (−1)pn . (4)

Qn
p where p = 1, 2, 3, … is invertible and its inverse can be calculated, and is

shown as follows:

Q−n
1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

Q−n
1 −I . . . −I −I

O I O . . . O

O O I
. . . O

...
...

. . .
. . . O

O O . . . O I

⎤
⎥⎥⎥⎥⎥⎥⎦

where p = 1, 2, 3 . . . (5)

3.1.2 Lucas Matrices

Lucas numbers Ln are an infinite sequence of integers [17] defined by the following
recursion:

Ln = Ln−1 + Ln−2, n ≥ 2, (6)

where the integers L0 = 2 and L1 = 1 start the sequences and n = 1, 2, … Lucas
and Fibonacci numbers share the following conjugate relation:

Ln = Fn+1 + Fn−1 (7)

Let us define a 2 × 2 matrix R1 as

R1 =
(
2 1
1 3

)
(8)

According to (1) and (3), the nth defines the power of R1 as

Rn
1 =

(
Ln−1 Ln

Ln Ln+1

)
= Qn

1 ×
(−1 2

2 1

)
, (9)

det
(
Rn
1

) = det

(
Qn

1 ×
(−1 2

2 1

))
= 5 × (−1)n+1 (10)

This implies that Rn
1 is invertible and its inverse matrix R−n

1 can also be derived
using the properties of Lucas sequences. They are

R−2k
1 =

( L2k+1

5 − L2k
5

− L2k
5

L2k−1

5

)
, for n = 2k, (11)

The matrix R1 is used to build the new class of Lucas matrices Rp.
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3.1.3 Fibonacci–Lucas Matrices

Fibonacci and Lucas sequences can be jointly to create a new class ofmatrices, which
we call them Fibonacci–Lucas matrices [18]. They are consecutive power of T1 and
are defined according to the following recursion:

T n
1 =

(
Fn−1 Fn

Ln−2 Ln−1

)
(12)

where the first Fibonacci–Lucas matrix T1 is

T1 =
(

F1 F2

L0 L1

)
=

(
1 1
1 1

)
(13)

Lucas and Fibonacci numbers satisfy the relation Ln−1 = Fn + Fn−2, thus T n
1 can

be written as

T n
1 =

(
Fn−1 Fn

Fn−1 + Fn−3 Fn + Fn−1

)
(14)

The determinant of Fibonacci–Lucas matrices.

3.1.4 Matrix Encryption

Consider amessage that is a sequence of integers {mi }i=1,2,..... Integers of themessage
can be packed into a square l × p matrix M. The arrangements of message in M can
be to some extent arbitrary as integers can be determined by selecting odd or even
number of digits. Given a matrix K matrix encryption can be defined as follows:

E = M × K (15)

The decryption can be done using the inverse matrix K −1

M = E × K −1 (16)

where K can be either Qn
p or Rn

p or T n
p .

The symmetric encryption is given in the encryption method and symmetric cryp-
tography needs a secure channel to distribute secret keys between two communicat-
ing parties. This is the linear encryption and this can be easily breakable in a chosen
plaintext attack. The Fibonacci sequences is used to to prepare entangled states and
two communicating parties can detect the Fibonacci values for the entangled states
with the designated sorters. More importantly, Q p

n or Rn
p or T n

p can be used just one
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time and their order is determined by quantum random generators in Alice’s, Bob’s,
and Charlie’s side. Considering these, the quantum matrix encryption is secure.

3.1.5 Re-encryption QKD

The ReEnc-QKD is constructed by using meta proxy re-encryption scheme and the
scheme is shown to be group key indistinguishable.

3.2 Simon’s et al.’s QKD Protocol

The major idea behind Simon et al.’s QKD protocol [19] is the use of a Vogel spiral
and this allows either Alice or Bob to prepare a source of entangled Fibonacci-valued
orbital angular momentum (OAM) states. The spiral is left after the Fibonacci-valued
entangled pairs and enters the down-conversion crystal. The down-conversion breaks
each Fibonacci value into two lower OAM values and in both Alice’s and Bob’s
laboratories, there is a beam splitter directing some regular proportion of the beam
to two different types of OAM sorters L and D. The entangled photons randomly
transmit the beam splitters to either the L or D sorter. The L sorter allows Fibonacci-
valued entangled photons to reach at the single photon array detectors only. The D
sorter allows “diagonal” superposition in the form 1√

2
(|Fn × |Fn+2) and filters out

any non-Fibonacci entangled photons.

3.3 Proposed Quantum Digital Signature

The proposed Quantum Digital signature includes five steps: setup, key distribution,
message blinding, signing, and verification. Consider that there are authenticated
classic channels and insecure quantum channels in the Alice, Bob, and Charlie.
Every pair of parties have the different quantum key matrices K AB, K AC and K BC ,
respectively, is shown in Fig. 1. The key matrices K AB, K Ac and K BC are generated
from the Simon et al.’s QKD algorithm, which is of the form Qnp or Rpm or Tpn .

3.3.1 Setup

From this method, it consists of three participants: (1) the owner of the message,
Alice transfer the message into an n-square matrix (n = 2, 3, . . .) and blinds the
matrix, (2) Bob the signer who signs blind messages, and (3) Charlie the verifier
who checks if a signature matches a message.
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Fig. 1 Quantum key distribution of QDS system

3.3.2 Key Distribution

Alice and Charlie, Alice and Bob, and Bob and Charlie have the pairwise quantum
key matrices K AB, K AC and K BC , respectively. The QKD protocol is used by parties
and generate their pairwise key matrices

{
K 1

AB, K 2
AB, . . . , K α

AB

} = K AB between
Alice and Bob

{
K 1

AC , K 2
AC , . . . , K α

AC

} = K AC ; between Alice and Charlie; and{
K 1

BC , K 2
BC , . . . , K α

BC

} = K BC between Bob and Charlie. The key generation order
is determined by Alice’s, Bob’s, and Charlie’s quantum random generators.

3.3.3 Message Blinding

Alice message is transformed into matrices (M1, M2, . . . , Mα) = M , where Mk =
(mt j )m×n , K ∈ {1, 2, . . . , α}, t, j ∈ {1, 2, . . . , n}. Then, the key blinds the message
matrix M using the key K AC and obtains the blind message

M ′
k = Mk × K k

AC , k ∈ {1, 2, . . . , α}. (17)

Then, the blind message M ′ is encrypted in the Alice side with the key K AB as
follows:

M ′′
k = M ′

k × K k
AB, k ∈ {1, 2, . . . , α}, (18)
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and Mk, Mk ′ and M ′
k . Finally, Alice sends

(
M ′′

k , det
(
M ′

k

))
to Bob, and det(Mk) to

Charlie.

3.3.4 Signing

Bob signs message M blindly by creating a signature for the message M ′ and this
means that Bob does not know the contents of M. The execution of the following
steps to receive the message:

(1) It checks the authenticity of
(
M ′′

k , det
(
M ′

k

))
. First, the message M ′′

k with the key
K k

AB and obtains

M ′
k = M ′′

k × (
K k

AB

)−1
, (19)

where
(
K k

AB

)−1
denotes the inverse matrix of K k

AB . If the determinant of M ′
k

recovered by Bob is not equal to the value of the determinant obtained from
Alice, Bob aborts this communication. Otherwise, he performs the next step.

(2) Bob signs the blind message M ′
k using K k

BC . The signature is

Sk = M ′
k × kk

BC (20)

(3) Sends the signature S = {
S1, S2, . . . , Sα

}
to Charlie.

3.3.5 Verification

Charlie verifies the signature provided by Bob and he uses the key K AC and the
determinant det(M). It executes the following steps.

(1) Having received the signature S, Charlie decrypts it using K BC and obtains the
blind message M ′ with K AC and obtains M.

(2) Charlie checks if the determinant of M recovered from the signature is the same
as det(M) obtained from Alice. If the check holds, he verifies the following
equations:

det
(
Sk

) = det
(
M ′

k K k
BC

) = det
(
M ′

k

) × det
(
T n

p

)
= (−1)n det

(
M ′

k

) = (−1)2ndet(Mk) (21)

If the verification holds as well, Charlie accepts Sk . Otherwise, he aborts this
communication.
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4 Experimental Result

In this section, the evaluation of the proposed system in the cloud computing along
with the existing QKD method. The specification of the computer used to evaluate
the performance is Intel i5 processor with 4 GB DDR3 RAM of 500 GB storage
space and have the network of 5x Gigabit Internet. The tool used to measure the
performance of this method in this paper are NetBeans

There are threemethods are compared to evaluate the performance of theQDSKM
and the establishment of the delay. The twomethod used to compare the functions are:
QKD and QDSKM. The QKD method uses the QKD-QKD-AES256-SHA cipher
suite with three different sizes of the global key. The delay of themethod is calculated
and compared with each other as shown in Table 1. This clearly shows that the
QDSKM performs well when it is compared with the QKD method. The delay in
this method is less than other methods. In the quantum cryptography method, this
QDSKM gives a better result than the QKD. This clearly shows that this method can
be applied to the cloud communication, which provides secure communication.

This value is evaluated by using the different keys and delay is calculated. The
delay of QKD is more than the QDSKM. The high delay is recorded in the QKD
while generating the QKD512 byte as 1115 ms delay. There are two types of delay
is calculating handshake delay and overhead delay.

The performance of the QDSKM is calculated in the range of time taken for the
methods for the directory access and checking the key amount as shown in Table 2.

Table 1 Comparison of different methods in delay

Method Condition Overhead delay Handshake delay Total delay

QKD QKD 160 byte 240.4 13.7 254.1

QKD 16 byte 443.7 13.6 457.3

QKD 512 byte 1101.2 13.8 1115

RSA 1024 bit 7.1 2 9.1

QDSKM QKD 160 byte 220.2 12.6 232.8

QKD 16 byte 404.5 12.7 417.2

QKD 512 byte 946.2 12.4 958.6

RSA 1024 bit 7 2 9

Table 2 Time taken for accessing the directory and checking key amount delay

Condition 1. Directory access (ms) 2. Checking key amount (ms)

QKD
160
byte

QKD
16 byte

QKD
512
byte

RSA
1024
bit

QKD
160
byte

QKD
16 byte

QKD
512
byte

RSA
1024
bit

QKD 2.2 2.3 2.3 2.2 4.2 4.2 4.1 4.1

QDSKM 2.1 2.1 2.2 2 4.1 4 3.8 3.7
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This only requires less time for the process and both methods are taken the less time
to check the key amount. The performance of the two systems is measured for the
method selection and key synchronization. The time taken for selecting the method,
key synchronization, and total overhead delay are given in Table 3. This is taken for
the four different conditions and QDSKM provide low delay compared to the QKD.
The QKD 512 byte have more delay in the two process and QDSKM have 948.7 ms
delay. The delay of the QKD 160 byte is 240.3 in QKD and 217.3 for the proposed
method. The experimental result clearly shows that the QDSKM provides better
result compared to the QKDmethod. This method can be applied in the e-commerce
application with more efficiency and with the secure transaction.

5 Conclusion

Quantum cryptography provides better security in the cloud for the shared data and
communication. The shared key helps in sharing the information between the user
without data leaking. In this method, the technique is used to provide security in the
communication from the QKD in the cloud. The QKD is taken from the Simon et al.
research, and Fibonacci, Lucas, and Fibonacci–Lucas matrices are used to improve
the security. Charlies method, which checks the signature of the Bob and provides
the information. This helps to provide security in the cloud and this also improves
the performance. This method can be used in the e-commerce application like cloud
storage, mobile networks, online transaction, etc. The result shows that it has low
delay, while compared to the other methods. The future work of this method is that
some attacks have to be applied to this method and check its security performance.
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Enhanced Trust-Based Cluster Head
Selection in Wireless Sensor Networks

B. Deena Narayan, P. Vineetha and B. K. S. P. Kumar Raju Alluri

Abstract Advancement in Wireless Sensor Networks (WSN) in recent years led to
many new protocols. Wireless sensor networks are formed by the sensor nodes, that
are used very often in various fields. As a result, security is the most crucial task to
be accomplished. Since the wireless sensor networks are distributed in nature, the
sensor nodes are easily prone to security attacks. To address this problem, we avoid
the election of a malicious or compromised node as a cluster head. We proposed an
approach to elect a trustworthy cluster head. This approach also reduces the overhead
in the calculation of trust for cluster head election using overhearing trustmechanism.
Simulations results obtained from our approach are effective.

Keywords Wireless Sensor Networks · Cluster head election · Malicious node ·
Overhearing trust · Direct trust · Indirect trust · Overhear node · Trustworthy
cluster head

1 Introduction

Wireless Sensor Networks (WSN) are used in a variety of real-world applications
in the fields of health care, military, environmental, and earth sensing. WSN is a
collection of distributed sensor nodes [1]. The sensor nodes in WSN senses the
information and propagate that information to the base station via a single or multi-
hop mechanism. Energy and power are limited resources for the sensor nodes. These
sensor nodes are more likely to be failed.
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The most critical issue in wireless sensor networks is security. As nodes are
distributed in nature, the individual nodes are likely to be attacked by its opponents
[2]. If any malicious node becomes cluster head, it welcomes many attacks such as
HELLO flood attack, Dos, Sybil attack, and Selective forwarding. So, improving
security is an important issue in cluster-based WSN. Malicious nodes may perform
some activities like Packet dropping, tampering the information, and disturbing the
regular operations of wireless sensor networks.

LEACH is a clustering-based hierarchical routing protocol. It is used in WSN to
increment the lifetime of the network, minimize energy dissipation of nodes. This
protocol elects cluster head randomly. The main purpose of the cluster head is to
collect data from the cluster members and send aggregate of the information to the
base station. This leach protocol works in two phases. Setup phase where the cluster
head is elected randomly based on probability function, which is not elected as cluster
head before. Steady-state phase is where data transmission begins. In this phase, the
cluster head aggregates the data sent by the member nodes of the cluster and pass it
to the base station [3].

In WSN, trust is defined in different ways. Trust is the amount of confidence of
one node for another node to perform any specific task within some time. It can
be calculated based on past communications from one node to other, by a direct or
indirect study. As this trust value changes frequently, it also takes recommendations
from neighboring nodes which can be trusted. Hence, we need a technique which
determines trust, based on a mathematical model which is used for taking various
decisions according to the trust factor of a given node.

In order to improve security in wireless sensor networks, the trust factor of a node
is computed. This trust is calculated both by the node itself and the neighbour nodes,
which is combined and used for cluster head election. Acquiring trust value of nodes
from all its neighbours is time consuming and more overhead is involved in this. To
reduce the overhead in trust calculation, we proposed an effective approach.

1.1 Problem Definition

In this paper, we identified the following challenges in the context of cluster head
selection in WSN.

– To enhance the security of wireless sensor networks by ensuring the legitimate
node is elected as cluster head.

– To reduce the delay involved in identifying the appropriate cluster head in the
considered topology.
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1.2 Proposed Approach for Cluster Head Election

Instead of calculating indirect trust from all neighbours of the node, we considered
only the overhearing node trust (node through which more packets have been for-
warded). This overhear trust combined with the direct trust of each node is used in
cluster head election, and this avoids malicious node to become as cluster head.

The organization of the paper in the next sections is as follows. In Sect. 2, we
discuss the relatedwork. The proposed approach for cluster head election is discussed
in Sect. 3.We validate the proposed approach through extensive simulations and they
are described in Sect. 4. Finally, we conclude our contributions in Sect. 5.

2 Related Work

The design of several other protocols is inspired from LEACH (Low-Energy Adap-
tive Clustering Hierarchy), which has enhanced the Cluster Head (CH) selection by
considering the residual energy and improving the lifetime of the network. However,
there are more critical issues like security which are to be addressed by the LEACH
protocol.

In [4], the authors proposed an algorithm which increases the security of LEACH
in WSN. In this, the authors merged two techniques: pre-shared key pairs and low-
power CH selection algorithm. This use of pre-shared key pairs increases the security.
In [5], the authors used random key pre-distribution for LEACH protocol. In [6], the
authors used the technique of sharing pairwise keys between the cluster head and
nodes of its cluster. However, cryptographic techniques do not provide sufficient
security due to the presence of compromised nodes in the network.

The authors in [7] proposed a technique, where security is ensured by an authen-
tication algorithm. Here, an authentication function is proposed for nodes, which are
likely to connect to the cluster. In [8], a random ID is assigned to each node. This ID
is verified by sender and receiver to safely transmit the data between them. These are
the traditional security measures, which can handle only some type of attacks on the
network. By trust management, we can handle some other attacks on the network.

In [9], the authors proposed a trust framework which reduces the probability of
electing cluster head as malicious or compromised node. Here, the authors used
promiscuous mode which means, if node A wants to send data to node B through
node C, nodeA can hear if node C has forwarded that data or not. Taking this concept,
it constructs the trust tables of all neighbouring nodes for a specific node. This creates
an overhead as the node needs to maintain all the trust tables of the neighbouring
nodes.

The authors in [10] proposed an algorithm which builds trust between nodes
which are one hop away. For calculation of direct trust of a specific node, it takes
the recommendations from neighbour nodes. Based on the trust calculated, it takes
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the decision for that node whether it can be trusted or not. These trust values are
managed by the local mobile agent of the node.

In [11], the authors proposed a model which represents the node as three variables
like node ID, set of attributes, and trust value. This trust value ranges from 0 to 1 and
this trust value can be increased, if it has high probability of packet forwarding and
encryption level is high. If there is any malicious node, it can be found by observing
attributes and then can assign its trust value.

The authors in [12] proposed a better energy-efficient function with distance and
count of neighbour nodes. In order to increase the network performance, power
amplification is used for elected CH.

3 Proposed Approach for Cluster Head Election in WSN

Ourmain objective is to build an effective trust-basedmodel, which reduces overhead
and also delay involved in the election of cluster head in WSN.

3.1 Architecture of the Proposed Approach

We proposed an architecture for cluster head election and the same is shown in Fig. 1.
The details are described below.

Overhearing node The overhearing node of a given node is considered as the nearest
node from which most of the packets are forwarded to the destination.

Fig. 1 Proposed architecture
for the cluster head election
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Overhearing trust calculation As we cannot believe the trust value of node given
by itself, we ask the overhearing node to calculate its trust. This trust is named as
overhearing trust. It is calculated based on old statistics and present overhearing trust
value as shown in Eq. (3).
Direct trust The node by itself calculates trust value based on the number of packets
forwarded and the number of packets received. The calculation of direct trust is
shown in Eq. (2).
Trust evaluation We cannot solely depend on direct trust or indirect trust because
there may be a chance of node itself being a malicious node and can tamper its trust
value. We should consider overhearing trust along with direct trust for overall trust
calculation in Eq. (6).
Trust value In general, energy is the main criteria for cluster head election. There
may be a node having more trust value and less energy. If that node is elected as
cluster head then the node may die early. In order to avoid this case, we consider
trust value along with the residual energy for the cluster head election process.

4 Cluster Head Election Mechanism

In the proposed approach, the cluster head is elected considering the trust value and
residual energy. This effective trust value is based on the threshold for trust value
and residual energy. If only trust value is considered there may be a chance of having
a node having high trust value and low energy, which is an inappropriate choice for
cluster head.

The trust value is of two types: Indirect trust and Direct trust.

– Direct trust is confidence that a node has on itself. It is calculated by using the
number of packets correctly forwarded by that node and the number of packets
received by the same node.

– Indirect trust is confidence that the neighbor nodes in the network have on this node.
It is calculated based on the number of packets correctly forwarded from node to
destination via neighboring node and the number of packets actually received by
the same neighbor node.

These values of direct and indirect trust change frequently. These malicious nodes
may enter the network at any possible time. If there is any drastic change in indirect
trust or direct trust, there may be a chance of compromised node in the network.

Generally, this indirect trust value is collected from all the neighbors of a node.
However, requesting trust value from all its neighbours is time consuming. If trust
of a node is requested and one of its neighbour is busy in some other operation, the
node has to wait until the operation of neighbour has completed. If this node is to
be elected as a cluster head, then it adds a delay in the network. To overcome these
problems, we introduce overhearing node trust as indirect trust. Here, the request
is sent only to the overhear node instead of all its neighbours. This reduces the
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consumption of energy and delay in the network. This is applicable only for multi-
hop communication of wireless sensor networks. The Enhanced Trust-based Cluster
Head election mechanism (ETCHS) is proposed.

ET C H S = S(i).E ∗ ReqT rust (i)
∑n

i=1 S(i).E
(1)

where,

S(i).E is the energy of i th node in the network.
ReqTrust(i) gives the overall trust of the ith node.

Algorithm 1 Proposed Cluster head election Procedure
1: function clusterheadelection(S,C)
2: for i = 1 : n do
3: if S(i).E > 0 then
4: p(i) ← p
5: if ET C H S >= (Ethresh ∗ T rT hresh) then
6: C(cluster).d ← di
7: C(cluster).id ← i
8: S(i).t ype ←′ C ′
9: di ← sqrt ((S(i).xd − (S(n + 1).xd))2 + (S(i).yd − (S(n + 1).yd))2)
10: cluster ← cluster + 1
11: if di > do then
12: S(i).E←S(i).E − ((ET X +ED A) ∗ (4000)+Emp ∗ 4000 ∗ (di ∗ di ∗ di ∗ di ))

13: end if
14: if di <= do then
15: S(i).E ← S(i).E − ((ET X + ED A) ∗ (4000) + E f s ∗ 4000 ∗ (di ∗ di ))

16: end if
17: end if
18: end if
19: end for
20: end function

Illustrative example of cluster head election We will explain our approach by
considering the topology in Fig. 2.

The node (cluster member) has to send packets to the base station. Then, it will
send data to the cluster head which aggregate and send to the base station. Here,
the mechanism of cluster member sending data to the cluster head is single hop
communication, whereas data transfer from cluster head to the base station is a
multi-hop communication. If the cluster members are near to cluster head, single
hop communication is preferred, else we perform multi-hop mechanism. If we opt
for single hop communication then energy usage is more, when compared with
multi-hop communication.

Overhear node is considered as the nearest node from cluster head to the base
station, which is the next hop from where the maximum number of packets are being
transferred. This overhearing node is selected by considering several packet transfers.
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Fig. 2 Topology for the
considered example

Algorithm 1 explains the way to elect a trustworthy cluster head. This algorithm
takes overall trust value of overhearing node to calculate ETCHS of a node as shown
in Eq. (1). This ETCHS also requires the energy of a node to check the energy
threshold. By using this ETCHS, we can verify whether a node meets the threshold
requirement of both energy and trust values to become a cluster head. We again
classify them into single hop and multi-hop communication based on the distance
from the cluster head. If the overhearing node is at a multi-hop distance from cluster
head then ETCHS is calculated using trust value from Algorithm 2, where in case of
single hop distance we calculate the trust value from all the neighbours. In Algorithm
2 for each node we find the overhear node and calculate the indirect trust from the
packets received by overhear node and sent by the node via overhear node. This
indirect trust aggregated with direct trust of each node gives overall trust used in
calculation of ETCHS of a node in Eq. (1).

DT = Pd f

Pdr
(2)

Oht = Por

Pos
(3)

Td = Wold ∗ DT ′ + Wnew ∗ DT (4)

To = Wold ∗ Oht
′ + Wnew ∗ Oht (5)

Overall trust = Wi ∗ Td + W j ∗ To (6)

where
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Pd f Total number of packets forwarded directly.
Pdr Total number of packets received directly.
Por Number of packets received by overhear node from node.
Pos Number of packets actually sent by index node to base station via

overhear node.
DT, DT′ Trust calculated by the node itself based on present and past observa-

tions, respectively.
Oht , Oht

′ Trust calculated by the overhear node, based on present and past obser-
vations respectively.

Wi , W j Weight given for direct and overhear trust respectively.
Td , To are the overall direct and indirect trust values respectively.
Wold , Wnew are the weights given to the overall direct and indirect trust values,

respectively.

Algorithm 2 Request Trust value from Overhear node
1: function Trust(index)
2: for i = 1 : n do
3: if S(i).Overhear = index then
4: Oht (index) = Por/Pos
5: Td = Wold ∗ DT ′(index) + Wnew ∗ DT (index)
6: To = Wold ∗ Oht

′(index) + Wnew ∗ Oht (index)
7: S(index).T rust = W1 ∗ Td + W2 ∗ To
8: end if
9: end for
10: return S(index).T rust
11: end function

Algorithm 2 is used in the case to find the trust value for a node based on overhear
node. This Overhear node is elected on basis of more number of packets transferred
from given source to base station via overhear node. These statistics are taken from
past transmissions. Here, the above cases discuss only when there may be a chance
of either elected node being cluster head or whether overhear node may go into the
compromised mode. If both are malicious we consider the trust values from all their
neighbour nodes. Overhear node is decided based on their statistics from all past
transmissions. If there is any drastic change in behaviour node, we should consider
trust from all their neighbours. Using the proposed approach, we can also reduce the
overhead involved for cluster head election.

Advantages

– In the proposed approach, we are reducing the overhead of trust calculation in
cluster head election. For a node to be elected as cluster head we need, its trust
value from all its neighbouring nodes. If some of the neighbouring nodes are
busy, there may be a delay in cluster head election mechanism. To reduce this
waiting time, the node asks the most contributed node in cluster head election.
This approach reduces delay.
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– Waiting time for cluster head election decreases.
– The node with more trust and more Residual Energy is elected as the cluster head.

5 Experiments and Results

In this section, we compare the results of the proposed approach with the traditional
LEACH protocol. These simulations are implemented with respect to fixed-topology
in Matlab. These are the network parameters used in the proposed approach, shown
in Table 1.

First, making some of the considerations clear, we considered a topology of 90
nodes for the simulation. These nodes are distributed in a region of 300m × 300m
randomly. The base station is positioned at the center of the network with coordi-
nates (150, 150). All the sensor nodes have the same initial energy. We consider an
assumption, once the topology is created the nodes positions are fixed and it also
works for multiple topologies.

Figure 3 shows the network lifetime versus number of rounds for the proposed
approach and the LEACHprotocol. It shows that in LEACHprotocol all the nodes die
by 1500 rounds, whereas in TRUSTEDLEACH all nodes die after 2000 rounds. This
implies the improvement in lifetime of the proposed approach in comparison with
LEACH protocol. This is because we have taken residual energy into consideration
while electing cluster head (Fig. 4).

Figure 5 shows the number of dead nodes versus the number of rounds. where all
the nodes in the network die after 1500 rounds in LEACH and after 2100 rounds in
TRUSTED LEACH. We can observe that the nodes die rapidly one after the other
in LEACH, but in TRUSTED LEACH the nodes die less frequently preserving the
lifetime of the network. So, by the proposed approach we can also preserve the
lifetime of network.

Table 1 Simulation environment parameters

Simulation environment parameters

Parameter Value

Network size 300 * 300

Location of BS 150 * 150

Number of nodes 90

Cluster head probability 0.1

Initial energy 0.5 J

ET X 50n J/bit

ER X 50n J/bit

ED A 50n J/bit

Data packet size (bits) 4000
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Fig. 3 Comparison of
network lifetime between the
proposed approach and
LEACH

Fig. 4 Comparison of
average energy between the
proposed approach and
LEACH

Fig. 5 Comparison of dead
nodes between the proposed
approach and LEACH
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Fig. 6 Comparison of
packets to base station
between the proposed
approach and LEACH

A comparison was made between LEACH protocol and proposed for the results
of packets sent to base station approach. The LEACH protocol does not consider the
malicious nodes. The packets may be dropped before reaching base station, by these
malicious nodes. In the proposed approach, we overcome this problem by electing a
trustworthy cluster head.

We observe that the packets sent to the base station for the proposed approach is
more than the LEACH protocol and the same is shown in Fig. 6.

We compared the delay involved in cluster head election process between
TRUSTED LEACH protocol with neighbours and TRUSTED LEACH with over-
hearing node approach. It is evident from Fig. 7 that the delay is reduced for the

Fig. 7 Comparison of delay between the proposed approach and TRUSTED LEACH with
neighbours
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Table 2 Delay in cluster head election

Delay in cluster head election

Number of nodes TRUSTED LEACH (s) Leach with neighbours (s)

500 1.6674 × 10−5 7.4939 × 10−4

1000 3.5287 × 10−5 0.0044

1500 3.8792 × 10−5 0.0082

2000 3.9757 × 10−5 0.0152

2500 3.9161 × 10−5 0.0182

3000 4.3047 × 10−5 0.0316

proposed approachwhen the concept of overhearingnode is used.Wecanobservebet-
ter results in the delay of cluster head election, when network scalability is improved
as shown in Table 2.

In comparison with the traditional LEACH protocol, the proposed approach per-
formed better as it improved the network lifetime, decreased the overall delay and
increased the throughput.

6 Conclusion

In this paper, we proposed an effective trust calculation of a node and it works
for multiple topologies. We also avoid the chance of a malicious node to become
the cluster head. An efficient and reliable trust model is developed. The proposed
approachdecreases the ability of amalicious node to becomea cluster head.Overhead
involved in trust calculation is also reduced.
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Homomorphic Encryption Scheme
to Enhance the Security of Data

C. K. Deepa and S. Ramani

Abstract Data generated in digital devices need to be secured for its use by the
authorized users. Different security algorithms such as symmetric and asymmetric
cryptosystems have been developed to secure the datawhile in transmission aswell as
at rest. However, data is not secure while processing. This paper explores the concept
of Homomorphic Encryption (HE) based solution for secured functional evaluation
of data. The proposedFHE-AES/DHcloud securitymodel executes encryption on the
data and encrypted data is transmitted to the cloud server. The functional evaluation
is carried out on uploaded data by the third partywithout knowing the contents. These
models hide the content of data in order to protect security and privacy. A banking
data set has been used for the case study. The FHE-AES model takes less time for
functional evaluation compared to FHE-DH model.

Keywords Data security · Cryptosystems · Homomorphic encryption · AES ·
Diffie-Hellman model

1 Introduction

Nowadays, the business model that is gaining popularity is an aggressive collection
and perpetual storage of data. The extensive use of ubiquitous devices like security
cameras, wireless sensors and data collected from such devices is massive and ever
increasing. Social data is continuously collected by business organizations. Another
motivation toward the collection of data is to generate business analytics, which helps
to improve the business. Hence, there is an exponential rise in data collection and
storage of that data to provide value to the business processes.
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The cloud computing technology is based on pay-per-usemodel hence, it becomes
a more popular technology in the community. The data storage on the cloud comes
with several advantages. On the other hand, cloud computing has disadvantages.
Privacy and security of data stored remotely is a major concern. The organizations
are outsourcing the business processes [1]. Consider the operations in banks/financial
institutions, there are many products and portfolios offered to customers/clients.
These institutions are outsourcing some of its bulk/one-time/periodical operational
processes like calculating the loan interest, installment payment at the end of every
month to the third party. The process is considered to be successful when the third
party is able to calculate the interest amount on the loan taken by performing the
required operation on the customer data. If the data is provided to the third party in
plain text, then the data is exposed to privacy and security violations due to threats and
vulnerabilities. “Homomorphic Encryption” (HE) is one of the solutions to handle the
security and privacy related vulnerabilities by allowing the user to compute functions
on encrypted data directly.

Homomorphic Encryption executes complex numerical operations on encrypted
information without decrypting the ciphertext. In other words, let P1 and P2 are the
plaintexts and C1 andC2 are ciphertexts of P1 and P2, correspondingly, HE estimates
P1 8 P2 from C1 and C2 without decrypting P1 or P2. On the basis of operation, the
function “8” can be multiplicative if multiplication is used or additive if operation
used.

Multiple studies have been carried out since 2009 after Gentry et al. [2] showed
that it is possible to compute functions on encrypted data directly. This helps the user
not to expose the data while processing. In this paper, a Secure Functional Evaluation
(SFE) model has been developed using the encryption algorithm that satisfies the HE
property. Section2discusses the objectives of thiswork.The relatedwork is discussed
in Sect. 3. Section 4 describes the proposed cryptosystems for banking transaction
applications. The implementation details are discussed in Sect. 5. Results obtained
are discussed in Sect. 6. The conclusions are summarized in Sect. 7.

2 Objective

The objective is to propose a model, which accepts encrypted inputs and then per-
form blind processing to satisfy the user query without being aware of its content,
whereby the retrieved encrypted data can only be decrypted by the user who ini-
tiates the request. This allows owners to rely on the services offered by remote
applications/third party service providers without the knowledge of the contents of
data/information thereby protecting privacy.
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3 Related Works

Togan and Pleşca [3] derived a new secure searchable encryption model aided by
multi-key fully homomorphic encryption (MFHE) to be used for the SMCE applica-
tion environment. Kumar and Sharma [4] has performed a survey on several existing
encryption algorithm and explored the HE property of the algorithm.

Bharati and Tamane [5] discussed to provide computing on a cloud in a secure
way using the HE scheme using the Diffie-Hellman algorithm to have secure com-
munication between the third party and organization. A similar effort was done in
[6] where FHEwas applied for secure data storage and access in cloud storage. Chen
[7] dealt with mining on encrypted data using FHE cryptography. Similarly, it has
been found that FHE can enable almost 20× speedup in a sample application such
as medical data communication and remote monitoring [8]. Even FHE was found
noise free to provide optimal computation [9] on applications.

Based on data significances, Rangasami and Vagdevi [10] applied FHE for cloud
computing environment. However, before FHE numerous efforts were made by
developing Symmetric key and Asymmetric key encryption algorithms [11]; how-
ever, Yassein et al. [11] recommended using more efficient cryptosystem to adopt
dynamism in the cloud computing system. Aggarwal et al. [12] developed a new SHE
model without employing bootstrapping. Their method applied symmetric keys and
found it better than the classical encryption systems.

Ishimaki et al. [13] FHE assisted cryptosystem to assist a client to search on a
genome sequence database without revealing his/her query to the server. Ishimaki
et al. [14] proposed a private substring search protocol over encrypted data by adopt-
ing FHE assessing its feasibility. Cheon and Kim [15] designed a semi-autonomic
cloud auditing architecture weaved in privacy optimization measure by applying the
public key of the SHE Gong et al. [16] presented a high security encrypted data by
using SHE and FHE methods to provide security over encrypted data computations
without decrypt the ciphertext and advances the performances of the cloud services.

Chen et al. [17] introduced a Hybrid-HE that combines public-key encryption
(PKE) and SHE to provide the improvement over polynomial of arbitrary extent
without bootstrapping. Lapotre and Lagadec [18] concentrated on three factors such
as efficient modular design the security requirements for ring-LWE encryption and
SHE based versatile pipelined architecture to achieve a high-speed polynomial mul-
tiplier and polynomial multiplications for different lengths n and moduli p. and
contributed to this is threefold. The proposed architecture supports polynomial mul-
tiplications for different lengths n and moduli p. Li et al. [19] introduced the FHE
model to achieve a noise resilient cryptosystem for real-time applications.Weili et al.
[20] proposed the identity-based leveled FHE (IBFHE) scheme over ideal lattice to
assure the security of selective-identity aligned to chosen-plaintext attacks in the
standard model. Kalpana et al. [21] proposed a modified RSA algorithm to uphold
the FHE over cloud computing system. This novel telemedicine system conveys
medical data of patient’s personal encrypted data using AES to assure medical data
security.
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Fig. 1 Proposed cloud
application (banking)
security system

4 System Design

The proposed model uses FHE-AES/DH cloud security model where the data owner
at first executes encryption on the data to be transmitted, which is then followed by
the upload of the data to the cloud server. The uploaded data can be accessible by
the third party provided with the suitable access credentials. Here, the third party
recovers the data from cloud and performs necessary action on the encrypted data
with the approval of the data owner. The results are then stored back on the cloud
for the owner to process further. The owner compares the result stored by the third
party with a flag set for decrypting and the result obtained on performing the same
functional evaluation on the plain data. If the datamatches, then it is termed as success
in using homomorphic encryption algorithm. If the data does not match, then it is
termed as failure. A snippet of the overall mechanism is depicted in Fig. 1.

5 System Implementation

In this paper, the proposed model exhibits encryption on the banking uploaded data,
where the proposed FHE-AES and FHE-DH are applied to perform encryption dis-
tinctly. The encryption is performedwith FHE-AES and FHE-DH algorithms to fetch
the encrypted data to the cloud (Fig. 2).

As depicted in Fig. 1, in the proposed cloud application (banking) security system
there are two key actors, the person defined as a bank employee (“user1”) and the
third party (“user2”). Here, bank employee hires out the evaluation of bank account
balance on fund transfer as well as interest on a mortgage if used to a third party.

The details of the clients registered with the respective bank are held by the user1.
Account balance, whether loan is taken and such other private information of each
client are included in detail. In the proposed model, the information is kept in a
database built on SqlYog. The dataset contains the data related to direct marketing
campaigns of a Portuguese banking institution. The attributes account ID, balance,
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Fig. 2 Homomorphic
computation module

loan attributes are only used for our study. The proposedmodel has been implemented
on the Java platform using Eclipse Oxygen 2.0 IDE.

5.1 FHE-AES Implementation

Java has a built-in guidance for AES in the “javax.crypto.*” packages, that comewith
any latest adaptations of JDKor JRE.The “AESHelper.java” class in the projectwraps
the “javax.crypto.Cipher” type to offer a simple to use user interface for encryption as
well as decryption operations. The “AESKeystore.java” class in the project is actually
the place where encryption key is produced and stored. The “AESKeystore” class
is used, to create and produce the encryption element as well as the initialization
vector (IV). The “create()” will make use of them, or else it will produce them
making use of the “java.security.SecureRandom” class, any “random byte arrays”
as the key and the IV. The scale of the IV matches which AES encryption size of
the block that is usually 128 bits/16 bytes. For encryption as well as decryption
operations, the “AESHelper” class is wrapped in the “javax.crypto.Cipher” class
to offer a simple to use user interface. To encrypt as well as decrypt byte arrays,
method “encryptBytes” and “decryptBytes” is utilized. To encrypt as well as decrypt
strings, methods “encryptString” and “decryptString” is utilized; The algorithm is
hard-coded to “AES/CBC/PKCS5PADDING” that is AES algorithm with “CBC”
(Cipher Block Chaining) blocking method.

5.2 FHE-Diffie-Hellman Implementation

Java support for “Diffie–Hellman Algorithm” Implementation “KeyPairGenerator”
class. To produce pairs of private and public keys, the class “KeyPairGenerator” is
used. The factorymethods “getInstance” is used to build the key pair generator. “Fac-
tory methods” refer to methods that are static and an instance of the class is returned
by the method. The initialization of the object is the sole distinction between the
methods. Every provider should supply the initialization as default if the client does
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not explicitly initialize the “KeyPairGenerator” to call the initialization method. This
class is actually abstract and extends the interface “KeyPairGeneratorSpi”. “Diffie
Hellman” is algorithm name for generating key pairs for Diffie–Hellman algorithm.
Homomorphic computation module involves several steps. A detailed description is
provided in [22].

6 Results and Discussions

The proposed FHE-AES and FHE-DH cryptomodels have been applied for a banking
application for assessment under multiparty computation environment. The SFE
model developed has been successfully testedwith bank dataset. The results obtained
in both the modes namely “Data in Plaintext Form” and “Data in Encrypted Form”
have been given in the following Table 1. The results demonstrate the time taken for
functional evaluation in eachmode for one account holder data taken from the dataset.
This indicates that time taken in encrypted form is more than in plaintext form which
is expected. However, the difference is very marginal. This can be accommodated
within the processing budget of the functional evaluation. Hence, it is feasible for a
third party to carry out the functional evaluation in an encrypted form. The privacy
and security of the data are protected while at rest as well as during processing. Since
in the banking sector time efficiency is of utmost significance, we have examined the
performance of the FHE-AES and FHE-DH models in terms of computational time.
The total time consumed by FHE-AES and FHE-DH has been obtained. To perform
encryption of the data in FHE-AES takes 436 ms while for the same activity FHE-
DH takes almost 483 ms. It signifies that the first (i.e., FHE-AES) exhibits almost
9.73% faster computational than the FHE-DH encryption algorithm. Similarly, to
perform an activity of account balance transfer FHE-AES cryptosystem took 365 ms
while for the same activity FHE-DH took 403 ms. It shows that the FHE-AES model
exhibits 9.43% faster processing than the counterpart FHE-DH. A snippet of the time
efficacy by these cryptosystems is given in Table 1.

7 Conclusion

In this paper, Fully Homomorphic Encryption (FHE) algorithm has been selected
for secured functional evaluation of data. Two methods viz., classical symmetric
cryptosystem (i.e., AES) and public key exchange cryptosystem (i.e., DH) have
been chosen for implementation. The implemented models have been validated with
banking application. The results reveal that the third party evaluation of functions like
account balance and interest calculation carried out on encrypted data is matching
with the expected results performed on plain data. Hence, the privacy and security
of data are protected using this method. Also, the results obtained revealed that
the proposed FHE-AES cryptosystem exhibits 9.73% better performance than the
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FHE-DH model. It signifies that the proposed FHE-AES model can be applied for
real-time cloud security or secure data communication purposes. The computation
time taken in encrypted data is marginally more than the time taken on plain data.
Hence, this approach is feasible for implementation in real life applications. In future,
the proposed model can be compared with other cryptosystems and in addition,
increasing payload or block size the efficacy could be examined.
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An Effective Data Transmission
Approach Through Cascading of Clusters
in Path Identification for WSN Routing

P. Sachidhanandam and M. Sakthivel

Abstract Wireless Sensor Networks (WSNs) are widely used in sensing applica-
tions. The data sensed by the sensor should reach the processing center within a
short duration to initiate necessary actions in real-time systems. The efficiency of
the WSNs relies on the lifetime of the sensor nodes and it directly depends on the
residual energy. Since the Wireless Sensor nodes are operated with battery power,
the WSNs are not offered to lose energy within a short interval of time. This paper
proposes a novel data transmission method in which the clusters are formed with the
nodes lying on the same diagonal that are cascaded in a ring routing path. The energy
consumed by the transmitter unit of the sensor nodes is reduced with the multi-hop
transmission. K-Nearest Node (KNN) algorithm is used to form the clusters along
the diagonal of the ring. This multi-hop transmission ensures the even distribution
of energy consumption and increases the lifetime of the entire sensor network.

Keywords Cluster formation · Energy efficient · K-Nearest node · Distribution
energy

1 Introduction

Wireless Sensor Networks (WSNs) are a sensitive technology for the recent decade.
There is tremendous growth in technology with autonomous schemes to develop
and evaluate the performance measuring on data analysis about the sensing node for
a transmission from one place to another. Wireless Sensor Network creates a new
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infrastructure based on the design of nodes, installed on the network connectivity
in real time, where the node is being placed in the network. Major focus areas of
the network are in the deployment of the sensing node, monitor and measure the
environmental circumstances either physically or logically created. Lifetime of the
network depends on the sensing node routing technique adopted by the network
architecture and balances the energy consumed by individual nodes, thus ensuring
the uniform consumption of energy by different nodes in the cluster.

The construction of wireless sensor network needs the following knowledge such
as analysis of various parameters such as sensing the environmental information,
location placed, power consumed, operating time, execution of signal processing
techniques, connectivity systems are required. Ring routing techniques are the best
methodology for energy-efficient routing protocol for many applications to avoid
the delay and quick response in the transmission process of the network. Issues of
various researches point out to the improvement of the lifetime of the sensor andmake
efficient data transmission which depends on the environment.When considering the
power factor, the battery lifetime of the sensor is prolonged when distributed equally.

1.1 Ring Topology

The nodes are connected in a ring structure. Every node is connected to two other
nodes either to the left or right side, and intermediate nodes between the sources
and designation. The reliability of ring topology is better than bus topology. When
the connection in the network breaks at the time of data transmission, it may find
the alternate path automatically and it makes the data transmission reliable in the
system [1]. The object of intermediate nodes can put forward from one neighbor to
the other and make a cluster formulation; ultimately it reaches the destination of the
target position of the network transmission is as shown in Fig. 1.

Fig. 1 Cluster formation of nodes
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To acquire the sink position from the ring with minimal overhead whenever
needed. Zhang et al. [2] have given the analysis and experimented about the IPv6
distance vector of routing for a network to minimize the energy consumption. The
nodes are divided into different level for optimal direction angle to form interring
domain communication to save energy during transmission of data packets as well
as clustering algorithm were proposed to create the heterogeneous cluster to find
out the residual energy of the balanced node with related position of cluster and
avoid energy consumption in a single node for a longer duration. Effusively, based
on the energy-efficient algorithm to construct with probability threshold to identify
the layer circle of the ring, direction angle, and node residual energy and hop differ-
ence. Energy-Efficient Heterogeneous Ring Clustering (E2HRC) Routing Protocol
for Wireless Sensor Networks routing protocol to improve lifetime of low power
transmission network.

2 Finding Optimal Routing Path Through Cascading
of the Ring

Ring routing is an energy-efficient, reliable routing protocol that provides fast data
delivery. Ring domain communication topology can effectively use 360° signed tran-
sudation while also reducing message collision during the transmission process. Sig-
nal intensity decrease during thewireless signal transmission process as transmission
distance increases.Where the Distance= speed× Time, Time= distance/Speed and
Speed = distance/Time (Fig. 2).

Fig. 2 Clusters in the ring routing path
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2.1 KNN Algorithm—Cluster Formation

The cluster formation is done with K-Nearest Node (kNN) algorithm. The KNN
uses the information from the K number of nearest neighbors to form the cluster.
The cluster formation is based on the distance of each node from the sink. The energy
consumed for transmission of data from the sensor node is directly proportional to
the distance of the sensor node from the sink.

KNN algorithm: 

For every node 
 Transmit sample bit 
 Wait for response 
 If response received 
  Increment the counter 

Record the k number of nearest nodes for each node

Table 1 shows the distance between the sensor node and the sink and the energy
consumed by the transmitter unit in a single-hop transmission.

Hop by hop transmission, energy revised for 1-bit transmission is n/u joules.

Total energy = n/4+ n/4+ n/4+ n/4

= 4/4 n

Total energy consumed = n Joules. (1)

The graph in Fig. 3 shows the variation of the energy consumption by the sensor
node in accordance with the distance. As the distance increases the node nearer to
the sink has to increase its transmission range to receive the data from the node in
the outer ring. Thus, the increase in distance shoots up the energy consumption by
the transmitter unit of the sensor nodes in the innermost rings.

Table 1 Energy consumption in single-hop transmission

S. no Distance between the
sensor node and sink

Coverage range of sensor
node

Energy consumed by
transmitter unit in joules

1 1 1.5 200.125

2 2 2.75 151.0

3 3 4.0 100.50

4 4 5.25 50.25
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Fig. 3 Energy consumption in single-hop transmission

2.2 Energy Consumption in Multi-hop Transmission

The data from the transmitter may reach the sink in multi-hop fashion, which reduces
the total energy consumed by the individual sensor nodes. Each node can transmit
the data to the next neighbor in one direction towards the sink [3]. Table 2 shows the
energy consumed by the transmitter unit and the distance between the neighbors.

The graph in Fig. 4 shows the energy consumed by the sensor nodes during the
transmission of data by the sensor unit. The energy consumption is higher around
200 J at a shorter distance. As the distance increases there is a steep decrease and at
around 50 J the energy consumed remains at a constant rate [4]. Even the distance
increase the energy consumed is constant.

Table 3 shows the comparison of energy consumed by the transmitter unit of the
sensor nodes in single-hop and multi-hop transmission [5]. The single-hop trans-
mission involves the energy consumed in transmitting the data from the sensor node
directly to the sink and the multi-hop transmission involves the energy consumed in
transmission of data to the nearest neighbor in the direction of the sink.

Table 2 Energy consumption in multi-hop transmission

S. no Distance between the
sensor node and sink

Coverage range of sensor
node

Energy consumed by
transmitter unit in joules

1 1 1.5 50.25

2 2 1.5 50.25

3 3 1.5 50.25

4 4 1.5 50.25
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Fig. 4 Energy consumption in multi-hop transmission

Table 3 Comparison of energy consumption in single-hop and multi-hop nodes

S. no Distance
between the
sensor node
and sink

Coverage range of
sensor node

Energy consumed by
transmitter unit in
joules

Single hop Multi-hop Single hop Multi-hop

1 1 1.5 1.5 200.125 50.25

2 2 2.75 1.5 151.0 50.25

3 3 4.0 1.5 100.50 50.25

4 4 5.25 1.5 50.25 50.25

The graph in Fig. 5 shows the comparison of energy consumption by the sensor
nodes in single-hop and multi-hop transmission. The comparison gives a clear view
of the fall in energy consumption in the multi-hop node with an increase in distance.

3 Conclusion

The energy consumption by the transmitter unit of the sensor node decides the life-
time of the sensor network. Each sensor node when transmitting the data directly
to the sink consumes more energy than the sensor nodes transmitting the data indi-
rectly using multi-hop transmission. The multi-hop transmission ensures that every
individual node spends only a minimum of energy to transmit the data to the sink.
When the clusters are formed with the cascading of the ring, each node transmits its
own data and also forwards the data from one neighbor to the other neighbor and
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Fig. 5 Comparison of energy consumption in single-hop and multi-hop node

eventually reaching the sink. Thus, the total energy consumed by the sensor network
is distributed evenly among the sensor nodes in the network and increases the lifetime
of the Wireless Sensor Network.
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A Survey of Various Cryptographic
Techniques: From Traditional
Cryptography to Fully Homomorphic
Encryption

Rashmi R. Salavi, Mallikarjun M. Math and U. P. Kulkarni

Abstract With the advent in Internet and networking applications, security is a
major concern in the current era of Information Technology. The huge amount of
information exchanged over the Internet is vulnerable to security threats and attacks.
Cryptography provides secure exchange of encrypted data by sharing a key. The
major concern with this approach is data privacy as anybody with the key can access
the data. Moreover, user loses control over data once it is uploaded to the cloud
and must rely on cloud service provider. User must share a key with cloud service
provider to perform any operations like searching, sorting, etc., or need to down-
load and decrypt the data and then perform the operation. These approaches lead
to privacy issue and repeated encryption decryption, even for small computation.
These concerns are addressed by Homomorphic Encryption (HE), which enables the
cloud service provider to carry out computations on ciphered data without decrypt-
ing it. With the advent of HE scheme, in 2009, the Fully Homomorphic Encryption
(FHE) scheme was invented by C. Gentry, which allows any computational func-
tion to operate on encrypted data. But the practical implementation of FHE is still
in research. This survey focuses on various traditional and modern cryptography
techniques along with the different schemes of HE and FHE.
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1 Introduction

Cryptography is an area of studying various encryption techniques to provide infor-
mation security. Encryption is a process, which converts the real message, called as
plaintext into the coded message, called as ciphertext. The reverse process, known
as decryption restores plaintext from the ciphertext. The plaintext along with a key is
given as input to encryption algorithm produces the ciphertext. The intended receiver
with key transforms ciphertext back to plaintext. Themain problemhere is tomaintain
the secrecy of the key. The traditional cryptography is based on private key encryp-
tion techniques and provides only confidentiality of the information. It operates on
characters (letters and digits). Modern cryptography is a foundation of computer and
communication security. It operates on bits instead of characters and is based on
various mathematical concepts like number theory and probability. Basically, cryp-
tography is defined as two different mechanisms: Symmetric- and Asymmetric-key
cryptography.

2 Symmetric-Key Cryptography [1–4]

When two parties want to converse with each other, they share secret information
known as the key. The sender encrypts the message before it is sent, and the receiver
decrypts the message using the same secret key. The symmetry is achieved as a com-
mon secret key is shared by both the communicating parties. The original message is
known as plaintext and the coded message sent by the sender is known as ciphertext.
Figure 1 shows the working of private key encryption.

In this scheme, the same small size keys are used for both encryption and decryp-
tion of data. The communicating parties must share a common key before the
exchange of information. The communication between any two parties among n
persons requires n(n − 1)/2 key exchanges.

The different methods used in Symmetric-Key Encryption are: Digital Encryp-
tion Standard (DES), Triple-DES (3DES), Advanced Encryption Standard (AES),
International Data Encryption Algorithm (IDEA), and Blowfish. These symmetric
key schemes are compared in Table 1.

Fig. 1 Private key encryption



A Survey of Various Cryptographic Techniques … 297

Table 1 Comparison of different symmetric-key cryptography algorithms

DES [2, 3] Triple-DES
[2, 3]

AES [2, 3] IDEA [2, 3] Blowfish [2,
3]

Key size 56 bit 112 or 168
bits

128, 192 or
256 bits

128 bits 32-448 bits

Block size 64 bits 64 bits 128 bits 64 bits 64 bits

Rounds 16 48 10, 12, 14 8.5 16

Structure of
the algorithm

Balanced
Feistel

Feistel Substitution,
permutation

Lai-Massey
scheme

Feistel

Invented by IBM, 1975 IBM, 1978 J. Daemen,
V. Rijmen,
2000

J. Massey, X
Lai, 1991

B. Schneier,
1993

Analysis Little
modification
in plain text
results in a
huge change
in ciphertext,
small key
size,
exhaustive
key search

Secure than
DES,
overcome the
drawback of
DES, much
slower than
DES

Operates on
bytes instead
of bits, six
times faster
than
Triple-DES,
adopted and
supported in
both
hardware and
software

Weak keys Faster except
when
changing key

3 Asymmetric-Key Cryptography [1–4]

Public key techniques allow users to communicate securely without agreeing on
any secret key in advance. In this scheme, a key pair (pk, sk) is generated by the
receiving party. The message is encrypted by the sender using public key pk and is
decrypted by the receiver using private key sk. Figure 2 shows the working of public
key encryption.

This scheme uses a public and private key pair, (pk, sk). It does not require
the sharing of any information or key in advance. It addresses the key distribution
problem as communicating parties need not share a key in advance. It is extremely
secure but is based on complex mathematics and slower than private key encryption.

The different methods used in Asymmetric-key Encryption are RSA, ElGamal,
and Elliptic Curve Cryptography (ECC) compared in Table 2.

Fig. 2 Public key encryption
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Table 2 Comparison of different asymmetric-key cryptography algorithms

RSA ElGamal ECC

Key size 1024 bits 1024 bits 160 bits

Structure of algorithm Integer factorization Discrete logarithmic Elliptical curve

Invented by Rivest, Shamir, and
Adleman, 1977

Taher ElGamal, 1985 Neal Koblitz and
Victor S. Miller, 1985

Analysis Uses two dissimilar
keys: public and
private key for
encryption and
decryption,
respectively, based
on factoring of large
prime numbers,
finding p and q for
given mod n is easy
but the reverse is
difficult, vulnerable
to small integers

Based on discrete
logarithm problem,
difficult to find the
discrete logarithm of
a given number in
particular time
frame, generates
different ciphertext
for a given plaintext,
slow and generates
long ciphertext

Based on the elliptic
curve, apply discrete
logarithm to points
on the elliptic curve,
small key size, less
computing power,
expensive

The cryptography schemes discussed above can store data securely but cannot
allow any operation on encrypted data.

4 Homomorphic Encryption [5]

The traditional cryptographic algorithms allow users to encrypt their data, but to
perform any operation on it, one need to decrypt it, perform computation and further
encrypts the result. Homomorphic encryption allows to carry out some computations
on encrypted data and generates encrypted results, which when decrypted gives the
same result if the same operation is performed on the plaintext. Figure 3 shows the
working of HE.

Fig. 3 Working of homomorphic encryption
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4.1 Objective

• To store and exchange data securely.
• To carry out a few computations on encrypted data.
• To enhance data confidentiality.

4.2 Unpadded RSA [2–4]

The first public key encryption with homomorphic property is RSA. Let us assume
that (M, •) and (C, •) are groups formed with modular multiplication operation • and
plaintext, M and ciphertext C, respectively. Let pk is a public key, where pk = (e, n)
where e and n are large integers.

Let m1 and m2 are two plaintexts in M, then

E(m1, pk) = me
1(mod n) (1)

E(m2, pk) = me
2(mod n) (2)

E(m1, pk) · E(m2, pk) = me
1 · me

2(mod n)

= me
1 · me

2(mod n)

= E(m1 · m2, pk) (3)

Thus, RSA holds homomorphic property.
But unpadded RSA is insecure; hence random bits are padded to message before

encryption. This leads to loss of homomorphic property. In the literature, several
public key encryption schemes have been proposed with the homomorphic property.

4.3 Goldwasser–Micali (GM) Encryption Scheme [6]

In 1982, Goldwasser–Micali developed a first public key encryption algorithm based
on probability, known as Goldwasser–Micali (GM) Encryption scheme. This scheme
basically constitutes key generation, encryption, and decryption algorithms. The pub-
lic and private key pair is generated by the key generation algorithm. The probabilistic
encryption algorithm encrypts plaintext P randomly to ciphertext C, whereas deter-
ministic decryption algorithm decrypts ciphertext C back to plaintext P. The encryp-
tion algorithm encrypts the same plaintext to different ciphertexts if it is encrypted
several times. This scheme relies on intractable problem of quadratic residue modulo
n, to decide that, given factors (p, q) of n, will give a value of y is square mod n or
not.
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Remark:

• Due to randomness in an encryption algorithm, it generates separate ciphertext for
the same message if encrypted several times.

• It is semantically secure as it is based on the intractable problem, quadratic residue
modulo n.

• The ciphertext size is large, as to encrypt every single bit it requires several hundred
bits in n.

4.4 ElGmal Encryption Scheme [7]

In 1985, Taher ElGamal invented a Diffie–Hellman key exchange based public key
encryption algorithm known as ElGamal encryption scheme. The discrete logarith-
mic problem is a basis for this scheme. It is defined over a cyclic group G and
its security depends upon the problems in G related to the difficulty of computing
discrete logarithm. This scheme is used to reduce the size of key.

Remark:

• This scheme depends on the group properties and padding scheme on messages.
• It is insecure under the chosen ciphertext attack as it is vulnerable.
• It is used in the hybrid cryptosystem.

4.5 Pallier Encryption Scheme [8, 9]

The Paillier encryption scheme is a probabilistic public key algorithm and is based
on the assumption of the decisional composite residuosity. The problem of finding
the nth residue class is difficult. This scheme performs both homomorphic addition
and multiplication.

Remark:

• This scheme is based on the decisional composite residue problem.
• It is malleable, hence does not guard against adaptively chosen ciphertext attack.

4.6 Boneh–Goh–Nissim (BGN) Encryption Scheme [10]

The BGN encryption scheme is the first scheme with the constant size ciphertext. It
is based on pairing for the elliptical curve, which allows multiplication and addition



A Survey of Various Cryptographic Techniques … 301

Table 3 Comparison of different homomorphic encryption schemes

GM ElGamal Paillier BGN

Homomorphic
property

Additive Multiplicative Additive and
multiplicative

Additive and
multiplicative

Structure of the
algorithm

Probabilistic
encryption and
deterministic
decryption,
based on the
intractability of
quadratic
residue modulo
N problem

Based on
Diffie–Hellman
key exchange
algorithm,
defined over
cyclic group G

Probabilistic
public key
encryption

Based on
pairing for
elliptical curve

Invented by Shafi
Goldwasser and
Silvio Micali in
1982

Taher ElGamal
in 1985

Pascal Paillier in
1999

Boneh, Goh,
Nissim in 2005

Analysis Randomness in
encryption
algorithm
generates
different
ciphertext for
same plaintext,
larger ciphertext

Based on the
computational
problem within
a cyclic group
G, used in the
hybrid
cryptosystem,
slower than
symmetric

Based on
decisional
composite
residue

Constant size
ciphertext

both on cipher text. This scheme is secured on the basis of the subgroup decision
problem.

Remark:

• This scheme is based on pairing-based cryptography.
• It allows both addition and multiplication operation on ciphertext.
• It achieves semantic security on the basis of the subgroup decision problem. The
different Homomorphic Encryption techniques are compared in Table 3.

5 Fully Homomorphic Encryption [11]

Homomorphic Encryption techniques either perform addition or multiplication oper-
ation on encrypted data. It is beneficial if one can able to perform both of these
operations simultaneously on the encrypted data. The Somewhat Homomorphic
Encryption (SWHE) schemes perform limited operations on ciphertext. The decryp-
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tion function fails to recover proper ciphertext after certain threshold, as the noise
is getting added to the ciphertext. Gentry proposed ideal lattice-based first Fully
Homomorphic Encryption (FHE) Scheme. Fully Homomorphic Encryption enables
to perform arbitrary operations on ciphertext so that any number of additions and
multiplications can be performed to manipulate encrypted data.

5.1 Objective

• To carry out arbitrary operations on coded data.
• To enhance security in Cloud Computing.

In 2009, Gentry [12] proposed the first fully homomorphic encryption scheme
based on two atomic operations namely addition and multiplication on the ideal lat-
tice. These two operations can be used to build and evaluate any circuit. This scheme
is very promising in the field of FHE but due to some hard mathematical concepts,
it is hard to implement and had high computational cost for real-life applications.
So many new schemes and optimization have followed this scheme to overcome the
above-mentioned limitations.

5.2 FHE Using Ideal Lattice [12]

Gentry proposed ideal lattice-based first Fully Homomorphic Encryption scheme.
Initially, Gentry used ideals and rings without lattice to design the homomorphic
encryption scheme. Ideals are property preserving subset of the rings. Each ideal is
represented by lattice in this scheme. As this scheme is an extension of SWHE, after
certain threshold, the ciphertext generated become noisy. The noise must be reduced
to convert noisy ciphertext to proper ciphertext. Gentry used squashing and boot-
strapping to generate proper ciphertext so that it enables to perform homomorphic
operations on encrypted data. These processes are performed repeatedly so that it
enables to perform arbitrary operation to make Fully Homomorphic scheme.

Remark:

• This scheme is based on ideal lattice.
• It uses squashing and bootstrapping to reduce noise in the generated ciphertext.
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5.3 FHE Over Integers [13]

Van Dijk proposed another Fully Homomorphic scheme based on Gentry’s boot-
strapping method. This scheme is based on the problem of Approximate Greatest
Common Divisor (AGCD). AGCD problem [14] try to recover an integer p from
two near multiples m1 and m2, where mi = qip + ri, qi are integers smaller than
mi and ri are unknown error terms. The homomorphic addition and multiplication
can be carried out on encrypted data. The result of homomorphic operation holds
the homomorphic property and preserves the format of the original ciphertext. If the
noise is less than half of the private key then encrypted data can be decrypted. The
noise grows exponentially with multiplication operation.

Remark:

• This scheme is based on Approximate Greatest Common Divisor problem.
• This scheme is simple and based on symmetric HE.
• Asnoise increases exponentiallywithmultiplication operation, it putsmore restric-
tions on multiplication than addition.

5.4 FHE Based on LWE [15]

This scheme is the first step towards practical implementation of FHE scheme. Brak-
erski and Vaikuntanathan proposed a new SWHE scheme based on Ring Learning
with Error (RLWE). Learning with Errors (LWE) problem for post-quantum algo-
rithms is one of the hardest problems as it is not solved in practical time. If any
algorithm can solve LWE problem in efficient time, then it can also solve the shortest
vector problem (SVP) in an efficient time. This can be found promising for post-
quantum cryptology with relatively small ciphertext size.

Remark:

• It is based on Learning with Error.
• It is the first step toward practical implementation of FHE.
• It can solve a complex lattice problem in efficient time.

The different Fully Homomorphic Encryption schemes are compared in Table 4.
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Table 4 Comparison of different fully homomorphic encryption schemes

FHE using ideal lattice FHE over integers FHE based on LWE

Based on
the concept

Ideals and rings Approximate greatest
common divisor

Ring learning with errors

Invented by Gentry in 2009 Van Dijk, C. Gentry,
Halevi, and
Vaikuntanathan 2010

Brakerski and
Vaikuntanathan 2011

Analysis Represents lattice using
ideals and rings. Used
squashing and
bootstrapping to
minimize noise

Is simple and is based on
symmetric HE. Able to
decrypt ciphertext, if
noise is less than half of
the private key. With
multiplication operation
noise increases
exponentially

First practical
implementation of FHE,
solves complex lattice
problems

6 Conclusion

In the current era of information technology, the information is heavily exchanged
over the Internet. The various encryption techniques used to encrypt data and keys
are shared with service providers or third-party operators to achieve data privacy. The
modern cryptography techniques based on public and private key cryptography are
analyzed with their limitations. Data privacy is a major concern in cryptography as
due to shared keys, user’s data is accessible to the untrusted service provider or third
party operator. One promising direction to preserve the privacy of data is Homo-
morphic Encryption (HE) scheme, which allows the service provider to operate on
encrypted data without sharing keys. HE schemes allow either multiplication or addi-
tion operation on encrypted data. Hence, only a few computations are performed on
encrypted data. However, Gentry’s Fully Homomorphic Encryption (FHE) schemes
enable to perform any function on encrypted data, but its implementation is practi-
cally expensive for real-life applications. Here, we surveyed the basic idea, different
implementations along with their limitations of HE and FHE schemes.
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Segmentation of Cotton Leaves Blade
Based on Global Threshold
and Morphological Operation

Janwale Asaram Pandurang, S. Lomte Santosh and Kale Suhash Babasaheb

Abstract In this article, we proposed a method of segmentation using a global
threshold to segment a leaf blade from the dark black background. RGB images of
leaf captured using a digital camera get converted into HSI model. The threshold
value, t, is computed automatically for separate bands of HSI using Otsu’s methods.
By combining only hue and saturation images where both are true, we got the colored
object mask. Finally, by concatenating these images we got segmented leaf image
from the background. In the second step, we applied a sequence of morphological
operations to remove petiole from the leaf blade. Experiments have been carried on
90 leaves and we got a success rate of 93.33%.

Keywords Image segmentation · Cotton leaf · Petiole segmentation · Global
thresholding · Morphological operations · HSI · RGB

1 Introduction

In India, Cotton is an important crop and India has the largest cotton growing area
in the world. In many cases, the health of cotton plant can be determined by leaf’s
characteristics. A leaf contains different parts like leaf blade, petioles, and stalk.
Petioles are an important component of leaf used in photosynthesis and transpira-
tion for green plants, which can affect plants growth and yield. Image processing
techniques evolved, can play an important role in leaves image analysis. Many appli-
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Fig. 1 Image of leaf parts

cations need to perform an important step of image segmentation in digital image
processing such as plant identification, estimation of Nitrogen, identification of leaf
diseases, and so on. The digital image processing techniques are able to do non-
destructive measurements for leaves, but the petiole will be a major obstacle on
extracting the information accurately. Manual lab technique like Kjeldahl technique
used for estimation of nitrogen from plant leaves need to remove petiole from leaf
blade before chemical analysis, so in case of automation of this, it needs an automatic
method to segment leaf blade and removes petiole from image.

Over several years number of different segmentation techniques proposed for gray
or color images. There are still no efficient and simple segmentation techniques for
leaf segmentation from background and petiole removal from the stalk. Our interest
in this study is to segment and removal of petiole from cotton leaf images (Fig. 1).

The purpose of segmentation is to present image into simple form or parts that are
more useful and easily analyzed. Image segmentation will produce results consisting
a set of parts that include the entire image, where all pixels from a region are same
in case of few characteristic or computed features, for examples, color, intensity, or
texture. The threshold is one of the simplest methods of segmentation. This method
based on threshold value is calculated by converting the image to binary image.
Thresholdmethods include global and local thresholding, havingmethods likeOtsu’s
global thresholding and adaptive local thresholding.

The main contribution of this article is to provide a simple method for segmenta-
tion of the leaf blade from the background using the global threshold technique and
removing petiole from the blade by applying morphological operations.

2 Related Work

In addition to this paper [1], they projected an algorithmic program that features
fuzzy threshold and clustering segmentation for varied plant analyses. The result
they got from this system is predicated on a fuzzy threshold and bunch techniques
for identification of most similar components in plant leaf pictures.

In this paper [2], first by comparing the distribution of multi-model histogram
in HSV color model, and then selected the appropriate band and threshold value to
process the image. Here, they used the method of mathematical morphology with
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the element of multiple structure elements and multiple scales to smooth the leaves
border and remove the segmented petiole in the image.

The segmentation algorithms [3] are developed that is capable to perform seg-
mentation method victimizing the leaf pictures that were exposed to totally different
illuminations. They tried Otsu’s international threshold so that the best segmenta-
tion supported the tested pictures.

In this paper [4], they presented an algorithm which combined PCNN model and
HSU color model for leaf petiole detection. The results show the successful removal
of petiole from the leaf blade.

In this paper [5], automatic marker-controlled watershed segmentation methodol-
ogywas sortedwith pre-segmentation and themathematicalmorphological operation
was to segment leaf pictures with advanced background support the form informa-
tion. Experimental results on some plant leaves showed that planned classification
frameworkworked compatiblywhereas classifying leaf pictureswith a difficult back-
ground.

In this paper [6], they projected a way for image segmentation of cucumber
leaf pictures. First, the color image is analyzed. At that time, a sort of color fea-
ture is employed to get the characteristics map, which mixes the RGB model and
HSImodel. Finally, themorphological methodology is employed to induce the image
segmentation.

In this paper [7] for segmentation, they planned the algorithmic rule that consists of
two steps. Beginning supported peak of histogram identification victimization Otsu’s
methodology. Within the second step, the proof theory was accustomed to merge
totally different pictures drawn in numerous color areas, to urge correct segmentation
result.

In this paper [8], in this analysis, a way for automatic identification and segmenta-
tion of leaves has been developed supported the depth image captured by the Kinect
detector. Pixels of the depth image is reborn into 3D points and registered during a
commonplace coordinate system during ground standardization.

According to the literature survey, there is no single method to segment cotton
leaf from background and removal of petiole automatically. It gives the scope for
our work to improve and provide a method for segmentation and petiole removal
combined technique.

3 Proposed Segmentation Method

A. Image Acquisition

Created own dataset of Cotton leaf images, which are collected from fields. Single
leaf placed against black background and images were taken using Sony Cyber-Shot
W830 camera of 20megapixelswithCCDsensor. To reduce the illumination problem
[9], images are taken in the morning and evening session. Samples of images are
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Fig. 2 The image of cotton leaf captured by Sony camera

taken from 15 cm height with the black background in natural light and resized to
1764 * 768 pixels (Fig. 2).

B. Color Model

Digital images are made of Red, Green, and Blue (RGB) color model. Conversion
to the grayscale of RGB image will convert each R, G, and B components to level
0–255, which increase space and time complexities. Therefore, instead of working
directly on the specific color, we converted images from RGB to HIS color space.
The HSI model is perfect for color image processing based on color features, which
are natural to humans. In the HSI model, H factor contains information about color,
S factor represents dominance of that color, and V component represents intensity.
Therefore, we can detect all color shades, which is a very important step in finding
nutrients deficiency projects.

C. Leaf blade segmentation

Black background was used to take images using digital camera, which reduces
illumination effect and simplifies the segmentation process. Images are taken and
stored in jpg format. Images were separated into its components such as Hue, Satu-
ration, and Value images and are shown in Fig. 3 and plot the histogram of H, S, I
components to process.

By using Otsu’s method, appropriate threshold values are computed. Otsu’s
thresholding method is used to compute threshold values by considering bimodal
histogram. Three bands of HSI image get separated into a different band of H, S,
and I. Threshold value t is computed automatically for separate bands of HSI using
Otsu’s methods. We calculated and assigned a range of the low and high thresholds
for each color band. Separate mask for hue, saturation, and value are created by

(a) (b) (c)

Fig. 3 Shows a Hue image. b Saturation image. c Intensity image and their histograms



Segmentation of Cotton Leaves Blade Based on Global Threshold … 311

assigning low and high threshold values to each color bands. In HSI model, color is
represented by only hue and saturation components, so we combined only the hue
and saturation images where both are true, we got the colored object mask (Fig. 4).

Masked image contains some noise and edges are also not continuous. Therefore,
we applied morphological operations to smooth the border used morphological clos-
ing operation then small white particles are removed and borders smoothed (Figs. 5
and 6).

To mask out the colored-only portions of the RGB image use the colored object
mask by multiplying it with RGB components using formulas 1, 2, and 3.

μIP = χM. ∗ χI(:, :, 1); (1)

μI� = χM. ∗ χI(:, :, 2); (2)

μIB = χM. ∗ χI(:, :, 3); (3)

Fig. 4 Image of the specified color

Fig. 5 Morphological operations on the image

Fig. 6 a Colored object mask image. b Hue mask. c Saturation mask
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Fig. 7 a Masked red image. b Masked green image. c Masked blue image. d Segmented image

Fig. 8 Petiole removed image

where χM denotes colored object mask, χI denotes color image and μIP, μIT, and
μIB are masked images of respective color of red, green, and blue. Finally, by con-
catenating these images, we got segmented leaf image from the background as in
Fig. 7d.

D. Leaf petiole elimination

The output image produced by the global threshold method still contains petiole with
leaf blade, which can be removed by using mathematical morphological operations.
Morphology operations are used in image processing for a task like segmenting
touching parts in the image, elimination of undesired image regions and noise and
categories objects by their size. Morphological operations use structuring part to an
input image, to provide an output image of equivalent size. The basic operations are
opening, closing, fill, smooth, thin, and so on. The shapes of structural elements are
also different like disk, line, diamond, and round. In our study, we experimented
on different structural elements and sequence of morphological operations. After a
number of tests, we find that a combination of structural elements and repetition of
opening and closing will remove petiole from leaf blade. Therefore, we applied the
line structural element with 90 degrees along with the disk-shaped element and per-
formed opening and closing operation to remove petiole from leaf blade successfully
as shown in Fig. 8.

4 Conclusion and Discussion

In this paper, we presented the implementation of a fully automatic method, which
segments the leaf blade from the dark black background and also eliminates petiole
from it. This method includes two steps: first by using global threshold method
leaf blade is segmented from the background and second by applying a sequence
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of morphological operations petiole removed from leaf blade as shown in Fig. 8.
Experiments have been carried out on 90 leaves and we got a success rate of 93.33%.
Compared with other methods, the proposed method here is simple and suitable for
leaf blade segmentation. These results have an important role in nitrogen deficiency
detection and other applications were we need leaf blade image.
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Electronic Guitar MIDI Controller
for Various Musical Instruments Using
Charlieplexing Method

Robinson Devasia, Aman Gupta, Sapna Sharma, Saurav Singh
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Abstract Music is nowadays, a way to learn for kids, passion for youth, and a mode
of meditation for adults. The urge to be able to use different varieties of sounds for a
creative composition of music is the biggest challenge for musicians, which is quite
complicated as well as time-consuming task. To resolve this issue, this paper presents
an approach to generate sounds of various musical instruments corresponding to the
particular notes of a guitar. The fundamental principle behind the proposed work
is that, though all the musical instruments play the same notes but have different
timbre characteristics. The electronic guitar is designed in such a way that it enables
a guitarist to play all kinds of instruments without physically learning them. The
guitar is connected to a computer through a microcontroller. It has multiple input
ports, a part of which acts as frets and remaining as strings. The number of input
pins is far less than the actual number of frets and strings. The technique called
Charlieplexing achieves it. The instrument to be played can be selected from the
instruments listed in the software. After selecting a particular instrument, a guitarist
can play it just like a conventional guitar. Computer connectivity also allows the
guitarist to practice music with earphones making it a soundless device for others.
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1 Introduction

Music is a tool, which connects souls and this is the reason it has been used in
various therapies [1], control, and guidance. Creating music is an art. The notes,
rhythm, pitch, and texture have to be in perfect proportion otherwise it would be
nothing more than noise. Music is also a part of our culture, which we have seen
evolving from traditional folkmusic to rock bands [2]. It has become away to express
oneself, and the passion is increasing day by day.

The world has witnessed musicians like Bob Marley, The Beatles, Tansen, Hari
Prasad Chaurasia, Zakir Hussain, Ravi Shankar, andmanymore. Each of themwas/is
an expert in their field. The Beatles is known for their rock music. Zakir Hussain is
known for his tabla playing art, Ravi Shankar for Sitar, Hari Prasad Chaurasia for
flute, and Raghu Dixit for Guitar.

Musicians play differentmusical instruments to generate a different type ofmusic,
but the theory behind each instrument is the same and share the same literature of
notes and chords. Despite this fact, one has to put efforts to learn to play different
instruments. An expert musician of one instrument will not be an expert of another
instrument if he/she has notmastered it, for e.g., an expert Sitar playermay not be able
to playGuitar or an expertGuitar playermay not be able to play flutewithout learning.
To learn all the instruments is very time-consuming, tedious, and challenging task in
the music industry. To address the above issue, researchers have put their best efforts
to synthesize musical sound artificially, and they achieved great success in this field.

Many researchers have worked in this field and come up with solutions like Orb
Composer-A music composing software using artificial intelligence, OrchExtra-A
sound enhancement system run from one’s laptop, etc. Digital music refers to an
art of music that is described, created, spread, and stored via digital technology
by using the computer and the Internet, and where sound streams are processed in
other processing modes. It is a product of the electronic and computer age [3, 4].
The success achieved in synthesizing various musical instruments is remarkable and
appreciable.

All the work done to date towardmusic synthesis or control is dedicated to a single
instrument. The work toward multiple instrument control using a single instrument
guitar as a MIDI controller is missing. In the presented work, an attempt has been
made to control numerous instruments using a single instrument MIDI controller.
The basics behind the proposed work are based on the fact that the music literature
of every instrument is same and hence can be used to play all kinds of the instrument
through single design (Table 1).
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Table 1 MIDI signal instruction

Value
(Decimal)

Value (HEX) Command Data types

128–143 80–8F Note off 2 (note, velocity)

144–159 90–9F Note on 2 (note, velocity)

160–175 A0–AF Key pressure 2 (note, key pressure)

176–191 B0–BF Control change 2 (controller no., value)

192–207 C0–CF Program
change

1 (program no.)

208–223 D0–DF Channel
pressure

1 (pressure)

224–239 E0–EF Pitch bend 2 (least significant byte, most
significant byte)

Electronic Guitar is a MIDI Controller that replaces the existing controllers with
a cheap and efficient controller, which can be played just like existing guitars. This
MIDI controller looks and can be performed exactly like a guitar. However, it does
not directly produce sound; it generatesMIDI signals, which are sent to the computer
to do all the processing for the production of the sound. This input/output system
eliminates the use of expensive guitars and MIDI interface as it acts as both at the
same time. The conventional strings are not used in this guitar. Hence, it eliminates
the handedness of the instrument and the effects on tensed strings due to changes in
temperature. This provides some advantage over existing guitars.

The organization of the presented paper is as follows. Section 2 describes the
conventional guitar basics; Sect. 3 gives a brief of MIDI controller. In Sect. 4, the
Serial peripheral interface is explained in detail. Sections 5 and 6 focus on Sequence
generator and Guitar circuit, respectively. The algorithm of the proposed work is
explained in Sect. 7. Finally, the conclusion is presented in Sect. 8.

2 Conventional Guitar

2.1 Working Principle

The fundamental principle behind the conventional guitar is resonance. Resonance
here refers to the amplification of vibration by a particular design/structure. Any
vibrating string generates sound. The frequency of vibration is inversely proportional
to the length of the string and its thickness, thus shorter string results in higher
vibration frequency. In acoustic guitars, “all of the sound energy that is produced by
the body originally comes from energy put into the string by the guitarist’s finger.”
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Fig. 1 Wavelength

In the electric guitar, the sound box is not as useful as in an acoustic guitar though
the strings vibrate on the same frequencies as an acoustic guitar. The sound pickups
of electric guitar act as a transducer for converting the change in air pressure to
electrical energy that is then sent to an amplifier (Fig. 1).

2.2 Parts of Conventional Guitar

2.2.1 Strings

Strings of varying lengths and diameters are used in different instruments. The mate-
rials used for guitar strings are Nylon, Nickel, Bronze, Silver, etc.

2.2.2 Pickups

Pickups are transducers that may be piezo, magnetic, single coil or of any other type.
It converts the string vibrations into electrical signals. These signals are fed directly
to amplifiers or devices adding features like distortion etc. to these signals.

3 MIDI Controller

MIDI is a technical standard that describes a protocol, digital interface, and connec-
tors, which allows a variety of device to connect and communicate with each other
[5] (Fig. 2).



Electronic Guitar MIDI Controller for Various Musical … 319

Fig. 2 MIDI

MIDI carries mainly three components in a message namely notation, pitch, and
velocity. The MIDI interface operates at 31.25 k Baud rate using an asynchronous
serial data byte comprising 1 Start bit, 8 Data bits (0–7), and 1 stop bit. This makes
a total of 10 bits per serial byte with a period of 320 µs [6].

MIDI bytes are divided into two types command bytes and data bytes. Status byte
is in range 0x80 to 0xFF. The data byte is in the range 0x00 to 0x7F in hex [6].
Commands include things such as note on, note off, pitch bend, and so forth. Data
bytes include things like the pitch of the note to play, the velocity, or loudness of the
note, amount of pitch bend and so forth [6, 7]. MIDI messages comprise a STATUS
byte (bit 7= 1) followed by DATA bytes (Bit 7= 0). Messages are divided into two
main categories: Channel and System. Channel messages contain a four-bit channel
number encoded into the Status byte, which addresses the message specifically to
1 of the 16 channels. System messages are not encoded with channel numbers and
are divided into three main types: System common, system real-time, and system
exclusive [6–8].

A. Abbreviations and Acronyms
MIDI: Musical Instrument Digital Interface

B. Units
Baud Rate: It is a unit for symbol rate or modulation rate in symbols per second.
Unit symbol Bd.

4 SPI

The Serial Peripheral Interface (SPI) buses are asynchronous serial communica-
tion interface that are used for communication between an integrated circuit such as a
microcontroller and a set of relatively slow peripherals. The interface was developed
by Motorola in mid-1980s and has become a de facto standard [9].
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The SPI module allows a duplex, synchronous, serial communication between
the MCU and peripheral devices.

During an SPI transmission, data is transmitted (shifted out serially) and received
(shifted in serially) simultaneously. The serial clock (SCK) synchronizes shifting and
sampling of the information on the two serial data lines. A slave select line allows
selection of an individual slave SPI device, slave devices that are not selected do not
interfere with SPI bus activities. Optionally, on a master SPI device, the slave select
line can be used to indicate multiple master bus contention as described in SPI Block
Guide V03.06 released by Motorola Inc. (2003, February).

5 Sequence Generator

24-bit output driven with a single output pin is implemented with the help of SPI
protocol which sends 8 bits of data all together serially to the three shift registers
connected in the series to each other. The data, which is to be sent to the third register,
will be transmitted to the first so that it can be latched to the end. A common clock is
given to all these three registers so that when the pulse is provided by the SPI for next
8 bits, the data in register automatically moves to the next register, so the separate
clock is not needed for sending the data to the next register.

Once the data is latched on the shift registers the data is then sent to the storage
register by sending a clock to the storage register by this method the data will reflect
at the output altogether without delay.

As given in Fig. 3 U3 shift register acts like the strings of the guitar. U2 and U4
act as the frets of the guitar. The sequence is generated so that a fret is checked for
each string of the guitar, whether it is pressed or not. The LEDs are named D18, D19,
etc.

6 Guitar Circuit

In this guitar, the concept of plucking and pressing the fret string is peculiar because
the strings for fret and the plucking are entirely independent. In the circuit, J1 and
J2 are the fret of the guitar, which is completed, with the help of the conducting
wound wire tied over the fret. If the particular fret is pressed, a 5 V signal reaches
the collector of a specific transistor through J3, depending on which string of the fret
is pressed, J4 acts as the string of the guitar (Fig. 4).
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Fig. 3 Sequence generator circuit

The five V signal will remain at collector until a particular string is plucked, i.e.,
emitter side is plucked with the help of a plectrum. Plectrum is attached to the digital
pin of the controller that will detect the voltage at the collector of the particular
transistor.

The sequence running in the shift register is very fast compared to the human
response it seems that every pin has the voltage at the same time, but every time the
sequence inside the shift registers is different. As soon as a voltage is detected at
the digital pin, the algorithm looks in the table for the particular sequence, which is
inside the shift register at that specific instant. For every sequence, a note is assigned
which is sent to the computer as soon as it is detected in the form of the MIDI signal.



322 R. Devasia et al.

Fig. 4 Guitar circuit

6.1 Components

6.1.1 The Processing Unit (Arduino)

Theprocessing unit used here, for converting InputDigital Signals into corresponding
MIDI Signals, is Arduino. Arduino is an open-source electronics platform based on
easy-to-use hardware and software working at the 16 MHz clock frequency. SPI can
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Fig. 5 Arduino UNO

generate and transfer a sequence of 8 bits at 8 MHz frequency, which is fast enough
for human perception. The Arduino board used in electronic guitar is Arduino UNO
[10] (Fig. 5).

6.1.2 Shift Registers (74HC595)

Asper the data sheet releasedbyTexas Instruments IncorporatedDallas, Texas 75265,
(March 17, 2017), the 74HC595 device contains an 8-bit serial-in, a parallel-out shift
register that feeds an 8-bit D-type storage register. The storage register has parallel
3-state outputs. Separate clocks are provided for both the shift and storage register.
The shift register has a direct overriding clear (SRCLR) input, serial (SER) input, and
serial outputs for cascading. When the output-enable (OE) input is high, the outputs
are in the high impedance state. Both the shift register clock (SRCLK) and storage
register clock (RCLK) is positive-edge-triggered. If both clocks are connected, the
shift register is always one clock pulse ahead of the storage register.

6.1.3 Transistor

It is a semiconductor device, which can be used as an amplifier or a switch. In this
system, NPN transistors are used for better switching application. It is used as a
switch so it is operated in cutoff and forward saturation region.
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7 Algorithm

8 Results and Conclusion

Electronic Guitar is a single remedy for all the problems of the guitar world. It is an
embedded system that eliminates the dependency of sound on the acoustics of the
guitar or the pickups used. Instead, the sound is generated using the Digital audio
software. Hence, the same instrument can sound like a Nylon string guitar, an electric
guitar, piano, or even a drum set without compromising with the sound quality. Since
the produced sound does not depend on the timber, size of the instrument, type, and
quality of strings, etc., thus the electronic guitar is very cost efficient and portable.

Its conventional design preserves the feel of real guitars with steel strings, but it
is independent of the tension in the strings. Being a digital device, it excludes the
need to tune the guitar, and it eradicates the problems of tensed strings like bending
of guitar, breaking of strings, degradation of strings, etc. This functionality of the
guitar also makes it “Soundless”. Signals are fed directly to a computer and can be
heard on headphones.
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Through further research, the latency of the sound produced can be further
reduced. Further improvements can be made by eliminating the requirement of audio
software and thus making the guitar self-sufficient. Added functionality on the gui-
tar can include programmable buttons, thus providing the functionality of pedals,
loopers, etc.
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Music Generation Using Deep Learning
Techniques

Somula Ramasubbareddy, D. Saidulu, V. Devasekhar, V. Swathi,
Sahaj Singh Maini and K. Govinda

Abstract Deep learning techniques for generating music that has melody and har-
mony and is similar to music compositions by human beings is something that has
fascinated researchers in the field of artificial intelligence. Nowadays, deep learning
is being used for solving various problems in numerous artistic fields. There has been
a new trend of using deep learning models for various applications in the field of
music that has attracted much attention, and automated music generation has been an
active area of research that lies in the cross section of artificial intelligence and audio
synthesis. Previously, the work in automated music generation was solely focused
on generating music, which consisted of a single melody, which is also known as
monophonic music. More recently, research work related to the automated gener-
ation of polyphonic music, music, which consists of multiple melodies, has met
partial success with the help of estimation of time series probability density. In this
paper, we use Restricted BoltzmannMachine (RBM) and Recurrent Neural Network
Restricted Boltzmann Machine for music generation by training it on a collection of
Musical Instrument Digital Interface (MIDI) files.
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1 Introduction

Deep learning techniques in the domain of automatedmusic generation are an intrigu-
ing topic for research that has not been studied in depth. Initially, the technique for
automated music generation was based upon forming a set of rules for the computer
to generate music accordingly. This technique generated substantial results. How-
ever, a defined set of rules to generate music does not produce the ideal results due to
the complexity of themusic. It is a popular notion amongmany individuals in various
music communities that human beings can only producemusic compositions and that
machine intelligence cannot produce pleasing music compositions. However, there
are many researchers who disagree with this notion and believe that there is informa-
tion related to repetition and structure in musical compositions that can be learned
from the existing compositions by using various deep learning techniques for com-
posing pleasingmelodicmusic.Music can be defined as the science of organization of
various sounds and tones in temporal relationships, combination, and succession that
generate a composition, which has continuity and integrity. In this paper, the problem
of learning sequences of notes, which are melodic in nature, is considered. In this
paper, we focus on the pitch and the duration of the notes in the songs for generating
pleasing music. In order to achieve this goal, we use unsupervised generative models
known as Restricted BoltzmannMachines and Recurrent Neural Network Restricted
BoltzmannMachines. Restricted BoltzmannMachines (RBM) is a generative model
and a stochastic neural network, which is artificial in nature and is capable of learning
a distribution of probabilities over a given set of input data [1]. Restricted Boltzmann
Machines (RBM) is a deep learningmodel, which can be used for collaborative filter-
ing, topic modeling, regression, dimensionality reduction, classification, and feature
learning and depending upon the given task Restricted Boltzmann Machines (RBM)
can be trained in an unsupervised or supervised way. The Recurrent Neural Network
Restricted Boltzmann Machines (RNN-RBM) is a series of Restricted Boltzmann
Machines (RBM) where the parameters are determined by a Recurrent Neural Net-
work (RNN) [2]. The data for training the models in this paper will be in the Musical
Instrument Digital Interface (MIDI) file format. Data in Musical Instrument Digi-
tal Interface (MIDI) file format are used for communication between devices like
samplers, synthesizers, and computers that are used for controlling and generating
sound. The rest of the paper is organized as Sect. 2 describes the literature review,
Sect. 3 provide the proposed method, in Sect. 4 described the results followed by
conclusion and references.
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2 Related Work

A music research project using deep learning, which is an open-source project by
Google known as Magenta [3] aims at the use of machine learning for the generation
of music, which is compelling. The organization made this project open source in
June month of the year 2016 and the project currently implements a regular recur-
rent neural network and two long short-term memory networks. Ji-Sung-Kim from
Princeton University developed a project called DeepJazz [4]. Theano and Keras are
used in this project for the generation of Jazz music. In this project, two-layered long
short-term memory networks are built and the learning is done using a MIDI file,
which is given for training. BachBot [4] is a research project, whichwas introduced in
Cambridge University by Feynman Liang. This project uses a long short-term mem-
ory network, which is trained on Johann Sebastian Bach’s chorales. This research
project aims at generating and harmonizing the chorales in a manner that they cannot
be distinguished from Bach’s work. The project generates wandering chorales if at
least one voice among the voices is not fixed. This project can be used in order to
add chorales to a melody, which is already generated. Vincent Degroote et al. [1] are
working toward a project called Flow Machines, which can be used in order to keep
artists in their creative flow. This project can be used for generation of lead sheets
on the basis of the composer’s style using a database of about 13,000 lead sheets.
A neural network technique, which is known as Markov constraints, is used in this
project. Google researchers at DeepMind have built a project called Wavenet [2]. In
this project, Convolutional Neural Networks are used which are predominantly used
for image generation and image classification. One of the most promising purposes
of this project is enhancing the text to speech applications by the generation of a
refined flow in vocal sounds produced. This project can be used for music generation
as the output and the input for themodel in order to generate music is raw audio. Aran
Nayebi et al. [5] at Stanford introduced a research project which, like Wavenet [2],
uses audio waveforms as the form of input to the model, where the model uses long
short-term memory networks and GRU’s rather than convolution neural networks.
The demonstrations provided by the researchers of this project seem over-fitted on
a particular song due to the small size of the training corpus and a large number of
layers of the neural networks.

3 Methodology

The objective of the proposed models for music generation is to learn a structure
from a large number of different song examples and generate pleasing music that
contains melodies. The data used for learning is in the Musical Instrument Digital
Interface (MIDI) file format. This format is an easy way to have access to a lot of
free music data. The other advantage of the Musical Instrument Digital Interface
(MIDI) file format is that it provides ease of retrieving information from an audio
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sample. A Musical Instrument Digital Interface (MIDI) file is represented as an
arranged set of objects. The pattern object remains at the top which is the header
chunk and consists of data pertaining to the overall file, which is followed by one or
more chunks of tracks, where a track is a list of Musical Instrument Digital Interface
(MIDI) events. Every song consists of melodies that are comprised of various notes,
which are accordingly represented in a Musical Instrument Digital Interface (MIDI)
file. In a Musical Instrument Digital Interface (MIDI) track, a Musical Instrument
Digital Interface (MIDI) tick describes the lowest level of resolution in the track and
tempo is equivalent to quarter notes per minute (QPM) which is the same as beats
per minute (BPM). Pulse per quarter note is the same as ticks per quarter, which is
equal to the number of ticks that make up a quarter. A saved Musical Instrument
Digital Interface (MIDI) file first encodes a tempo and initial resolution and these
values are then used for initializing the sequencer timerwhere sequencer is a program
that combines all the MIDI events to form a song. The resolution in the track is to
be considered static to the track and the sequencer. During the Musical Instrument
Digital Interface (MIDI) playback, the file may have timed tempo change, events
which are used for modulating the tempo depending on the specified time encoded
in it while the resolution remains the same as the initial value in the duration of
the playback. The tempo in a Musical Instrument Digital Interface (MIDI) file is
represented in microseconds per beat which means one tick is a representation of
half a millisecond or 0.0005 s and on increasing the resolution there is a decrease in
this number and vice versa. In order to generate music from the proposed models,
information pertaining to the notes played in the sample song is required. It is required
to know which note is played, when the note is pressed and when it is released in
order to describe a sample song. Therefore, the songs are encoded into a binarymatrix
using the information related to the arrangement of notes in that song. The initial n
columns represent the note on events whereas the later n columns represent the note
off event. The song is divided into a number of time steps, where it represents the
number of columns of the matrix (Fig. 1).

Generative models are models, where a probability distribution is specified over
a dataset made up of input vectors. These models are usually probabilistic in nature
and specify joint probabilistic distribution over target values and observations. Bayes
rule can be used to form a conditional distribution by a generative model. In this
paper, generative models are used for the creation of synthetic data through directly
sampling from modeled probability distributions [6–10].

Fig. 1 Data in the form of matrix
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Fig. 2 Multi-layer
perceptron model

In this paper, two generative models called Restricted Boltzmann Machines
(RBM)andRecurrentNeuralNetworkRestrictedBoltzmannMachines (RNN-RBM)
are used in order to generate music using collected data. Restricted Boltzmann
Machines (RBM) is a 2-layered neural network, which consists of a visible layer
and a hidden layer where each node in the visible layer is connected to each node
in the hidden layer, and vice versa, however, there are no two nodes in the same
layer are connected to each other. In Restricted Boltzmann Machines (RBM), the
parameters are the bias vectors bv and the matrix W which represents the weights
and is also known as the weight matrix (Fig. 2).

In the above diagram, each circle is a representation of a neuron-like unit, which
is called a node, and nodes represent where required calculations take place.

In Restricted Boltzmann Machines (RBM), the restriction refers to the fact that
there is no intra-layer communication. Nodes are where the computation occurs,
inputs are processed, and stochastic decisions (decisions which are randomly deter-
mined) are made as to whether the input is to be transmitted or not.

Restricted Boltzmann Machines (RBM) are defined as symmetrical bipartite
graphs as all the inputs in aRestrictedBoltzmannMachine (RBM)are passed to all the
hidden layers of a Restricted Boltzmann Machine (RBM). Boltzmann Machines are
a unique kind of log-linear Markov Random Field (MRF) in which energy function
is linear with respect to its free parameters. In order to make Boltzmann Machines
enough powerful for it to represent complex distributions, it is required to consider
that few variables are never observed, these variables are also known as hidden
variables. A depiction of a Restricted Boltzmann Machine (RBM) is given below.

For Restricted Boltzmann Machines, S contains a set of hidden units and visi-
ble units and as they are conditionally independent, block Gibbs sampling can be
performed. In this, given the hidden units’ fixed value, visible units are sampled con-
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currently. In a similar manner, given the fixed values of visible units, hidden units
are sampled simultaneously. This can be shown as follows:

h(n+1) = sigm(W ′v(n) + c) (1)

v(n+1) = sigm(W h(n+1) + b) (2)

Here, h(n) presents the set of all hidden unitswhich are at the nth step of theMarkov
chain which means that h(n+1)

i is chosen randomly either to be one (against zero)
with the probability of Sigma(W ′

i v(n) + c) and in a similar manner v(n+1)
j is chosen

randomly to be one (against zero) with the probability of Sigma(W ′
j h

(n+1) + b). As
t → ∞, (V (t+1), h(t)) become accurate samples of p(v, h).

Theoretically, every single parameter update in the process of learning would
require a similar kind of chain of convergence to be run. Running such a chain
of convergence, needless to say, would be prohibitively expensive. Several such
algorithms have been developed in order to sample efficiently from p(v, h) in the
duration of the learning process.

The weight matrix shared by all the Restricted Boltzmann Machines (RBMs)
across the given model is the same and the visible bias vectors and the hidden bias
vectors are determined using the outputs of ut . The role of this weight matrix is to
specify a consistent priority across all of the Restricted Boltzmann Machine distri-
butions, and the required temporal information regarding a song is communicated
using the bias vectors. In order to train the Recurrent Neural Network Restricted
Boltzmann Machine (RNN-RBM) we use the following steps:

1. During thefirst step, theRecurrentNeuralNetwork’s knowledge about the current
state of the song is transmitted to the Restricted BoltzmannMachine. The weight
matrix, state of Recurrent Neural Network hidden unit u(t−1), and bias values are
used in order to determine bt

u and bt
v for R B Mt

bt
h = bh + ut−1 + Wuh (3)

bt
v = bv + ut−1wuv (4)

2. In this step, a few notes of music are created using the Restricted Boltzmann
Machine. R B Mt is initialized with vt and a single iteration of Gibbs sampling
is performed in order to sample v∗

t from R B Mt . The following equations define
this procedure:

h j = σ(W t v j + bt
h)i (5)

v∗
i = σ(Whvt + bt

v)i (6)
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3. In the third step, the musical notes that are generated by the model are compared
with the actual notes in the song at time t. In order to do this, the contrastive
divergence estimation for negative log likelihood of vt is computed with respect
to R B Mt . Now, this loss is backpropagated along the network in order to compute
the gradients of the network parameters and to update the network biases and
network weights. The loss function is computed by taking the difference between
free energies of v∗

t and vt .

loss = F(vt) − F(v∗
t )

∼= − log(p(vt )) (7)

4. This step deals with using new information in order to update the Recurrent
Neural Network’s internal representation of the song’s state. The state of Recur-
rent Neural Network’s hidden unit ut−1 and the bias and weight matrices of the
Recurrent Neural Network is used for determining the state of Recurrent Neural
Network’s hidden unit ut . The following equation demonstrates this step:

ut = σ(bu + vt Wuv + ut−1Wuu) (8)

For generating a sequence using the trained network, an empty array is initialized
with an empty array and the same steps as the ones that have been mentioned above
are repeated with a few simple changes, we replace step 2 and step 3 with:

4 Experimental Results

The following graph represents the value of cost function with respect to the number
of epochs for Recurrent Neural Network Restricted Boltzmann Machine (RNN-
RBM) where the cost is represented along the vertical axis and the number of epochs
is represented along the horizontal axis (Fig. 3):

Fig. 3 Cost function versus
no of epochs
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Fig. 4 Cost function versus
no of epochs in RBM

The following graph represents the value of cost function with respect to the
number of epochs for Restricted Boltzmann Machine (RBM) where the cost is rep-
resented along the vertical axis and the number of epochs is represented along the
horizontal axis (Fig. 4):

5 Conclusion

In this paper, we demonstrate the fact that algorithmic music generation using deep
learning models is possible with audio waveforms as input by using Restricted
Boltzmann Machines (RBM) and Recurrent Neural Network Restricted Boltzmann
Machine (RNN-RBM). Investigation of the effect of adding layers to the Recurrent
NeuralNetwork inRecurrentNeuralNetworkRestrictedBoltzmannMachine (RNN-
RBM) in order to discover the impact of additional layers on the performance of the
model and themelodic structure of the generated samples of music can be considered
an interesting future direction. Deep learning for generating music allows an indi-
vidual to sample music according to his/her preference or taste in art. Deep learning
models in the future may become an integral part in the art of music production due
to the extensively available musical tracks in various genres that have been accumu-
lated over years andwere developed by various artists, who portrayed unique features
in their work of art. As the music generated from the above deep learning models
depend upon the kind of music that is fed to the models, choosing the kind of music
to be modeled and the understanding of how the changes in deep learning models
will influence the music that is generated, and will become an important aspect to
be considered while producing samples of music using deep learning models.
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Development and Investigation of Data
Stream Classifier Using Lagrangian
Interpolation Method

S. Jayanthi and J. Mercy Geraldine

Abstract Analyzing data streamsfloated over digitized organizations have becomea
notable challenge as it is often being obstructed by the incidence of concept drift and
concept evolution. Conventional classification algorithms are neither accurate nor
reliable on classifying dynamic data streams. For instance, Support Vector Machine
(SVM) is a prominent classifier for performing supervised classification on static
data; however, it becomes flabbywhen it is directly applied for data stream classifica-
tion due to its intrinsic nature. In a bid to avoid this issue, this researchwork expounds
a novel SVM-based Parallel Genetic Ensemble Model, which makes a series of opti-
mization on SVM by synergizing it with Lagrangian interpolation method, fuzzy
logic, and parallel genetic algorithm. The proposed model effectively classifies real-
time data streams amid of concept drift and concept evolution. The exhaustive exper-
iments probed on real-time data streams assert the efficacy of the proposed system
in terms of various metrics.

Keywords Data stream classification · Support vector machine · Fuzzy logic ·
Parallel genetic algorithms · Parallel genetic ensemble model

1 Introduction

Data stream classification has become an inevitable task for digitized organizations
as they aremassively invaded by data streams. Despite the issues such as concept drift
and concept evolution popped up on data stream classification have imminently fos-
tered the development of an acute solution, as it hinders the efficiency of data stream
classifier. Concept drift is a phenomenon which occurs when there is an unforeseen
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change in the features or context of data streams, whereas concept evolution occurs
at the emergence of novel features or context in data streams [1].

Many of the existing data stream classification methods explored in the literature
are found futile on classifying dynamic data streams, as they do not regard concept
drift and concept evolution issues at the time of its inception [2, 3]. They also assumed
the classes and instances of data streams as fixed. Some of the existingmethodswhich
address one of the issues either concept drift or concept evolution on dynamic data
streams are not efficient on both [4, 5].

In light of addressing the scantiness of the existing methods, the proposed system
is developed to classify and predict the data streams evolving over a real-time video
server dedicated to the proposed research work. Here, the server performs twofold
analysis over the attributes of data streams to cater to the dynamic interest of view-
ers. At first, the server analyzes the attributes of a video such as video type, file size,
duration, video resolution, video bit rate, repeat view status, number of audio chan-
nels, audio bit rate and category of the video viewed by the users. Second, the server
analyzes the attributes of browsing history of users such as protocol, user name, IP
address, source and destination data packets, geography class, log-in status, number
of failed connection attempts, and service counts.

Approaches proposed on data stream classification in the literature can broadly
be categorized into three, namely ensemble classification, incremental classification,
and block-based classification [6–8]. Among these, the approaches categorized under
ensemble classification are the most prominent for its correctness as they carry out
classification by consolidating the results of more than one classifier. The proposed
research is also focused on developing a novel ensemble-based classifier, which
better suits for data stream classification.

Accordingly, the SVM-based Parallel Genetic Ensemble classifier Model is for-
mulated for better classification of data streams. However, SVM is widely preferred
for its accuracy, its latency makes it unfit for data stream classification. In a bid to
resolve this deformity of SVM, the proposed research work investigates it and how to
perform a series of optimizations on SVM by synergizing it with fuzzy logic, parallel
genetic algorithm and Lagrangian interpolation method so as to comply with data
stream classification.

2 Proposed System

Support Vector Machine performs classification by generating support vectors and
finding a hyperplane separating one class from another. It transforms input space
into a high-dimensional feature space. However, SVM works well on linear data
streams, it slows down in classifying nonlinear data streams. In general, tuning a
classifier through optimization is one of the tactics in research, the performance of
SVM is tuned by synergizing it with fuzzy logic, so as to have a good fit for data
stream classification. The tuning process includes generating fewer support vectors
with fuzzy logic, Lagrange interpolation method, and parallel genetic algorithm.
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In the proposed researchwork, the performance of SVMis tuned upby synergizing
it with fuzzy logic and Lagrangian interpolation method so as to generate fewer
support vectors and to have a good fit for data stream classification. The cost function
of SVM, which supports in optimizing the hyperplane for the linear case is given as
follows:

minC
m∑

0

[yicos t1(θ
T xi ) + (1 − yi )cos t0(θ

T xi ) + 1/2
n∑

j=1

θ2 j . (1)

Here, “C”, “θ”, “n”, and “m” specify the cost parameter, weight parameter, the
number of attributes, and number of training instances, respectively, in SVM-based
classification task. x(i) and y(i) specify “i”th attribute and “i”th example of the
classification label, respectively.

Kernel function plays a notable role in the SVM-based classification process.
In general, the Radial Basis Function is chosen as the Kernel function to perform
classification on nonlinear dynamic data. However, the features of the SVM with
the RBF kernel function achieve high accuracy in nonlinear data, it entails a time
delay and complexity in finding the hyperplanes that separate the classes of data
streams. To cope up with this concern, it is planned to convert the data streams into a
high-dimensional feature space via a fuzzy system, and then SVM is applied to map
data into a higher feature space and thereby construct the hyperplanes between the
different categories of data streams.

2.1 Lagrangian Interpolation Method

Lagrangian interpolation method is used to compute the value of any function f(x) at
different discrete points in time. The Lagrangian interpolation is a desirable approach
in finding approximation function from the unknown function at some intermediate
points. The SVM is intended to find a hyperplane based on the data points on support
vectors.

• By applying the Lagrangian optimization formula, parameters for a hyperplane
can be found which will be split two different classes. There can also be a margin
parameter, which will maximize the space between two different classes.

• Hence, the Lagrangian interpolation method has been chosen as the component in
the proposed classifier to optimize the parameters of the SVM prediction model
and in fixing the initial points.
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2.2 PGHDSC—Phenomenon on Data Stream Classification

Eighteen attributes of a different categoryof videos are given as the input toPGHDSC.
SVM finds the optimal class boundary between the different categories efficiently
as SVM is optimized with fuzzified genetic algorithm and lagrangians interpolation
algorithm. The architecture model of Parallel Genetic Hybrid Data Stream Classifi-
cation is shown in Fig. 1.

The proposed system has been deployed in a real-time online data stream, where
the possibility for the incidence of concept drift and concept evolution is high. The
proposed system analyzes the attributes in two dimensions.

First in the view of the users, browsing history such as Protocol, User Name, IP
Address, Source Data Packets to Initialize Connection, Destination Data Packets,
Geography Class, Log-in Status, Number of Failed connection attempts, and Service
counts.

The second view is based on the attributes of the videos such as Video Type,
File Size in Bytes, Duration (HH:MM:SS:mmm format), Video Resolution Width
x Height, Video bit rate, Repeat view status, Number of Audio Channels, Audio
bit rate, and Category. The Attributes of Data Stream Classification taken for the
experiment if slated in Table 1.

Parallal Genetic 
Fuzzy Logic

Lagrangian 
Interpolation

SVM1, SVM2, ….SVMN

Classifier Training in 
Off-line Mode

Video Attribute 
Traces

Statistic Behaviour 
Learning and 
Classification

Classifier Training in 
On-line Mode

Video Attribute 
Scanning Real 

Time

Concept Drift 
Detection and 
Classification

Fig. 1 Parallel Genetic Hybrid Data Stream classification

Table 1 Attributes Data Stream and its priority

S. no Parameters Weight Value = (preset value * 2 ˆ weight)

1 Category 11 1 * 2 ˆ 11: 2048

2 Video resolution 10 12 * 2 ˆ 10: 12,288

3 Video type 9 4 * 2 ˆ 9 = 2048

4 Duration 8 2115 * 2 ˆ 8 = 541,440

5 Video bit rate 7 450 * ˆ 7 = 57,600

6 Number of audio channels 6 6 * 2 ˆ 6 = 384

7 Audio bit rate 5 48 * 2 ˆ 5 = 1536

8 User name 4 u * 2 ˆ 4 = u * 16

(continued)
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Table 1 (continued)

S. no Parameters Weight Value = (preset value * 2 ˆ weight)

9 Protocol 3 1 * (2 ˆ 3) = 8

10 IP address 2 z * 2 ˆ 2 = z * 4

11 Geography class 1 1 * 2 ˆ 1 = 2

3 Processing of the Sample Record

Each sample record is processed by assessing its value on 18 attributes such as,
SFTP, User18949, 144.94.37.237, 4709, 4410, land, Not Logged in, 5, 119, MP4,
1973548800035, 0:35:15:683, 1920× 1080, 450, Not Repeated, 6, 48, Do It Yourself
is given below.

However, all these 18 attributes are analyzed, the contribution of 11 attributes
listed in Table 1 is high over other attributes to cater to the interest of users. Each
essential parameter is assigned a weight factor in the power of 2 and is listed down
with proper ranking. The weight factor in the power of 2 of each essential parameter
is multiplied with the preset value. Classification matrix is formulated by combining
the resultant value of each parameter. Preset value for each attribute is assigned
based on previous track records. Source and Destination Packets of the users are
not mandatory, so discarded. Log-in status, Number of failed connections attempts,
service counts are also discarded since they do not contribute to predicting the interest
of users on videos.

Classification Matrix:

{
8 U ∗ 16 Z ∗ 4 2 2048 541,440
12,288 57,600 0 384 1536 2048

}

The classification probability p(x) represented by is further sent to further classi-
fication rules.

p(x) =
k∑

i=0

πi N

(
x

μi
,
∑

i

)
(2)

where N( x
μi

, �i) is the distribution factor with mean and covariance (�).
The average performance of PGHDSC in terms of Accuracy, Precision, Recall,

F1-Measure, Processing time, Memory, Average Response Time is measured, on
classifying 10 different varying sizes of data chunks, in Table 2.
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Table 2 Average performance report of PGHDSC

Chunk # Accuracy
(%)

Precision
(%)

Recall
(%)

F1-
measure
%

Processing
time
(mS)

Memory
(B)

Avg.
Resp.
time
(mS)

1 88.09 88.21 88.12 88.165 1259 6,328,477 706

2 88.18 88.41 88.33 88.37 1428 6,494,026 703

3 88.51 88.37 88.39 88.38 1583 6,488,056 703

4 88.44 88.72 88.53 88.6249 1725 6,490,252 726

5 88.47 88.61 88.48 88.545 1880 6,499,419 734

6 88.61 88.74 88.63 88.685 2017 6,496,089 758

7 88.81 88.79 88.72 88.755 2184 6,492,355 777

8 88.86 88.82 88.89 88.855 2335 6,491,728 786

9 88.82 89.01 88.98 88.995 2474 6,495,016 785

10 88.88 89.06 89.03 89.045 2625 6,500,410 836

Performance evaluation of the proposed system comprises twofold analysis: First,
to assess the efficacy of applying PGHDSC in the varying size of data chunks of data
streams; Second, to assert and compare the efficacy of the proposed systemwith other
systems. Processing time and average response time are measured in microseconds.

4 Conclusion

Parallel Genetic Hybrid Data Stream Classifier proposed in this research work deals
with analyzing the dynamic interest of users over various categories of videos by
analyzing 18 attributes, which effectively discriminates the type of videos and also
recognize the newly emerging videos in real time. The interest of users are cate-
gorized into 12 genres namely, Do It Yourself, Technology, Sport, Movie, Drama,
Funny, 3D-Animation, Entertainment, 2DAnimation, Short Film, Tutorials, andVec-
tor. However, the proposed approach of this research work shall be adopted as the
promising approach to perform data stream classification on any other data streams
that incur concept drift and concept evolution. Since the proposed approach involves
the right mix of and keenly interfaced optimization algorithms, the efficacy of the
proposed system is high over other comparative algorithms. However, it also has
faltered rarely in identifying the interest of users due to the complex features of
some genres of videos. Future work shall be extended to experiment with additional
features of videos that support better discrimination of more genres of videos.
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Quron: Basic Representation
and Functionality

B. Venkat Raman, Nagaratna P. Hedge, Dudimetla Mallesh
and Bairi Anjaneyulu

Abstract The paper presents an approach to represent a quantum bit as a neuron,
which uses a threshold function. The functionality of the perceptron model of a
neuron is modeled using qubit, which can be used as a building block for the quantum
neural network. Several approaches for building and training a Quantum Neural
Network have been proposed, namely step function as measurement, quantum dots,
quantum associative memory, and perceptron models. But, the functional model of
the elementary quantum neuron is not described in much detail. We attempt to build
such quantum neuron using qubits and perform its function using qubit rotation
operation.

Keywords Quantum Neural Networks · Qubit · Neuron · Superposition ·
Quantum rotation

1 Introduction

Quantum Neural Networks is a field, which attempts to combine the concepts of
quantum mechanics, super fast computing, cognitive science, neurocomputing, and
machine learning. It is basically the realization of an Artificial Neural Network
using quantum gates and circuits that would mimic the working of a natural brain.
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Fig. 1 Model of an artificial neuron

Artificial Neural Networks (ANN) are computational models, which follow biolog-
ical (real) neurons structure and functions. In ANN, neurons take its input from all
other artificial neurons, perform some simple operations, and pass its output onto all
other neurons. Quantum Neural Networks (QNN) are systems that are a mixture of
the properties of neural networks with the features of the quantum theory. Basically,
neural networks are interlinked units having the features of biological neurons supply
signals from one another.

Figure 1 represents the basic representation of an Artificial Neuron, where x1, x2,
and xn are input values and w1, w2, and wn are weights of respective inputs,

∑
wx

represents summation function and ϕ represents Activation function. Summation
function produces sum of the products of the inputs with corresponding weights.
Activation function produces final output based on the summation function.

2 Literature Review

The following may be given as the requirements [1] to state that the given structure
and functionalities of a neural network to be termed as Quantum Neural Networks

(1) A Quron yield input value as any binary string having length ‘n’ and it will give
static output as one of the states from 2m possible output string combinations,
which have length ‘m’ and it is near to the input value by any of the distance
measurement methods.

(2) Quantum Neural Network should reflect basic neural computing mechanisms.
(3) The evolution of Quantum Neural Network must be based on quantum effects.

Few approaches use step function as a measurement. Kak [2] published first
quantumneural network approach,which is based on “Quantumneural computation”
by introducing the stipulation for static state X0 = (X0

1, … X0
N) a ‘Hopfield-like’

network derived as Eq. (1) with weight matrix W and with entries Wij

sgm(WX0) = X0 (1)

Representation of a quantum system eigenvalue equation is w
∧|x0〉 = λ|x0〉.

Where w is weight matrix with an operator and eigenvector |x0〉 and eigenvalue
λ = 1.
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Menneer andNarayanan introduced an approach called “Quantum inspired neural
networks” [3]. This approach based on the “Many-Universe interpretation”.

Some other approaches use Quantum dots. Elizabeth Behrman proposed this
approach and this approach received higher attention among all [4]. He reformu-
lated Green function by Feynman path integral

∣
∣ψi〉T,ϕ 0 = ZiDϕ(t) exp

{
hZm 2ϕ̇ − V(ϕ, t)dt

}∣
∣ψi 0,ϕ 0 (2)

where V is potential and m stands for mass of the quantum system. The network
realization can be done by the propagation of only one Quron at a time, instead of
different Qurons.

Faber and Giraldi [4] discussed this approach and raised an incompatibility prob-
lem between quantum computing and neural computing. Faber and Giraldi raised
a question “how the neural network’s nonlinear dynamics can be simulated by a
quantum system?”.

Another distinct approach is called Quantum Associative Memory (QAM), in
this model a quantum algorithm that imitates the behavior of ‘Associative memory’.
QAM circuit performs an operation in the following way. First, it takes input pattern
and produces an output pattern,which is near to the input pattern by using the distance
of Hamming method.

Another approach is quantum neural circuits. Using this approach, each quantum
operations is computed by a unitary operator U

∧

, and by dissipative operator D
∧

[5]. If
it exceeds threshold δ, these dissipative gate maps the state amplitude onto c∈C or 0.

Quantum perceptron is another approach in which Altaisky’s [6] has first intro-
duced the concept of a Quantum Perceptron model, this is modeled by using the
function of quantum update

|y(t)〉 = F
∧

m∑

i=1

w
∧

iy(t)|xi〉 (3)

Here, F
∧

stands for arbitrary quantumgate operator,m is input qubits,w
∧

iy represents
synaptic weights. Using this model, some authors show that quantum perceptron can
implement quantum gates like Hadamard [7] and C-NOT [8] gates.

Siomau [9] introduced another quantum perceptron model, which represents its
powerful advantage of computing non-separable problems. From all of the above
approaches, we considered step function as measurement and proposed a method to
build a Quron and to maintain the functionalities of Quron.
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3 Proposed Method

Aneuronmay take several inputs with different significance due to the distribution of
weights of corresponding inputs. The sum of the weighted input is taken and applied
to the activation function.

∅ = W1X1 + W2X2 + · · · + WnXn + bias

�(∅) = −1 if ∅ <= 0
+1 if ∅ > 0

(4)

where � represents the activation function.
In our approach, we considered a qubit with the superposition of all inputs along

with bias as the quantum neuron(Quron). Equation (5) represents such Qubit math-
ematically.

|X〉 = |X1X2X3 . . . Xn〉 (5)

where Xi represents ith input.
The superpositionQuron thenwould be undergoing rotation operation tomake the

complete weighted input. The rotation operations represent the summation function
of weighted inputs.

Rotation operation may be defined as

Ry(∅) =
(
cosØ/2 − sin Ø/2
sin Ø/2 cosØ/2

)

(6)

Rotation on negative angle is defined as

Ry(−∅) =
(

cosØ/2 sin Ø/2
− sin Ø/2 cosØ/2

)

(7)

Equations (6) and (7) represent positive and negative rotations of a Quron, respec-
tively, where Ø is the angle of rotation. These rotations move toward qubit |1〉 state
for positive rotation, while they move the qubit toward |0〉 state for negative rotation.
Initially, we apply Hadamard gate [7] to the superposition of qubit, the Quron to
neutralize the |0〉 and |1〉 state.

H|0〉 = 1/
√
2|0〉 + 1/

√
2|1〉 (8)

Equation (8) represents the operation of Hadamard gate [7], when it is applied
to single Quron at |0〉 state, it produces a superposition of |0〉 and |1〉 both with an
equal amplitude of 1/

√
2.
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Fig. 2 Neutralization—application
of Hadamard gate to |0〉 state
qubit

Fig. 3 a Quantum-negative
rotation of a qubit.
b Quantum-positive rotation
of a qubit

In Fig. 2, we have shown how the Qubit transforms |0〉 state using Hadamard gate
into an equal amplitude superposition of states |0〉 and |1〉. After neutralizing, each
input is applied to a set of rotations. The rotation angle is determined by the weight
value and the weight sign determines the type of rotation (positive or negative).

Figure 3a represents the state of the Qubit after negative rotation, whereas Fig. 3b
represents positive rotation. After rotations are applied the amplitude of the output
qubit gives the result of the activation function. It results in |1〉 state, if the amplitude
of |1〉 is greater the amplitude |0〉. This is assumed as ‘1’ output of the activation
function. Vice versa, if the amplitude of |0〉 is greater the output may be assumed as
‘0’ for the activation function.

4 Results

We have implemented binary Quron, that will take random weights, binary input
values and bias. If we take the 2-bit Quron as input and if we apply the Hadamard
gate then the output value is neutralized between the two states |0〉 and |1〉 with
the amplitude of 1/

√
2. Using a binary Quron, with two inputs and a bias, we have

realized two input digital logic gates. Randomly, weights are assigned to the Quron
inputs with any integer. Using backpropogation algorithm, the weights are learned
to realize the expected outputs of the gate. The weights of the inputs would act as
the angle of rotation to the qubit neuron. A positive weight would make the qubit
rotate positively with theweightmagnitude, whereas a negative weight wouldmake a
negative rotation. The overall effective angle of rotation would be treated as summed
input and will be given as input to the activation function. If the effective angle of
rotation is neutral or toward positive side, then the output would be 1 else 0 as per
threshold activation function.
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5 Future Scope

We have implemented Quron for 1-bit representation, if the rotation of Quron is
growing greater then the 180° then the adjacent Quron bit value is set to 1 and the
next bit is reset to 0, this feature helps us to implement deep learning concepts.

6 Conclusion

Our proposed method main contribution is a simple implementation for the creation
of a Quron. A superposition of a qubit along with its rotation operation mimics
the functionality of a neuron in quantum perspective. We have implemented binary
Quron to implement basic gates.
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Memorization Approach to Quantum
Associative Memory Inspired
by the Natural Phenomenon of Brain

B. Venkat Raman, K. Chandra Shekar, Ranjith Gandhasiri
and Sudarshan Gurram

Abstract An attempt to present the functionality of quantum associative memory,
mainly memorization operation to mimic the natural phenomenon of the brain (more
remembering of frequently observed patterns and gradual forgetting the non-recalled
patterns) is done.Quantumneural network has features such as understanding, aware-
ness, and consciousness. Quantum Neural Networks use content-addressable quan-
tum associative memory for its “memorize” and “recall” operations. We attempt to
mimic the memorization process to that of the natural phenomenon of the brain,
wherein the memorization of patterns and their storage is based on the time and the
frequency of its recall.

Keywords Quantum Neural Networks · Associative memory · Memorization ·
Recall · Patterns · Hopfield neural network · Hadamard gate

1 Introduction

We understand that the brain’s memory is content addressable, since we recall any
fact or memory by remembering a small part of it. Brain stores the more observed
or recalled information more than the less frequently observed information. It is our
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natural tendency that as we if do not recall information or patterns for a long time,
we forget it.

Many approaches for building a Quantum Neural Networks (QNNs) have been
proposed, out ofwhichQuantumAssociativeMemory is one.An associativememory
is a content-addressable memory, which can search for patterns based on its content
or portion of its content.

The main operations on a content-addressable memory are namely, “Memoriza-
tion” and “Recall”. Memorization is the process of storing a pattern in the memory
and recall resembles the act of retrieving a particular pattern(s). In this paper, we con-
centrate on memorization operation to work as the biological brain does in abstract.

2 Literature Review

There aremanyQNNmodels, which are proposed by different authors. Somemodels
are mentioned in [1].

Kak [2] proposed the QNN model by introducing the idea of “quantum neural
computation”. After Subhash K. Kak’s proposal, Men-neer and Narayanan proposed
Quantum-Inspired Neural Network [3].

Elizabeth Behrman and co-workers proposed a QNNmodel (using the concept of
quantum dots), which uses only one quron to create the network [4].

Martinez and Ventura [5] proposed a model (“quantum associative memory”)
that is important in quantum associative memory models. Trugenberger [6, 7] uses
a positive approach to render Ventura and Martinez’ pattern completion algorithm
into associative memory.

Among all the perceptron models, Altaisky’s [8] introduction of a quantum per-
ceptron is the first one. Recently, a different quantum perceptron model is proposed
by Siomau [9].

Among the stated approaches, Quantum Associative Memory has a distinct way
of representing a quantum neural network to mimic a natural brain. It is one of the
most propitious approaches to quantum neurocomputing [10]. In general, computer
memory consists of key and value pair. Values can be retrieved by using keys. But
human brain works using content-addressable memory, if we recall some part of
information about a pattern which is already stored in our brain we can get the whole
pattern. Our brain searches for pattern which is closest to the information that we
recall and retrieve that pattern. Normally, we forgot the patterns which we do not
recall for a long period of time. Quantum associative memory follows the same
scenario.

It stores the patterns in a quantum system by superposition of all patterns and
retrieves the pattern using content-addressable memory. Classically, computer mem-
ory is located with address but in Quantum computer that can be happened with
content and it is also known as content-addressable memory (quantum associative
memory).
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Quantum associative memory is divided into two parts which are memorization
and recall. The memorization consists of storing patterns in the memory. Recall does
the retrieval of patterns that are stored in the memory according to the partial or noisy
input.

Memorization process may be understood as the process of learning patterns. The
process begins by relating the number of qubits capable of representing a number of
patterns at different states. The number of qubits N to represent 2N patterns that can

be represented with M. Let XP =
{∣∣∣x(1)1 , . . . , x1N

〉
,

∣∣∣x(P)1 , . . . ,X(P)
N

〉}
here p is no. of

patterns. The memory superposition reads

|M〉 = 1/
√
P

P∑
p=1

∣∣∣x(P)1 , . . . ,X(P)
N

〉
. (1)

The above formula is used to distribute the equal probabilities to each pattern to
make one as total probability. DanVentura and TonyMartinez proposed an algorithm
for memorization which uses basic operations namely “FLIP”, “SAVE” and registers
labeled as x, g, c [5].

Recall is another operation done by the quantum associative memory. It recollects
or fetches the patterns that have been already learned. It is used to retrieve the patterns
among all patterns, which are in superposition. One of the best and mostly used
algorithms for recall is Grover’s search algorithm, which was initially proposed by
Martinez and Ventura [5]. It works on unsorted items N and it can complete this
search in O(

√
N) time.

The main advantage of a Quantum Associative Memory compared to classical
Hopfield associative memory is it is able to store 2N patterns into an N-qubit system.
Grover’s algorithm [11] is the fastest searching algorithm in quantum computing.

3 Proposed Method

We propose the memorization algorithm assuming associative memory, which can
store patterns of N qubits, initially a parallel application of the Hadamard gate on a
system of “n” qubits, Hn|0〉N is applied [12].

Hn|0〉N = 1/2N/2
∑

x2N−1
x=0 |x〉 (2)

This can create 2n patterns that can be memorized for n-bit of memory. All the
patterns are created with equal weights representing equal synaptic weights of mem-
orization. By that, the total amplitude of all patterns sums up to 1.

We consider the amplitudes of the different states of the qubit as the synaptic
weight, which resembles the probability of its remembering.
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2N−1∑
i=0

Wi = 1 (3)

Whenever a pattern “p” is to be memorized, all existing patterns except “p” would
have their weights deducted by “µ” units. This resembles that, when we learn new
things, we gradually forget the old patterns which are not recollected.

Wi − j ∗ µ (4)

where i = 0 … 2N−1, j = 1 … 2N−1; i! = p
“i” represents all patterns excluding the currently memorizing pattern and j rep-

resents the order of distinct weights of “i” in descending order. Sum the subtracted
weights of the corresponding patterns

V =
2N−1∑
i=1

j ∗ µ (5)

where j = 1 … 2N − 1; j! = k; V is memorizing weight.
As a pattern needs to be memorized the corresponding weight is increased, pk,

where k is the pattern number. V is added to the current pattern (pk) weight.

Wpk + V (6)

Thus, the newly learned pattern gets its weight increased. This resembles that the
knowledge we acquire freshly can be recollected early.

4 Results

We have simulated a 2-qubit storage QAS and memorized the following patterns in
sequential order.

Initially, the Hadamard gate was applied to |00〉. This yields four patterns in the
form of states |00〉, |01〉, |10〉, |11〉. All the states would be of equal amplitude.

H|00〉 = 1/4|00〉 + 1/4|01〉 + 1/4|10〉 + 1/4|11〉

We consider a sequence of patterns to be memorized are 10,11,00,10,01 and also
considered µ value to be 1/10.

To demonstrate the algorithm numerically, let us take an instance of patterns with
the following amplitudes. After memorizing pattern |10〉 state, the result will be

3/20 |00〉 + 3/20 |01〉 + 11/20 |10〉 + 3/20 |11〉
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Table 1 Demonstrates
change of weights of all
patterns in the entire
memorization process

Entered pattern Pattern weights

00
1/4

01
1/4

10
1/4

11
1/4

10 3/20 3/20 11/20 3/20

11 −1/20 −1/20 9/20 13/20

00 11/20 −7/20 5/20 11/20

10 9/20 −11/20 13/20 9/20

01 5/20 −1/20 11/20 5/20

Assume the pattern to be memorized is |11〉 state, then there are 2 distinct weights
excluding |11〉 state which are 3/20 and 11/20. Therefore, j would increase from 1
to 2.

Weight of the pattern |10〉 = 11/20 – 1 * (1/10)
Weight of the pattern |00〉 and |01〉 = 3/20 – 2 * (1/10)

The subtracted weights would be added to memorization pattern |11〉 state.

3/20 + (1 ∗ (1/10) + 2 ∗ (1/10) + 2 ∗ (1/10))

Resulting in the state (Table 1),

−1/20|00〉 − 1/20|01〉 + 9/20 |10〉 + 13/20|11〉

5 Conclusion

By using this approach, we can achieve or represent the functionality of the quantum
associative memory, namely memorization to mimic the natural phenomenon of the
brain.

Due to increased amplitude of the pattern observed frequently, the recall operation
of such patterns becomes more efficient using Grover’s quantum search algorithm.
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Supervised Machine Learning Classifier
for Email Spam Filtering

Deepika Mallampati, K. Chandra Shekar and K. Ravikanth

Abstract Email is the omnipresent and persistent consequence applied to a regular
base by a huge number of individuals worldwide. However, as a result of social sup-
port systems and advertisers, themajority of the emails hold unnecessary information
called spam. This concern not just affects typical users of the net, but additionally
causes an enormous setback for companies and organizations as it costs a massive
amount of money in mislaid productivity, wastage of user’s time, and network band-
width. In recent times, various parallel researchers have presented several email
spam classification techniques, but it is extremely tough to eradicate the spam emails
completely, while the spammers transform their techniques frequently. The proposed
method is an efficient technique to classify the email spam messages using Support
Vector Machines (SVM). Here, we present an SVM handling separation of nonlinear
data using a Kernel function, which is an advanced machine learning technique in R
to improve the accuracy of the model. Finally, we present a generic template for a
working of kernel function in SVM that can be built in R.

Keywords Email spam · Support vector machines · Classification ·Machine
learning
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1 Introduction

The first email message recognized as “spam” was sent in 1978 to the users of
ARPANET, and represented a little greater than a minor aggravation. Electronic
mail is one of the universal ways of communication among Internet users. Spam
can be defined as an unsolicited commercial email (UCE) or unsolicited bulk email
(UBE) [1, 2]. The first mathematical apparatus applied to the filtering systems is the
Bayes algorithm, which was used first by Sahami et al. in 1996, and then by the other
researchers [3].

Major contributions of our proposed system are to find an efficient spam filter
that classifies the mail into spam and ham. The rest of the paper has been organized
as follows. Section 2 of the paper concentrates on a review of related work. The
proposed email spam filtering technique using SVM is described in Sect. 3. The
predicted results in R are discussed in Sect. 4 of the paper and finally the conclusion
of the paper is presented in Sect. 5.

2 Related Work

A memory-based (or ‘instance-based’) machine learning method is proposed in [4],
which uses the k-Nearest Neighbor algorithm. Paper [5] proposes an artificial neural
network (ANN), a synthetic version of the biological mind. In paper [6], Support
vector machines (SVMs) map training times right into a better dimensional feature
area bymeans of a fewnonlinear feature, and then calculated the standard hyperplane,
which maximizes the margin between the information points inside the positive class
and the records points at the negative class. The hyperplane can then be used to
classify new instances (i.e., it’s miles the selection boundary) [7–9]. In practice, it
includes zero computations within the function area; kernel functions permit the
development of the hyperplane without mapping the training statistics into the better
dimensional function area [5, 6, 10–12].

3 Proposed Approach

This section presents the proposed approach and introduction of kernel function of
SVM in R. The purpose is to build a spam detection. If the support vector machine
analyzes a single mail then it returns a 0 else it returns a 1. We considered the dataset
from the UC Irvine Machine Learning Repository for spam emails.
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3.1 Support Vector Machine (SVM)

Support vectors are the observations that supports hyperplane on either side. As a
point in an n-dimensional space (where n is the number of features) with the value
of feature being the value of a particular coordinate. We perform the classification
by finalizing the right hyperplane that differs the two classes very well. It is just a
line in 2D/3D. SVM helps to discover a hyperplane (or separating boundary), which
supports two classes of outputs. SVM handles separation of nonlinear data by using
a kernel function. The kernel function transforms the data into a higher dimensional
feature space to make it possible to perform the linear separation.

3.2 Building SVM in R

Step 1: Installing Packages

There are certain functions that enable R to support SVM. They are library (caret),
library (kernlab), library (doMC), library (caTools). The kernlab is the acronym
for kernel-based machine learning, which implements classification and regression
(Fig. 1).

Step 2: Reading the Data file and Data Names from datasets

The datasets downloaded from Machine repository has to renamed and saved it in
CSV files. The following is the command to read CSV files in R (Fig. 2).

Data_Email<-read.csv(“spambase.csv”, stringsAsFactors = FALSE, header =
FALSE)
Data_Name<-read.csv(“names.csv”, stringsAsFactors=FALSE, header=FALSE)

Fig. 1 Installing packages in R for SVM
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Fig. 2 Reading CSV files from datasets

Step 3: Transforming the Dependent (Y) from numeric to factor variable, to
make SVM predict a classification output

Transforming the Y column which is a numeric is used to factor values, making
the SVM provide a classification output. The command used is Data_Email$Y<-
as.factor(Data_Email$y) (Fig. 3).

Step 4: Split the data into a training set and test set

An important step is to train theSVMusing theSVMtrain() function of caret package.
We can define the data which we want to use and the method to create the model
(Fig. 4).

Fig. 3 Transforming column values to factors
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Fig. 4 Training the SVM model

Fig. 5 Evaluating and predicting the resullts

Step 5: Evaluation

The model is created and used to classify emails as spam or bacon for performing
a binary classification. The following is the command used to predict the output.
To evaluate the model, we use datasets and predict the output of the caret package
(Fig. 5).

pred<-predict(SVM-X, Test_Data[])

4 Result Evaluation

The performance of the proposed SVM algorithm is evaluated by implementing a
filtering technique using kernel function in R. The figure below shows the confusion
matrix and various statistics of the dataset using the proposed approach (Fig. 6).
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Fig. 6 Predicted results of
the proposed approach

Accuracy = Number of predictionsmade

Total number of predictions

5 Conclusion

A supervised machine learning classifier for email spam filtering is proposed, which
is based on SVM classifier where a kernel function is used for handling nonlinear
data. It is implemented using R to improve the performance of the classification and
prediction. SVM is an effective technique that is frequently used by data scientists
for beating the accuracy benchmark of even the best of individual algorithms. SVM
is a kind of advanced supervised machine learning method that looks at data and
sorts it into one of the two categories. Our future direction is to plan for the ensemble
classifiers using the concepts of bagging and boosting so that the accuracy of the
model can be further improved.
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A Hybrid Feature Selection Approach
for Handling a High-Dimensional Data

B. Venkatesh and J. Anuradha

Abstract We proposed a Hybrid Feature selection method, the combination of
Mutual Information (MI) a filter method, and Recursive Feature Elimination (RFE)
a wrapper method. The methodology combines the strengths of both filter andWrap-
per method. Performance of the proposed method is measured on three benchmark
datasets (Ionosphere, Libras Movement, and Clean) from the UCI Repository. We
compared the classification accuracy of the proposed Hybrid method with MI, RFE,
Original Features by using random forest classifier. The performance are compared
using four classification measures i.e. 1. F1-Score 2. Recall 3. Precession 4. Accu-
racy. It is evidence from the result analysis that the proposed hybrid method has out
performed other methods.

Keywords Classification · Mutual information · Feature selection · RFE ·
Random forest classifier

1 Introduction

In today’s world, the datasets that are used for machine learning applications are
rapidly increasing in its dimensions both row and column wise. The size of the data
has high impact on the computation power, processing time, and also reduces the
accuracy of classification algorithms. This is due to the presence of noisy, irrele-
vant, and redundant features. The solution for these problems simply discards those
features by using feature selection methods during the data cleansing process. This
phenomenon is termed as dimensionality reduction. In these reduction processes,
the best optimal feature subsets are selected from the original feature set. In gen-
eral, feature selection techniques are divided into two categories (Filter andWrapper
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methods) based on the interaction with learning algorithm. Feature selection in filter
methods uses statistical measures like Pearson’s Correlation, Linear discriminant
analysis, ANOVA, and Chi-Square but no interaction with the learning algorithm, so
it requires low computational time. Some of the filter methods [1] are Correlation-
basedFeatureSelection,ReliefF [2], FastCorrelatedBasedFiltermethod, andMutual
Information [3].

In Wrapper method [4], a subset of features are selected using optimal search
algorithms and a classification algorithm is used as evaluation criteria for subset
selection. some of the Wrapper feature selection methods are Recursive Feature
Elimination [5], Forward Feature Selection, Backward Feature Elimination.

There are some disadvantages with both filter and wrapper method. In filter
method, the correlation between features and classifiers are not considered and its
classification accuracy is less when compared with the Wrapper method. Wrapper
method has more computational complexity, searching overhead and overfitting. But
apart from these disadvantages, there are some advantages with these methods, filter
method is computationally faster when compared with wrapper method and wrapper
method is more accurate when compared with filter method. So, by combing the
filter and Wrapper method, we can achieve both classification accuracy and reduce
the computational cost.

Hybrid method uses the strength of both methods. First the dimensions of the data
are reduced by using filter method followed by wrapper method for the selection of
best feature subset. Usually, these methods has more classification accuracy and high
computational speed when compared with filter and wrapper methods. So, in this
work, we combinemutual information a filter method, and RFE awrapper method, to
form a hybrid method called MI-RFE. Random Forest classification model had been
used for comparing the classification accuracy across three benchmark datasets from
the UCI repository [6] using proposed MI-RFE Hybrid Feature selection method.

Further, this paper was organized as follows: the related work is provided in Sects.
2, 3 provides the methodology used, the implementation and experimental results
are discussed in Sect. 4 and finally we conclude the work in Sect. 5.

2 Related Work

Hsu et al. [7] proposed a hybrid feature selection by combining wrapper method and
filter method. This method removes the irrelevant and redundant features by using
two filter methods namely, F-score and information gain. The feature sets resulted by
these methods are combined to form a candidate features. These candidate feature
set are passed through a wrapper method for selecting the final feature subset by
using sequential floating search method (SFSM).

Lin et al. [8] proposed a hybrid method MI-SVM-RFE by combining mutual
information (MI) and Support vector machine-recursive feature elimination (SVM-
RFE). Artificial variables and MI have been used for filtering the non-informative
and noise variable, for finding the best feature subset using SVM-RFE method.



A Hybrid Feature Selection Approach for Handling a High-Dimensional Data 367

Solorio-Fernández et al. [9] proposed a hybrid feature selection method based
on ranking methodology for unsupervised learning. In this approach, during filter
phase the features are ranked based on Laplacian score and the top rank features are
selected based on some threshold value. Then, in wrapper stage, the selected features
are indexed by using Calinski-Harabasz index.

Lu et al. [10] proposed a novel hybrid feature selection algorithm by combining
Mutual Information Maximization (MIM) filter method and the ‘Adaptive Genetic
Algorithm’ (AGA) wrapper method, for reducing the dimensions and redundant
samples from the gene expression data.

Rouhi and Nezamabadi-pour [11] proposed R-m-GAmethod by the combination
of Relief, mRMR (Minimum Redundancy and Maximum Relevance) and a genetic
algorithm for reducing the dimensions of microarray data.

Vijayanand et al. [12] proposed a hybrid feature selection method GA + MI for
intrusion detection system (IDS) for providing security in wireless mesh network. In
GA +MI method, mutual information based filter method has been used and genetic
algorithm has been used as wrapper method.

3 Methods

Figure1 represents the proposed architecture of the Hybrid feature selection. It is
a two-stage process. The proposed method is obtained by combining Filter and
Wrapper feature selection methods.

In the first stage, k-best features are selected out of the all features by using
mutual information between the actual variable and class variable. The best k value
is selected based on the best threshold value. At the end of the first stage, we get
k-best features which are used as input to further process. To select the optimal
number of features, these K features are passed through RFE (Recursive Feature
Elimination) Wrapper method. In Fig. 2 shows the cross-validation score, i.e., no. of

Set OF All
N-Features

Select K best
Features

Based on MI

Recursive Feature
Elimination

(Random Forest
Classifier)

Best
FeaturesClassifierPrediction yes

No

Fig. 1 Architecture
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Fig. 2 Cross-validation score of ionosphere dataset

correct classification with respect to the no. of features selected, The optimal number
of features are selected based on these cross-validation scores.

3.1 Mutual Information

Mutual Information is used to calculate how much information about a variable
contains about another variable. Let us consider a dataset having ( f, l) where f
represents the features and l represents the class-label and the MI between f and l
can be denoted by I ( f, l) and is calculated by using Eq. 1 [13].

I ( f ; l) =
j∑

n=1

i∑

m=1

p( fm, ln) log

(
p( fm, ln)

p( fm) · p(ln)

)
(1)

where p( fm, ln) is joint probability function and p( fm) and p(ln) are marginal
probability distribution function.

In this work, we have used the univariate mutual_info_classif feature selection
method for selecting k-highest score features by using univariate statistical tests.
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3.2 Recursive Feature Elimination

RFE is a recursive process in which the features are ranked based on some underlying
Random Forest classification model using feature importance [14]. Algorithm 1 is
the pseudocode for RFE.

Algorithm 1: Pseudocode for the Recursive Feature Elimination (RFE) Algo-
rithm
I/P : Training set X

Set of n features Y = { f1, f2, . . . , fn}
A(X,Y) # Ranking method

O/P: Final Ranks R
for j in 1 : n do

Rank set Y using A(X,Y)
f ∗ ← last ranked feature in Y
R(n − j + 1) ← f ∗
Y ← Y − f ∗

end

RFE is a recursive iteration process where features are ranked based on their
feature importance. InAlgorithm 1,X represents the training set and n no. of features,
Y represents the original set of features, Method A(X,Y) is used for ranking features
based on feature importance. R represents the final ranking of the features. Feature
importance is measured at each iteration and the features with less relevant are
discarded.

The optimal number of feature value is selected by using the cross-validation score
as shown in Fig. 2. After finding the best number of features, the optimal subset is
selected by using Algorithm 1.

4 Experimental Results and Implementation

Here, in this work, we embedded the filter and wrapper method to increase the
accuracy of the machine learning model. We have used the standard benchmark
datasets from UCI Repository [6] for implementation purpose. Table1 represents
the Dataset description that are used.

4.1 Implementation

Here, the implementation has been proposed in two ways; in the first phase, the
candidate features are selected by using a filter method, and in the second phase,
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Table 1 Description of datasets

Dataset No. of attributes No. of instances

Ionosphere 33 351

Libras movement 90 360

Clean 167 476

the candidate features further goes to select the optimal subset of features by using
wrapper method.

In MI filter method, all features are ranked based on the mutual information
between the features and the class labels. Then the features are sorted in descending
order based on their ranks. The best k features are selected based on threshold value
of the mutual information scores (p). For p ≥ 0.05, we obtain the best k features.
These features are used as input for the second phase.

In second phase, the k-candidate features undergo with RFE for selecting the
optimal feature subsets. The optimal number of feature subsets are selecting based
on the cross-validation score of Ionosphere dataset over their no. of features is shown
in Fig. 2. After finding the optimal no. of features, the best feature subset has been
selected using RFE wrapper feature method. The accuracy for the optimal features
are measured by using Random Forest Classifier.

Four Classification measures such as 1. F1-Score, 2. Recall, 3. Precession, and 4.
Accuracy are used to compare the classification accuracy for the proposed Hybrid
Method (both MI + RFE Feature selection) and other methods 1. Original feature
set 2. Mutual (By applying only Mutual Information feature selection) 3. RFE (Only
RFE feature selection).

Table 2 Classification measures with respective to different feature selection methods

Dataset Method No. of features selected F1. Score Recall Precession Accuracy

Inosphere Orginal 33 93.13 92.71 93.71 93.40

Mutual 25 94.08 93.51 94.96 94.36

RFE 20 93.13 92.71 93.71 93.40

Hybrid 15 95.09 94.65 95.70 95.28

Libros Moment Orginal 90 80.73 81.94 81.30 82.22

Mutual 65 80.96 81.82 82.29 82.22

RFE 50 84.40 85.99 85.71 85.56

Hybrid 40 86.60 87.50 87.02 87.78

Clean Orginal 167 89.28 88.71 90.09 89.92

Mutual 120 90.13 89.14 90.23 90.23

RFE 100 86.66 86.26 87.18 87.39

Hybrid 75 90.21 89.78 90.79 90.79
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4.2 Results

Table 2 represents the classification measures of the proposed hybrid method and
other methods for the datasets. From the Table 2, it is observed that the classification
accuracy is more in case of hybrid method (95.28%) for Ionosphere dataset when
comparedwith original features (93.40%),MI (94.36%) andRFE (93.40%)methods.

Fig. 3 ROC curve of clean and ionosphere dataset
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Similarly for Libras movement and clean datasets, the classification accuracy is
more in case of hybrid method when compared with other methods. Figure 3 repre-
sents the Receiver Operating Characteristic (ROC) Curve for Clean and Ionosphere
datasets with respect to different methods used.

5 Conclusion

In this paper, we proposed a hybrid feature selection method by combining the MI
and RFE methods. From the experiments, we conclude that the proposed hybrid
method has more classification accuracy (95.28%) when compared with MI filter
method (94.36%) and RFE wrapper method (93.40%).
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Predicting the Entire Static Load Test
by Using Generalized Regression Neural
Network in the United Arab Emirates

A. K. Alzo’ubi and Farid Ibrahim

Abstract In the UAE, continuous flight auger piles (CFA) are the most commonly
used type of foundations. To minimize the risk of failure, of these CFA piles, manda-
tory expensive field tests need to be performed and the most important one is the
Static Pile Load Test (SPLT). This paper proposes using aGeneral RegressionNeural
Network (GRNN) to predict the pile performance ahead of any test. Thousands of
loading points in over one hundred projects from Dubai, Abu Dhabi, and Al Ain
cities are used to develop a GRNN capable of predicting SPLT curves with reason-
able accuracy. The friction angle, unconfined compressive strength, depth, soil type,
groundwater table, pile’s diameter, and pile’s length are the parameters that are input
to predict the load–displacement curves of the SPLT. This approach can comple-
ment conventional SPLT and provide engineers with sufficient insight into the pile
performance ahead of the actual test.

KEYWORDS Static load test · Piles · GRNN · United Arab Emirates · CFA piles

1 Introduction

The upper geological formation in the United Arab Emirates (UAE) is a soft ground
consisting of sand, silty sand, or soft rocks with a high groundwater table. This
geotechnical environment is ideal for using CFA piles to safely transmit the load into
the ground. These piles are easy and fast to construct, and in order to predict the
pile capacity, two approaches are utilized; the empirical method and/or field tests.
The first approach is conservative due to many variables controlling the pile capacity
while the latter is so expensive and it adds to the total cost of a project.
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Many factors contribute to the most effective pile design; the size of the project,
risk, and the significance of the project, to name a few [1]. In the UAE, conducting
the static load tests is an important part of designing these CFA piles and inspecting
their performance to avoid the risk of foundation failure. According to the code of
building in UAE, a minimum of 5% of the piles in a project are selected and tested
under the static load test after finishing the construction of all piles. The static pile
test load is applied in increments up to 1.5 times the design load for piles, or more
in rare cases, as required by the engineer. To accelerate the construction process in
UAE, engineers started using CFA piles (Fig. 1). However, to minimize the risk of
partial or complete failure of the foundation system, over designing was the solution.

This paper proposes to use the General Regression Neural Network (GRNN) to
predict the load–displacement curves of the static load test prior to conducting the
field test. This approach would help engineers to minimize the risk of under testing
piles failure and consequently reducing the overall cost. The tests in this paper are
based in three major cities, the two coastal cities of Abu Dhabi and Dubai, and the
city of Al Ain. The geological stratification in the three cities are very similar. The
diameter of the piles, however, was limited to half meters, while the pile’s lengths
range between 6 and 16 m. In the building code, a single pile that exceeds the limit
of the acceptable downward movement of 1% of its diameter at 1.5 times the design
load, is deemed as a failure, hence it was excluded from our study. This GRNNwould
allow engineers to predict the load–displacement curves prior to the actual test. This
approach can reduce the need for multiple static load tests in the field, and therefore
reducing the risk of failure while using a reasonable factor of safety. Coduto [1]
stated that the analytic methods are not as expensive as the static load test, and thus
the former is preferred by the designers.

Fig. 1 CFA piles underneath the current building in UAE
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2 Artificial Neural Networks

The artificial intelligence approaches such as the artificial neural network (ANN) is
commonly used in many geotechnical engineering applications such as foundations,
soil type, and liquefaction. One kind of such networks is the Backpropagation Neural
Network (BPNN) [2]. Another kind of neural network models is the GRNN. This
prediction model is based on function approximation. It is a feed forward network
where regression is performed using a probability density function applied to the
input data. It has four layers; input, pattern, summation, and output layers. The input
layer facilitates inputting all the attributes as a vector. These inputs are passed to the
pattern layer, which consists of units that store cluster centers that are determined
using a particular clustering technique such as the k-means. The objective of these
centers is to group the sample inputs so that each group can be represented in one
unit of the pattern layer that measures the distance of the input vector from the cluster
center [3]. These units are used to subtract each new vector X from the stored cluster
centers. The output of the pattern layer is stored as two parts in the summation layer,
which consists of two units. The first unit stores the value that is calculated by (1):

n∑

j=1

y j exp

(
−

∑ (xi − xi j)2

2σ 2

)
(1)

The second unit, however, stores the value that is calculated by (2):

n∑

j=1

exp

(
−

∑ (xi − xi j)2

2σ 2

)
(2)

where (xi−xij) represents the distance between a new point xi and a training sample
xij. Finally, the output unit will compute the division of the values stored in the two
summation units to produce the predicted value.

3 Related Works

In this research, we are proposing to use GRNN to predict the static load test of
CFA piles, while most of the work that was carried out was based on using BPNN to
predict the friction and/or end bearing capacity of driven piles. Goh [4] used an ANN
model to estimate the friction capacity of driven piles in cohesive soils. He compared
his results to the actual ones and achieved good agreement, he also compared the
results with other empirical approaches. Lee and Lee [5] attempted to forecast driven
pile capacity by using ANN approaches and they calculated an error of 20% between
the prediction and actual results. Their focus was on the pile capacity and not the
entire static load test. Abu-Kiefa [6] also focused on predicting the pile capacity



378 A. K. Alzo’ubi and F. Ibrahim

by using three artificial neural network models. Additionally, Goh [7] developed a
new neural network model to forecast pile capacity in cohesionless soils. Shahin
et al. [8] discussed many applications of the artificial neural network in Geotechnical
Engineering and listedmany applications including the ones for predicting the driven
pile ultimate capacity.

Benali and Nechnech [9] and Maizir and Kassim [10] utilized artificial neural
networks for forecasting the driven pile capacity. In another attempt [11] artificial
neural network model was used to predict the pile setup in the field. In a recent
paper, Alzo’ubi et al. [12] suggested a framework for a newmodel that associates the
artificial neural network model to forecast the pile performance with the geographic
information system (GIS) data [12].

In all of the above studies, the focus was on the pile capacity but not to predict the
entire load–displacement curves of the static load test, moreover, no artificial neural
network experiments had been performed on CFA piles. This research demonstrates
that the entire load–displacement curves with two cycles of the static load test can
be predicted by GRNN if the training data is available and comprehensive.

4 General Geology

Fookes and Knill [13] conducted a geological survey along the coastline of UAE and
classified the region as “the base plain”. The upper layer in theUAE coastline consists
of sand dunes, silt, and loess. Wind-blown material predominates the movement and
transportation of great quantities of fine materials such as silt and sand if the high
wind period occurs. Water also contributes to this movement and deposition of Silty
Sand material all over the area. This soil layer depth varies from 3 to 10 m. This
Silty Sand layer has a high friction angle and the piles capacity depends on two
components; friction at the sides, and end bearing at the bottom of a pile. In some
cases, up to 20 cm thick salt crust can be built, these salt layers may affect the
pile’s capacity through friction reduction. Underneath the sand and silt layers’ rock
materials can also be found, in other cases, the sand and silt layers cover interbedded
sandstones, conglomerates, limestone, and siltstones. In this paper, the pile’s length
ranges from 6 to 16 m, so all the layers from 0 to 20 m will be classified as shown in
the next section.

5 Classification of Materials

To classify the soil layers and identify their mechanical properties, field and labora-
tory test results are conducted and summarized for each borehole in each project. The
Unified Soil Classification System was utilized to classify the ground materials by
conducting sieve analysis and Atterberg Limits tests. This classification was used as
an attribute in the Neural Network to increase model accuracy and precision. To do
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Table 1 Coding of some soil
layers as will be used in the
GRNN

Soil type Soil profile number ANN code

Silty SAND (SM) 1 10000000

Poorly graded SAND
with silt (SP-SM)

2 01000000

MUDSTONE: Very
weak to weak

3 00100000

so, we coded the soil layer classification as a binary number. Table 1 shows samples
of this coding which will be included in the input data of GRNN as a separate unit
for each soil type at each respective depth.

6 Static Load Test

In the UAE, the most commonly recommended type of foundation is CFA piles. Pile
load tests are considered the most reliable method to evaluate the capacity of a pile
under axial load. In these tests, two cycles of loading and unloading are usually used
to produce complete load–displacement curves for each static load test.

TheBritish StandardCode of Practice 8004, on specially constructed piles, usually
used to test CFA piles that are installed before the start of the construction of a
structure. In the UAE, the test of the piles usually conducted after the construction
of all piles for quality assurance and not for design purposes. As a result of using the
test for quality check and not design, the CFA piles are usually overdesigned by the
engineers to avoid failure in the testing stage.

In this paper, theBS8004 [14]was used for all the test as the testing procedure. The
pile is loaded up to 1.5 times the design load for working piles while monitoring the
displacement. The load was increased in stages and maintained until a settlement has
stopped. In this model, the loading/unloading cycles were coded in binary numbers
to reflect the status of the cycle. For example, the first loading cycle was coded as
1000, while the first unloading was coded as 0100. These codes were considered as
4 input units in the GRNN.

This testing procedure is used in the UAE following the 2013 Abu Dhabi Inter-
national Building Code. According to this code, if one pile during testing failed at
a particular site, the CFA piles must be removed from the site. These code require-
ments pushed engineers to overdesign the CFA piles to guarantee a successful test.
The proposed approach in this paper hopes to reduce the cost of designing CFA
piles through predicting the load–displacement curves, of a static load test, based on
geotechnical data available at a site, the pile dimensions, and the groundwater table
at that specific site.
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7 The Network Model

This research argued that it is likely to predict the displacement at a load using
GRNN model that is trained over data identified by 28 input attributes constituting
the soil profile (17 units), pile configuration (2 units), groundwater (1 unit), load (1
unit), loading status (4 units), strength properties (2 units) and depth (1 unit), while
the displacement (1 unit) is to be the output predicted attribute. Coduto [1] pointed
out that the soil profile and the pile configuration are extremely important factors in
controlling the pile capacity and performance under loading and unloading cycles. In
order to produce an acceptable model, a huge amount of data is needed for training
to guarantee the model’s performance and its ability to forecast the displacement of
the new pile at a new site with different or similar soil profile. Actual pile test data
were collected and verified from 100 sites in the field and were implemented in the
network. Moreover, we verified the data for completeness and filtered it to remove
any outliers. As a result of this process, 6437 load–displacement points were used to
train the model. The model must generalize the mapping between input and output
and should be able to forecast the output for cases that are not included in the training
data.

For this experiment, MATLAB Simulink 2016 software [15] was utilized to con-
struct the GRNN. The sample data was migrated to MATLAB worksheet at which
they were transposed into a matrix P in the MATLAB command shown in (3):

net = newgrnn (P, T ) (3)

This command generates the network: net, and it requires two parameters: the
input transposed matrix P and the target predicted vector values T corresponding to
the average displacement Two layers are created by newgrnn as shown in Fig. 2. The
first layer has as many units as there are inputs in P. The weight W in this layer is set
to P′. The unit’s weighted input is computed as the distance between the input vector
and its weight vector. The bias b is set to a column vector of 0.8326. The second
layer has as many units as the target vector but with different weight setting W [15].

Fig. 2 The GRNN as produced by MATLAB
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8 Results

Many factors may control the pile performance, so predicting the pile’s entire load-
–displacement curve has been a difficult task for engineers. Hence, the static load
test is conducted commonly in the UAE in every new project constructed by CFA
piles. This research presents a GRNNmodel to predict the loading–unloading curves
of a static load test for CFA piles under axial loading.

Though neural network models have been utilized to forecast the pile ultimate
capacity, as discussed earlier in Sect. 3, no previous attempt has yet been made to
predict the entire static load test. To test the proposed model, a site was arbitrarily
picked with an entire pile test that was not included in the training set to guarantee
the independence of the test and the ability of the model to predict the two cycles
of loading and unloading. The geotechnical data, groundwater elevation, pile length
and diameter, loading cycle (loading versus unloading), and the value of the load
were input in the model, while the displacement field was left out to be predicted
using the MATLAB command shown in (4):

V = sim (net, P) (4)

where P is the input transposed matrix of the tested pile, and V is the resulting output
vector.

Once the testing stage is finished, different statistical methods are to be used to
compare the predicted displacement values against the actual field ones. The coeffi-
cient of determination and root mean square error, for example, will be used to show
the relationship between the predicted values and the actual ones. Figure 3 shows the
preliminary results of the test that was conducted using the setup discussed above.
The results show good agreement between the actual and predicted displacement at
each load point and in both cases of loading and unloading.

Fig. 3 Static load test
results with two cycles of
loading and unloading
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9 Conclusion

This paper introduced a general regression neural network model to forecast the dis-
placement at each load of a static load test curves that consist of two loading–unload-
ing cycles. The artificial network is based on input parameters including geomaterial
properties (such as friction angle), soil classification and type, groundwater table
elevation, pile configuration, pile load, and displacement. The attributes are used to
build and train the network, and later test it to predict the displacement. This research
introduces, for the first time, aGRNNapproach that is capable of simulating the static
load test. The GRNN results were compared with existing field tests that were arbi-
trarily excluded from the training set of data. This approach is a tool for engineers
to forecast static load test results with acceptable accuracy from a practical point of
view to interfere at the right time and alter the design of a pile or increase/decrease
the number of static pile load tests required at the field.
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Predicting the Risk of Readmission
of Diabetic Patients Using Deep Neural
Networks

G. Siva Shankar and K. Manikandan

Abstract One of the major concerns these days are hospital readmissions, as they
are expensive and mark the shortfalls in health care. The United States alone has
spent 41.3 billion dollars between January and November 2011 to treat patients
readmitted within 30days of discharge, according to the Agency for Healthcare
Research and Quality (AHRQ). There are already several attempts made in the same
field usingMachine learning methods to leverage public health data to build a system
for identifying diabetic patients facing a high risk of future readmission. This paper
predicts whether a patient discharged from the hospital will return within 30days
or not. The best possible feature engineering pipeline is chosen to process the data
so that it can be learnt by the model in the best manner in determining the most
important evaluationmetric.Aclassifier is built using the traditionalmachine learning
algorithms such as Linear SVM, Random Forest. We have also built a deep neural
network based on a specific and optimized sequential architecture.

Keywords Binary classification · Deep neural nets · Feature engineering ·
Machine learning · Perceptron · Scikit-Learn

1 Introduction

The dataset represents a decade worth of clinical care data from 130 hospitals in
the United States, as well as integrated delivery networks. In order for an entry to
qualify for the dataset, it must be a hospital admission and the admission must be
diabetic related with the length of the stay to bemore than 1day but less than 2weeks.
The dataset’s features comprise of a mix of nominal and numeric data types. The
features span a multitude of patient information categories such as race, gender,
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age, weight, and time spent in a hospital. Some of the more specific features include
information such as medications administered (miglitol, metformin, tolazamide, etc)
and a number of lab procedures. First and foremost, a classification model that can
accurately predict whether a diabetic inpatient will return to the hospital has several
implications in itself. A similar concept applies to the patients themselves; patients
who can know they may be at risk for rehospitalization can take extra precautions
once they are discharged in an attempt to prevent further emergencies. And finally,
if hospital administrators know that a certain number of patients will be readmitted,
they could use this information in order to better plan room reservations, medical
supply projections, and further logistical planning [1–3].

2 Related Works

American hospitals spend over 41 billion dollars on diabetic patients in 2011, who
got readmitted within 30days of discharge, according to the Agency for Healthcare
Research andQuality (AHRQ).Researchers have attempted tofindpredictors of read-
mission rate and among other factors; medication change upon admission has also
been shown to be associated with lower readmission rates. The predictors of medica-
tion change could point towards interesting insights on what patient characteristics
and admission conditions might influence whether physicians change their medica-
tion or not. According to the Hospital Readmissions Reduction Program which aims
to improve the quality of care for patients and lower healthcare spending. A patients
visit to a hospital may be constituted as a readmission if that patient is admitted to
a hospital within 30days after being discharged from an earlier hospital stay. Using
a medical claim dataset, we planned to answer the questions: what are predictors
of medication change in diabetics who gets admitted to a hospital and how can we
build a predictive model to lower the readmission rates? A large number of previ-
ous researches have presented the risk factors that can help to identify and predict
hospital readmissions of diabetic patients [3, 6, 9, 13, 17] out of which significant
ones are chosen and discussed. The acute and chronic glycaemic control influenced
the risk of readmission in a dataset of more than 29,000 patients over the age of
65 [17]. Other factors such as demographic and socioeconomic factors also have
an influence on readmission rates. The study, made on the impact of HbA1c, have
done analysis on hospital readmissions without targeting any specific disease. The
dataset chosen in this case, has attributes of demographic, clinical procedure-related,
and diagnostic-related features. It also has drug information of patients over 65 of
age. The prediction is done for readmission within 30days(short-term readmission
prediction) [16, 18].
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3 Methodology

From the traditional machine learning algorithms, we used to build the baselines
models that were Support Vector Machine and Random Forest algorithm.

One of the supervised machine learning algorithms is Support Vector Machine.
The plot of each data point is an item and a point in n-dimensional space, where n
represents the number of features along with its value and each feature represents
the value of particular coordinate. On the other hand, Random forest is an ensemble
technique which uses many decision tree models at the same time. There are a lot of
unique features of the Random Forest Algorithm. Random Forest is one of the most
widely used supervised machine learning algorithm.

First, in Random Forest a random seed is chosen which selects a collection of
observations from training data by taking care of class distribution.When this dataset
is selected, a set of the random variables are chosen randomly based on the user-
defined values and not all the variable are chosen in the random forest because
of enormous computation and also the over fitting chances are high. Based on the
attribute selection, the best possible split is given by Gini index and the decision tree
is devolved based on this attribute selection.

A sequential deep neural network model is used along with Keras wrapper and
classes with Tensor Flow at the backend. The sequential model is a linear stack
of layers connected to each other by calling the sequential function then a series
of layers can be added till the output layer. The model needs to know what input
shape it should expect. For this reason, the first layer in a sequential model (and only
the first, because the following layers can do automatic shape inference). Layers of
different type are a few properties in common, specifically their method of weight
initialization and activation functions. The type of initialization used for a layer is
specified in the initialization argument which can take uniform, normal, and zero
as initializations. Another thing that Keras provides is a range of standard neuron
activation function, such as SoftMax, reLu, tanh, and sigmoid. The main objective
would be to build a deep optimized neural network model and compare it with the
Scikit-Learn multi-perceptron Layer.

4 Implementation and Results

Dataset is taken from https://archive.ics.uci.edu/ml/datasets.html [4]. The dataset
is downloaded from UCI Machine Learning Repository. It is a publicly available
dataset. The original dataset creates three distinct class boundaries for hospital read-
mittance: 1. NO: No record of readmission. 2. <30: Patient was readmitted in less
than 30days. 3. >30: Patient was readmitted in more than 30days.

It would be far more feasible to narrow the scope to a binary classification. Instead
of the three distinct classes seen above, a simplification could prove more practical

https://archive.ics.uci.edu/ml/datasets.html
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Fig. 1 Percentage of missing values in dataset

and informative as it will help to balance the dataset as the dataset is highly imbal-
anced.

1. NO: No record of readmission 2. >30: If the patient was readmitted in less than
30days.

Some features like encounter ID and patient ID are removed because they do not
contribute any relevant information to our classification dataset andmachine learning
model would not understand the IDwhich a unique feature for each patient is, we also
decided to remove a few other features that actually have conceptual significance to
the dataset. For example, the weight attribute has many potential ties to qualifying
overall health. However, 97% of the weight data was missing, and imputing 97% of
the data for a category is not possible.

4.1 Data Preprocessing

The preprocessing of a dataset is done by converting the label to required form, find
out missing values in the dataset, and drop irrelevant columns based on human exper-
tise of the data set and impute missing values. The next objective will be involving
the feature selection, model building, model optimizations, and evaluation. Figure1
describes the percentage of missing values in the variables in the dataset.

The numerical missing values are replaced by their mean and median and cate-
gorical missing values by mode. The exploratory data analysis is done for various
variables, for e.g., number of medications with and without diabetic medications as
in Fig. 2.

The diabetic medication is also analyzed with the race, gender, and age of the
patients as shown in Figs. 3, 4 and 5. It can be inferred that two classes which are
Caucasian and American-African are in majority. On the basis of gender, we can
conclude that females count is more than male patient counts. On the other hand,
from the histogram we can infer that diabetic and nondiabetic patients are spread
equally.
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Fig. 2 Number of medications with and without diabetic

Fig. 3 Race versus diabetic medication

Fig. 4 Diabetic medication with gender

Fig. 5 Age versus diabetic medication
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Table 1 Random forest

Test-A: 0.99 (Random forest)

Classification report:

Precision Recall f1-score Support

0.0 1.00 0.99 0.99 27,085

1.0 0.99 1.00 0.99 30,702

Avg/total 0.99 0.99 0.99 7787

Confusion matrix

26,706 379

0 30,702

4.2 Cross-Validation Methods

By looking at our class distribution, it is seen that we have a large class imbalance.
82.8% of our entries consist of patients who were not readmitted, while 17.2% of our
dataset was readmitted. A k = 10-fold cross-validation will utilize 90% of the data in
each iteration. A 10-fold stratified cross-validation will maximize the generalization
performance of our trained model [12, 14, 15].

4.3 Modeling

Next step was the baseline model for classification that is built for the data to train
and create a prediction model. The feature selection was done using F regression
along with the normalization of the data using Z-score method also converting the
string representation values into categorical buckets. To make sure that there is no
overfitting because of the imbalance dataset; Oversampling was implemented to
balance the data before implementing the SVM classifier as well as voting classifier
(Tables 1, 2).

For deep network, the experiment is done with different numbers of network
layers. We will then integrate both wide and deep network architectures into one
network and then experiment with different network architectures [7, 8, 10, 11]
(Table 3).

Next, we compare the performance analysis of deep nets with Scikit-LearnMulti-
Layer Perceptron. We would expect Tensor Flow to perform better because it is
optimized to perform better with GPU’s. It does not prioritize training speed and
insteadprioritizes performance.While usingSklearnsMLP, due to timing constraints,
wemust limit the number of cross-validation folds.Withmore time,wewould be able
to provide a higher confidence in our generalization performance when compared to
Scikit-Learn. We were able to get only 53–56% cross-validation score. So, from the
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Table 2 Ensemble

Test-A: 0.96 (Ensemble)

Classification report:

Precision Recall f1-score Support

0.0 1.00 0.91 0.95 27,085

1.0 0.92 1.00 0.96 30,702

Avg/total 0.96 0.96 0.96 57,787

Confusion matrix

24,589 2496

0 30,702

Table 3 Linear SVM

Test-A: 0.60 (Linear SVM)

Classification report:

Precision Recall f1-score Support

0.0 0.58 0.57 0.57 27,085

1.0 0.62 0.63 0.63 30,702

Avg/total 0.60 0.60 0.60 57,787

Confusion matrix

15,456 11,629

11,383 19,319

Table 4 Performance analysis

Model Accuracy

Scikit-learn MLP 55.97

Deep neural network 83.99

performance of Scikit-Learn MLP classifier, we can conclude that the Tensor Flow
implementation is superior in performance [3, 5] (Table 4).

5 Conclusion

Irrespective of the advances in health care, the quality control offices in hospitals
and health organizations still use traditional techniques and predefined variables to
check the probability patient readmission. Machine Learning and Predictive Model-
ing using big data could provide clues to improve the quality of healthcare delivery.
The main objective of the research was to explore the different machine learning
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models and data mining techniques to propose a solution to identify and predict the
hospital readmissions. Combining Machine Learning and Predictive Modeling with
preventive measures would also engage patients, physicians, and payers to partici-
pate proactively in improving the health facilities and hence the level of wellness. A
data-driven deep learning based predictive model is developed to predict readmis-
sion rates in diabetic patients. Cases and controls were compiled based on 30-day
readmission evidence of readmission. Compared to the existing repertoire of predic-
tive models to assess readmission, our model shows better accuracy using optimized
architecture of the neural network. Feature selection provides insights into several
novel factors that could help to delineate readmission rates associated.
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Reliable Healthcare Monitoring System
Using SPOC Framework

P. Ramya, P. Naga Sravanthi and Morampudi Mahesh Kumar

Abstract The m-healthcare system can benefit medical users by providing high-
quality pervasive healthcare monitoring, the growing of m-healthcare system is still
strange on how we fully understand and manage the challenges facing in this m-
healthcare system, especially during a medical emergency. In this paper, we propose
a new secure and privacy-preserving opportunistic computing framework, called
SPOC, to address this challenge. With the help of our proposed SPOC framework,
eachmedical user who is in an emergency can achieve the user-centric privacy access
control to allow only those qualified helpers to participate in the opportunistic com-
puting to balance the high reliability of PHI process and minimizing PHI privacy
disclosure in m-Health care emergency. We introduce an efficient user-centric pri-
vacy access control in SPOC framework, which is based on an attribute-based access
control and a new privacy-preserving scalar product computation (PPSPC) tech-
nique, and allows a medical user to decide who can participate in the opportunistic
computing to assist in processing his great PHI data.

Keywords Healthcare system · Privacy-preserving · Framework · User-centric ·
Attribute-based
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1 Introduction

The patient monitoring system (PMS) is a very critical process that is mandatory
these days. It is used for monitoring the physiological parameters including electro-
cardiograph (ECG), respiration, invasive and noninvasive blood pressure, and oxygen
saturation in human blood (Spo2), body temperature, etc. In PMS, the multiple sen-
sor and electrodes are used for receiving physiological signals like ECG electrodes,
Spo2 Finger Sensor, Blood Pressure Cuff, and Temperature Probe to measure the
physiological signals. During treatment, it is highly important to continuously moni-
tor the vital physiological signs of the patient. Therefore, patient monitoring systems
have always been occupying a very important position in the field of medical devices.
The continuous improvement of technologies not only helps us to transmit the vital
physiological signs to the medical personnel but also simplifies the measurement and
as a result raises the monitoring efficiency of patients.

1.1 Classes of Patient Monitoring System

This can be classified into two types:

• Single-Parameter Monitoring Systems
• Multiple Parameter Monitoring Systems.

1.1.1 Single-Parameter Monitoring Systems

The single-parameter monitoring systems are available for measuring blood pressure
of a human body, ECG monitor, Spo2 monitor, etc.

1.1.2 Multiple Parameters Monitoring Systems

Amulti-parametermonitoring system is used formultiple critical physiological signs
of the patient to transmit vital information.

In the traditional system, with the pervasiveness of smartphones and the advance-
ment of wireless body sensor networks (BSNs), mobile health care(m-healthcare),
which extends the operation of healthcare provider into a pervasive environment for
better health monitoring, has attracted considerable interest recently. However, the
flourish of m-healthcare still faces many challenges including information security
and privacy preservation.
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Limitations of Traditional Approach

• The flourish of m-healthcare still faces many challenges including information
security and privacy preservation.

• The smartphone’s energy could be insufficient when an emergency takes place.

2 Literature Survey

Lin et al. [1] proposed a method “GSIS, A secure and privacy-preserving proto-
col for vehicular communications”, where the authors identify some unique design
requirements in the aspects of security and privacy preservation for communications
between different communication devices in vehicular ad hoc networks. The authors
then proposed a secure and privacy-preserving protocol based on group signature
and identity (ID)-based signature techniques and demonstrated that the proposed
protocol can not only guarantee the requirements of security and privacy, but can
also provide the desired traceability of each vehicle in the case where the ID of the
message sender has to be revealed by the authority for any dispute event.

Avvenuti et al. [2] proposed a method “Opportunistic Computing for Wireless
SensorNetworks” based on the idea of partitioning the application code into a number
of opportunistically cooperating modules. Each node contributes to the execution of
the original application by running a subset of the application tasks and providing
service to the neighboring nodes. But the authors did not address the problem of
storing and executing an application that exceeds the memory resources available on
a single node.

Ren et al. [3] proposed a method “Monitoring Patients Via A Secure And Mobile
Health Care System” in which the authors present several techniques that can be
used to monitor patients effectively and enhance the functionality of telemedicine
systems, and discuss how current security strategies can impede the attacks faced by
wireless communications in healthcare systems and improve the security of mobile
healthcare.

Conti et al. [4] proposed a method “From Opportunistic Networks to Oppor-
tunistic Computing” in which the authors discussed the evolution from opportunistic
networking to opportunistic computing; the authors survey key recent achievements
in opportunistic networking, and describe themain concepts and challenges of oppor-
tunistic computing. Finally, envision further possible scenarios and functionalities
to make opportunistic computing a key player in the next-generation Internet.

Li et al. [5] proposed a method “Scalable and Secure Sharing of Personal Health
Records in Cloud Computing Using Attribute-Based Encryption” in which the
authors proposed a novel patient-centric framework and a suite of mechanisms for
data access control to PHRs stored in semi-trusted servers. To achieve fine-grained
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and scalable data access control for PHRs, we leverage attribute-based encryption
(ABE) techniques to encrypt each patient’s PHR file. Different from previous works
in secure data outsourcing, the authors focused on the multiple data owner scenarios,
and divide the users in the PHR system into multiple security domains that greatly
reduces the key management complexity for owners and users.

Passarella et al. [6] proposed a method “Performance Evaluation of Service Exe-
cution in Opportunistic Computing” in which the authors presented an analytical
model that depicts the service invocation process between seekers and providers.
Specifically, the authors derived the optimal number of replicas to be spawned on
encountered nodes, in order to minimize the execution time and optimize the com-
putational and bandwidth resources used. Performance results show that a policy
operating in the optimal configuration largely outperforms policies that do not con-
sider resource constraints.

3 Proposed Method

3.1 Architecture for Monitoring System

In this paper, we propose a new secure and privacy-preserving opportunistic com-
puting framework, called SPOC, to address this challenge. With the proposed SPOC
framework, each medical user in an emergency can achieve the user-centric privacy
access control to allow only those qualified helpers to participate in the opportunistic
computing to balance the high reliability of PHI process andminimizing PHI privacy
disclosure in m-Health care emergency. We introduce an efficient user-centric pri-
vacy access control in SPOC framework, which is based on an attribute-based access
control and a new privacy-preserving scalar product computation (PPSPC) tech-
nique, and allows a medical user to decide who can participate in the opportunistic
computing to assist in processing his overwhelming PHI data.

Advantages of the New Approach

• SPOC framework allows a medical user to decide who can participate in the
opportunistic computing to assist in processing his overwhelming PHI data.

• The user-centric privacy access control to allow only those qualified helpers to
participate in the opportunistic computing to balance the high reliability of PHI.

• The attributed-based access control can help a medical user in an emergency to
identify other medical users.

Figure 1 shows the proposed method and it consists of the following steps:

1. Medical users
2. Body Sensor Network (BSN)
3. Smartphone communication
4. Healthcare Center.
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Fig. 1 Architecture for monitoring system

3.1.1 Medical Users

Normally, the medical user personal healthcare information (PHI) is mainly invented
formonitoring the patientswithout direct interactionwith doctors. In anm-healthcare
system, medical users are no longer needed to be monitored within the home or
hospital environments. Instead, after being equipped with smartphone and wireless
body sensor network (BSN) formed by body sensor nodes, medical users can walk
outside and receive high-quality healthcare monitoring from medical professionals
anytime and anywhere.

3.1.2 Body Sensor Network

This sensor will be equipped directly in the medical user. This BSN will transmit the
user details for every time period that we have indicated. For example, each mobile
medical user’s personal health information (PHI) such as heartbeat, blood sugar level,
blood pressure, and temperature and other details will be captured by the medical
users Smartphone (Fig. 2).

3.1.3 Smartphone Communication

For each data transmitted from BSN will be aggregated by the smartphone that
the medical users having with them using Bluetooth communication. This received

Fig. 2 Body sensor network
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Fig. 3 Smartphone communication using Bluetooth

Fig. 4 Healthcare center

medical information or symptomwill be transmitted to healthcare center periodically
with the help of 3G network (Fig. 3).

3.1.4 Healthcare Center

We propose SPOC, a secure and privacy-preserving opportunistic computing frame-
work for m-healthcare emergency. With SPOC, the resources available on other
opportunistically contacted medical users’ smartphones can be gathered together to
deal with the computing-intensive PHI process in an emergency situation. Since the
PHI will be disclosed during the process in opportunistic computing, to minimize
the PHI privacy disclosure, SPOC introduces a user-centric two-phase privacy access
control to only allow those medical users, who have similar symptoms to participate
in opportunistic computing (Fig. 4).

4 Result Analysis

Figures 5, 6 and 7.

5 Conclusion

A prototype of a home health monitoring system has been achieved, offering a sys-
tem implemented in a commercial-off-the-shelf (COTS) router that is able to collect
data from any wireless sensors, is able to send vital signs data to any remote care-
taker and does not require any technical intervention because it offers the auto setup
through a remote auto-configuration server. Also, this is a robust system because any
of its update features do not interfere with the vital sign measurements in progress.
Modular software architecture allows easy organization when creating applications,
modification of system segments, and adding new extensions to the system. The
system supports any type of measurement of vital signs as well as through this mod-
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Fig. 5 GCM-AEK (IV, P, A) = (C, T )

Fig. 6 GCM-ADK (IV, C, A, T ) = P or FAIL
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Fig. 7 Selecting a Bluetooth device

ularity, it is easy to develop sensor bundles using other communication protocols, as
long the gateway has the necessary hardware. One of the gains during this project
research was the chance to create bundles and learn how to handle the OSGi frame-
work, taking advantage of the resources it offers, and strengthen the functionality of
this framework.
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Computer-Aided Lung Parenchyma
Segmentation Using Supervised Learning

G. N. Balaji and P. Subramanian

Abstract Advances in the fields of image processing and information technology
have led to the use of computers for the diagnosis of diseases. This has led to the
emergence of Computer-AidedDiagnosis (CAD) systems for disease diagnosis. This
research work focuses on improving the performance of CAD systems that use Com-
puted Tomography (CT) of the chest for diagnosis of lung disorders. This improve-
ment has been achieved by developing techniques for determining the significance
of image features for discrimination among different diseases of the lung and a tech-
nique for segmentation of lung parenchyma in chest CT irrespective of the presence
or absence of peripherally placed Pathology Bearing Regions (PBRs). Another major
challenge in CAD of lung disorders based on analysis of chest CTs is accurate seg-
mentation of lungs especially in the presence of peripherally placed PBRs. In this
research work, a segmentation algorithm has been developed to extract the complete
lung parenchyma even in the presence of severe peripherally placed PBR in chest
CT. The proposed system has been found to improve the diagnostic performance of
CAD systems for diagnosis of lung disorders based on analysis of chest CT slices.
This would aid the physicians to perform better diagnosis, which would result in
choosing the appropriate treatment strategy, thereby reducing the mortality rate.

Keywords Computer-aided diagnosis (CAD) · Computed tomography (CT) ·
Pathology bearing regions (PBRs)
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1 Introduction

Lung is the most important organ in the respiratory system of human beings. It takes
in oxygen from the air, gives it to the bloodstream and releases carbon dioxide. The
lungs are covered by a thin tissue layer called the pleura. Human beings have two
lungs, a right lung and a left lung. The right lung consists of three lobes. The left
lung is smaller, providing accommodation for the heart and consists of two lobes.
Although the term, lung parenchyma, refers solely to alveolar tissue, it has now been
used normally to refer to any form of lung tissue including bronchioles, bronchi,
blood vessels, interstitium, and alveoli [1]. In order to deliver oxygen to the body,
air is breathed in through the nose, mouth, or both. After entering the nose or mouth,
air travels down the trachea or “windpipe”. The trachea divides into a left and right
breathing tube, and these are termed bronchi. The left bronchus enters the left lung
and the right bronchus enters the right lung. The bronchi divide into smaller tubes
called bronchioles. The bronchioles end in tiny air sacs called alveoli. All alveoli are
not in use at the same time, so that the lung has many to spare in the event of damage
from disease, infection, or surgery.

1.1 Lung Diseases

Lung disease refers to any disease or disorder of the lung that affects the lung. Smok-
ing [2], infections [3] and genetics [4] are the major factors responsible for most of
the lung diseases. Lung diseases are classified into three broad categories, namely,
airway diseases, lung tissue diseases, and lung circulation diseases. Many lung dis-
eases involve an overlap of these three categories. Airway diseases [5] affect the
airways that carry oxygen and other gases into and out of the lungs. They are char-
acterized by the presence of persistent inflammation. These diseases usually cause
a narrowing or blockage of the airways. They are also associated with alterations
in tissue architecture, leading to impaired lung function and reduced quality of life.
Examples include asthma, bronchiectasis, emphysema, and chronic bronchitis.

As per WHO statistics 2018, four respiratory disease categories, namely,
lower respiratory infections, Chronic Obstructive Pulmonary Disease (COPD), tra-
chea/bronchus/lung cancer, and tuberculosis, appear in the top ten causes ofmortality
all over the world. They account for one in six deaths and one in ten Disability-
Adjusted Life Years (DALY) lost. Among the leading causes of death worldwide,
lower respiratory infections take the third position, COPD takes the fourth position,
trachea/bronchus/lung cancer take the seventh position, and tuberculosis takes the
eighth position. All these lung diseases put together, they form the leading cause
of death. The most common causes of DALYs lost worldwide is lower respira-
tory infections. The report also states that “These figures confirm that lung diseases
have remained globally important causes of death and disability during the past two
decades.” According to WHO, COPD is underdiagnosed and will become the third
leading cause of death in 2030.
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1.2 Diagnostic Techniques

Chest radiography is themost commonly used imaging technique as it can be obtained
at a minimum cost and the amount of exposure to radiation is acceptable by most
experts. It remains invaluable [6] for the initial investigations of diseases of the lung,
pleura, mediastinum, and chest wall. CT has been used as a standard procedure
for the diagnosis of lung diseases. However, as different diseases exhibit different
radiological signs and characteristics, exactly which CT technique has to be used
depends greatly on the disease. The main strength [7] of CT is that it is capable of
representing interstitial structures that are needed for the differential diagnosis of
connective tissue diseases of the lung. CT is used to evaluate the shapes, borders,
and densities of nodules [8]. When temporal analysis has to be done on images
taken regularly over an interval of time, Magnetic Resonance Imaging (MRI) is
preferred due to the absence of ionizing radiation. The role of MRI is significant in
the diagnostic investigation of vascular diseases such as pulmonary hypertension, or
complex diseases such as cystic fibrosis [7].

The authors in [9] have stated that clinical and radiological criteria would be suf-
ficient for diagnosing about two third of the cases affected by Idiopathic Pulmonary
Fibrosis (IPF) and that surgical lung biopsy is needed in the remaining one-third of
cases to achieve the ultimate diagnosis. This requires multidisciplinary cooperation
and biopsy has to be taken from at least two lobes due to the histological variability.
Kaarteenaho [9] has reported that lung biopsy was performed in about 30–60% of
the cases in large clinical trials conducted during the past decade and that the most
serious complication of lung biopsy is mortality within 30 days after the procedure,
with a frequency of about 3–4% reported in most studies.

Sputum smear microscopy [10, 11] is used for the diagnosis of pulmonary tuber-
culosis (TB). It is a simple, rapid, and inexpensive technique which is widely used
in various populations with different socioeconomic levels. However, the sensitivity
is grossly compromised when the bacterial load is less than 10,000 organisms/ml
sputum sample and some patients may not come the following day. Hence, patient
drop-outs are high. Shafiyabi et al. [11] have demonstrated that two spot sputum
samples collected on a single day at an hour interval were equally effective as the
2-day method in detection of sputum smear-positive TB cases.

1.3 Computer-Aided Diagnosis

CAD is a software system for interpreting digital images or laboratory tests to provide
a diagnosis. CAD system aids the physicians in performing diagnosis by giving a
“second opinion” based on known similar cases by applying rule-based inference
techniques, Artificial Intelligence (AI)techniques or Content-Based Image Retrieval
(CBIR). The use of CAD combined with the physician’s diagnosis has been shown
to improve the diagnostic accuracy of radiologists, lighten the burden of increasing
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workload, reduce cancer missed due to fatigue, overlooked or data overloaded and
improve inter- and intra-reader variability [12].

1.4 Role of Image Processing and Machine Learning in CAD

In CAD of lung disorders based on analysis of chest CT various image processing
techniques are essential for dataset preparation. The chest CTs must first be made
suitable for further processing by removing the noise and improving the quality of the
image. This is achieved by using image enhancement techniques. Once the image is
enhanced, theRegions of Interest (ROIs) have to be extracted and this involves the use
of image segmentation techniques. The ROIs should then be described quantitatively
and this involves the use of feature extraction techniques.

Machine learning methods have become one of the dominant approaches in CAD
for medical imaging [13, 14]. Classifiers are developed and trained to label new cases
according to a set of features derived from already labeled data and this approach
comes under the field of supervised learning. The featuresmay include the raw image
data, higher level descriptive features derived from the images, or additional clinical
data. However, using too many features in the classification algorithm can lead to
problems, particularly if there are irrelevant features. This can lead to overfitting, in
which noise or irrelevant features may influence the classification decisions because
of the modest size of the training data. This requires the use of feature selection or
dimensionality reduction techniques.

As per WHO statistics 2011, lung diseases form the leading cause of death. The
mortality rate can be reduced if the disease is diagnosed at an early stage. CT images
of the chest are the commonly used standard procedure for the diagnosis of lung
diseases. There are chances that even an experienced radiologist misses small PBRs
that appear at an early stage. They may also find discrimination among diseases
difficult in certain cases.

With the advances in image processing and information technology, computer
software that could aid the radiologist in diagnosis by providing quantitative analysis
and detecting even small abnormal structures are being developed. Two major issues
have been identified with such computer-aided diagnosis systems and these issues
motivated this research work. First, the diagnostic accuracy of CAD systems depend
on the image features chosen for analysis; but the mapping of radiological features
into image features could be imprecise. Second, the diagnostic accuracy of CAD
systems depend on the accuracy of segmentation result, which in turn depends on
the location and size of the PBRs, for instance, the segmented lung may not include
large PBRs that are attached to the chest wall. These two issues in CAD of lung
disorders have been handled in this research work with an aim to aid the medical
community in improving the diagnostic accuracy of the radiologists in diagnosis of
lung disorders based on analysis of chest CT and thereby help the society to get
treated at the early stages for the relevant lung disorder, if any. This could improve
the survival rate of patients affected by lung diseases [15]. This paper aims at the
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development of approaches to improve the diagnostic accuracy of computer-aided
diagnosis of lung disorders based on analysis of chest CT by focusing on both image
processing and data analysis.

When a CAD system is used for analysis of CT images, image processing tech-
niques, namely, image enhancement and image segmentation canbe applied to extract
both small and large ROIs at the same time. This will aid the radiologist in detecting
the PBRs at an early stage. In addition, the ROIs can be analyzed quantitatively by
computing quantitative measures of their features and applying machine learning
techniques to derive the diagnosis. This diagnostic result can be considered as a
second opinion by the radiologist thereby improving the diagnostic accuracy of the
radiologist.

2 Literature Review

The authors of [16] in their work have proposed a fully automatic method for identi-
fying the lungs in three dimensional (3D) CT images. They have achieved it in three
steps. First, gray-level thresholding has been applied to extract the lungs. Then, the
lung border has been identified using dynamic programming and finally, a set of
morphological operations have been applied to smoothen the lung border. They have
tested their proposed method by processing 3D CT datasets of eight normal subjects.
Elizabeth et al. [17] in their work have developed a CAD system for the detection of
bronchiectasis from CT images of the chest. They have used iterative thresholding
followed by morphological operations for segmentation [18] and region growing for
ROI extraction. They have used Gray-Level Co-occurrence Matrix (GLCM) texture
features for describing the characteristics of theROIs. They have performeddiagnosis
using two techniques, namely, ProbabilisticNeuralNetwork (PNN) andMahalanobis
distance. They have concluded that the system shows higher efficiency with a proba-
bilistic neural network to classify the images as diseased or not. Sluimer et al. [19] in
their work have proposed a segmentation by-registration scheme for segmentation of
lung from chest CT in which an atlas-based segmentation of the pathological lungs
is refined by applying voxel classification to the border volume of the transformed
probabilistic atlas. Lai and Ye [20] in their work have proposed an active contour
based lung parenchyma segmentation approach with prior knowledge about shape
to fit the lung boundary. Hu et al. [16] in their work have proposed an automated
method for segmentation of lung parenchyma from chest CT. Darmanayagam et al.
[21] in theirwork have proposed a supervised approach for segmentation of lung from
chest CT. This involves training a Back Propagation Neural Network (BPNN) with
shape features to distinguish between the complete and incomplete lung and using it
to determine if the lung extracted by thresholding and morphological operations is
complete.
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From the literature discussed in this section on segmentation approaches that can
be used inCADsystems for diagnosis of lung disorders, it can be inferred that existing
segmentation approaches are not efficient in segmenting the lung in the presence of
peripherally placed PBR.

3 Methodology

Segmentation of lung parenchyma is one of the challenging tasks in the CAD of
lung disorders based on analysis of chest CT. In this paper, a system is proposed
using which the initial lung region is obtained by applying a combination of iterative
thresholding and morphological operations. The shape features of the resulting lung
region are applied to a backpropagation neural network (BPNN) that is trained using
a dataset to determine whether the segmented lung forms a complete lung. Figure 1
shows the steps involved in the extraction of lung parenchyma.

A set of 100 chest CT slices of different patients were taken for the experiment.
The images were segmented using iterative thresholding and morphological oper-
ations. The relationship between the shape features of the left lung and that of the
right lung has been used to determine the completeness of the segmented lung. In
order to determine this relationship, three possible sets of shape features that could
discriminate among the complete and incomplete lungs were identified.

The dataset consisting of 100 chest CT slices of different patients were collected
from Rajah Muthaiah Medical Hospital, Annamalai University for this study. The
images were segmented using iterative thresholding and morphological operations.
The relationship between the shape features of the left lung and that of the right lung
has been used to determine the completeness of the segmented lung. In order to deter-
mine this relationship, three possible sets of shape features that could discriminate
among the complete and incomplete lungs were identified.

If the initial lung is not complete, the following operations are performed: First,
the longer of the two connected components in the initial lung region is determined.
The longest connected component is then folded and translated horizontally. The
two lung regions are then converted to a single connected component and the convex
hull is obtained. The convex hull is interpolated to obtain the outer convex edge. The
outer convex edge thus obtained is superimposed on the binary image obtained by
folding and translation and used as the initial contour for the ACM. It is also ensured
that the number of components does not exceed two. This method is adaptive, in that
the number of iterations of ACM is not fixed and is based on the image for which it is
applied. This method of lung segmentation has been compared with the conventional
iterative thresholdingmethod, convex hull based algorithm and supervised algorithm
for segmentation.
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Fig. 1 Proposed lung parenchyma segmentation
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4 Results and Discussion

The proposed two-phase segmentation algorithm has been tested with chest CT
images of subjects affectedbyvarious types of lungdisorders, namely, bronchiectasis,
tuberculosis, and pneumonia. It has been compared with the conventional iterative
thresholding method, convex hull based algorithm, and supervised algorithm for
segmentation.

The test dataset consisted of 20 chest CT slices of bronchiectasis affected patients,
20 chest CT slices of tuberculosis affected patients, 10 chest CT slices of pneumonia
affected patients, and 20 chest CT slices of normal patients. Figure 2 shows the results
obtained for chest CTs of patients affected by bronchiectasis.

Quantitative evaluation of the accuracy of the lung segmentation algorithm has
been done by computing the overlap percentage. The best case is 100, which means
in cases where there are no juxta-pleural nodules, the discontinuity between the lung
and the outer chest region is clear, and hence the lung segmented by all the algorithms
considered in this work perform effectively with 100% overlap. The worst case is an
overlap of 55.3% with the proposed two-phase supervised lung segmentation algo-
rithm, 37.83% with iterative thresholding based segmentation, 25.82% with convex
hull based segmentation, and 54.25% with supervised segmentation. Thus, the pro-
posed algorithm is found to perform better compared to the other two algorithms
with which it has been compared.

Fig. 2 a Input CT image,
b threshold-based
segmentation, c convex hull
based segmentation, and
d the proposed segmentation
method
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5 Conclusion

In this paper, a supervised segmentation algorithm has been proposed for segmen-
tation of lungs from chest CT images. This has been found to be a challenging task
especially in cases of subjects, whose lung consists of peripherally placed PBRs
as discussed in the literature. The proposed segmentation algorithm combines the
relative advantages of iterative thresholding method, convex hull based algorithm,
supervised algorithm, andACM that have been used in the literature for segmentation
of lungs and hence found to produce better segmentation results compared with each
of the individual algorithms. Segmentation of lungs is a crucial and challenging step
in CAD of lung disorders based on analysis of chest CT. Hence, segmentation tech-
niques that result in accurate segmentation results are preferred, thereby providing
further scope for research in this area.
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Comparative Study of Machine Learning
Approaches for Heart Transplantation

Shruti Kant and Vandana Jagtap

Abstract Heart failure is a severe medical case, where the heart is not able to
function properly to maintain blood flow. The surgical heart transplant procedure
accomplished with the last stage of failure of the heart. Machine learning approaches
account an ability to handle large datasets systematically and are extensively used
in a biomedical research field. With the help of machine learning algorithms, tools
are developed that helps specialist as a successful mechanism. The objective of
this study is to learn different machine learning approaches for analyzing the heart
transplantation dataset by using suitable classification algorithm.Also, the theoretical
and the experimental comparative study of different machine learning techniques,
using heart transplantation data. This study provides basic guidelines on machine
learning technique. The results provide an overview of machine learning technique.
We have used a WEKAmachine learning software for evaluation and analysis to get
an easy way to understand the result.

Keywords Artificial neural network · Classification · Data analysis · Heart
transplantation ·Machine learning

1 Introduction

Heart failure is a severe medical case, happens when the heart cannot direct suffi-
ciently to keep up blood flow to address the body’s issues. A coronary infraction is
an ordinary, expensive, and potentially critical and very important condition. Organ
shortage and clinical complications after cardiac therapy make the appropriate donor
and recipient choice fundamental for a successful and fruitful outcome. The surgical
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heart transplant procedure accomplishedwith the last stage of failure of the heart. The
interest for heart transplantations has been terribly expanding for a few reasons that
include: increasing population of middle age people, increasing the ratio of obesity,
etc. Anticipating the endurance of the person being treated for a heart transplant is
an imperative, still a difficult dilemma because of the critical process of figuring out
the corresponding identical donor and a recipient. Organ transplantation ensures the
two important things, i.e., long-life survival of the organ and patient and the quality
of life.

Medical field usesModel for the End-stage Liver Disease (MELD) score for a pre-
cise and superior assignment of the organ. It helps in the organ assignment using the
sickest first policy. Utilizing the sickest first policy the first waiting list patient receive
the organ first without thinking about the features of the donor patient and receiver
patient. However, after using MELD score for a patient undergoing transplantation
it is hard to estimate and predict the correct outcome for transplantation.

The machine learning approaches like Artificial Neural Networks (ANN) may
accurately anticipate graft outcomes by combining donor and recipient data and
accordingly utilize to optimize donor-recipient selection [1]. The benefit of ANNs is
that they are able tomanage a huge amount of unpredictable, fragmented, incomplete,
and often uncertain information and are able to recognize better solutions considering
all pertinent information [2]. ANNs have been used in several clinical operations such
as diagnosis of disease, classification and staging, analysis of images, and outcome
prediction of disease.

2 Machine Learning Approaches

The basic detail of different machine learning approaches used in this study for
analyzing heart transplantation dataset is given below.

2.1 Multilayer Perceptron Neural Network

The basic and important property of Artificial Neural Network (ANN) is prediction.
The structure of the ANN classificationmodel is similar to biological neural systems,
the neurological components are interconnected by neurotransmitters. ANN antic-
ipates new information by learning from history or existing information [3]. The
predictive models are build by learning from historical data. The commonly used
type of neural network is Multilayer Perceptron (MLP) neural network, which put
the nodes in layers. The input layer is the first layer. The output layer is the outermost
layer and the middle from two layers, come one or more layers these are known as
the hidden layer [4–6].
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2.2 K-Nearest Neighbor (K-NN)

K-Nearest Neighbors (K-NN) is a supervised classification algorithm in which the
k-closest neighbors of a point are picked, by limiting a closeness measure. The clas-
sification is done in view of the closest neighbors. To decide the class of unlabeled
case tuples, K-NN figures its closeness to the remaining (labeled) tuples, and decides
its k-closest neighbors and the respective labels. The unlabeled tuples are then clas-
sified either by popularity voting the predominant class in the neighborhood or by a
weighted popularity, where a greater weight is given to the points closer to the unla-
beled tuples. The disadvantage of K-NN is that it is a lazy learning algorithm, i.e.,
if there is no “model”: the training data is not utilized to play out any classification.
This requires a precise investigation of the dataset and the improvement of different
K-NN models, with a specific end goal to accomplish the best outcomes [7].

2.3 Naive Bayesian

Thismodel is a statistical pattern recognitionmethodwhich has an exact presumption
about how the information is created. Naive Bayes (NB) classifier considers the prob-
ability distribution of the patterns in each class to make a choice, accepting that there
is a probabilistic relationship between features and the output class. With exact pre-
processing, it can compete toML approaches such as the support vector machine and
other similar methods. Another application of naive Bayes algorithm is in the auto-
maticmedical diagnosis. The benefit of thismethod is enabling the specialist to incor-
porate his domain experience in the demonstrating procedure of NB classifiers. The
error rate of Bayesian classifier is alsominimum in contrast to all other classifiers [8].

2.4 Random Forest

RandomForest is a supervised learning algorithm.Random forest constructs different
decision trees and combines them together to get a more precise and exact prediction.
It is additionally standout amongst themost used algorithms, because of its simplicity
and also the way that it can be used for both regression tasks and classification. The
benefit of a random forest approach is it runs effectively on huge databases. Also,
another benefit is it can deal with thousands of input featureswithout feature deletion.
The random forestmachine learning algorithm is excellent ormagnificent in accuracy
among current algorithms [9, 10].
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3 Materials and Methods

3.1 Dataset Description

The dataset used in this studywas supplied by the Stanford Heart transplant program.
This dataset comprises the data about the endurance of the waiting list patients for
the heart transplantation scheme. Dataset comprises of 172 number of instances and
8 attributes.

3.2 Performance Measures

For computing the efficiency of the various classification algorithms the following
performance measures are available. These all are as follows:

Accuracy = TP+ TN/(TP+ TN+ FP+ FN) (1)

Sensitivity = TP/(TP+ FN) (2)

Specificity = TN/(TN+ FP) (3)

where TP, TN, FP, FN indicates the true positive, true negative, false positive, and
false negative, respectively [11, 12].

3.3 K-Fold Cross-Validation

K-fold cross-validation is also known as rotation estimation. This is for analyzing the
predictive accuracy of two or more techniques [13, 14]. In k-fold cross-validation,
the entire database is arbitrarily partitioned into k fundamentally unrelated subsets
of the almost same amount. The training and testing of the classification model is
done k times. Every time, it is trained on all except one-partition and tested on the
remaining single partition [11, 15].

4 Result and Analysis

The evaluation and analysis are done using WEKA software. It is open source data
analysis software supplied by the Waikato University. We have captured or record
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Table 1 The comparative study table of classification models

Parameters Multilayer
perceptron

K-nearest
neighbor

Naive Bayesian Random Forest

Time taken to
build model (s)

1.18 0.01 0.03 0.67

Accuracy (%) 80.23 72.93 81.39 80.23

Precision 0.803 0.720 0.823 0.803

Recall 0.802 0.721 0.814 0.802

F1-score 0.802 0.720 0.811 0.802

performance of the multilayer perceptron neural network, k-nearest neighbor, naive
Bayesian and random forest classifiers along with the tenfold cross-validation.

Four different classifiers are appliedor usedonheart transplant datasetwith tenfold
cross-validation. These classification algorithms are compared based on the time
required to build the model and performance measures. The comparative results of
four classifiers are shown in Table 1.

We have compared the four classification model performances based on perfor-
mance measures. From this result, we observed that the accuracy of naive byes, mul-
tilayer perceptron and random forest algorithm is significant than K-nearest neighbor
model. The other performance measures such as precision, recall, and F1-score for
these algorithms are somewhat same to some extent. The simulation of multilayer
perceptron and the other three classification algorithms are carried out with WEKA
machine learning software and simulation results are provided in Table 1. The train-
ing of all four classification algorithms is carried out with tenfold cross-validation.
It is observed from the results that the K-nearest neighbor algorithm accuracy is
very less as compared to other three classification algorithms even though it requires
minimum time to build.

Whereas it is observed that the accuracy result derived forMLP, random forest and
naive Bayes are similar to some extent, MLP algorithm can imply higher efficiency
compared to that of random forest and naive Bayes, since MLP handles complex
clinical problems efficiently and gives the outstanding result by creating complex
patterns. Also, the neural networkworks best or better when having a larger database.

5 Conclusion

Heart transplantation is imperative medical care for the serious and incurable condi-
tion of the heart. The survival analysis is a suitable procedure to discover the impact
of such a task. The objective of this study is to learn different machine learning
approaches for analyzing the heart transplantation dataset by using suitable classi-
fication algorithm. The dataset used for the study is supplied by the Stanford Heart
Transplant Program. The analysis of heart transplantation data is achieved using four
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machine learning algorithm multilayer perceptron neural network, k-nearest neigh-
bor, naive Bayesian, and random forest. These techniques are evaluated based on the
criteria of precision, accuracy, recall, and F1-measure. Also, time appropriated for
the model construction is also considered for evaluation. The result of comparison
shows that accuracy result derived for MLP, random forest, and naive Bayes are
similar, MLP algorithm implies higher efficiency compared to that of random forest
and naive Bayes, since MLP handles complex clinical problems efficiently and gives
outstanding result by creating complex patterns.
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Hybrid Method for Speech Enhancement
Using α-Divergence

V. Sunnydayal, J. Sirisha Devi and Siva Prasad Nandyala

Abstract A hybrid method for speech enhancement based on Non-Negative Matrix
Factorization (NMF) and statistical modeling is presented for using speech and noise
bases with online updating is proposed. In the presence of nonstationary noises,
template-based approaches have shown better performance when compared to sta-
tistical modeling but these approaches depend on a priori information. To overcome
the drawbacks of these approaches, a hybrid method is developed. The performance
of the proposed method is further improved by considering speech bases as well as
noise bases. In terms of Source-to-Distortion ratio (SDR) and Perceptual Evaluation
of Speech Quality (PESQ) the proposed method have outperformed the traditional
algorithms in nonstationary noise environment conditions.

Keywords Online-based update · Non-negative matrix factorization (NMF) ·
Source-to-distortion ratio (SDR) · Speech enhancement

1 Introduction

Speech enhancement is having many applications like hearing aids, mobile phones.
Spectral subtraction is the noise reduction technique and is suffered from musical
noise [1]. Input signal estimates the parameters in these assessments [2, 3]. Prior
training is required in case of statistical method based methodologies. The Wiener
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channel performs well for stationary commotion, however, it flops in nonstationary
natural conditions [2].

Information like statistics or patterns, regarding speech and noise is exercised
in advance in template-based approaches [4, 5]. NMF falls under this category. In
template-based method, Power Spectral Densities (PSD) of speech and noise are
obtained from their estimates of magnitude spectrum [6]. The PSDs are used for
computing gain functions in the style of the Wiener filter. In [7], Wiener filter gives
an output based on template-based algorithm. A combination of template-based and
statistical-based approach is the advantage of this method. Since there is no update
of the method, the output of the Wiener filter might be distorted. The Voice active
detector (VAD) and NMF-based speech enhancement were proposed in [8]. In this
methodology, the execution debases if the prepared commotion method is not the
same as the genuine noise environment. Themain disadvantage of thismethoddepicts
in the cases where each set communicates with a separate set; simultaneous updating
of multiple sets of databases is not possible. In this paper [9] Amari’s α-divergence
is considered as an inconsistency assessment and thoroughly infers a multiplicative
redesigning calculation, which minimizes the divergence.

In [10], template-based and statistical method based approaches are combined
in parallel with updating the bases are proposed. The proposed algorithm does not
use speech and noise prototypes which are present in the training dataset. It uses a
combination of [9] and [10] which will decrease the reliance on from the earlier data
and it can deal with nonstationary noises.

The following paper is organized as, in the Sect. 2, spectral gain used in NMF-
Based speech enhancement is explained. In Sect. 3, statistical and α-NMF-based
approach’s combination is used for online update is discussed. Section 4 explains
the experimental results. Section 5 concludes with a conclusion.

2 NMF-Based Speech Enhancement

The summation of speech signal S[n] and noise signal N[n] is a noisy speech signal
Y[n] and given in Eq. (1).

|Y( f, t)| = |S( f, t)| + |N( f, t)| (1)

where f denotes the frequency and t denotes the time frame.
The NMF factorizes X as two non-negative lattices,W = [w1,w2, . . . ,wR] ∈

R f ×R and H = [
hT
1 , hT

2 , . . . , hT
R

]T ∈ RR×t and R represents latent components.
Weight of X is given by Eq. (2)
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X = WH =
R∑

z=1

WzHz (2)

Assume

W = [ |Ws( f, t)| |Wn( f, t)| ] ∈ RM×(rs+rn),

where Ws ∈ RM×rs , Wn ∈ RM×rn , rs and rn represent speech and noise basesmatrices
and their corresponding base vectors. Similarly, H = [ ∣∣H T

s ( f, t)
∣∣ ∣∣H T

n ( f, t)
∣∣ ] ∈

R(rs+rn)×N .
The estimate of speech

∣∣∣Ŝ( f, t)
∣∣∣ and the estimate of noise

∣∣∣N̂ ( f, t)
∣∣∣ spectra mag-

nitude are given in [10].

In the proposed approach, |G( f, t)| is derived from
∣∣∣Ŝ( f, t)

∣∣∣ and
∣∣∣N̂ ( f, t)

∣∣∣.
MinimumMean Square Error-Log Spectral Amplitude (MMSE-LSA)method [2]

is incorporated and the gain is obtained using [10].
The a priori ξ( f, t) signal to noise ratio (SNR) and a posterior SNR γ ( f, t) are

estimated by using [10].
Finalized enhanced speech is acquired by Eq. (3)

ŜFinal( f, t) = G( f, t)Y ( f, t) (3)

3 Proposed Method with Alpha-NMF

The proposed technique comprises of two stages. In stage 1, Statistical Model-based
Enhancement (SE) and in stage 2, onlineNMFbases update are proposed as appeared
in Fig. 1. The yield of SE gives pre-upgraded motion with an enhanced yield SNR
The came about the pre-improved flag is utilized for stage 2. Alpha-NMF analysis
includes KL-divergence (α = 1), Hellinger divergence (α = 0.5), and χ2-divergence
(Pearson’s distance, α = 2) as a distancemetric. X( f, t) = ∣∣Y ′( f, t)

∣∣ is given as input
to NMF. In the NMF investigation, the redesigned bases at tth casing are utilized for
the (t + 1)th outline.

3.1 Speech and Noise Online Update Bases

The bases for Alpha-NMF is updated, after obtaining
∣∣∣Ŝ( f, t)

∣∣∣ and
∣∣∣N̂ ( f, t)

∣∣∣. The
variations in speech and noise can be addressed by using online updated bases. Since
Y ′( f, t) gives distorted output components, it may mislead the speech enhancement
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Fig. 1 Proposed speech enhancement approach

procedure if we feed this output to the stage. Hence bases must be updated. The bases
online can be updated using X̃( f, t) and is the concatenation of Y ( f, t) and Y ′( f, t).

Theα-divergence includesKL-divergencewhenα=1,Hellinger divergencewhen
α = 0.5, and χ2-divergence (Pearson’s distance when α = 2). Multiplicative updates
for α-NMF are given as [9]

Wi j ← Wi j

[∑
k Hjk(Yik/[W H ]ik)

α

∑
l Hjl

] 1
α

(4)

Hi j ← Hi j

[∑
k Wki

(
Yik/[W H ]k j

)α

∑
l Wli

] 1
α

(5)

where H ∈ R(rs+rn)×2 and W̃ = [
W̃s W̃n

] ∈ RM×(rs+rn).

When the speech signal is sparse in nature, W̃s may not give accurate speech
bases. This can be overcome by using SPP pt ∈ RM×1. The update of bases can be
controlled by pt . pt is estimated using as given in [10].

3.2 Determination of Maximum Update Rates

Maximum update rates αs(t) and αn(t) are defined by [10]. From frame to frame, to
avoid variations in e(t), H( f, t) is acquired from NMF stage and smoothed as given
in Eq. (6)
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ẽ(t) = τeẽ(t − 1) + (1 − τe)e(t) (6)

where τe is smoothing constant ẽ(t) represent smoothed reconstruction error αs(t) and
αn(t) are obtained as in [10].

4 Experimental Results

TIMIT speech data is used for experimentation [11]. The noise samples (street and
babble noise) were taken from Noisex database [12] and embedded into the speech
signals. The input SNRs of 0, 5, 10, 15 dB is considered. The sampling rate is
fs = 16KHz. Hanning window of length 1024 samples is used in the experiment.
Speech and noise have 100 each (rs = rn = 100) number of bases vectors.

NMF algorithm is applied with different values of α (α = 0.5, 2). The parameter
values were αmax

s = 0.5, αmax
n = 0.6, τs = 0.4, τe = 0.98,τn = 0.8.

The traditional methods used to evaluate proposed method are Alpha-NMF (α-
NMF) [9], Itakura-Saito NMF (IS-NMF) [13], Wiener filtering [14], constrained
version of NMF (CNMF) [15], SE + (α-NMF) without the online bases update,
Speech Enhancement (SE) [3] and SE + (α-NMF) + OU: SE and NMF with online
update. PESQ [16] and SDR [17] are considered as the parameters to evaluate the
proposed method.

In this experiment, NMF with α = 0.5 (Hellinger Divergence) yields better per-
formance. Since most of the discriminative characteristics are revealed when α =
0.5. NMF with α = 2 (χ2-Divergence or Pearson’s Distance) shows higher PESQ
and SDR values compared to other existing NMF methods as shown in Tables 1, 2.
The proposed method gives PESQ values of 2.32, 2.62 and 2.95 SDR values of 9.39,
16.23 and 20.97, respectively, for 0 dB, 5 dB, and 10 dB.

Tables 1 and 2 show thatWiener filter performance is poor for nonstationary noise.
IS-NMF, CNMF and α-NMF approaches also give poor results since their bases are
not updated online and hence these approaches cannot address the variations in
noise and speech. The proposed method overcomes the disadvantages of traditional
methods by updating the bases online.
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Table 1 PESQ and SDR for χ2-divergence (Pearson’s distance, when α = 2) in babble noise

Method Evaluation Input SNR (in dB)

0 5 10 15

Wiener [14] PESQ 2.61 3.12 3.42 3.63

SDR 2.14 6.00 9.53 10.76

SE [3] PESQ 2.67 3.24 3.44 3.70

SDR 2.31 6.06 9.68 10.82

IS-NMF [13] PESQ 2.82 3.29 3.48 3.61

SDR 2.54 6.37 10.06 11.06

CNMF [15] PESQ 2.51 3.08 3.50 3.74

SDR 2.64 7.84 10.24 10.85

α-NMF [9] PESQ 2.90 3.32 3.56 3.79

SDR 4.84 9.39 10.68 11.54

SE + (α-NMF) PESQ 2.83 3.40 3.76 3.94

SDR 10.19 14.25 17.32 19.69

SE + NMF [10] PESQ 3.02 3.47 3.73 4.17

SDR 10.51 14.64 17.73 20.38

Proposed SE + (α-NMF) + OU PESQ 3.08 3.52 3.79 4.24

SDR 10.56 14.70 17.81 20.43

Table 2 PESQ and SDR for Hellinger divergence (when α = 0.5) in babble noise

Method Evaluation Input SNR (in dB)

0 5 10 15

Wiener [14] PESQ 2.61 3.12 3.42 3.63

SDR 2.14 6.00 9.53 10.76

SE [3] PESQ 2.66 3.24 3.44 3.70

SDR 2.31 6.05 9.68 10.82

IS-NMF [13] PESQ 2.82 3.29 3.48 3.61

SDR 2.54 6.37 10.07 11.05

CNMF [15] PESQ 2.51 3.06 3.50 3.74

SDR 2.64 7.84 10.24 10.85

α-NMF [9] PESQ 2.97 3.40 3.63 3.86

SDR 4.90 9.48 10.76 11.65

SE + (α-NMF) PESQ 2.96 3.49 3.89 4.05

SDR 10.28 14.31 17.39 19.76

SE + NMF [10] PESQ 3.19 3.61 3.83 4.32

SDR 10.61 14.73 17.84 20.52

Proposed SE + (α-NMF) + OU PESQ 3.24 3.67 3.91 4.38

SDR 10.70 14.82 17.92 20.58
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5 Conclusion

In this paper, a hybrid of Non-Negative Matrix Factorization (NMF) and statistical
modeling with online bases updates is proposed. It is known that the performance of
Wiener filter degrades when a speech signal consists of nonstationary noise. NMF
approaches like IS-NMF, CNMF, and α-NMF are more robust to nonstationary noise
but their bases cannot be updated online.
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Early Detection of Brain Tumor
and Classification of MRI Images Using
Convolution Neural Networks

Kumbham Bhargavi and Jangam J. S. Mani

Abstract The early detection of brain tumor can drastically improve the survival
rate of patients. The MRI images of brain tumor Meningioma and Glioma are used
for classification. With the help of Gray-Level Co-occurrence Matrix (GLCM) and
Discrete Wavelet Transform (DWT), different features are extracted from the image.
Then, the tumor segmentation is done to discover which part of the tumor area
is affected after the detection of tumor. Tumor classification is done using CNN
(ConvolutionNeural Networks). The effects could be pretty helpful for the specialists
and radiologists for early detection and if the classifier does not identify any tumor,
then it concludes that there is no tumor, if it locates any type of tumor, then we are
able to find out the location affected also. Accuracy, sensitivity, and specificity were
used to evaluate the proposed approach. A GUI (Graphical User Interface) has been
created for the usage of the MATLAB 2013a.

Keywords Gray-level co-occurrence matrix (GLCM) · Discrete wavelet
Transform (DWT) · Segmentation · CNN (convolution neural networks)

1 Introduction

A brain tumor is a collection of odd cells that grow in or across the brain. Tumors
can without delay spoil wholesome brain cells. They can also in a roundabout way
harm healthful cells by the way of crowding different components of the brain and
inflicting inflammation, brain swelling, and stress inside the cranium. Brain tumor
segmentation techniques have already shown splendid ability in detecting and study-
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ing tumors in the clinical snapshots, and this trend will certainly be followed in the
future [1].

The major trouble in tumor detection arises due to every tumor being of different
form, size, location, and depth. Guide detection of brain tumor calls for human
interplay and is time ingesting. Additionally„ it depends on the potential of the
observer to discover the location, form, and length of the tumor [2]. Biomedical
image segmentation is a complicated and very specific task. Picture segmentation
does a chief role in biomedical imaging packages inclusive of the enumeration of
tissue volumes analysis, confinement of pathology evaluation of anatomical shape,
remedy planning, partial quantity improvement of realistic imaging information,
and PC-integrated surgery [3]. A principal purpose of picture segmentation is to
acknowledge systems inside the photo that place unit predicted to correspond to scene
gadgets. The goal of the segmentation is to separate a photograph into nonintersecting
areas supported by intensity or textural records [4]. Single-layered CNN used for the
classification is less when compared to deep networks [5].

This researchworkmainly concentrates at the early detection of tumor for theMRI
images efficiently. So that, the additional treatment can be involved in order to save
the life of the human. The presentation of the paper is specified as follows: Sect. 1
explains the problem and brain tumor detection. Section 2 explains the proposed
methodology. Section 3 discusses about the proposed experimental results and the
performance evaluation of our proposed methodology. Finally, in Sect. 4, conclusion
and future scope is discussed.

2 Proposed Approach

The proposed approach to identify the tumor in early stages. To discover the brain
tumor of MRI image, we use the system based totally on laptop imaginative and
prescient. The contribution to do this is preprocessing in which image enhancement
and elimination of the noise. The detection and segmentation of brain tumor system
architecture are shown in Fig. 1. The proposed system is divided into the following
steps: Image Acquisition, Image Preprocessing, Feature Extraction with GLCM and
DWT using the multi-class convolution neural network, and histogram-based seg-
mentation. The images of a patient obtained by MRI scan is displayed as an array of
pixels (a two-dimensional unit based on the matrix size and the field of view) and
stored in the database.

The detection and segmentation of brain tumor system structure are shown in
Fig. 1. The whole proposed technique division is as follows: Image Acquisition,
Brain Image preprocessing, feature extraction using GLCM and DWT with the help
of convolution neural network, and histogram-based segmentation. The dataset is
split into trained data and testing data (75 and 25%).
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Fig. 1 Brain tumor early detection system architecture

2.1 Preprocessing of Brain Tumor Image

In preprocessing, the tumor image is selected from the database to do the prepro-
cessing. First, we convert the MRI image into gray level. After converting the tumor
image into gray coloration image, it is divided into two identical parts alongside its
principal axis. Grayscale tumor image is combined solely of shades of gray, varying
from black at the weakest intensity to white at the strongest. Each grayscale picture
is resized to the size of 256 × 256. Inside the preprocessing brain tumor image,
the nonlocal median filter is used to lessen the noise inside the above-resulted noise
picture that is used to show the correct captured brain tumor image and noiseless
images from every channel and restore it [6]. The noise might be eliminated by way
of using the non-neighborhoodmedian filter out which does now not replace a pixel’s
value with an average of the pixels around it, as an alternative updates it the usage
of a weighted common of the pixels judged to be maximum kindred. The weight
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of every pixel depends on the gap among its depth gray-level vector and that of the
target pixel. Denoised image of each pixel of the nonlocal manner is computed with
Eq. (1). Where N(i, j) is the denoised image and i, j are the two elements, W(i, j) the
filter function and BD(i, j) is the filtered image.

N (i, j) =
∑

j∈BD

w(i, j) BD(i, j) (1)

A. Feature Extraction Using DWT

The proposed system makes use of the discrete wavelet remodel (DWT) coeffi-
cients as a feature vector. The wavelet is an effective mathematical device for func-
tion extraction, and has been used to extract the wavelet coefficient from MR pics.
Wavelets are localized foundation functions, which might be scaled and shifted ver-
sions of a few constant mother wavelets. The major benefit of wavelets is that they
provide localized frequency facts about a characteristic of a sign that is specifically
useful for classification.

To extract the characteristics of the brain tumor image, here, we are using the 2D
discrete wavelet transform (DWT) technique. Discrete wavelet transform (DWT) is
used to extract the wavelets and coefficients from brain tumor image. The size of the
tested image is 256 × 256 has been filtered and decomposed into four subbands. 2D
discrete wavelet transform was implemented and that led to four (4) separate sub-
bands Low-Low, High-Low, Low-High, and High-High with the two-level wavelet
decomposition of region of interest (ROI). Once ROI is found, then it divides into
next low-level and high-level frequency of the image. So, the LH1 represents the first
level and LH2 represents the second level. Here, these two specify the low-frequency
part of the images. The other parts LH1, HL1, HH1, LH2, HL2, and HH2 specifies
the high-level frequency and provides the guidelines for first and second level also.

B. Feature Extraction Using GLCM

GLCM is a properly mounted statistical approach for extracting the features from
the gray-level brain tumor. Haralick introduced the co-occurrence matrix and tex-
ture features, which can be the most famous second-order statistical features today.
The calculations of texture use the information of the GLCM to give a degree of
the change in depth on the pixel of interest. GLCM helps us to do the texture anal-
ysis reorganization about ordinary and deviating from the original tissues without
difficulty for human visual perception and machine learning [7]. It moreover gives
difference among malignant tissue and ordinary tissues, which won’t be identified
by way of using the human. It improves the accuracy by a manner of the usage of
powerful measurable characteristics for early analysis.

With the help of two techniques, here, we are extracting features of the brain
tumor image. The first step is computing the co-occurrence matrix and the second
step is to assesses the texture characteristics with the help of the co-occurrence
values. Usually, the co-occurrence matrix is calculated primarily depending on two
parameters, which were the absolute distance from one from the other pixel pair
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d measured in pixel variety and is compared to the notion of the inner orientation.
Commonly, it is measured in four directions (e.g., 0°, 45°, 90°, and 135°), despite
the fact that diverse different combinations might be feasible.

C. Classification Using Convolution Neural Networks (CNNs)

Convolution neural networks (CNNs) encompassmore than one layer of other related
specifications. CNN are size in less than normal neuron collections which technique
portions of the given picture. The returns of those gathering are then tiled in order
that their input areas overlap, to attain a higher representation of the original photo,
which is repeated for each such layer. Tiling allowsCNNs to tolerate translation of the
input photographss. Convolution networks may encompass nearby or global pooling
layers, which combine the outputs of neuron clusters [8]. One foremost advantage of
the convolution networks is using sharedweight in convolution layers, thismeans that
the same clear out (weights monetary group) is used for each pixel in the layer, and
this reduces each memory footprint and improves the overall performance [9]. CNN
exploits distinct features found in an image as well as more international contextual
capabilities simultaneously [10].

Step one of a CNN, that we are working on the brain images here, which an
essentially two-dimensional arrays, we’re the usage of convolution 2-D, we will use
convolution 3-D at the same time as coping with videos, where the other dimen-
sion size may be time. For the classification purpose, here, we consider the two
layers of feedforward neural network, wherein learning assumes the availability of
a categorized (i.e., ground truthed) set of training records.

D. Histogram-Based Image Segmentation

The histogram of the brain image is a representation of the frequency of incidence of
every gray stage in the image. The purpose of segmentation is to pick out and adjust
the illustration of a picture into something that is greater significant and simpler
to evaluate. Here, we have got the two entities, namely one is background and the
alternative is MRI brain tumor picture. The background occupies maximum of the
photograph and because of this, gray degree is the massive height inside the certain
histogram picture and the alternative one is smaller peaks that specifies the picture
within the histogram [11].

Image histogram characterizes the frequency of prevalence of gray values. Espe-
cially, the histogram h[i], (i = 0, …, 255) is the opportunity of an arbitrary pixel
taking the gray levels i and represented as follows: h[i] = wide variety of pixels of
gray degree, i is general number of pixels and cumulative feature described as j

H[J] =
∑

h[i], (j = 0, 1, . . . , 255) (2)

i = 0

SoH[255] = 1;
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ROI is a preferred separation of pattern within a statistics set identified for a meticu-
lous function. The MRI image has the simplest two values, namely binary zero and
binary 1(255).

3 Experimental Setup, Results, and Discussion

The proposed method samples are collected from the Whole Brain Atlas (WBA).
The performance parameter of the proposed approach is measured in this section
using theMRI dataset and the results are presented. The datasets have been collected
from the digital imaging and communication from the medicine dataset. Here, the
new approach applied the histogram-based segmentation with the help of DWT and
GLCM to extract the features of brain tumor image. We have taken 100 brain MRI
images here and on which, it included different kinds also. We divided our input data
into two parts. 80% of training data and 20% of validation data is used for training
and validation. From the given dataset, few images were considered for training to
obtain the performance. Figure 2 specifies the dataset of MRI images.

Once we completed the training, neural networks start working on those trained
data. The purpose of this is to analyze the values of the neurons and for classification
also.

It helps us to realize the unambiguous on the case or MRI image, i.e., the input
selected. Here, we are selecting the image from the dataset, and then it converts into
gray-level image and remove the noise using the median filter. Then, we are applying
the DWT and GLCMmethod to get the features of the image. The results of that are
as specified in Fig. 3.

Then, we are using the convolution neural network to train the brain tumor images.
If the tumor exists, then we are identifying the stage of the brain tumor and type here

Fig. 2 The different test
images
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Fig. 3 Feature extraction of brain tumor image

Fig. 4 Stage of the brain tumor

itself as shown in Fig. 4. Brain Tumor 30% affected and Benign. Then, we are using
a segmentation technique to identify the part of the tumor.

Then decomposing the Brain tumor image as follows shown in Fig. 5.
The user has to select the segmented images which are displayed in Fig. 5. When

you chose an image from the segmented images, it is displayed on the third handler,
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Fig. 5 Brain tumor sub-images

Fig. 6 Displays segmented image, tumor area localization, and square area detection

and you can see the area detected in square mm under the area detection tag and also
the tumor area localization on the first handler as shown in Fig. 6.

Thus, we can conclude that there exists a benign tumor. The subsequent metrics,
namely accuracy as in and similarities are undertaken for the measurement of the
proposed technique and its miles is described as follows:

Accuracy(A) = (TP + TN)/(TP + TN + FP + FN) (3)

where TP—True Positives, TN—True negatives

Sensitivity(SE) = True Positive(TP)/(True Positive + FalseNegative) (4)

Specificity(SP) = TrueNegative/(TrueNegative + False Positive) (5)

The results of brain tumor image performance are shown in Fig. 7.
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Fig. 7 Performance of brain tumor images

4 Conclusion

Detecting the existence of brain tumors from MRI in a fast, accurate, and repro-
ducible way is a challenging problem. Early detection of brain tumor classification
system is implemented using convolution neural networks. In this paper, we have
used brain MRI images to eliminate the noise and smoothen the photograph, and
preprocessing is used which additionally has a outcome inside the development of
signal-to-noise ratio. Next, we have used discrete wavelet rework that decomposes
the pixel and textural features were extracted from gray-level co-occurrence matrix
(GLCM) accompanied by using morphological operation. Convolution neural com-
munity classifier is used for the type of tumors. From the observation effects, it could
be absolutely expressed that the detection of brain tumor is speedy and accurate. The
overall performance elements is evaluated and it also suggests that it gives better
final results.
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A Hybrid Machine Learning
and Dynamic Nonlinear Framework
for Determination of Optimum Portfolio
Structure

Sayan Gupta, Gautam Bandyopadhyay, Sanjib Biswas and Arun Upadhyay

Abstract Capital market investment is a growing stream of the economic literature.
It has been a prime concern of a large number of investors belonging to different clus-
ters or income groups for two reasons mainly. First, the construction of a portfolio,
which deals with the selection of the stocks. Second, the formulation of an appropri-
ate investment strategy, which calls for minimizing the risk while maximization of
the return, i.e., optimization of the constructed portfolio. Following the broad frame-
work as suggested in the seminal work of Markowitz [1], this research attempts to
address the issue of portfolio optimization based on risk and return parameters while
dynamically allocating the weights to the constituent stocks. In the first part of this
study, k-means clustering is applied to a heterogeneous sample of 53 number of
stocks enlisted with the NSE during the year 2012–2017. The purpose is to classify
the stocks in three categories (such as low stock price, medium stock price, and high
stock price) based on their monthly closing return. In the second phase, this study
focuses on finding out the distribution of weights among the stocks belonging to
the portfolio by using the generalized reduced gradient (GRG) method under the
dynamic environment. Finally, this study attempts to validate the results by applying
perception mapping. We have found eight stocks in the cluster of low stock price
which is the sample studied in this research. We have observed that dynamic allo-
cation of weights led to minimization of risk and the finding is validated through a
perceptual map.
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1 Introduction

The construction of the optimal portfolio plays a critical role behind any investment
decision as it is premised on the concept of maximization of the return on invest-
ment. It is imperative to contemplate on the selection of appropriate stocks in the
right proportion for constructing a portfolio with an objective to increase return while
minimizing risk. The essence of effective portfolio management lies in optimum uti-
lization of the capital in terms of allocation of the stocks constituting the portfolio
and balancing the same taking risk-return trade-off into account, since risk tolerance
level and expectation of return vary from investor to investor. Stated in this field,
Markowitz’s mean–variance approach [1] is considered to be the first systematic
attempt to formulate a diversified investment decision with an objective of ensuring
high return at low-risk level [2, 3]. In tune with this work, Tobin [4] postulated the
concept of efficient frontier and capital market line, wherein the author argued for the
persistence of the portfolio structure irrespective of risk tolerance level at a consistent
expectation level; only relative proportions of stocks change otherwise. Extending
the work, Markowitz [5] introduced expected return–semi-variance based analysis
which considers both the extremes while determining the efficiency of the portfolio.
Sharpe [6, 7] further worked on Markowitz’s analysis and noted that optimal port-
folio (among all efficient portfolios) depends on expected return and risk preference
of the investors. These classical approaches paved the way to the modern portfolio
theory (MPT). MPT aims to maximize the expected return of the portfolio at a given
risk level or minimizing portfolio risk at a given return by optimally allocating the
total available fund to different assets [8]. However, while forming the portfolio, it is
essential to consider the influence of the assets on each other, i.e., only on the basis
of individual stock performance one cannot form a portfolio [9]. In effect, the distri-
bution of the returns decides effective optimization of the portfolio. In the context of
portfolio management, a risk is perceived as the total risk of a portfolio which has
two components; systematic risk ormarket risk and unsystematic risk or diversifiable
risk. By prudent stock selection and distribution of appropriate weightage for them
within a portfolio, unsystematic risk can be reduced to a considerable extent [10].

In line with the seminal work of Markowitz [1], over the years, several studies
have been made on portfolio selection and optimization. There has been a growing
stream of alternative methods suggested by several researchers and practitioners in
the stated field. Examples include artificial neural network [11], genetic algorithm
[12], particle swarm optimization [13], simulated annealing [14], ensemble [15],
decision tree [16], clustering [17], multi-criteria decision-making approach [18] to
name a few. It is evident from these researches that in order to optimize the portfolio
and correctly predict its return, selection of the right number of right stocks in the
right proportion is of paramount importance. There has been a plethora of research
conducted onportfolio selection using unsupervised learningmethods like clustering.
Clustering finds its importance in pattern identification, classification, and detection
of an anomaly while selecting stocks to form a portfolio. Further, it is useful in
finding interrelationship or co-movements of the stocks [19]. Although hierarchical
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clustering is a dominant method in this regard, k-means clustering and C-means
clustering have also drawn significant attraction of the researchers [20].

In this study, the authors have used k-means clustering for segregating 53 het-
erogeneous companies with different sectors enlisted with the NSE during the year
2012–2017 on the basis of monthly stock return (60 months) into three distinct clus-
ters; low stock price (LSP), mid stock price (MSP), and high stock price (HSP) in
order to construct a portfolio. Further, GRG method has been used to optimize the
constructed portfolio of the stocks belonging to the MSP cluster through dynamic
allocation of the weights to different stocks with an objective to minimize risk while
maximizing return. The rest of this paper is organized as follows. In Sect. 2, data and
methodology are discussed. Section 3 presents the findings. Finally, Sect. 4 concludes
the paper while highlighting some of the implications and future scope.

2 Data and Methodology

The broad objective of this study is to find out the distribution of the stocks under the
portfolio ensuring maximum return at minimum risk. It requires appropriate weight
assignment to individual stocks forming the portfolio.

2.1 Sample

The sample for this study consists of 53 numbers of heterogeneous companies with
different sectors enlisted with the National Stock Exchange (NSE), India through
convenience sampling (refer Table 1). The study period is the year 2012–2017. The
data were collected from the published secondary database. Monthly returns of those
stocks for 60months have been considered for analysis. In order to calculate monthly
returns in case of the Index or Stock (since the data collected is month wise), we
have used the formula Ln(P1/P0), Ln(P2/P1) and so on since the behavior of data is
continuous. After clustering, we have worked on MSP cluster.

2.2 Methods

In this study, a three-stage approach has been followed. First, k-means clustering,
an unsupervised learning technique has been applied in order to classify the stocks
based on themonthly returns for constructing the portfolio; second,GRG, a nonlinear
optimization technique has been selected for deciding weights for the stocks with
an objective to minimize risk while maximizing return. Finally, we have applied
perception mapping using mean and standard deviation of the monthly returns of the
stocks belong to MSP.
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Table 1 Stocks under the study (primary level)

Sector(s) Companies Total

Automobile AMARA RAJA BATT; MRF; TVS MOTOR; TATA MOTORS;
HERO MOTOCORP; BAJAJ AUTO; MARUTI SUZUKI;
BHARAT FORGE; M&M; ASHOK LEYLAND

10

Banking CANARA BANK; SBI; BANK OF BARODA; HDFC BANK;
YES BANK; INDUSIND BANK; PNB; FEDERAL BANK

8

Oil and
natural gas

IOCL; GAIL; RIL; NTPC; ONGC; BPCL 6

FMCG
sector

ITC; HUL; GODREJ CP; MARICO; COLPAL; DABUR; P&G;
GSK CP; EMAMI LTD; GODREJ IND

10

Food and
beverages

MCDOWELL; TATA GLOBAL; UBL; UB (H) L;
BRITANNIA; JUBILANT FOODWORKS

6

IT/ITes KPIT TECH; HCL TECH; INFOSYS; WIPRO; TCS; TECH
MAHINDRA; MINDTREE; OFSS

8

Others TATA ELXSI; RIL INFRA; HIND PETRO (HPCL); POWER
GRID CORP; TATA POWER

5

Grand total 53

The expected return on a portfolio is computed as follows:

E
(
Rp

) =
N∑

i=1

wi E(Ri ) (1)

where

E(Rp) the expected return on the portfolio
N the number of Index or stocks in the portfolio
wi the proportion of the portfolio invested in Index or ith Stock
E(Ri) the expected return on ith Stock.

The risk is calculated as follows:

σ2
p = (wA)

2σ2
A + (wB)

2σ2
B + 2wAwB σA,B (2)

where σp: Standard deviation of the portfolio; σA and σB: Standard deviation of the
stocks A and B; wA and wB: Weights assigned to the stocks A and B.

K-means Clustering. It is a type of unsupervised learning, which distribute the
unlabeled data into a specific number of groups or clusters (represented by the vari-
able K) on the basis of feature similarity. Each such cluster is represented by its
centroid which is a collection of feature values pertaining to that cluster. This algo-
rithm takes a set of “m” number of data points in “n” dimensions into “K” num-
ber of clusters through an iterative process. The objective is to minimize within-
cluster sum of squares [21]. It starts with an initial estimate of clusters wherein a
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particular data point xj(where, j = 1, 2, . . . m) is allocated to a particular cluster
ci(where, i = 1, 2, . . . k) depending on the squared Euclidean distance between the
data point and the centroid of the respective cluster. The points which find their dis-
tances with respect to the centroid of a particular cluster minimum are assigned to
that particular cluster. Then, the process recomputes all the centroids and again finds
the distances of all the data points with respect to each newly constructed centroids
for assigning the data points to newly formed clusters. This process repeats itself
until limiting condition is reached, i.e., either there is no change of clusters by the
data points (i.e., within a particular cluster all data points are homogeneous) or within
group sum of squares are minimized or the prefixed maximum number of iterations
is conducted.

Generalized Reduced Gradient Method (GRG). This is a general version of
the reduced gradient method, which solves optimization problems with nonlinear
constraints and arbitrary bounds. The method is described as follows as explained
by Lasdon et al. [22].

The structure of general nonlinear problem is given by

Minimize f0(X) (3)

subject to the constraints gi(X) = 0;where, i = 1, 2, . . .m (4)

Where, and lj ≤ Xj ≤ uj;where, j = 1, 2, . . . n (5)

Here, u j and l j indicate the upper boundary and lower boundary, respectively,
where, u j > l j assumingm< n in order to avoid infeasibility of the solution or unique
solution. The above forms are general since inequality constraints get transformed to
equalities by adding slack variables. Following this, for solving the problem, basic
variables (m) get expressed in terms of remaining nonbasic (n-m) variables. If X̄
denotes a feasible solution point and Y be the vector representing basic variables and
Z be the vector of nonbasic variables on X, then after partitioning, Eqs. (4) and (5)
can be written as

X = (Y,Z), X̄ = (
Ȳ, Z̄

)
(6)

gi(Y,Z) = 0 (7)

Here, it is assumed that both the objective and constraint functions are differen-
tiable. The transformed objective function is given as

F(Z) = f(Y(Z),Z) (8)

Accordingly, the nonlinear problem is transformed at least for Z close to Z̄ , to a
reduced problem given by
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Minimize F(Z) (9)

Subject to l′ ≤ Z ≤ u′ (10)

The GRG method actually solves the original problem as stated above by solving
Eqs. (9) and (10). This study addresses a nonlinear problem since in our study, it has
been observed that the monthly rate of return is having quadratic and cubic nature.
Hence, the data suits the applicability of GRG method in our case.

3 Results and Discussions

Table 2 describes the distribution of the stocks (Table 1) into three defined clusters
such as LSP, MSP, and HSP.

In our study, we have selected MSP for further analysis since in LSP cluster we
have 44 companies which make the portfolio too stretched for a common investor.
Also, HSP cluster shows opposite nature and therefore, it has not been considered.
Also, LSP signifies comparatively prematured or poor performance at the market
and HSP indicates a bit saturated performance and comparatively less growth. We
have considered to form a portfolio based on the stocks belonging to theMSP cluster.
Table 3 lists out the stocks under study along with their monthly expected rate of
return and standard deviations.

Table 2 Number of
companies in each cluster

Cluster No. of companies

LSP 44

MSP 8

HSP 1

Total 53

Table 3 Stocks under MSP cluster

Hero
Moto-
corp

Bajaj
Auto

Maruti
Suzuki

Britannia P&G GSK
CP

TCS OFSS

Monthly
expected
rate of
return
(AVROR)

0.01148 0.00746 0.03127 0.03742 0.02045 0.00902 0.01276 0.00364

Standard
devia-
tion
(SD)

0.06651 0.06602 0.08861 0.07129 0.05079 0.07688 0.06413 0.05535
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Table 4 Normality test

Hero
Moto-
corp

Bajaj
Auto

Maruti
Suzuki

Britannia P&G GSK
CP

TCS OFSS

Kolmogorov-
Smirnov
Z

0.760 0.427 0.762 0.461 0.510 0.986 0.740 0.430

Asymp. Sig.
(two-tailed)

0.610 0.993 0.607 0.984 0.957 0.285 0.644 0.993

Table 5 Correlation matrix

Hero
Moto-
corp

Bajaj
Auto

Maruti
Suzuki

Britannia P&G GSK
CP

TCS OFSS

Hero
Moto-
corp

1

Bajaj
Auto

0.541032 1

Maruti
Suzuki

0.371683 0.420821 1

Britannia 0.251049 0.325695 0.203601 1

P&G 0.016686 0.066044 0.287807 0.271632 1

GSK
CP

0.076709 0.056452 0.244738 0.50983 0.374539 1

TCS 0.207421 −0.00987 −0.16676 0.082849 0.04115 0.185365 1

OFSS 0.210708 0.342858 0.312976 0.184763 0.171558 0.129388 0.257402 1

Further, we have performed a normality test (refer Table 4) in order to comply
with the conditions of Markowitz [1]. It is seen from the result that the rate of returns
of the stocks satisfies normality condition.

In order to understand whether diversification is possible among the stocks,
we have conducted a correlation analysis (refer Table 5). The determinant value
(0.16548) obtained from the correlation matrix suggests that the stocks under the
portfolio can be diversified. Hence, it is a problem of dynamic allocation of weights
among the stocks.

Table 6 shows the variance (diagonal values) and covariance (off-diagonal values)
analysis for determining risk.

Table 7 shows the weights of the stocks calculated dynamically using GRG
method. The optimum risk of the portfolio under study is 0.11%as calculated through
the GRG method.

For validation purpose, we have performed perception mapping (refer Fig. 1).
Table 8 shows the combined values of AVROR and SD. These two values are calcu-
lated as follows:
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Fig. 1 Perceptual map

Table 8 Combined AVROR
and SD

CAR 0.0166888

CSD 0.0692789

CombinedAVROR(CAR) = Average(AVROR) (11)

Combined SD(CSD) =
√∑(

d2
i + SD2

i

)

n
; (12)

where

di Average return for ith Stock-CAR; i = 1, 2, …n.

Further, we have used the values of CAR and CSD to construct a perceptual map,
wherein the axes are shifted from the origin to the point having CAR andCSD values.
This results into generation of four new quadrants representing (High Return, High
SD), (High SD, Low Return), (Low SD, High Return), and (Low SD, Low Return),
respectively.

It is seen from the above figure that only P&G falls in the third quadrant, which
characterizes high growth and low risk. It suggests that out of the stocks considered
for the study, P&G stands alone, matched with the stated requirements. Therefore, it
is logical to state that the earlier findings are being validated by the perceptual map.
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4 Conclusion

In this study, we have attempted to assign optimal weights to the individual stocks
constituting a portfolio in a dynamic environment. In order to select a portfolio, we
have applied k-means clustering on a heterogeneous set of stocks listed in the NSE
which are selected based on convenient sampling. Next, we have used a nonlinear
optimization technique such as GRG for allocating weights with an objective to
minimize the risk while maximizing the return. Allocation of the weights to the
individual stocks forming the portfolio is having a significant impact on return on
investment from the same. Further, in order to validate the results, a perception
mapping of stocks under study has been performed which commensurate the earlier
findings. This study is unique in the sense that initially, it started with unsupervised
learning, but in the process, it came up with the bridging effect of unsupervised
learning to a supervised learning validating all the way. This study may further be
extended to analyze the clusters in the same way other than MSP for investigating
any relation with the present one. Further, sector-wise portfolio performance may
also be assessed for a comparative analysis in a dynamic and uncertain environment.
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Machine Learning Technique
for Automatic Intruder Identification
and Alerting

B. K. Uday, Anirudh Vattikuti, Kailash Gogineni and P. Natarajan

Abstract Security has become an important factor. Intruders have become promi-
nent factors for all the data/property theft. The basic idea in this paper is to identify
the intruder and alert owner/administrator in different possible ways. This paper dis-
cusses different ways such as “a message (SMS)”, “WhatsApp message”, “location
of intruder”, “an immediate call”, and “intruder’s image to owner’s/administrator’s
WhatsApp” to alert owner/administrator. For identifying the intruder, machine learn-
ing algorithm is used.A camera placed at the locality is trained such that it can identify
the familiar people and it is “on” all the time. Whenever an unknown/unidentified
person comes to the vicinity of the camera, all the above-said features get activated
and the owner gets alerted. The idea can be applied in many real-life situations, like
thief identification near the house.

Keywords Intruder detection · Alerting owner · Machine learning · Image
processing · Thief identification

1 Introduction

Identifying and catching intruders has become a difficult task as intruders/thieves
found intelligent ways to tackle techniques used to catch them. It is similar to the
story of a mosquito. Mosquitos are getting habituated for every new method to kill
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them. On this basis, the solution to the problem is found. In this paper, new ways
are introduced to identify the intruder and alert owner/administrator. This paper
discusses five different ways to catch intruder/thief viz “a message (SMS)”, “What-
sApp message”, “location of intruder”, “an immediate call”, “and Intruder’s image
to owner’s/administrator’s WhatsApp”. This paper discusses how face recognition is
used to detect intruders/thieves. All the familiar and known faces are trained first. If
an unknown face is detected, then the owner/administrator is alerted. Machine learn-
ing is used for facial identification. Facial images of familiar persons are captured in
every angle to recognize familiar persons in any angle. There are many algorithms
for facial recognition. Some of them are Eigen faces [1], Fisher faces [2], and Local
binary pattern histogram [3, 4].

The main purpose of the paper is to discuss and how to identify the intruder and
alert owner/administrator. Intruders are mostly the ones, who does not belong to the
same locality/does not belong to the same institution. Among all the methods of
identifying the intruder using facial recognition, this paper discusses “Local binary
pattern histogram”. The system is trained in such a way that as soon as it identifies
the intruder, “a message (SMS)”, “WhatsApp message”, “location of intruder”, “an
immediate call”, and “intruder’s image to WhatsApp” is sent. The implementation
of the project is simple and more effective.

The distribution of the paper in different sections is as follows. Section 2 dealswith
the literature survey. In Sect. 3, description of the algorithm is provided. Section 4
deals with the technology to be used. Section 5 deals with methodology. Section 6
deals with process design. Section 7 deals with snapshots. Section 8 deals with the
scope of the paper. Section 9 dealswith conclusions. Section 10 dealswith references.

2 Literature Survey

Florian Schroff et al. proposed that all the images are directly mapped to Euclidean
distances [5]. Here, distances directly correspond to the similarity of the images.
Once all the calculations are done, it is very easy to calculate the detection and
recognition. Here, they mainly applied the clustering algorithm. They mainly used
deep convolutional network to optimize the embedded faces and distances. The opti-
mization has reached to that level that each face takes 128-bytes. Iti s one of the best
algorithms used in “Face Recognition” history. The accuracy has reached to 99.68%,
almost-human level performance.

Changxing et al. proposed a comprehensive deep learning method using neural
networks [6]. The set of neural networks extracts the face features from multimodal
data. Then, the extracted features are concatenated to form a high-dimensional fea-
ture vector. 9000 different subjects regarding face are considered and trained. The
accuracy is about 98.4%. Almost human-level performance. These systems achieve
99.0% when we train the naturally available training dataset.

Kshirsagar proposed a methodology for recognizing the faces using principal
component analysis and feature extraction [1]. The main goal is that it recognize the
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face from large dataset with some real-time variations as well. Eigenfaces use PCA
for face recognition.

John Wright et al. proposed that human should express all the feelings in front of
a camera [7]. The algorithm trains itself. The cast recognition problem is one of the
classifiers among multiple linear regression models and argues that new theory from
sparse signal representation offers the key to addressing this problem. Based on a
sparse representation computed by 1 minimization, we propose a general classifica-
tion algorithm for (image-based) object recognition. This new framework provides
new insights into two crucial issues in face recognition: feature extraction and robust-
ness to occlusion. For feature extraction, this shows that if sparsity in the recognition
problem is properly harnessed, the choice of features is no longer critical.

YanivTaigman et al. proposed 3Dmodeling transformation fromnine-layer neural
network by revisiting the important steps in face recognition [6]. This deep face
recognition needs 120 million parameters. So, Yaniv et al. trained the algorithm
over the biggest dataset to date. Over 4000 identities were covered. This method
reached an accuracy of 97.35% on Labeled Faces in the Wild (LFW) dataset, almost
approaching human-level performance.

3 LBPH Algorithm

LBPH stands for local binary pattern histogram. It is a descriptor used for facial
recognition. The main algorithm behind this is LBP (local binary pattern). It is
one of the best algorithms for texture or feature extraction. LBPH algorithm is a
combination of LBP and HOG (histogram of orientated gradients) [8].

3.1 Concept

The process of LBPH algorithm is as follows:
The given image is converted into a matrix. Consider a pixel “a”. Find the neigh-

bors of the pixel (8-way connected).

• The formula for calculating the LBPH is

LBPp,r(Nc) =
∞∑

n=1

(
Np − N̄c

)
2p

• Binary threshold function g(x) is

g(x) =
{
0, x < 0
1, x ≥ 0
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where Np is neighbor pixel, Nc is pixel “a”.
P = 0, 1, 2, …, 7 for 3 * 3 matrix, r = 1 for 3 * 3 matrix (radius).

• Now, LBP is combined with HOG.

4 Technology Stack

The paper deals with identifying the intruder and alerting owner/administrator. It
implies that it recognizes known faces. It also implies that it detects the unknown
faces. Technology stack includes machine learning and image processing.

• Machine Learning: It is the advanced technology in computer science, which
helps the system to behave as a human. The base of the Machine learning is pure
mathematics, which helps to perform wonderful tasks. “Haarcascades” are used
to detect the structure of the face. Later, “LBPH face recognizer” is used to train
the images for recognition. Now, the machine is trained to recognize some faces.
Recognized data is loaded into the program and tested against the known and
unknown faces.

• Image Processing: Image processing helps to do some processing techniques
which help to improve the accuracy of face recognition.

5 Methodology

The methodology contains step by step to identify the intruder.
The first step in the process is to scan the faces of all known members of the

vicinity. Each person will have a name and a unique ID number. He/She shall enter
her details. After registering each person, training him/her is done. Every time this
process is continued. The next step is the recognition. This whole process of the
scanning, training, and recognition are made possible through GUI [9].

Later, the implementation code is dumped into Raspberry Pi, so that it becomes a
real-time system. For scanning, training and recognizing machine learning is used.
An algorithm named as Local Binary Pattern Histogram (LBPH) [for recognition]
and haarcascades [for detection] are used. If an intruder is detected, automatically
“a message (SMS)”, “WhatsApp message”, “location of intruder”, “an immedi-
ate call”, and “intruder’s image to owner’s/administrator’s WhatsApp”is sent to
the owner/administrator. The messaging/calling service is done by importing the
TWILIO [10] library. TWILIO is a cloud platform for sending trial messages and
calling services. It provides five trial messages and calls per day.
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6 Designing the Process

The design includes the following steps.
The first step is the implementation of detection, training, and recognition. Later,

the GUI part is integrated into the code. Then, the code is dumped into the Raspberry
pi. The process of detection is started. The first step is to scan the faces of all the
members of the vicinity. For each person, 25 images are captured and stored as a
dataset. This set of images is trained. Each person has an ID value. Then, the next step
is the recognition. When the trained members are recognized, the ID of the person
will be displayed. Whenever the intruders are detected, then all the above-said ways
to catch intruder are activated.

7 Output Screen Shots

7.1 Message Service and WhatsApp Service Snapshots

Figure 1 explains the core architecture and workflow. Figure 2 explains the mes-
sage service. The message is triggered when an intruder is detected. Twilio [10]
is used for this free message service. Figure 3 explains the WhatsApp service
which triggers when an intruder is detected. Customized message can be sent to
the owner/administrator. Selenium [11] module is used for this automation. The
message in Fig. 2, “Sent from your Twilio trial account—Intruder Detected. Please
call 100” is sent to the owner with the help of Twilio, when an intruder is detected.
The message as shown in Fig. 3, “Intruder Detected Please Find Help” is sent from
an automated system to the owner (Samba), when an intruder is detected.

8 Scope

The work might be extended as—if an intruder is identified, location and call can
be sent to the nearby police station. Image of the intruder can also be sent to police
mobile, this will help police to catch thief/intruder easily. By this, the probability of
catching an intruder/thief will be much easier. By installing this kind of systems, the
security will enhance exponentially.

9 Conclusion

Security is utmost important and face recognition plays a very important role. Using
technology to solve real-world problems is the actual use of technology. This paper
discussed how machine learning and image processing can be used to find intruders.
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Fig. 1 Represents the architecture of intruder detection system

Fig. 2 Screenshot of
message service

Machine learning algorithm local binary pattern histogram (LBPH) is used. Usually,
it is very hard to identify intruders/thieves without any proofs, but with features such
as “a call”, “a message”, “whatsappmessages”, “location of intruder”, and “Image of
intruder” becomes very convenient and easy for police department to catch intruders.
“Call” feature will serve as an immediate alert, which helps the owner/administrator
to act quickly. If the image of an intruder is not known, it becomes very hard to find
thieves. “Image of Intruder” will help to identify intruder easily. It also works as a
proof to find the intruder. “Location” will help us to knowwhere exactly the theft has
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Fig. 3 Screenshot of WhatsApp service

taken place. With these features, it is very much possible to find the intruder and get
back all the property/information. This paper concludes how intruder is efficiently
identified with mentioned features.
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Unstructured Data Analysis
with Passphrase-Based REST API
NoSQL for Big Data in Cloud

Sangeeta Gupta

Abstract The synthetic word big data is emerging from almost every source in the
modern world pertaining to any and every field, either technical or nontechnical.
This big data generating at a rapid pace is difficult to analyze and yield productive
decisions using the traditional tools like relational stores. NoSQL data stores stand as
an alternative to deal with streaming big data. Though awide set of NoSQL databases
exist, column-oriented store Cassandra and document-based MongoDB are chosen
to carry out the current work due to their simplicity and easy to set up environment.
Both the chosen NoSQL databases are highly scalable with minimal security added
at a single node level. However, the scalability exists at either load or retrieval levels
but not both as desired by an enterprise to satisfy their end users and attain huge
profits out of minimal investments. Moving toward this end, there is a need to design
a system in which scalable load and retrieval operations with strengthened security
is to be developed. Also, it is essential to enlighten the big data users to choose
an appropriate NoSQL store among abundant available ones. Hence, in this work,
Passphrase-Based REST API model is developed to enhance the security for huge
scalable data. Among a huge set of NoSQL data stores, Cassandra and MongoDB
are chosen to carry out the research which proved worth efficient in achieving better
results for drastically increasing the number of records. Also, the proposed security
implemented is to further strengthen the entire system from being tampered.
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1 Introduction

Any computer with an Internet connection makes life simple for the cloud users to
take the advantage of its services hosted across the web. Cloud computing deals with
the ability to provide anytime, anywhere access to the users working on a single
project with resources geographically scattered [1].

Big data at the other end is enormous data emerging from a wide set of sources,
difficult to fit into a traditional system. To deal with such data, traditional data stores
almost failed when scalability, security are the prime factors to be focussed on.
Hence, emerging NoSQL stores [2] are found to be more comfortable to deal with
any nature of the emerging big data (structured/unstructured), emerging from any
source (across the web) and at any rate (fast/medium/slow) [3].

Among a huge set of cloud service providers like Amazon, Microsoft Azure,
Google Cloud Platform, VMware, IBM Cloud, Rackspace, Dropbox, etc., which
offer a mix of open source and commercial solutions based on the criticality of the
problem, Amazon Web Services (AWS) and Bitnami cloud solutions are used to
develop the work and establish connectivity with the chosen databases [4].

The paper is structured as follows: the initial focus is onto the introduction section
that presents the modern terms like NoSQL, big data, and their purposes in recent
times. Later on, a discussion is made on various existing works in Sect. 2. Next, in
the third section, the need to move toward the proposed model for big data using
NoSQL is identified and designed with a prime focus on strengthening the security
through Passphrase-based Representational State Transfer (REST) API. Experimen-
tation is highlighted in Sect. 4 with effective results achieved in proving the worth of
Cassandra over MongoDB. Finally, the work is concluded in the fifth section with
an ideology to further extend the proposed work in future.

2 Related Work

A compact set of existing works on NoSQL databases like casandra, MongoDB,
and relational data store MysQL is taken to carry out background study where the
parameters taken to prove the security aspect may change from one case to the other
based on the length of the data set and the development environment used.

In [5], the authors expounded comparative analysis of a NoSQL store MongoDB
with relational store MySQL. The methods discussed outlined the significance of
selecting MongoDB over MySQL without any proof of implementation is done.

The authors in [6] described modern security threats and solutions in the field of
NoSQL data stores at a theoretical pace without any evaluation represented for the
same. At the other end, the authors in [7] used Bayesian algorithm specific to filter
spam in social networking sites. The focus is in a single direction with a compromise
on either authentication or security.
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The authors in [8] expound shared NoSQL security aspects with a prime focus on
encryption schemes without throwing any light on the implementation of the same.
Also, the authors in [9] show the flexibility to add new set of classes to the existing
functionality to enhance security of NoSQL store MongoDB suitable for shorter key
lengths, without any inputs provided to deal with semi structured and unstructured
big data.

The authors in [10] use index and replication-based techniques applied to Mon-
goDB and expounded the efficiency of MongoDB as compared to MySQL for Cli-
matic dataset. However, the access is restricted to load operations without throwing
any ight on other set of operations like select, scan, delete, etc. At the other end,
in [11], the authors expound combination of the existing techniques which work
in isolation in order to extract better results without providing support to varying
natured big data. Also, the authors in [12] carry out an analysis to deal with a few
security features like confidentiality, integrity, etc., at a theoretical level without any
experimentation carried out to analyze the same.

By going through the above data, it can be concluded that majority of the works
developed in the stream of NoSQLwith big data in cloud environment are of extreme
theoretical inputs rather than practical orientation. Hence, in this work, an attempt
is made to propose a new model to strengthen the security of Cassandra for big data
in cloud.

3 Proposed Model

The proposed security is implemented using Passphrase-based REST API to
strengthen the entire system from being tampered. The data arrives in the form
of tweets collected through a basic web crawler to speed up the load process. The
nature of data is analyzed before loading into appropriate virtual machines pertain-
ing to Cassandra or MongoDB. If data is highly unstructured, then it is initially
converted to structured format, and then the Passphrase-Based Rest API (PBRA)
technique is applied to load and retrieve huge records set. Figure 1 represents the
overall architecture with the flow of data from one module to the other [13].

REST APIs with get, put, post, and delete methods are integrated with the data
before being stored in the appropriate data stores [14]. The performance changes are
recorded in Sect. 4. An improvement in performance is achieved using Passphrase-
based security is depicted in Sect. 4.

4 Experimental Evaluation

Experiments are conducted to build a cluster with five nodes where a pair of nodes
deals with each data store. One node is dedicated to test scalability aspect and the
other to deal with security aspects without any chaos in connection establishment.
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Web Crawler

Convert from unstructured to structured

Structured to cipher text for passphrase 
based REST API

NoSQL driver

Cassandra/MongoDB database

Parser

Tweets

Cassandra VM

MongoDB VM

Cloud Watch
Monitoring 

Cassandra ops center

Fig. 1 Proposed architectural diagram

The fifth node is dedicated for commit log data maintenance for easy retrievals in
the event of failures [4].

4.1 Encryption and Decryption Results

To represent the results, a tweet dataset with 100,000 records is taken. A few entries
in the dataset are represented as in Table 1 and Table 2, respectively, where Table 1
presents a sample unstructured data as generated from tweets and Table 2 represents
the structured data format for Table 1 [15].

The time taken to load and retrieve data from Cassandra andMongoDB data store
is expounded in Tables 3 and 4.

Table 1 A sample Twitter streaming unstructured data

Anderson Andy Italy 12 123 234 Middle East 17-4-2014 10-12-2015

Mariadizou Mary China 98 678 84 East 14-6-2017 20-2-2018

Parinda Pari India 45 56 43 North 11-1-2016 25-5-2017
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Table 2 Unstructured data converted into structured data

Tweet
name

Real name Location Followers Friends No of
tweets

Time
zone

Created
on

Last
tweeted
on

Andy Anderson Italy 12 123 234 Middle
East

17-4-
2014

10-12-
2015

Mary Mariadizou China 98 678 84 East 14-6-
2017

20-2-
2018

Pari Parinda India 45 56 43 North 11-1-
2016

25-5-
2017

Table 3 Passphrase-based REST API (PBRA) Evaluation for Cassandra

No. of data
items

Weight on nodes
time (ms)

PBRA weight
time (ms)

Select time (ms) PBRA select
time (ms)

10 1 1 1 10

100 1 4 2 20

1000 3 10 3 30

10,000 19 20 10 100

100,000 85 100 150 300

Table 4 Passphrase-based REST API (PBRA) evaluation for MongoDB

No. of data
items

Weight on nodes
time (ms)

PBRA weight
time (ms)

Select time (ms) PBRA select
time (ms)

10 1 10 10 10

100 2 20 20 20

1000 5 40 300 300

10,000 15 80 450 500

100,000 200 500 700 800

The comparative analysis between Cassandra and MongoDB is presented in
Table 5, respectively. It is observed from the results presented in Table 5 that Cas-
sandra performs better over MongoDB for streaming big data set.

Table 5 Comparative analysis of Cassandra PBRA with MongoDB PBRA

No. of data items PBRA weight
time (ms) for
Cassandra

PBRA weight
time (ms) for
MongoDB

PBRA select
time (ms) for
Cassandra

PBRA select
time (ms) for
MongoDB

10 1 10 10 10

100 5 20 20 20

(continued)
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Table 5 (continued)

No. of data items PBRA weight
time (ms) for
Cassandra

PBRA weight
time (ms) for
MongoDB

PBRA select
time (ms) for
Cassandra

PBRA select
time (ms) for
MongoDB

1000 10 40 30 300

10,000 20 80 100 500

100,000 100 500 300 800

5 Conclusion and Future Work

In this work, Passphrase-Based REST API model is developed to enhance the secu-
rity for huge scalable data. Among a huge set of NoSQL data stores, Cassandra,
and MongoDB are chosen to carry out the research which proved worth efficient
in achieving better results for drastically increasing number of records. With a set
of 1,00,000 tweets, PBRA-based Cassandra outperformed over PBRA-based Mon-
goDB as shown in Sect. 4. In future, security can be further strengthened to deal with
critical applications to serve as the need of the hour for efficient big data analysis
with millions and billions of parsed data items.
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Discovery of Web Services Using Mobile
Agents in Cloud Environment

T. Aditya Sai Srinivas, Somula Ramasubbareddy and K. Govinda

Abstract Recently, there is an increase in the use of web services and also increase
the interest in the use of cloud computing technologies. A huge set of services is
published on the internet every day. To discover and utilize these services based
on human approach is quite time consuming and it also requires continuous user
interaction. In modern network, there is rapid growth in web service application.
So, the main task is how to discover and use proper web services. In this paper, the
web service discovery and selection model based on the mobile agent is studied. The
mobile agents are self-adaptable, intelligent, and collaborative, and so on. The system
is composed of two clouds. The first cloud deals with keyword-based research and
second cloud deals with the selection and filtering of web services found by search
mobile agents. The selection algorithm is implemented using OpenMP.

Keywords Cloud computing ·Mobile agent ·Web service discovery · OpenMP

1 Introduction

This cloud computing is an emerging technology among other technologies in IT.
These years, cloud computing has a greater impact on the IT industry and it is very
important for distributed computing. The discovery, as well as selection of web
services, is the most essential application over the internet. Nowadays, applications
based on web services is increased therefore there is need for better web service
discovery mechanism for effective discovery of web services based on the user’s
requirements. So, themobile agents can play an important role in such scenarios. The
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system based on mobile agents is very useful to discover the efficient web services
over the internet. Themobile agent is a combination of software and data. Themobile
agents can move from one host to another host and can perform their tasks. Mobile
agents are self-adaptive and tolerant to network faults which makes them one of the
important part in applications of the distributed system.Web services are used in web
service applications, so the important thing is that the user’s needs must be satisfied
by knowing how to discover and use the proper web service. There are methods
have been proposed for discovering the web services. But there are defects about
these techniques and it also does not satisfy the user’s needs. Automating the process
of web service discovery is not as per the user’s requirements and it also does not
satisfy the user’s requirements. These techniques are not responded in the real time.
These techniques use more data to discover the particular web services which on the
other hand increases the overhead on the network. Efficiency is very bad and also not
flexible. So to solve all oboe problems, the method based on agent technology can
be used to automate and efficiently discover the web services in minimum time and
without increasing the overhead on the network. OpenMP (Open Multi-Processing)
is used for parallelizing the program to work efficiently on multi-processor/core and
shared memory machines [1].

In this paper, we are presenting a new approach for the discovery of web ser-
vices using mobile agents in the cloud environment. Cloud computing is the new
technology and with the help of it, the users can share resources. We used OpenMP
for parallelizing the selection algorithm in order to work efficiently on multi-core
processors. We chose cloud computing technology for creating and deploying our
system which has a significant effect on clients and the system also. Our system
makes the resources available to users in instant access.

2 Literature Survey

There are some existing works proposed on web services discovery mechanism in
recent years. In this paper, Jingliang and Zhe [2] proposed an architecture which is
based on mobile agents and a set of situated agents. The situated agents also called
static agents do the tasks such as management of the system, analyzing the request,
keep an update of each mobile agent, and analyzing the result. The syntactic search
of web services is done by the mobile agents. There is a problem using this approach
and it does not consider the different position of words in the description of web
services. In this paper, Chen et al. [3] proposed an approach which uses WordNet
for vector extracting. This approach allows to insert the semantic information to this
representation, space, and size vectors also reduces to calculate the similarity based
on kernel the authors proposed a set method, which are based on kernel and using
thesemethods, the similarity betweenweb services can be estimated. Aversa et al. [4]
proposed a mobile agent-based architecture to discover and access the web services
in an efficient way. Session Initiation Protocol (SIP) and UDDI technology permit
mobile agents and users to get access to the application, as well as resources over
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the internet at heterogeneous locations, and it also permits to search those resources
by dynamically configuring the sessions of interactions as well as functionalities of
services. These can be performed by means of terminal’s characteristics as well as
quality of interconnection. He et al. [5] proposed a architecture for managing the
mobile services in grid computing, which is based on mobile agents and service dis-
covery mechanism in detail. This architecture uses a hierarchical model of similar
agents. The task of each agent is to provide and request services in the grid. When
these agents move from one location or host to another host, then by calling regis-
tration and deregistration processes which makes the discovery even more effective
and faster. Wagener et al. [6] proposed an approach based on cloud computing on an
open standard “Extensible Messaging and Presence Protocol (XMPP)” for bioinfor-
matics, service discovery. There is no need of an external register for the discovery of
XMPP cloud services. Rajendran and Balasubramanie [7] proposed a model for the
discovery of web services based on QoS which integrates augmented UDDI registry
for publishing the QoS information. By designing a new framework, we can improve
service discover process that improves the retrieval algorithms. Jingliang and Zhe [2]
proposed a architecture for the discovery of web services. The architecture comprises
the use of mobile agents. The mobile agents are intelligent, self-adaptive, mobility
as well as collaborative and many more. Mobile agents discover the effective web
services according to the requirements of web service provided by the user and return
the appropriate web service. Baousis et al. [8] make use of mobile agents used to
invoke the web service which is semantically matched to the given web service. It
does not need the online presence of requestor who need a particular web service.
The registries contain the information of web services, and the authors used these
registries for semantic matching. Ketel [9] proposed a Mobile Agent Framework
based on mobile agent technology for the integration of web services. They made
use of capabilities of mobile agents for invoking web services and there is no need
for the presence of service requestor.

3 Parallel Selection Algorithm (PSA)

Input: Query String, Decomposed web service
Output: Degree of each matched web service
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Algorithm

{ Query_keywords[]; //keywords in user’s query 
      No_of_query_keywords; 
Ws_keywords[]; //keyword presents in web service description 
Webservice[]; 
No_of_webservices; 
Match_count[]; 
Synonym[]; //synonym of each keyword 
For all web services in webservice[] 
{ 

For all keywords in query_keywords[] 
{ 
Synonym = Aceess_dictionary(query_keyword); 
Flag=0; 
For all words in synonym[] 
{ 
For keywords in ws_keywords[] 
{ 
If(match_str(synonym[word],ws_service[keyword])) 
{ 
Match_count[webservice]++; 
Flag=1 
Break; } 
If(flag==1) Break; 
}}} 
Degree[webservice]=(match_count[webservice]/no_of_query_keywords) * 100; 
 } 
Sort_degree_of_ws(degree); 
For all webservices in webservice[] 
{ 
If(degree[webservice]>50) 
Then show webservice in results. 
}} 

4 System Architecture

The system architecture shown Fig. 1 contains two clouds, mainly cloud A and
cloud B.

The mobile agents are used to transfer the information from one host to another
host in the network. In the architecture, we have used four types of mobile agents.

a. Input Agent: The main task of the input agent is to get the request from the
client who wants to search the particular web service.
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Fig. 1 System architecture

b. Output Agent: The main task of the output agent is to show the selected web
service information to the client.

c. Search Agent: The main task of the search agent is to search the particular web
service on the internet. The search agent is created when the user request came
in the cloud A and these agents are sent to the internet to search web services
UDDI.

d. Dispatcher Agent: The search agent creates dispatcher agent when it found web
service matching with client’s requirements. The main task of the dispatcher
agent is to transfer the information of founded web service to cloud B.

The cloud A has one database which stores the keyword from the client’s request.
When the client request came, it is divided into keywords and these keywords are
stored in a database with the unique identifier of each request. So that we can identify
each request. The search agent is created as soon as the client’s request came andwith
the help of keywords, it searches the web services in the UDDIs. The main advantage
of search agent is that it can create a dispatcher agent when it found any relevant web
service. When the search agent found any web service, it creates dispatcher agent to
transfer information about web service to cloud B. The Cloud B region has WordNet
[10] database contains a set of synonyms. The parallel selection algorithm as shown
above is used to select the efficient web service based on the degree of web service.
This algorithm takes inputs as a keyword in the user’s query and the number of web
services. Using the WordNet, it selects the synonym of each keyword present in the
user’s query. Then, the synonym of a keyword is matched with web service keywords
of each individual web service. According to the match count, the matching degree
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of web services is calculated. The matching degrees of all web services are sorted in
descending order. This algorithm returns all web services having a matching degree
greater than 50. The selected web service information is then transferred to cloud A
by dispatcher agent. And finally, cloud A shows this web service to the client using
an output agent.

5 Experimental Analysis

In the experimental analysis, the selection algorithm is implemented using OpenMP
(Open Multi-Processing) and its execution is tested on two core and four core
machines (Table 1).

The above table shows the serial execution time and parallel execution time of
selection algorithm according to the number of keywords presents in the web service
description.

The above Fig. 2 clearly indicates that the execution time of the algorithm is
significantly reduced using OpenMP. The execution time on four core machine is
less than that of two core machine, it shows the parallel algorithm.

Table 1 Execution time

No of keywords Serial execution time
(MS)

Parallel execution time
(2 core)

Parallel execution time
(4 core)

5–7 180 123 89

7–10 187 125 91

11–14 193 128 93

14–17 198 131 94

18–20 201 134 97

Fig. 2 Comparison graph
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6 Conclusion

In this paper, we have proposed a parallel selection algorithm using OpenMP for
selecting efficient web services using mobile agent technique. OpenMP helps the
program to execute very fast on multi-core processors. The use of two clouds in
system architecture helps to serve the different client’s request within a short period
of time. The use of mobile agents is the most important part of architecture because
mobile agents are self-adaptive and tolerant to network faults that it can operate
between client and server without an active connection and if some failure happens,
then it can take its own decision not depending on any other entities.
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Big Data: Scalability Storage

Aruna Mailavaram and B. Padmaja Rani

Abstract As the growth of enterprise data accelerates, the task of protecting data
becomes more challenging. Data scalability, availability, and reliability are the major
issues. In this paper, we have covered a few architectures such asAmazon EFS, GPFS
IBM, Google GFS, HDFS, Blobseer, and AFS based on a distributed file system and
their characteristics. A few important features of different file systems are compared.
Here, we discuss a set of technologies, which are used in the market and are most
relevant and represents the state of the art in the field of the distributed file system.

Keywords Amazon EFS · Data storage · Blobs · GFS · AFS · GPFS · Blobseer ·
Big data · HDFS

1 Introduction

Big data [1, 2] deal with very large data sets, which are available in a structured,
unstructured, and semi-structured formatmeant for someuseful purpose. The big data
value chain is classified into Data Generation, Acquisition, Storage, and Analysis.

Data is generated from various sources of electronic devices like sensors, cell
phones, laptops, cameras, etc., the data gathered has to be preprocessed before stor-
age in order to avoid replication, which is known as Data Acquisition. Large-scale
data sets are managed in data storage. The storage system is divided into hardware
infrastructure and datamanagement. The hardware infrastructure dynamically recon-
figures and handle different types of data. Data management software is deployed on
this hardware infrastructure for maintenance of large-scale data sets. Data Analytics
is an analysis of past data to forecast the future.

A. Mailavaram
TKR College of Engineering and Technology(K9), Hyderabad, India
e-mail: aruna0949@gmail.com

B. Padmaja Rani (B)
JNTUH College of Engineering, Hyderabad, India
e-mail: padmaja_jntuh@yahoo.co.in

© Springer Nature Singapore Pte Ltd. 2019
H. S. Saini et al. (eds.), Innovations in Computer Science
and Engineering, Lecture Notes in Networks and Systems 74,
https://doi.org/10.1007/978-981-13-7082-3_54

473

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7082-3_54&domain=pdf
mailto:aruna0949@gmail.com
mailto:padmaja_jntuh@yahoo.co.in
https://doi.org/10.1007/978-981-13-7082-3_54


474 A. Mailavaram and B. Padmaja Rani

The big data structure is divided into three layers, namely Infrastructure layer,
Computing layer, and Application layer. In Infrastructure layer, a pool of resources
is organized using cloud computing infrastructure and these resources are exposed
to upper layer systems. Here, the resources are allocated in such a way to meet
the demand of big data. The Computing layer encapsulates different data tools for
data integration, data management, and programming model. Integration of data is
done from disparate sources and integrates into a unified form. Programming model
abstracts the application logic and provides facilities for data analysis applications.
Application layer is the interface between programming models and various data
analysis functions, which includes querying, clustering, and classification, etc.

Few big data application domains are public sector administration, retail, global
manufacturing, and personal location data. Companies like Facebook [3], Twitter,
Google, AT&T, Amazon, etc., deal with big data. The technology used here is
NoSQL [4]. NoSQL is “Not only SQL” which supports structured, unstructured,
and semi-structured data. NoSQL databases are fast, highly scalable, and reliable
for handling big data. A basic classification based on data model is key-value stores,
document-based databases, column-oriented databases, graph databases, and multi-
model databases.

According to the current development trends, data will reach from petabyte to
exabyte. Handling these data can be done by increasing the capacity of the system
power in terms of CPU speed and RAM, which is Vertical Scalability. And by adding
more machines into the pool of resources is Horizontal scalability. The objective of
this paper is to review, discuss, and compare the main characteristics of some major
technological orientations existing in the market, such as Amazon Web Services
(AWS), Google File System (GFS) and IBMGeneral Parallel File System (GPFS) or
Hadoop Distributed File System (HDFS), Blobseer, and Andrew File System (AFS).

2 Literature Survey

A DFS is a system which stores and retrieves data in the distributed systems. Data
is divided into parts and named for consistency purpose. In order to maintain a
reliable system, people has to concentrate on the design issues of DFS. The major
design issues are scalability, heterogeneity, replication, transparency, migration, etc.
These features make the system reliable while sharing the data in distributed system.
DFS should be able to manage large data sets. Scalability is an important challenge
in cloud computing. Fault tolerance can overcome by replication of data, because
replication provides transparency to users and provides availability of the system.
Security is also one of the major issues of DFS. Generally, DFS provides security
with authentication, authorization, and privacy.
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3 DFS Architectures

3.1 Andrew File System (AFS) [5]

Andrew file system is a distributed file system. It is developed at Carnegie Mel-
lon University. This support reliable service for all network clients by transparent
and homogenous namespace files locations. The authentication used in AFS is Ker-
beros. AFS uses a weak consistency model, for performing read and write operations
updates aremade only in the local cache. Once themodified file is closed, the updated
portions are copied back to the file server by call-back mechanism. The important
features of AFS are its volume, a tree of files, and subdirectories AFS mount points.
AFS files are cloned to read-only copies, and the users will retrieve data from read-
only copies and has no access to modify the file.

The file name is divided into two namespaces, one is sharing name space and
the other one is local namespace, the local namespace is unique to the workstation.
Sharing name space is common to all workstations and stores temporary files needed
for workstation initialization.

3.2 Google File System (GFS) [6]

The GFS is a scalable distributed file system and handles large volumes of data. Fault
tolerance is avoided to a great extent, and provides availability to a large number of
users. The component failure is a norm rather than an exception. Because of use of
inexpensive storage machines at the client side, they virtually guarantee that they
will not recover from the current failure or some will not function at any given time.
So, error detection, constant monitoring, fault tolerance, and automatic recovery are
needed to the system. GFS is designed with a single master node and multiple chunk
servers which are accessed by multiple clients. Files are divided into equal sized
chunks and each chunk is identified by a global unique 64-bit given by master at the
time of creation of chunk. The chunks are maintained by the chunk servers and for
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reliability purpose, replicas of chunks are kept on the chunk servers, and by default
generally, three replicas are created.

The chunk information is maintained by the master which maintains the metadata
of the file system, including namespaces, access control information, and mapping
from files to chunks and current location. The master periodically communicates
with chunks in order to know chunk status.

3.3 Blobseer Architecture [7, 8]

Blobseer is a large-scale-distributed storage service. It stores data in TB. It pro-
vides fine-grain access control in the order of MB. All snapshots are accessible by
using versioning. Data andmetadata both are decentralized. It achieves high through-
put under heavy concurrent access concurrency in any combination of read andwrite.
It is flexible for handling heterogeneous data quickly. To achieve scalability and
improve the performance of the file system, data acquisition and computations are
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distributed over large-scale infrastructures which comprises of hundreds and thou-
sands of machines. Blobseer is an efficient distributed data management service that
addresses the issues like, scalable storage, fine grain access to data subsets, high
throughput, fault tolerance, concurrency, versioning, and high quality of service.

3.4 Hadoop Distributed File System [9–11]

HDFS is developed to handle a very large amount of data using a distributed file
system. It is designed using low-cost hardware and high fault tolerance. To maintain
a huge amount of data, files are distributed over multiple machines. They are stored
in a redundant fashion for data availability. HDFS runs on master–slave principle.
A cluster in HDFS consists of a single name node, a master server that handles all
the files accessed by clients and there are a number of data nodes. The name node
manages operations like opening, closing, renaming files, and directories. The data
node and their respective blocks are mapped. The data nodes are responsible for
read and write operations. HDFS is a reliable storage of very large-scale files across
multiple machines in a large cluster. It stores each file as a sequence of blocks of
equal size, leaving the last block. The blocks are replicated in order to overcome
fault tolerance.

3.5 GPFS IBM [12]

GPFS achieve greater performance by providing access to multiple computers at
once. GPFS provides good performance for reading and writing operations by data
striping. Other features of GPFS are high availability, disaster recovery, security, and
support to heterogeneous clusters. The files are divided into blocks of size less than
1 MB each, and is distributed over different nodes across disk array which results
in high reading and writing speed because of combined bandwidth from different
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servers. To prevent loss of data, RAID controllers are used which makes multiple
copies of data and stores at the physical disk on the individual nodes. We can even
go for out of RAID-replicated blocks, instead of that, it makes two copies of data and
stores at different file system nodes. Another important feature of GPFS is partition
aware. On network failure, file system gets divided into two or more groups and this
will be known only in the group which makes some nodes remain working.

3.6 Amazon Elastic File Service

The Amazon Elastic File System provides a reliable, scalable system by using Ama-
zon EC2 instances in the AWS cloud. Amazon EFS is simple to integrate for easy
access and one can create and configure file system quickly. Its elastic nature expands
and shrinks according to the incoming data.

Whenwemount EFS onAmazon EC2 instances, it provides a standard file system
interface and semantics for systemaccess,which allows seamlessly integrateAmazon
EFS with the existing tools and applications.

Amazon EFS can serve multiple Amazon EC2 instances at the same time. By
using Amazon VPC with AWS Direct Connect, we can mount Amazon EFS on our
data center servers, where we can backup our on-premises data to EFS.

Other features of Amazon EFS are high performance, durability, high availabil-
ity, provides a broad spectrum of uses, including web and content serving, media
processing workflows, container storage, and big data and analytic applications.

4 Comparative Analysis of Different File Systems

In this paper, we have discussed about various file systems and important character-
istics of distributed file storage. Amazon S3 stores data as objects within resources
called as buckets. LINUX is the operating system used by many file systems. AWS
EC2 uses elastic cache for storing frequently used data. Data scalability is the main



Big Data: Scalability Storage 479

important characteristics of a distributed system which is achieved by almost all file
systems. The concurrency of data access is high in AWS. As the data grows from
petabyte to exabyte, it is important for us to scale the in vertically and horizontally.
Load balancing and job scheduling according to priority wise are the important fea-
tures of a distributed system [13] where we can optimize scalability, these things will
be discussed in the next sequence of this paper.

5 Conclusion

In this paper, we have discussed various architectures and their features of the differ-
ent distributed file system. One of the important features is scalability because based
upon the incoming data the resources has to be allotted which improves system effi-
ciency and maximum resource utilization. Apart from scalability, fault tolerance and
data availability are the major concerns of the distributed file system. Data striping
and RAID are used to optimize concurrent data. A DFS with minimum cost and
effort and working with multiple operating systems is desired.
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Amazon
EFS

GFS by
Google

GPFS
IBM

HDFS Blobseer AFS

Data
scalability

Yes Yes Yes Yes Yes Yes

Metadata
scalability

Yes No Yes No Yes No

Fault
tolerance

Auto
scaling

Chunk
replica-
tion, fast
recovery,
master
replication

Synchronous
and asyn-
chronous
data
replication
Clustering
features

Block
replication
Secondary
name node

Chunk
replication
Metadata
replication

No

Data
access con-
currency

High con-
currency

Optimized
for
concurrent
appends

Distributed
byte-range
locking

Files have
strict to
one writer
at any time

Yes Byte-range
file
locking

Snapshots Yes Yes Yes Yes Yes No

Versioning Yes Yes Unknown No Yes No

Data
striping

Disk
striping

64 MB
chunks

Yes Yes (Data
blocks of
64 MB)

64 MB
chunks

No

Storage as
blobs

Buckets No No No Yes No

Supported
OS

Linux Linux Linux dis-
tributions,
Windows
Server
2008,
AIX, Red
Hat,
SUSE,
Debian

Linux and
Windows
supported,
Mac
OS/X,
BSD,
Open
Solaris is
known to
work

Linux Solaris,
Linux,
Windows,
FreeBSD,
NetBSD,
OpenBSD,
AIX, Mac
OS X,
Darwin,
HP-UX,
Irix

Dedicated
cache

ElastiCache No Yes by
AFM
technology

Yes
(Client)

No Yes
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Study Report on Using IoT Agriculture
Farm Monitoring

G. Balakrishna and Moparthi Nageshwara Rao

Abstract The Internet of things (IoT) is rebuilding an agribusiness empowering the
ranchers with the extensive variety of strategies, for example, accuracy and support-
able farming to confront challenges in the farm. IOT innovation helps in gathering
data regarding a situation like climate, dampness, temp, and richness of soil, moni-
toring crop through internet by farmer empowers discovery of weed, level of water,
bug recognition, creature interruption into the field, trim development, and farming.
IOT use agriculturists to get associated with his ranch from anyplace and whenever.
Remote sensor systems are utilized for observing the ranch conditions and smaller
scale reviewer are utilized to control and mechanize the homestead forms. To see
remotely the conditions as picture and video, remote cameras have been utilized. An
advanced mobile phone enables the rancher to keep refreshed with the continuous
states of his rural land utilizing IOT whenever and any piece of the worldwide. IOT
innovation can lessen the cost and upgrade the efficiency of conventional cultivating.

Keywords Component · Formatting · Style · Styling · Insert · Temp · IoT ·
Smart agriculture

1 Introduction

Internet of Things (IoT) has the ability to change the world we live in; increasingly
proficient businesses, associated autos, andmore astute urban communities are on the
whole parts of the IoT condition. Be that as it may, the use of innovation like IoT in
farming could have the best effect. The worldwide populace is set to touch 9.6 billion
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by 2050. Along these lines, to bolster this much populace, the cultivating business
must grasp IoT. Against the difficulties, for example, outrageous climate conditions
and rising environmental change, and ecological effect coming about because of
serious cultivating hones, the interest for more sustenance must be met. Shrewd
cultivating in light of IoT advances will empower cultivators and agriculturists to
decrease waste and upgrade efficiency extending from the amount of manure used
to the quantity of adventures the homestead vehicles have made.

In IoT-based keen cultivating, a framework is worked for observing the product
field with the assistance of sensors [1] (light, stickiness, temperature, soil dampness,
and so on.) and mechanizing the water system framework. The agriculturists can
screen the field conditions from anyplace. IoT-based brilliant cultivating is exceed-
ingly productive when contrasted and the customary approach. The uses of IoT-based
shrewd cultivating target traditional, huge cultivating tasks, as well as be new levers
to elevate other developing or basic patterns in agrarian like natural cultivating, fam-
ily cultivating (perplexing or little spaces, specific dairy cattle as well as societies,
safeguarding of specific or top-notch assortments and so forth.), and upgrade very
straightforward farming. In terms of ecological issues, IoT-based savvy cultivating
can give awesome advantages including more proficient water use, or improvement
of sources of info and medicines. Presently, we should talk about the real utilization
of IoT-based keen cultivating that are changing horticulture. In view of the sugges-
tions by different specialists, it is the request of the examination to assemble a choice
help structure on the cloud to dissect the IoT gathered information.

1.1 Stages of Agriculture and Technologies

A farmer will determine appropriate crops for his land supported integrated soil,
water, air analysis. Sensors collect weather information, which may be analyzed and
shared with farmers. Mechanized system may be used to chop–chop and accu-
rately plant saplings in the field. Water and plant food distribution system may
be automatic by sensors-equipped system Weed removal systems connected to
sensors will mechanically spot weeds and acquire obviate the Crop care may
be designed supported prognosticative trends any supported analyzed informa-
tion from the past. Harvesting machinery may be created into a lot of economic and
automatic system supported SmartTech. Crop grading and cleansing systems may
be customized, improved and automatic. Warehousing and crop transport system’s
temperature, wetness and air internal control system.

1.2 Challenges in Smart Agriculture

For Farmers, it is difficult for them to understand technical terms and usage of tech-
nology, and also it is a cost effective affair. It is a challenge to balance both. A low
budget to hold outcomes because of the dependence on the harvest. Cost optimiza-



Study Report on Using IoT Agriculture Farm Monitoring 485

tion can be achieved by minimizing number of people involved in the hierarchy in
between farmer and government. Global temperature change is important for man-
agement weather and ambient conditions.

2 Literature Survey

Xiao [2] and Magno [3] anticipated farming checking framework utilizing remote
sensor arrange (WSN). The conditions that can be observed continuously are temper-
ature, light force, and mugginess. The test includes the equipment and programming
plan of the manufactured modules, arrange topology, and system correspondence
convention with the difficulties. The configuration clarifies how the hub can accom-
plish agrarian condition data accumulation and communication. The framework is
smaller in outline work, lightweight, great in execution, and activity. It enhances the
farming generation proficiency naturally.

Haule [4], Ofrim et al. [5] have proposed a trial that clarifies the utilization of
WSN utilized as a part of mechanizing water system. Water system control and
rescheduling in light of WSN are capable answers for ideal water administration
through programmed correspondence to know the dirt dampness states of water
system plan. The procedure utilized here is to decide the correct recurrence and time
of watering are essential to guarantee the productive utilization of water, high caliber
of harvest recognition postpone throughput, and load. Reenactment is improved the
situation horticulture by OPNET. Another plan of WSN is sent for water system
framework utilizing Zig honey bee convention, which will affect battery life. There
are a few downsides as WSN is still a work in progress arrange with temperamental
correspondence times, delicate, control utilization, and correspondence can be lost
in the horticultural field. Remote light sensors have been utilized by computerized
water system framework. WSN utilizes low power and a low information rate and
consequently vitality productive innovation. Every one of the gadgets and machines
controlled with the assistance of information sources is got by means of sensors
which are blended with soil. Agriculturists can investigate whether the framework
performs in ordinarily or a few activities are should be performed.

Dan [6], Michael [4] and Shuntian [7] proposed nursery checking agribusiness
framework in view of Zigbee innovation. The framework performs information,
taking care of, transmission and social occasion capacities. Purpose of their test is
to check whether the algorithm reduces the cultivating cost under various tropical
conditions or not. IOT innovation here depends on the B-S structure and cc2530
utilized like handling chip to work for remote sensor hub and organizer. The passage
has a Linux working framework and cortex A8 processor go about as center. By and
large, the plan acknowledges remote astute observing and control of nursery and
furthermore replaces the customary wired innovation to remote, likewise diminishes
labor cost.

Li [8] and Tam [9, 10] have proposed a framework that utilizes Zigbee innova-
tion. This examination manages equipment and the product of the system facilitator
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hub and the sensor hubs. The hypothetical and viable outcomes demonstrate that
the framework can effectively catch nursery ecological parameters, including tem-
perature, dampness, and carbon dioxide fixation and furthermore clears the typical
correspondence amongst hubs and the system organizer, great system steadiness. The
execution investigated values is utilized as a part of the intricate nursery ecological
observing

2.1 Water Monitoring

Ji-hua [10, 11] led an examination on the development of oat edit seedlings, and
in addition, the status and pattern of their development. This paper presented the
outline, techniques utilized, and usage of a worldwide yield development observing
framework, which fulfills the need of the worldwide harvest checking on the planet.
The framework utilizes two techniques for checking, which are constant product
development observing and edit developing procedure observing. Constant product
development checking could get the yield developing status for a certain period by
looking at the remote detected information of the period with the information of the
period in the history. The differential outcome was ordered into a few classifications
tomirror the situation at distinction level of yield developing. In this framework, both
continuous product development checking and edit developing procedure observing
are done at three scales, which are state (region) scale, nation scale, and landmass
scale. Worldwide product development checking framework was found in this plan
and assembled a framework that can screen the worldwide harvest development with
remote detecting information. The framework demonstrated the qualities of quick,
compelling, high validity, and operational in its run.

Kim [12], Balamurali [13] have proposed the outline for remote sensor arrange
for a water system control and observing that is made out of various sensor hubs
with a systems administration ability that is conveyed for an impromptu for the
motivation behind continuous checking. Data collected by sensors will be sent to the
base station. The future framework offers a smaller amount of power utilization with
high unwavering quality in view of the outcome. The utilization of high-power wire-
less sensor networks is appropriate for assignments in businesses including gigantic
region observing like assembling, mining developing, and so on. The framework
talked about here is anything but difficult to introduce and the base station can be set
at the nearby living arrangement near the region of checking where a man requires
negligible preparing toward the start of the framework establishment.

2.2 Farm Monitoring

Tirelli, Borghese [14] found that checking nuisance bug populace is right now an
issue in trim insurance. The framework here is as of now in view of a disseminated
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imaging gadget worked by means of a remote sensor arrange that can naturally catch
and transmit pictures of caught zones to a remote host station. The station approves
the thickness of bug advancement at various homestead areas and produces an alert
when creepy crawly thickness goes over the limit. The customer hubs are spread in
the fields, which go about as checking stations. The ace hub facilitates the system
and recovers caught pictures from the customer hubs. Amid a checking time of a
month, the system working frequently predicts a nuisance creepy crawlies’ populace
bend connected to day-by-day assessment got by visual perceptions of the trap and
subsequently the practicality is resolved.

Suresh et al. [15] proposed framework will gauge the estimations of N, P, and K
from the dirt and furthermore screen the level of soil supplements substance and in
like manner apportion, the required amount of the manures through water system
framework. Every one of the information will be refreshed to the client through
email.

Suresh et al. [15] proposed a framework in which N, P, K, and PH estimations of a
soil test are estimated continuously and contrasted, and the pre-put away qualities got
from the rural division. The framework additionally gives the data about the yields
that can be developed in particular soils.

Parameswaran and Sivaprasath [16] proposed a robotized water system frame-
work in light of soil moistness. The water system status is refreshed to the server
or neighborhood have utilizing PC. This availability is conveyed by IoT. Different
restrictions like the water system and not the NPK esteems are refreshed to the client
through IoT [16].

Londhe and Galande [17] proposed a mechanized water system framework utiliz-
ing ARM processor. The framework screens and controls every one of the exercises
of water system framework. The valves are turned on or off and naturally give the
deliberate information in regards to the dirt pH and supplements like nitrogen along-
side the best possible proposals and give the correspondence interface.

Moparthi et al. [18] proposed Water Quality location framework utilizing IoT for
themost part centering tomake amore perfect air contamination identification frame-
work while wipes out some downside of the customary frameworks and arrangement
are one of the basic systems for programming imperfection detection [18].

Joshi et al. [19] proposed a sensible little scale cultivating utilizing IoT. Utilizing
the proposed display, an individual can keep up his own homestead in little gardens.
A large portion of the equipment used is effortlessly obtained and taken as a toll
productive. Fusing picture preparing to stay away fromweed development apparently
is solid and the outcomes appear above are predictable with this reality. The proposed
basic strategy to perceive shadowor soaked soil as foundation supposedly is powerful
and block the utilization of complex closer view extraction methods. As a major
aspect without boundswork, it can be stretched out to vast scale cultivating (Table 1).
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Table 1 Comparative table

Done
by/Parameters

K. A. Patil Chiyurl Yoon S Rajeswari Vaishali S Ruby Roslin

Knowledge
based

Data
collection
from sensors

Collection and
transmission
without any
losses

Data
collection,
storing on
cloud, data
analytics is
performed

Data
collection
motor on/off
based on
values

Sensor-
based
automated
irrigation

Approach Remote
monitoring
system

Nodes––LPWAN,
LPBluetooth,
RS485
communication
to the server
through MQ
telemetry
transport

Cloud-based
data
analytics

Remote
irrigation
using sensor
values

Remote
irrigation
using sensor
values

Objectives Collect real
time data
from sensors

Minimum Loss
by sending 10
identical data in
wireless
transmission

Increase
crop
production
and control
agricultural
cost using
analyzed
data

Control the
water supply
and monitor
the plants
through a
smartphone

Prevention
of crops
from
spoilage
during rains
and
recycling
rainwater

Advantages Decision
support,
alerts solar
power

Wired and
wireless
transmissions,
any number of
devices can be
added easily

Temperature
and rainfall
factors are
predicted,
Crop
patterns

Water
management

PIR sensor
is used to
detect
motions,
rainwater is
recycled

Protocol Zigbee LPWAN,
LPBluetooth,
RS485

Zigbee,
prediction
using Naïve
Bayesian
classifica-
tion, map
reduce

Raspberry Pi Arduino,
GSM

Future Pest
detection

Wireless
transmission in
kms

Interfacing
different soil
nutrient
sensors and
collect the
data

Outdoor
utilization
system

Detect plant
disease, crop
theft

People Not required Not required Minimal
requirement

Not required Not required

Done
by/Parameters

T K Rana Prathiba Sri Shreyas B Nikesh
Gond-
chawar

Gireesh
Babu

(continued)
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Table 1 (continued)

Done
by/Parameters

K. A. Patil Chiyurl Yoon S Rajeswari Vaishali S Ruby Roslin

Knowledge
based

Remote
control
vehicle for
monitoring

Data collection
and capturing
images

Data
collection
through
sensors and
transmission
to web app

GPS based
mobile
robot,
decision
making,
warehouse
management

Sensor
modules,
mobile app
module,
farm cloud,
govt. and
agro module

Approach Monitoring,
data
collection
and
irrigation
based on
values

Monitoring
environmental
factors using
sensors

Remote
monitoring
system

Remote
controlled
robot

Mobile
computing,
big data
analytics

Objectives Automation
of
monitoring,
watering,
data
collection

Wireless
monitoring of
field

Monitoring
and
controlling
in real time

Automated
irrigation,
decision-
making
warehouse
management

Give farmer
required
fertilizers
based on
soil sample

Advantages Solar power
for sensors

Human effort is
reduced

FLASK
eliminates
the
requirement
of databases

Auto
monitoring,
warehouse
management

Provides
details about
the latest
agricultural
schemes and
products

Protocol AVR micro
controller,
Zigbee

CC3200 Raspberry
Pi,
FLASK

AVR micro
controller,
Zigbee

Farm cloud

Future GPS based
vehicle

Irrigation
method, solar
power

Precision
storage,
capturing
live images

Improve
crop yield
based on
analysis

Using
different
sensors and
data
analytics for
accurate
results

People Not required Not required Not required Not required Not required
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3 Conclusions

IoT empowers the farmer to trim check the man power for cost optimization and to
improve the productivitywhich leads to profitmaximization.WSNand sensors of var-
ious sorts are utilized to accumulate the data of yield conditions and normal changes
and these data are transmitted through the framework to the rancher/contraptions
that starts remedial exercises. Ranchers are related and mindful of the states of the
provincial field at whatever point and anyplace on the planet. A couple of preventions
in correspondence must be overpowered by pushing the advancement to expend less
essentialness and moreover by affecting UI to accommodation.
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Partitioning in Apache Spark

H. S. Sreeyuktha and J. Geetha Reddy

Abstract Apache Spark performs in-memory computation. The data structure used
is Resilient Distributed Datasets (RDDs). These RDDs are partitioned using inbuilt
Hash and Range Partitioning. We propose a partition scheme which uses modular
division on keys of elements with numbers from 2 to 10. This scheme works on
smaller datasets in order to enhance the execution time.

Keywords Partition · Hash partition · Range partition · Resilient Distributed
Datasets (RDDs)

1 Introduction

Apache Spark [1] is a fast and general data-processing engine. It performs batch pro-
cessing and allows us to leverage memory space by performing in-memory computa-
tion. This allowsReal-TimeProcessing (RTP) up to 100 times faster thanMapReduce
in some cases using DStreams. Spark allows us to input files like variable which is
not possible in Hadoop’s MapReduce. Spark offers an abstraction called Resilient
Distributed Datasets (RDDs) to support these applications efficiently. RDDs can be
stored in memory between queries without requiring replication. They rebuild lost
data on failure using lineage. Each RDD remembers how it was built from other
datasets (by transformations like map, join, or groupBy) to rebuild itself. RDDs
allow Spark to outperform existing models by up to 100x in multi-pass analytics.
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2 Background and Related Works

2.1 Apache Spark Architecture

Apache Spark has a well defined and layered architecture [2]. It is loosely coupled
and has two main abstractions: 1. Resilient Distributed Datasets (RDDs). 2. Directed
Acyclic Graphs (DAGs)

Resilient Distributed Datasets (RDDs) represents an immutable partitioned col-
lection of elements that can be operated in parallel. As the name suggests, Resilient
implies the provision of fault tolerance via lineage graph. Distributed means data is
present in multiple nodes in a cluster (slaves). Dataset means a collection of parti-
tioned data with primitive values (Fig. 1).

Apache Spark does lazy evaluation, i.e., RDDs will not be transformed unless an
action triggers the execution of the transformation. Spark also provides persistence
which results in fast computation, i.e., users can specify which RDDs they want to
reuse and select desired storage like in-memory, cache or a hard disk. Each RDDs
holds a reference to partition objects. Each partition object reference is a subset of
the data. Partitions are signed to nodes in clusters. Each partition will be in RAM by
default. This increases the performance by up to 100x.

Fig. 1 Structure of resilient distributed dataset––RDD
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Directed Acyclic Graphs RDDs are nothing but partitions of the given datasets.
Apache Spark is better than Hadoop because it involves the use of DAGs. Here,
Directmeans transformation of partitioned dataset A to partitioned dataset B.Acyclic
means transformation cannot return to older partition. This helps eliminate Hadoop’s
MapReduce multistage execution model and provides performance enhancements
over Hadoop. RDD1�RDD2�…….� RDDN. This is a DAG.

2.2 Wide Versus Narrow Dependencies

Dependencies [3] are the relationship between RDDs in graph of computation, which
is used a lot in shuffling. Narrow Dependency means each partition of the parent
RDD is used by at most one partition of child RDD. This is fast because no shuffle
is necessary and optimization like the pipeline is possible. Thus, the transformations
which have narrow dependency are fast. Wide Dependency means each partition of
parent RDD may be used by multiple child partitions. This is slow because shuffle
is necessary for all or some data over the network. Thus, transformations involving
wide dependencies are slower.

3 Problem Definition and Approach

3.1 Partitioning Techniques

The large datasets are partitioned (or divided) into multiple parts across a cluster.
This works on the principle of locality. The worker nodes take data for processing
that are nearer to them because network I/Owill be reduced so processing is faster. To
divide data into partitions, it must be stored first. Hence, Spark stores data in the form
of RDDs. So say RDD1 can have partitions like P1, P2, P3; RDD2 can have partitions
like P4, P5, P6…so on. There are two types of partitioning: 1. Hash Partitioning. 2.
Range Partitioning

Hash Partitioning [4] uses Java’s Object. HashCode() method. In this technique,
the Hashcode of the keys are divided by the number of partitions required; i.e.,
(keys.hashcode() % numofpartitions). It is the default Spark partitioner. Hash Parti-
tioner takes a single argument which defines the number of partitions. The values are
assigned to partitions using a hash of keys. If the distribution of keys is not uniform,
we can get situations where part of the cluster is idle. Hash Partitioner is neither
injective nor surjective. Multiple keys can be assigned to a single partition and some
partitions can remain empty. Hash Partitioner shuffles the data. Unless partitioning
is reused between multiple operations, it does not reduce the amount of data to be
shuffled.
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Range Partitioning [5] involves sorting the keys, and then dividing them into equal
ranges depending on the number of partitions is required. Ranges are determined by
sampling the content of RDDs passed in. Basically, we compute the range boundaries
and construct a partitioner from these range boundaries which gives you a function
from key K to partition index i.

4 Proposed Methodology

The proposed partition technique will do partitioning of small datasets say 10k keys
by applying the modulus operation to the keys with the numbers ranging from 2 to
10. We start from the largest divisor, i.e., 10 and then go backwards; this is done
so that a larger set of numbers are filtered when dividing with lower numbers and
prevents data skew. Figure 2 shows that our algorithm is successful for elements
between 5 and 30k. Table 1 contains the runtime values obtained by execution of the
proposed algorithm and the Existing Hash Partitioner.

Fig. 2 Comparison of execution time of hash partitioning versus proposed partitioning technique
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Table 1 Comparison of
execution time of hash
partitioning versus proposed
partitioning technique

Number of
elements

Proposed
partitioning

Hash partitioning

5000 0.172 5.7893

10000 0.62 5.7593

15000 1.412 5.6893

20000 2.6452 5.7023

25000 3.9022 5.7063

30000 5.4773 5.7523

32000 6.1464 5.7913

Algorithm 1: Proposed Algorithm

1: procedure PARTITIONING
2: d ← empty dictionary
3: loop1:
4: i ← 10 to 2
5: list l ← empty
6: loop2:
7: j ← list of keys
8: if j%i == 0 then append key j to list l. Remove that key from list of keys
9: goto loop2.

insert l in dictionary d
10: i ← i- 1
11: goto loop1

At the end append the remaining elements of keys list as prime in dictio-
nary d

12: close

5 Evaluation and Result

System specification: 8 GB RAM, Processor: Intel(R) Core(TM) i3-2350 M CPU@
2.30GHz 2.30GHz, 64-bitWindows 7OSApplication Specification: Java version: 8,
PySpark. Our approach involves partitioning of small datasets; keys undergo modulo
division with the numbers ranging from 2 to 10. We start from the largest divisor,
i.e., 10 and then go backwards till 2; this is done so that a larger set of numbers are
filtered when dividing with lower numbers. For example, if we do (keys % 10), then
all numbers divisible by 10 and 5 will be grouped in the partition set of 10, then
when divided by 5, we get lesser number of keys in the partition set of 5; else we
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can imagine that the partition set will become skewed say if it starts dividing1 from
the lower number first. This implementation we will be partitioning a dataset into 10
partitions only.

This partitioning technique holds good for smaller datasets. In our approach, the
runtime for partitioning on PySpark is 0.62 s for dataset of size 10 k. The runtime for
hash partitioning in PySpark, i.e., the default partitioner <pys-park.rdd.Partitioner>
is 5.93 s for dataset of size 10 k, which is drastic. Figure 2 shows that our algorithm
is successful for elements between 5 and 30 thousand. The two methods (Proposed
and Hash) meet (which means runtime matches) in between 31 and 32 thousand
elements.

6 Conclusion

Thecurrentworkhighlights the drastic reduction in runtime for partitioningof smaller
datasets. We would like to incorporate the required algorithmic changes in our future
work to reduce the execution time for partitioning of larger datasets. We still need
to overcome the limitation that it works only on smaller datasets and not the bigger
ones. Since the partitioning scheme needs to be more generalized, we are working
toward a more optimal solution for partitioning for all sizes of datasets.
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Workflow Scheduling Algorithms
in Cloud Computing: An Analysis,
Analogy, and Provocations

Shubham Jain and Jasraj Meena

Abstract Cloud computing is based on sharing of resources to make a service
economical same as a public utility. Nowadays, the most prominent application of
cloud computing is workflow scheduling. Workflow consists of a repeatable pattern
of business activity that needs to be executed sequentially in a diagram or checklist,
whether with the help of a colleague, some tool, or using another process. Scheduling
means mapping of these business activities to available resources keeping in mind
the QoS constraints to achieve. A various number of workflow scheduling algorithms
have been proposed till now for scheduling workflows on cloud environment. This
paper provides a comprehensive classification of someof the recently used algorithms
in this sector. Besides the algorithm’s illustration, the paper also states comparison
in these algorithms for better clarification of their objectives and limitations as well
as scope and research problems in this sector.

Keywords Cloud computing · QOS constraints · Scheduling algorithm ·
Workflow scheduling

1 Introduction

Cloud computing [1] is a technology that makes use of remote server and Internet to
provide services to users. Cloud computing comes out as a new paradigm, where the
storage [2] and business process which were once accessible to only large organiza-
tions can now be accessed by smaller companies too. Cloud computing comes with
various features which attracts the users like on-demand self-service, broad network
access, pooling, elasticity, etc. On-demand self-service states that a user will have to
pay only for the resource been used and for the time period being used. Broad net-
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work access states that cloud services can be accessed from anywhere using Internet.
Resource pooling shows that there are unlimited resources for the customer to access.
Different customers can make use of several similar storages, or other computing
resources as per their need. Elasticity accounts for an added advantage that customers
can make their scale of use of resources up or down as per their requirement. Virtu-
alization is the main key of cloud computing which allows multiple VMs to reside
on a single machine. Users make use of different instances of VMs to launch their
applications and then the VMs execute the user tasks.

As stated earlier, workflow [3] consists of a repeatable pattern of business activ-
ities. It can be explained as a series of operations, work of a person or of a group,
or work of a staff or of an organization. On a higher level, it can also be depicted as
a view or representation of real work. Large workflows of organizations are repre-
sented in the form of directed acyclic graphs (DAG). Each node of the graph signifies
a task or a process, and the edges between the nodes specify the dependency in tasks.
Executing heavy workflows can always lead to errors in terms of uncertainty. Exe-
cution of workflows on cloud environment has always been a challenging task [4].
Sometimes tasks are in number of hundreds and one needs to perform their execu-
tion in such a way to manage the time and cost constraints. Executing a workflow
comes in parts, submitting an application over VM, making the required input files
accessible, transfer of data, and much more. Along with the ease of execution on
cloud, there also comes risks like failure of VMs [5], data transfer failure, etc. So all
such problems need to be rectified by taking proper actions.

Scheduling aworkflow [6] asmentioned is one of themost important and demand-
ing tasks in cloud computing. It is an effortful task and is the primary step of execution
of an application. It is the deciding factor of performance of an application. Schedul-
ing basically is a mapping of various workflow tasks on different VMs of various
performance factors so as to achieve QoS of users. A workflow is a representation of
various independent business tasks which are combined together and are contained
in a flow using dependencies, which are a vital part of scheduling. However, work-
flow scheduling is an NP-hard problem in cloud computing which makes an optimal
solution difficult to achieve. Although there can be numerous objectives of users, the
most common of them is time and cost. Since there can be numerous requirements
(task) of the user with numerous cloud resources, scheduling is done so as to achieve
the users’ objectives of cost and time by proper allocation of tasks to resources.

This paper discusses a complete survey of some of the workflow scheduling
algorithms used in cloud computing. A survey of their different objectives, factors,
and a simplified comparison among them is to get a proper clarification on their
parameters, procedures, and limitations. Along with this, a simple classification is
also presented in the paper for better understanding of algorithms. The rest of the
paper is organized as follows: Sect. 2 includes problem denotation. Section 3 states
analysis and discussion. Section 4 describes a comparative study of existingworkflow
scheduling algorithm with their scope and provocations [7]. Section 5 refers to the
conclusion.
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Fig. 1 Cost minimization and deadline constraint-based scheduling algorithm in cloud

2 Problem Denotation

Workflow scheduling [8] mainly aims at assigning resources to tasks and sequencing
their order of execution while satisfying the QoS constraints. This paper presents an
analysis of workflow scheduling algorithms to mainly address two problems, cost
minimization and deadline constraint during workflow execution.

Workflow scheduling is broadly divided into two steps: As per requirement of
tasks, first select a set of resources from the available pool and their distribution.
Next step is to generate a schedule using desired strategy and mapping of tasks on
these resources keeping in mind the QoS constraints.

The problem which is discussed through these algorithms is to perform the com-
plete execution of workflow application (scheduling) within user given deadline
(time) and also in the minimized budget (cost).

2.1 Classification

For a better and easy understanding of the user, the algorithms are classified on the
basis of scheduling category under cost and deadline optimization constraints as
shown in Fig. 1.

3 Analysis and Discussion

The study dignifies different types of algorithms used for scheduling workflows in
cloud environment.
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3.1 Particle Swarm Optimization (PSO)

Proposed by Eberhart and Kennedy, PSO [9] is an evolutionary algorithm. It is a
computational method which tries to improve the efficiency of a solution iteratively.
Here, each particle represents a solution and is depicted in the form of vectors of
position and velocity. Position represents the solution to the problem and velocity
specifies movement in search space, both of which are computed using mathematical
formulas. Each particle has a local best position called pbest and a best position of
population called gbest. Apart from finding pbest, the algorithm also guides the
particle toward gbest solution. After each generation, these positions (pbest and
gbest) are updated. This is done to guide the algorithm toward best solution. Once
solution is achieved, the total execution cost [10, 11] and time of solution [12, 13]
are calculated to satisfy the objectives. However, PSO is not so efficient with tighter
deadlines and also has weaker performance in terms of cost and time when compared
to other algorithms.

3.2 Frequency-Based Optimization (FBO)

Algorithm aims at choosing appropriate frequency so as to minimize the cost while
meeting the deadline constraint [14, 15]. Cost of each resource is based on the
frequency [16] allocated to a task. In this algorithm, three types of pricing model
have been used to meet the goals: linear, sublinear, and superlinear, and the total cost
of executing the workflow is calculated by subtracting the pricing model cost value
from the execution time value of running tasks on maximum frequency. Two variants
of the algorithm are proposed. In the first variant, a makespan-based scheduling [17]
algorithm such as HEFT is used to generate the initial schedule. HEFT assigns tasks
of workflow to maximum frequencies so as to ensure that deadline will be attained
not considering the cost parameter. In the second variant of algorithm, the task,
resource, and frequency allocation keep on changing iteratively so as to minimize
the cost while ensuring about deadline too.

For the second variant, aweight table is preparedwhich contains values of all com-
binations of task, resource, and CPU frequency allocations. This reallocation contin-
ues until execution cost is reduced without violating deadline. A point to remember
is that algorithm can try for reassignment of task to a resource and frequency pair
only once. So when no untried combination will be left, the algorithmwill terminate.

3.3 Probabilistic Listing (ProLiS)

ProLiS [18] also aims to provide a cost-effective schedule under deadline constraint.
It distributes the deadline of workflow to individual tasks. Then it performs tasks
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prioritization followed by task selection. ProLiS performs deadline distribution on
the basis of probabilistic upward rank. Upward rank of a task is the longest path from
it to the end task. Sub-deadline is assigned to a task in proportion to the longest path
from entry node to current task. Differentiation factor in probabilistic upward rank
and upward rank is the inclusion of a boolean variable to ensure that tasks having
larger transmission time are assigned on the same resources. Task-ordering algorithm
uses the probabilistic upward rank methodology since data transmission in this may
become zero. In the service selection step, initially, such service is searched that
can minimize the cost under deadline constraint. If none of such service exists, then
objective is narrowed down to minimization of execution time.

3.4 Laco

Laco makes use of ant colony optimization (ACO) to redefine task-ordering step
of ProLiS. Laco also largely depends on heuristic and pheromone trail. Pheromone
can be understood as an aspire to select a task just after another task. Same as
ProLiS, Laco is divided into three parts. Deadline distribution, task ordering, and
task selection are organized task lists depending on pheromone (unlike ProLiS which
depends on probabilistic upward rank) and heuristic information. In order to ensure
that the proposed solution of algorithm does not contain violation of dependencies
between tasks, it adapts Kahn’s algorithm for topological sorted ordered schedule.
In order to meet the problem of deadline violation algorithm, make use of improved
independent optimization method, where the deadline is relaxed in proportion to the
iteration number of Laco and then comparison between solutionsmeeting the relaxed
deadline is done on the basis of some parameter. With the increase in the iteration
number, the relaxation goes on decreasing until the number reaches to terminating
iteration number. In each iteration, after the local best solution is figured, pheromone
trail is updated. At last, global best solution is returned.

3.5 IaaS Cloud Partial Critical Paths (ICPCP)

Most important concepts of ICPCP [19] are critical path, assigned node, and critical
parents. Assigned node speaks for a node whose service has been selected. Critical
parent of a task is an unassigned parent of the task whose data reaches the current
task most lately. Partial critical path of workflow will be empty if task does not have
any unassigned parents. Otherwise, the path contains the critical parent of the task
as well as partial critical path of the parent if it exists. In algorithm, initially, some
parameters are calculated, and entry and exit tasks are assigned followed by calling
another algorithm for assigning parents. This called algorithm takes an assigned node
as input and allocates all the unassigned parents of input node to some service before
the start time of input node. Through this scheduling [20] strategy, the algorithmfinds
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all critical paths of the workflow. Once done another procedure is approached for
path assignment to services. This new procedure schedules received critical paths on
applicable instances that can complete each task’s execution before it is latest finish
time with minimum price.

3.6 IaaS Cloud Partial Critical Path with Deadline
Distribution (ICPCPD2)

ICPCPD2 works in two phases and has three main concepts to depend on which are
partial critical path, critical parent, and assigned node.While the definition of first two
concepts remains the same as in ICPCP, assigned node here stands for a node towhich
sub-deadline has already been assigned. As mentioned earlier the two phases are
deadline distribution andplanning. In deadline distribution phase, completeworkflow
deadline is distributed over individual tasks followed by calling separate procedure
for parents assignment. This procedure is completely same as the one discussed
in ICPCP. Once assignment is done, the execution shifts to another procedure for
assigning path and this is where difference exists in ICPCP and ICPCPD2 algorithms.
Unlike ICPCP, in ICPCPD2, the path assigning procedure performs assignment of
sub-deadlines to all the unallocated parents of input node. For this, it distributes the
deadline of path among tasks which are a part of path in proportion to their minimum
execution time. In the planning phase, there exists another procedure which plans
and assigns each task to cheapest applicable instance which can make task to finish
its execution before the sub-deadline.

4 Comparative Study of Existing Workflow Scheduling
Algorithms

4.1 Scope and Provocations

Due to the previous execution environments like grid and clusters where availability
of resources was limited, world adopted a new technology for workflow scheduling
called cloud computing as it provides a pool of unlimited resource which helps in
executingmultiple workflows simultaneously. Themain reason for acceptance of this
technology is its cheaper and scalable services. In cloud world, no advance booking
of resource is required. As workflow applications require compatible and efficient
environments for execution, cloud technology provides it such environments. As
large workflow applications also need larger and complex resources, in brief larger
demands, cloud has to deal with some provocations in workflow execution [25]
(Table 1).
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4.1.1 Scope

It states the benefits of some key features of cloud computing:

• Due to the presence of unlimited resources in cloud computing, the requirement
and execution of workflow applications [26] get completed timely.

• Since cloud supports pay-per-use and on-demandmechanisms, dynamic allocation
and resource utilization can be effectively carried out in cloud computing.

• One of many attracting features of cloud computing is heterogeneity in resources
which means end user can get different resources for different applications.

4.1.2 Provocations

With the increase in workflow applications, the demands and complexity also
increase. In the management of these demands and applications, there arise some
provocations to be dealt with which are as follows:

• Need for a user-friendly workflow management system, where user can deploy
their requirements easily and resource management, resource computation, task
definition, and efficiency can be monitored.

• In today’s world, applications are largely scaled which makes the cloud environ-
ment heavily loaded with data. As a result, movement of data from storages to
computing devices is a big issue. An efficient solution needs to be figured out for
this problem.

5 Conclusion

Cloud provides limitless resources for workflow systems which helps in applications
timely execution and performing scientific experiments in a better way. In this paper,
we have covered a survey of some of the workflow scheduling algorithms with
the objective of deadline constraint and cost optimization. The paper contains a
detailed discussion of each algorithm procedure, scheduling factors, pros, and cons.
Apart from this, we present a summarized comparison of these algorithms based
on their defined objectives, scheduling category, performance variation, acquisition
and termination delay, tool, and environment. Other than this, a classification of
these scheduling algorithms is also done for their better and simpler understanding.
Finally, we proposed some of the problems which arise in a cloud environment while
managing large-scale workflow applications and their complex and large demands
and the scope of cloud technology in the present world. From the comparison and
detailed discussion, it was clear that there is certain limitation in most of these
algorithms like fault tolerance, termination and acquisition delay, and applicable
instance utilization,which if improved canmake these algorithmswellmore efficient.
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Big Data Clustering: Applying
Conventional Data Mining Techniques
in Big Data Environment

P. Praveen and Ch. Jayanth Babu

Abstract In the current data world, the term big data became popular term to
define these massive data, increasing enormously. Efficient knowledge extraction
techniques take major role in processing this big data. There are many techniques
used to process big data; most importantly, the data mining technique–cluster analy-
sis hasmany applications such as in information retrieval, image processing,machine
learning, etc. and used widely. The clustering is the process of grouping similar data
items into one class, dissimilar into another. The clustering of big data includes many
overheads, particularly the designing new algorithms or conversion of efficient data
mining algorithms for distributed environment. In this paper, we covered overview
of traditional clustering techniques and trends in clustering models to process the big
data, so that the current voluminous data can be processed and analyzed efficiently.
Clustering of big data is the tremendous field of research in current trend that has
huge scope for improvement of clustering algorithms.

Keywords Data mining · Big data clustering · HDFS ·MapReduce

1 Introduction

In the current data world, the data are produced from various sources in various
formats like structured, unstructured, and semi-structured. The growth of web usage
through a smartphone, Internet of things, and social media is the major cause of
massive data production. In day-to-day life, these data play an important role to
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understand the things around the people and interactions. Every year the data gener-
ation is increasing enormously; it is doubling every year. By the year 2020, it may
reach the size of 440 petabytes. The biggest challenge is understanding these data
and reusing it appropriately.

There are some techniques which are failing to process data when data size is
increased, such as operational methods like retrieval operations, process operations,
analytical operations, etc. [1]. The era of data mining solved these problems by
introducing efficientmining algorithms. The datamining is the process of discovering
knowledge from data. It is used to analyze the data by searching the exact pattern
from large data. The result generated by processing various heterogeneous data is
stored in separate file. This analytical result set reviewed and displayed as the output
for the better understanding purpose [2].

The term big data became very popular in the current digital data world. It means
the data which is sound in 3Vs: volume, variety, and velocity. There are many Vs
that are added by researchers like value [3] and veracity [4]. The term volume rep-
resents vast amount of generated minute, velocity represents the speed of the data
generation, variety represents the various types of data (structured, unstructured, and
semi-structured) from various sources of data, veracity represents the accuracy and
quality of data which are less controllable, and value represents the data that to be
turned into value. These 5Vs characteristics are increasing the complexity of data
processing which can be called as big data processing [5].

The main goal of clustering the big data is to increase the processing speed of
conventional clustering methods by proposing the efficient models and reducing the
computational time, even though the data is complex, voluminous, and heterogeneous
[6]. In the list of clustering techniques, some will run on a single node with those
node resources and some techniques will run on multiple nodes, which have more
scalability and quick processing capacity by using multiple node resources [7].

The rest of them is organized in the following sections: In Sect. 2, the concepts
of cluster analysis and various categories of clustering techniques in data mining
are explained including the possible ways of improving the performance of big data
clustering. Section 3 deals with the techniques of big data clustering and generalized
architecture for implementation and also various categories of clustering based on
MapReduce technique. Applications of big data clustering are discussed in Sect. 4.
Finally, the paper is concluded in Sect. 5.

2 Clustering Techniques

2.1 Cluster Analysis

The concept of cluster analysis is the study of similar data elements and their proper-
ties. The group of similar data elements is called clusters, and dissimilar data elements
are called outliers that are added to another group used for outlier analysis. The goal
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of the clustering is “minimizing interclass similarity and maximizing interclass sim-
ilarity.” The cluster analysis plays an important role in many fields such as in data
mining, machine learning, pattern recognition, biochemistry, and bioinformatics.

In general, many of the clustering techniques use the iterative process to find
the best-fit set of data points (e.g., k-means) [8]. The most of the real-time data
are complex and huge in size, so we cannot find the unique optimal solution for
this type of problems [9]. The huge dataset contains huge number of records with
multiple dimensions, considering all these factors as tedious task. It requires series
of experiments with different processing models and with various algorithms. The
conventional algorithms of clustering are not scaled with voluminous datasets and
computationally costly inmemory and time. To overcome these problems, a practical
approach is parallelization of conventional algorithms [10].

2.2 Clustering Algorithms

There are many clustering algorithms available in the literature. But, based on the
clustering model and properties of data, these are broadly categorized into the fol-
lowing types [11].

(a) Partitioning: This is the simple clustering method, in which the number of
clusters is fixed before forming. It uses iterative process to find cluster centers
and final clusters.

(b) Hierarchical: In this clusteringmethod,wedonot specify the number of clusters.
This is a static approach; once data objects are assigned to the cluster, they cannot
be reassigned to another cluster. Data objects are formed into tree of clusters by
the top-down or bottom-up approach.

(c) Density-based: In this clustering method, data objects are clusters based on the
regions of density. This clustering method is useful to identify the clusters of
arbitrary shapes and outlier can be easily separated.

(d) Grid-based: In this clustering method, the data objects are divided into grids.
Clustering algorithms are applied to these grids instead of database directly. The
performance of these methods depends on the size of the grid.

2.3 Big Data Clustering

In general, most of the conventional clustering algorithms are designed to handle
the structured and small data sizes. But, when dealing with data big data clustering,
including with the size of the data, it is also important to consider the various data
types like text, video, audio, sensor data, images, mobile data, etc. Most recently,
processing of the online data becames more popular where clustering algorithms
play an important role to handle data with high velocity. In the above categories of
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algorithms, most of the clustering algorithms will use same procedure at high level,
i.e., every procedure initiated with random function, then it follows the iterative
process until a specific condition fails. In case of big data clustering, this approach
may take much time to complete the clustering process. So, the research issue is how
to increase the performance of clustering algorithms to get qualitative clusters by
reducing the processing time [12].

There are three possible ways to improve the performance of algorithms for big
data clustering.

1. Sampling: The sampling is the well-known approach, in which sample dataset is
processed instead of total dataset. In big data clustering, the usage of sampling-
based algorithms will reduce the number of iterations to form a cluster as small
dataset is taken into consideration instead ofwhole data. There are someproblems
answered by sampling-based algorithms, for example, the k-medoids algorithm
needs exponential search space to form a cluster. To overcome this problem,
sampling-based algorithms such as Clustering for Large Applications (CLARA),
Clustering Algorithm based on Randomized Search (CLARANS), and Partition-
ing Around Medoids (PAM) are proposed [9, 11–13].

2. Dimensionality Reduction: In big data clustering, the dimension of the dataset
is the important aspect. If dimension of the data set is high, the complexity of the
process increases and the process time increased as well. The reduction of the
dimensionswill improve the performance of the clustering algorithms.Generally,
the dimension reduction is done using the randomized approach.CMD,CX/CUR,
and Colibri are randomized dimension reduction techniques proposed to reduce
the execution time [7, 9, 11–13].

3. Parallel Processing: In parallel processing environment, multiple systems are
connected in the network. The task given to these systems is divided into subtasks
and processed. In conventional parallel processing applications, we think that the
storage capacity of distributed environment is enough to store input data. But, in
big data era, most of the applications are data intensive. The MapReduce is one
of the popular parallel processing models for big data (Fig. 1).

Fig. 1 MapRedce
processing model
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3 Clustering Techniques for Big Data

3.1 Clustering Based on Map Reduce Paradigm

The MapReduce is a parallel processing mechanism in Hadoop framework which
works in cluster of commodity hardware. This processing mechanism is well suited
for scalable applications with reliability. It becomes popular in many fields like
education and industry because of its advantages [14]. The main advantage of this
processing mechanism is providing the automated parallel processing environment,
so that the user only concentrates on techniques of data processing.

There are two functions in MapReduce model called map() and reduce(). The
map() function is applied to individual data nodes in cluster and produces (key,
value) pairs [1]. The reduce() function shuffles and consolidates intermediate (key,
value) pairs. The MapReduce process consists of set of sequences of steps. In the
first step, the input data is loaded into Hadoop Distributed File System (HDFS).
This file system supports structured and unstructured data storage [10]. Whenever
the data is loaded, it is divided into blocks (block size 64/128 MB default) and
each block is replicated into three copies to provide fault tolerance. These blocks of
data are distributed to every node of the cluster. The second step is to apply desired
MapReduce job on the blocks of data. In this step, map function performs generation
of key, value pairs, shuffling, and sorting. The sorted records are sent to reduce ()
function. In this step, all sorted records are grouped based on the key. It is executed
once for every key and it generates final output in sorted order (Fig. 2).

(a) Partitioning-based Clustering using MapReduce

Themost popular clustering k-means is parallelized inHadoop environment to cluster
big data [3]. It used a generalizedmethod of distribution into various nodes inHadoop
cluster environment. In this, the input data is loaded into HDFS. The data in the file

Fig. 2 General framework
of big data clustering
applications
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system is applied by MapReduce mechanism. The clustering at node level is made
by using k-means algorithm; then, the resultant records are sent to reduce phase. The
reduce phase produce centroids as output which can be used as input for the next
iteration [8]. This example of clustering algorithm increases the scope of research
on data mining algorithms to redesign for big data, K-medoids,

(b) Hierarchical Clustering using MapReduce

In hierarchical clustering, there are two strategies for clustering: Agglomerative: it is
bottom-up approach to form a cluster and, Divisive: it is a top-down approach. These
strategies can be combined for better results. Recently, co-occurrence techniques are
proposed to implement these hierarchical clusterings using MapReduce. BIRCH,
Diana, and Agnes are examples of hierarchical clustering algorithms.

(c) Density-based Clustering using MapReduce

One of the density-based algorithms—DBSCAN—is parallelized in Hadoop envi-
ronment called MR-DBSCAN [15]. It is introduced to resolve the problems in tra-
ditional DBSCAN algorithm. The major drawbacks are load balancing, scalability,
and portability, which are very much important in designing any algorithm. These
drawbacks are resolved in MapReduce-based DBSCAN algorithm.

(d) Evolutionary Clustering using MapReduce

Particle Swarm Optimization (PSO) is an evolutionary clustering technique devel-
oped by Dr. Eberhart and Dr. Kennedy in 1995. It is having more similarities with
genetic algorithm. Applying this technique to big data produces useful results. But
it not scalable for huge datasets. To answer this drawback, the MR-CPSCO [12] is
proposed in which MapReduce framework is used to parallelize the processing.

4 Applications of Big Data Clustering

There are many applications of big data clustering: (i) community detection, (ii)
genetic mapping, (iii) image segmentation, and (iv) load balancing.

i. Community Detection

The community detection is useful for identifying similar group of people. For exam-
ple, in social media such as Facebook, LinkedIn is used to find the people belong
to same town or same organizations. It is very useful for mapping the people. The
community detection is also like clustering, mapping real-world thing such as social
networks. It is also useful to detect frauds in social networks.

ii. Genetic Mapping

Genetic mapping is a trend in genetic science. It has many practical uses in modern
research of plants. The main concept in genetic mapping is linkage group, which
combines genetic markers on chromosome. In these concepts, the clustering plays
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an important role to compute group-wise similarities. So, there is much scope of
research in this field of research.

iii. Image Segmentation

The concept of image segmentation is used in classification of pixels of an image.
It helps to identify image characteristics and its regions of similarity. But it is not
an easy task due to the variations in color coding and image complexities. Many
researchers proposed techniques on image segmentation, which is still a challenging
task. Partitioning-based clustering algorithms are popular and suitable to solve these
types of problems.

iv. Load Balancing

Nowadays, many applications run on cloud. Much data, processors, operating sys-
tems, software, and other components exist on virtual machines in this cloud envi-
ronment. Load balancing is a curtail task in this network of heterogeneous virtual
systems. There aremany load balancing algorithms available, but not scalingwith big
data applications. The focus on load balancing algorithms for big data will produce
useful outcomes.

5 Conclusion

In the study of literature, we came to know that in current trend of data world,
conventional single-node algorithms are not suitable to handle the huge volume of
data. Parallelizing the clustering algorithms is important for multi-node techniques.
Parallel clustering techniques are potential for big data clustering. But implementa-
tion of such algorithms is a challenging for researchers. The MapReduce paradigm
becomes popular to answer these complexities. The clustering as an essential task
in data mining applied for big data analysis has many applications like community
detection, load balancing, genetic mapping, and image segmentation.
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Enhancement of Solar Cell Efficiency
and Transmission Capability Using
Nanotechnology with IoT

Mohd Niyaz Ali Khan, Mohammed Ghouse Ul Islam and Fariha Khatoon

Abstract The solar cell is unable to convert all the light energy into electricity as the
efficiency of solar cell is in between 12 and 16%. The solar panel needs to improve
by using the silicon surface of solar panel. Silicon is less efficient due to band gap.
By improving the capture range, nanometals are induced on the silicon surface and
then this nanomaterial with silicon increment of the productivity. The transmission
of electricity from load to grid is done by nanomaterial quantum wire (nanowire)
with coating of silicone rubber and the outdoor insulator is coated with nanofilter
coating. The IoT system is implemented to gather the data and to operate the power
plant which improves and lead to a modern technology. Nowadays, there is a rise in
demand for the solar device because it is one of the affordable renewable energies.

Keywords Solar PV · Nanotechnology · IoT · Solar nanotechnology · Solar IoT

1 Introduction

In order to increase the efficiencies of scattering and absorption, the deposits of metal
nanoparticles are used in a photovoltaic cell; it is found that semiconductor like silicon
does not support efficient absorption [1, 2]. To use more light to be scattered across
the surface, the nanoparticles are used which will help in the effective scattering of
the incident light all over the surface. In the PV cell design, thematerial nanoparticles
are introduced on the top layer of solar cell; when light hits the nanoparticles, the light
scattered all over the silicon nanosurface. Thus, the light is made to be in contact with
the whole substrate so that number of atoms can absorb more light. The electrons
and the holes are separated as the photon in the solar cell is excited by absorbing
light (Fig. 1).

M. N. A. Khan (B) ·M. G. U. Islam · F. Khatoon
Department of Electrical and Electronics, Hyderabad, India
e-mail: mohdniyazalikhan@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
H. S. Saini et al. (eds.), Innovations in Computer Science
and Engineering, Lecture Notes in Networks and Systems 74,
https://doi.org/10.1007/978-981-13-7082-3_59

517

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7082-3_59&domain=pdf
mailto:mohdniyazalikhan@gmail.com
https://doi.org/10.1007/978-981-13-7082-3_59


518 M. N. A. Khan et al.

Fig. 1 Incidence and absorption of light

1.1 Nanomaterial Selection

The proper selection of metal nanoparticle is important for a large amount of light
to be absorbed in the active layer [3]. The nanoparticles of Ag and Au are the most
frequently usedmaterials due to their tendency to support surface plasmon resonance
efficiently but noble metals are rare and their implementation becomes impractical
by there large scale so by using aluminum nanoparticles it supports surface plasmon
resonance more efficient with low cost and earth abundant, and it helps solar cell
in conversion. The Al nanoparticles are corrosion and wear resistant. The coating
forms thermal barrier (Fig. 2).

Solar cell absorbs only the UV region of the sunlight but the visible and the IR
region is left unabsorbed. The absorption region corresponding to different nanomet-
als is given below.

S.No Nanometal Region absorbed

1 Aluminum Ultraviolet

2 Silver Ultraviolet

3 Gold Visible

4 Copper Visible
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Fig. 2 Silicon wafer with Al nanoparticles

1.2 Implementing and Working Nanometals on Silicon
Wafers

The process of deposition of nanometals on the silicon wafer is a tedious one; there
are various innovative methods which have not been practically implemented. One of
the methods is mechanism of spraying where nanometals are mixed with methanol
and ethanol and compressed air. Thatmixture is taken in an atomizer and thick coating
of nanometals is sprayed above the silicon wafer. The process contains spray, spray
time, time taken to drying, and also the distance between the and atomizer should be
maintained the other methods when coated adhere to the silicon surface. The choice
of adhesive is crucial due to the chemical react and produce chemical changes [4].
The absorption and scattering of light across the silicon surface is more important
for solar cell which is enhanced by the metal nanoparticles closer to the layer of
nanometal; it absorbs more light by solar cell so the distance between the layer
of nanoparticles and silicon substrate should be less for more light to be absorbed
(Fig. 3).

The absorption of light is less due to the effect of reflection in the solar cell to
eliminate the reflection; the antireflection layer is used in the solar cell which is
identical; as antireflection layers used in optical lenses it is nothing but the layer
of dielectric and also plays a role in trapping of light. The layer thickness of the
reflecting layer should be one-third of the wave (Fig. 4).
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Fig. 3 Anti-reflection layer

Fig. 4 Propagation electron density wave in the interference between metal dielectric

2 Transmission Using Nanomaterial

The transmission system supplies the power generated by solar from power station
to the consumer; it consists of long transmission wires and electric insulators using
nanomaterials. The transmissionwires changed from a normal wire to quantumwires
and electric insulator is coatedwith nanoparticle combining the transmission line and
electric insulator. The maintainers and the losses are reduced and the transmission is
enhanced.

2.1 Transmission Line and Quantum Wires

Transmission wires used in transmission types of wires commonly used are copper,
aluminum, cadmium–copper alloys, phosphor bronze, etc. [4]. By changing the wire
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from normal to quantum wires, transfer electricity with significantly reduced losses
at the point when contrasted with regular conductors, which control transmission at
large voltage densities. Supplanting existing directing wire with quantum wire could
alter the electrical matrix, as the electrical conductivity of quantum wire is higher
than that of copper wire. Quantum wire is additionally one-sixth of the weight of
copper and is twice as solid as steel. Aluminum leading wire with steel strengthening
has dependably been the standard overhead channel for the transmission of electrical
vitality.

R = ρ
l

A
(1)

On the off chance that the breadth of a wire is adequately little, electrons will
encounter quantum control the transverse way. Therefore, their transverse vitality
will be constrained to a progression of discrete qualities. For wires, ρ is assumed as
the capacity of materials, ⌠ is the length, and A is the wire’s area of cross section.

2.2 Electric Insulator Coating with Nanoparticle

Electrical insulators, or dielectrics, are nonconducting materials that can withstand
electrical current passage. Nanomaterial is applied to prevent from condition con-
ductors so that current easily flows. These nanomaterials help to prevent short circuit
and damages. Dielectric materials comprise substances with energy particles or elec-
trons; they are compressed by chemical process. The voltage that transmits through
the materials is impossible.

2.3 Hydrophobic Properties and Contact Angle of Insulator
Surfaces

In nanotechnology items, therewas amaterial to improve the hydrophobic conduct of
surfaces. Hydrophobicity of a surface shows the capacity of the surface in repulsing
water and is demonstrated by its contact edge [4]. Hydrophobic surface has contact
point more than 90° while hydrophilic under 90°. Other than the benefits of lighter
weight, higher vandalismopposition, and simplicity of taking care ofwhen contrasted
with clay encasings, non-earthenware separators have an extra legitimacy which is
enhanced flashover execution under defiled conditions. The two classes of materials
utilized broadly for non-earthenware protectors, in particular, silicone elastic and
ethylene propylene elastic (EPR, other material families are additionally being used
for HV outside protection), and the capacity to oppose water recording, ordinarily
alluded to as hydrophobicity (Fig. 5).
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Fig. 5 Pictures of non-coated [left] and RTV-coated [right] samples

Fig. 6 Leakage current magnitude and leakage current (LC) magnitude

The aggregation of airborne defilement, maturing, crown action, and surface
releases, and the materials can be expected to lose their initial hydrophobicity to
varying degrees (Fig. 6) [5].
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3 Internet of Things with Solar

Internet of things technology for overseeing sun-oriented power age can enormously
upgrade the execution, checking, and support of the plant.With headway of advance-
ments, the cost of sustainable power source hardware is going down all inclusive
empowering substantial scale sun-oriented plant establishments [6]. This enormous
size of nearby planetary group organization requires advanced frameworks for com-
puterization of the plant observing remotely utilizing electronic interfaces as greater
part of them are introduced in blocked-off areas and accordingly unfit to be checked
from a committed area [7]. So herewe propose amechanized IOT-based sun-powered
power-checking framework that takes into account computerized sunlight-based
power observing from anyplace finished the web. We use ATmega controller-based
framework to screen sunlight-based board parameters (Fig. 7).

3.1 ATmega, Current Voltage, and Sensor

The purpose of usingATmega is that it has high response, specification, and operation
[7]. Its bridges in PV panel and IoT and supplies with light DC supply for operation.
The voltage and current output all powers used by the load and give reading of used
electricity in digital form to ATmega.

3.2 LCD and Wi-Fi Module

LCD is utilized for showing the item name and adds up to cost. At the point the item
is put into truck in the wake of checking, it will demonstrate the cost and name and
if second item is filtered, at that point second item cost will get included and it will
be shown on LCD [7]. All the simulated data by ATmega is transferred by Wi-Fi
module that store on IoT server or in cloud. In order to analyze the data on daily,
weekly, and monthly basis, we are using popular IoT platform.

Fig. 7 IoT using solar
power displaying system
block diagram
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4 Results

Before the nanotechnology, the material used in generation and transmission was
not coated with insulation or it was partially coated due to which the losses occur
frequently. The proposed work illustrates results of the solar energy system by using
aluminum layer of insulation that can increase the efficiency, and using quantumwire
and silicon insulation on electric insulators, the losses are reduced. The solar energy
monitoring system using IoT to gather the data is analyzed and operated the system
in smooth manner. The application and the relation of privy method are upgraded by
nanotechnology and IoT.

5 Conclusion

The cheep solar cell could revolutionize the electronics industry. Solar cell with
nanotechnologywould help preserve the atmosphere. The program of nanostructured
solar cell is to reduce our reliance on fossil fuels and increase the efficiency of nano-
based solar cell more than the convection solar cell the concept of nanotechnology
with quantum wire, silicon, nanomaterial insulator and IoT the efficiency can be
increased up to 45% the demand and reliability of whole structure is the concept to
ensure the favorable outcome.

References

1. Khan MNA, Reddy DBG (2018) Increasing power transfer capacity using statcom. Int J Adv
Res Innov Ideas Educ (Paper Id: 7376) 4(1):642–651. IJARIIE-ISSN(O)-2395-4396

2. Khan MNA, Khatoon F Self feeding system and smart pill box using internet of thing IEEE
(Institute of Electrical and Electronics Engineers) Paper Id: 167. In: International conference at
Osmania University

3. Chen C, Liu L, Lu Y, Kong ES-W, Zhang Y, Sheng X, Ding H (2006) A method for creating
reliable and low-resistance contacts between carbon nanotubes and microelectrodes1:27

4. (2014) Lossless and efficient transmission of electrical energy using nanotechnology. Int J Eng
Res Technol (IJERT) IJERTIJERT 3(11). ISSN: 2278-0181

5. Ganga S, Viswanath GR, Aradhya RS (2012, July) Improved performance of silicone rubber
insulation with nano fillers. In: IEEE 10th international conference on the properties and appli-
cations of dielectric materials, Bangalore

6. Katyarmal M, Walkunde S, Sakhare A, Rawandale US (2018) Solar power monitoring system
using IoT. Int Res J Eng Technol (IRJET) 5(3). e-ISSN: 2395-0056

7. Patil S, Vijayalashmi M, Tapaskar R (2017) Solar energy monitoring system using IoT. Indian
J Sci Res 15(2):149–155. ISSN: 2250-0138

8. HjortstamO, Isberg P, Oderholm SS, Dai H (2004) Can we achieve ultralow resistivity in carbon
nanotube-based metal composites? Appl Phys A 78:1175–1179



An Inception Toward Better
Classification Technique for Big Data

S. Md. Mujeeb, R. Praveen Sam and K. Madhavi

Abstract The hasty emerging technology in the field of information technology
(IT) during past few years is “Big Data”. One of the valuable tasks in a wide range of
domains handling cumbersome database is classification. Correspondingly, this arti-
cle presents the review of 10 research papers suggesting various techniques adopted
for the productive big data classification, like Support Vector Machine (SVM) classi-
fier, k-Nearest Neighbor (KNN), decision tree, association rule-based classifier, and
fuzzy classifier. Subsequently, an effective techniquemust be designed to outperform
present techniques for better management of big data. Additionally, an elaborative
analysis is made by concerning the implementation tool and the adopted framework
for classification of big data. Hereafter, the research issues and research gaps of
abovementioned big data classification techniques are presented for aggrandizing
the researchers for the better improvement of big data management.
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1 Introduction

During the past few years, the “big data” has grown as one of the attractive industries
of the IT sector. The big data is a terminology generally used for exemplifying
the challenges and benefits encountered during the accumulation and processing of
cumbersome data [1]. The accurate definition of “big data” is the quantity of data
which surpass the processing capabilities of a specific system in terms of memory
and consumption of time. The big data has attracted the attention of wide range
of fields like finance, medicine, retail, and industries which are handling massive
amount of data. However, the process of extraction and analysis of knowledge is
becoming difficult in most of the basic as well as advanced data mining tools [2].
One of the widely used tasks in the application of social media, marketing, and
biomedicine is big data classification [7]. The commonly used model for solving
the classification challenges of big data is traditional classification models [3]. This
article mostly targets on the survey of various classification methodologies used
for the classification of big data with the intention of improving the accuracy of
classification. The survey is alsomade considering implementation tools and adopted
frameworks for big data classification methods. The additional survey is performed
to exploit the research issues and research gaps of abovementioned classification
method.Hence, an inception is to bring out the better big data classification technique.

This article is systematized as follows: Sect. 1 provides the introduction about this
article; Sect. 2 gives the literature survey of present big data classification techniques;
Sect. 3 briefs about the research issues and researchgaps identified; inSect. 4, analysis
of various tools and frameworks used is mentioned and Sect. 5 is the conclusion of
this article.

2 Literature Survey on Various Big Data Classification
Techniques

In this section, we review the various big data classification techniques for the keen
big data management. The categorization of various big data classification meth-
ods is shown in Fig. 1. They are SVM, KNN, decision tree, association rule-based
classification, and fuzzy classifier.

The improvement in the data accumulation has lead to enhance the volume of the
data availability. This further becomes difficult in knowledge extraction and analysis.
So to develop an efficient classification mechanism for big data is necessity.
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Fig. 1 Categorization of various big data classification techniques

2.1 SVM-Based Classifier

The research papers utilizing the SVM classifier for the big data classification are
briefed below.

Sonali Agarwal et al. [4] proposed MapReduce (MR)-based SVM for the classifi-
cation of large-sized dataset. TheMapReduce is a distributed framework for dividing
the large dataset into small chunks. The research was done to examine the influence
of kernel parameters on the parallel SVM’s performance. The results disclosed that
the time utilized by the single-node cluster SVM is more compared to the proposed
multi-node cluster.

Mohan et al. [5] proposed a DiP-SVM: Distribution Preserving kernel SVM
approach which retains first- and second-order statistic in each of the data parti-
tions helped in achievement of local decision vectors that were in accordance with
the boundary of the global decision for reducing the liability of missing important
global supported vectors.

2.2 KNN-Based Classifier

The research papers utilizing the KNN classifier for the big data classification are
briefed below.

Triguero et al. [6] proposed anMR-based framework alongwith theKNNclassifier
for the prototype reduction (PR) during classification of data. The main aim of this
research was to achieve an efficient classification of big data without much accuracy
loss. This MRPR-based framework distributes the algorithm functions all over the
clusters in the computing environment.

Maillo et al. [7] developed the MR model with the KNN classifier for performing
classification of the big data. First, the map stage will figure out the KNNs in various
splits of data. Second, definitive neighbors are computed in the reduce phase by
utilizing the list of neighbors from the map phase. The implementation outcome
of the adapted framework and the standard KNN classifier has the similar rate of
classification.
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2.3 Decision Tree-Based Classifier

The research papers employing the decision tree-based classifier for the big data
classification are briefed below.

Bikku et al. [8] proposed a parallel-distributed model for decision tree by utilizing
Hadoop framework with the idea to deal with the massive data classification. In com-
parison with other classification methods, this classification scheme does not require
any prior knowledge of the accuracy of classification for various data characteristic
types. The main advantage of this method of classification is to concentrate on both
the data processing and efficiency capability.

Triguero et al. [9] proposed a decision tree model using Apache Spark for big
data classification for handling the imbalance affair in the big data. The main aim
of this approach is to resolve density problems by using Spark flexible framework.
This scheme for classification adopted parallel in-memory operations to minimize
the small-sized sample effect, and the results showed that it achieved an effective big
data classification.

2.4 Association Rule-Based Classifier

The research papers employing the association rule-based classifiers for the big data
classification are briefed below.

Bechini et al. [10] presented anMRframework for association-based classification
known as MapReduce Associative Classifier (MRAC), which consist of three steps:
Discretization, Classification Association Rules (CARs), and mining and pruning.
Themining of the CARswas accomplished bymaking use of the properly distributed
idea of Frequent Pattern (FP) growth algorithm. After finishing the CARs mining,
the pruning is finished using distributed rule. This methodology acquired good scal-
ability and serve as the suitable scheme for the handling huge datasets with balanced
hardware.

Forkan et al. [11] developed an effective model for big data classification known
as Big Data for Context-aware Monitoring (BDCaM). Through this BDCaMmodel,
they analyze massive datasets generated by the Ambient-Assisted Living (AAL)
models so as to make context-aware model to acclimate its behavior dynamically.
This model provided the useful classification of big data with respect to accuracy
and efficiency.

2.5 Fuzzy-Based Classifier

The research papers utilizing the fuzzy classifier for the big data classification are
briefed as follows.
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El Bakry et al. [12] developed a MapReduce paradigm with the help of the crisp
and fuzzy methodologies. This method of classification comprised of two modules:
Mapper and reducer. The dataset was divided into chunks by the mapper function
for generating intermediate record in the scheme of [key, data] pair. The generated
results were given as input to the reducer function for joining the results. The better
classification precision was acquired by the fuzzy schemes compared to the crisp
schemes.

Elkano et al. [13] proposed chi-fuzzy rule-based classification system for big data
(Chi-FRBCS-BigDataCS). The basic feature of chi generating new rule for every
input allowed achieving full potential of MR. Within the learning process, there
were two stages for distributing both rule generation and rule weight computation
processes for obtaining similar framework represented by classic chi algorithm.

3 Research Issues and Gaps Identified

In this section, we elaborated the various research issues and gaps faced by the above
big data classification techniques.

The proposedMapReduce-based SVMwas not able to process bulk-sized datasets
[4]. The DiP-SVM experienced rundown of classification performance and high-rise
communication overhead on classifying huge datasets [5]. The limitation of the
MRPR-based framework for the KNN classifier was unable to handle the large size
datasetswithmore dimensions [6]. ThemodeledMapReduce framework for theKNN
classifier evidenced slowcomputation process [7]. The developed parallel-distributed
model for decision tree classification could not classify the huge datasets having
mixed attributes [8]. The developed decision tree model using Apache Spark was not
able to deploy preprocessingmechanism like hybrid sampling and could not dealwith
the excessively imbalance problem during classification [9]. UsingMRAC [10], they
could not investigate speedup, load balance, and scalability for large datasets. The
BDCaM model was not appropriate for the domain which requires greater context
insight [11]. The fuzzy classifier first issue is to reduce execution time and second
to improve accuracy and efficiency of computing resources [12]. The size up of
issues was not addressed in the devised MapReduce-based Chi-FRBCS-BigDataCS
framework [13].

4 Analysis

In this section, the analysis of various research works for the big data classification
with respect to implementation tool and framework is discussed.
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Table 1 Analysis with
respect to the implementation
tool used in classification
schemes

Implementation tool Research papers

Java [4, 8]

Cloudera [6, 7, 9]

Matlab [11]

Other [5] [12]

Table 2 Analysis with
respect to the framework used
for classification schemes

Framework Research papers

MapReduce framework [4–7, 11, 12]

Apache Hadoop framework [8, 10, 13]

Apache Spark framework [9]

4.1 Analysis Based on Implementation Tool

This subsection tells about the various simulation tools employed in the above
research papers. Table 1 displays the various implementation tools employed for
the effective performance of the big data classification. The commonly used tools
for implementation are Java, Cloudera, and Matlab. From Table 1, it is clear that the
Cloudera is the frequently embraced implementation tool for effective classification
of big data.

4.2 Analysis Based on the Framework Employed

This subsection tells about various adopted frameworks. Table 2 displays the various
frameworks adopted for big data classification. From this analysis, it is clear that
most commonly used framework is MapReduce framework for handling big data.

5 Conclusion

A survey on the various classification schemes used for the effective classification
of the big data is discussed in this paper. The intention of this article is to review,
learn, and categorize the different classification techniques used for big data by the
analysis of 10 research papers from IEEE, Google Scholar, and various International
Journals. The analysis was made with respect to implementation tool and employed
framework. Finally, this survey also briefed the major gaps and issues in the present
big data classification methods, and these gaps can be considered as the future scope
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for the inception of effective big data classification. With respect to discussion and
analysis, it is concluded that the Cloudera is the frequently embraced implementation
tool for effective classification of big data and the vastly adopted and used framework
is MapReduce framework for handling big data.
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A MapReduce-Based Association Rule
Mining Using Hadoop Cluster—An
Application of Disease Analysis

Namrata Bhattacharya, Sudip Mondal and Sunirmal Khatua

Abstract With the expansion and future potential in the field of healthcare indus-
try, it is necessary to analyze a large amount of noisy data to obtain meaningful
knowledge. Data mining techniques can be applied to remove inconsistent data and
extract significant patterns. Association rule mining is a rule-based method which
uncovers how items are associated with each other. Apriori algorithm is a broadly
used algorithm for mining frequent itemsets for association rule mining. However,
the performance of the apriori algorithm degrades with the large volume of data. So
a parallel and distributed algorithm is required for efficient mining. In this paper, we
provide an efficient implementation of the apriori algorithm in Hadoop MapReduce
framework. We have considered medical data to produce rules which could be used
to find the association between disease and their symptoms. These rules can be used
for knowledge discovery to provide guidelines for the healthcare industry.

Keywords Association rule mining · Apriori algorithm · Hadoop MapReduce ·
Big data · Distributed computing

1 Introduction

Data mining [1], also known as Knowledge Discovery in Databases(KDD), is a
process of extracting a meaningful pattern from massive transaction databases and
other repositories. Popular data mining techniques are association rule mining [2],
classification [3], sequential pattern analysis [4], data visualization [5], etc.
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Agrawal and Srikant proposed apriori algorithm in the year 1994. Apriori algo-
rithm is designed to operate on transactional databases (for example, list of symptoms
caused by a particular disease among patients) for generating association rules. The
rapid advancement of information technology has resulted in the accumulation of a
large amount of data for organizations. Thus, data growing beyond the few hundreds
of terabytes become unfeasible to manage, store, and analyze on a single sequential
machine. The main limitation of apriori algorithm is the repeated scan of dataset
and wastage of computing resources to store a large number of temporary candi-
date sets. Moreover, single processor system with limited computing resources is
insufficient, which makes the algorithm performance inefficient. So improvements
are needed in order to reduce the time complexity. The solution can be achieved by
Hadoop MapReduce model for parallel and distributed computing that readily and
efficiently process massive datasets [6] on large clusters of commodity hardware in
a fault tolerance manner.

The medical data collected from healthcare unit are used to identify the nature
of the disease from the list of possible diagnoses by examining the symptoms. This
method is known as the differential diagnosis. The rules generated by association
rule mining are helpful in identifying the symptoms corresponding to a disease [7].
Although they may not list all the symptoms, they can be used to narrow down some
representative symptoms which can be used to diagnose the disease and select the
initial treatment.

The paper is structured as follows. Section2 briefly describes the association rule
mining, apriori algorithm, and Hadoop MapReduce programming model. Section3
briefly discusses the proposed MapReduce framework and Sect. 4 analyzes result.
Finally, Sect. 5 presents conclusion and future scope.

2 Background

2.1 Association Rule Mining

In data mining, association rules are useful for analyzing frequent itemset data and
using the criteria of support and confidence to find the recurring relationships among
data called associations. Association rules are implication expressions of the form
{A → B} where the intersection of set A and set B is a null set.

Support provides an estimate of the probability of occurrence of an event, i.e.,
P(X ∪ Y ). The support of an itemset {X, Y} is given by Eq.1. If the support of an
itemset is greater than or equal to the minimum_support, then that itemset is added
to the set of frequent itemsets.

Support(X, Y) = No of transactions that contain X and Y

No of transactions in the database
(1)
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The confidence of rule {X → Y} indicates the probability of both antecedent
and consequent appearing in the same transaction. Confidence is given by Eq.2.
If the confidence of the inference made by a rule is greater than or equal to the
minimum_confidence, then that rule is added to the set of association rules [8, 9].

Confidence(X −→ Y) = Support(X ∪ Y )

Support (X)
(2)

Among many applications of association rule mining, one of the major applica-
tions is disease analysis, which includes the mapping of illness to their symptoms
[2]. For example, a patient who suffers from diabetes is somehow likely to suffer
hypertension as well. Association rule mining is used to discover implications such
as {Diabetes} → {hypertension}. More formally, association rules are of the form
given in Eq.3.

{Diabetes} −→ {Hypertension} [Support = 3%,Con f idence = 75%] (3)

In Eq.3, support of 3%means that diabetes and hypertension occurred together in
3% of all the transactions contained in the database, while confidence of 75% means
that the patients who suffer from diabetes, 75% of the times, suffer from hypertension
as well.

2.2 Apriori Algorithm

The apriori algorithm proposed by Agrawal and Srikant in 1994 is one of the influ-
ential data mining algorithms which is used for mining the frequent itemsets from a
given dataset containing a huge number of transactions.

Let T = {T1, T2, T3 . . . Tm} be a set of transactions and Ti = {I1, I2, I3 . . . In} be
the set of items in transaction Ti for 1 ≤ i ≤ m. Let I = {I1, I2, I3 . . . Ik}, 0 ≤ k ≤ n
be a subset of items formed by the items in a transaction that are obtained from the
transactional database. If an itemset consists of k items, then this itemset is termed
as k-itemset [1]. Apriori algorithm uses a level-wise frequent pattern mining where
k-itemsets are used to explore (k + 1)-itemsets for mining association rules.

Apriori algorithm is based on apriori principle which states that “if an itemset is
frequent, then all of its subsets must also be frequent.” [1].

∀X,Y : (X ⊆ Y ) =⇒ Support(X) ≥ Support(Y )

This principle holds true because of the anti-monotone property of support.
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2.3 Hadoop MapReduce Framework

Hadoop is a Java-based open source and powerful tool that uses MapReduce archi-
tecture for store, design, and analysis of very large datasets like Google file system.
MapReduce programming model is applied for distributed storage and processing
of a large dataset. The distributed architecture consists of computer clusters built
from commodity hardware. The fundamental part of Apache Hadoop is Hadoop
Distributed File System (HDFS) and MapReduce programming model [10].

Google developed a MapReduce implementation that extends to large clusters of
machines comprising thousands of machines. It usesMapReduce for generating data
for many areas like web search service, sorting, data mining, machine learning, and
many other systems [11]. The evolution of huge data in health care has brought a lot
of challenges in terms of data transfer, storage, computation, and analysis. So big
data can be implemented in different dimensions of research as well as developments
in biomedical and health informatics, bioinformatics, sensing, and imaging will help
in future clinical research. Another important factor is study and analysis of health
data will contribute to the success of big data in medicine [12].

3 Distributed Apriori Algorithm for Association Rule
Mining

3.1 Problem Formulation

Apriori algorithm suffers some major challenges despite being clear and simple. The
major limitation in mining frequent itemsets from large dataset is costly wasting of
time to hold the huge number of candidate itemsets and frequent itemsets satisfying
the minimum_support [1]. Long itemset will consist of a large number of combi-
natorics of smaller frequent itemset. For instance, a frequent itemset of length 100
will contain 100 frequent 1-itemset. Thus, the total number of frequent itemsets it
contains is given in Eq.4.

100C1 + 100C2 + · · · + 100C100 ≈ 1.27 × 1030 (4)

Thus, if a computer takes 1 millisecond to compute each itemset, then it will
take approximately 1.27 × 1030 millisecond which is huge. Also, if there are 104

frequent 1-itemsets, it may generate more than 107 candidate itemsets; thus, it will
scan the databasemany times repeatedly [1]. In Sect. 3.2,we have discussed aHadoop
MapReduce-based solution for association rule mining.
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3.2 Proposed MapReduce Framework for Association Rule
Mining

This section will address the distributed association rule mining algorithm that has
been used to generate the association rules. The paper performs an efficient data
mining to group the frequently occurring symptoms for a specific disease as core
symptoms and identify the significant association between them.

A MapReduce job splits the input transaction database into various blocks, and
a mapper is invoked once for each transaction passed as arguments. The map task
parses one transaction at a time and extracts each itemset included in the transaction it
received as input. After processing, the mapper sends the itemset to the partitioner by
emitting the itemset and frequency as <key, value> pair, where ‘key ’is a candidate
itemset and “value” is 1.

The partition task collects all the intermediate<key,value> pair emitted from the
map task as its input and works like a hash function. Based on the key size of each
key, i.e., the size of each itemset, the partitioner specifies that all the values for each
itemset are grouped together and maps all the values of a single key go to the same
reducer. The output pairs of all partitioner are shuffled and exchanged to make the
list of values associated with the same key as <key,list(value)> pairs.

Reduce task collects each key passing all the values emitted against the same
key as arguments, i.e., <key,list(value)> pairs emitted by partitioner task. Then,
it sums up the values of respective keys. Candidate itemset whose sum of values
is supportcount ≤ minimum_support_count is discarded. The result from all
reducers is written to the output file. The whole process is shown in Fig. 1.

Fig. 1 Data flow in proposed MapReduce framework
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4 Experiment and Results

In this section, we discuss the implementation specifications and experimental anal-
ysis performed.

4.1 Dataset and Experimental Setup

The dataset used for our experiment is a comma separated file that contains various
types of disease and their symptoms. The file contains a collection of patient-wise
disease-symptom transactionswith disease representing a single transaction and each
column in a row being the symptoms. We have generated five datasets with a varying
number of transactions for the analysis. A total number of transaction in each dataset
are 25,000, 50,000, 100,000, 150,000, and 200,000, and each transaction contains
10 items on average.

Wehave setupHadoop single-node, 2-node, and3-node cluster for our experiment,
to compare the implementation of the distributed algorithm with centralized system.
All experiments have been performed on machines that contain CentOS 7 64-bit,
EclipseNeon, andHadoop version 2.7.1. Both the algorithms have been implemented
in Java: JDK version is “1.8.0_131”.

4.2 Performance Improvement of Association Rule Mining
Algorithm Using Hadoop

We obtain Fig. 2 from running the algorithm, which is a graph that shows the com-
parison of the execution time of algorithm when implemented on non-MapReduce
Java platform with the execution time of the algorithm when implemented on the
Hadoop cluster and to test if there would be an improvement in the running time as
the number of nodes increased.

When the algorithm is executed on the dataset which contains 200,000 transac-
tions using the non-MapReduce code, it takes approximately 231min. We are using
the same algorithm for executing on Hadoop single-node cluster, it takes approxi-
mately 68min, and on Hadoop multinode cluster with two and three nodes, it takes
approximately 41 and 28min, respectively. Thus, we can see in Fig. 2, 87.8% time is
reduced by executing the algorithm in three-node cluster, 82.25% time in two-node
cluster, and 70.5% time in single-node cluster with respect to the non-MapReduce
algorithm. This is a significant improvement in the performance of the algorithm
using distributed framework Hadoop. The same performance improvement using
Hadoop can be witnessed for other datasets also. In our experiment, as the number
of nodes increases, the execution time of the algorithm decreases drastically.
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Fig. 2 Analysis of running time comparison based on number of transactions

We observe that the decrease in execution time is not always at the same rate. This
depends upon the size of the data. For the dataset with 50,000 and 25,000 number
of transaction, we can observe that the time required for executing the program in
two-node cluster (11 and 10min, respectively) is less than running the program in
three-node cluster (12 and 11min, respectively). This can be attributed to the fact
that the input file is split into the block size of HDFS and the operations on the block
are performed by the node it is assigned. If the number of nodes exceeds the number
of blocks, it is a waste of resources. Thus, in some instances, increasing the number
of nodes would not lead to the decrease in time. In almost every instance, a larger
dataset in block size and executed on multiple nodes needs lower execution time
rather than execute with a smaller dataset. It is because of Hadoop operates on larger
HDFS block size to compute with its worker node.

We have obtained Fig. 3 by executing the apriori algorithm in the distributed
platform,which is a graph for different itemsets that shows the support and confidence
for patients. X-axis represents the diseases and Y-axis represents the value of support
and confidence, respectively.

From Fig. 3, we can observe that risk of “influenza” is significant if the patient
already carries “fever” since it gives association as 80% which is greater than the
minimum_confidence value of 60%. But the converse is not always true, i.e., risk
of “fever” is not significant if the patient already carries “influenza” since we can
observe {in f luenza → f ever} gives association as 44% which does not cross the
minimum_confidence value.

The system can further be enhanced to find strong association rules.We can say the
dataset {influenza,dry cough} contains strong association among its attributes as both
the association rules, {in f luenza → drycough} and {drycough → in f luenza}
range over the minimum_confidence value.
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Fig. 3 Analysis of support and confidence for different itemsets

5 Conclusion and Future Scope

Efficient Apriori algorithm needs to be designed to mine large volume of data so
that it can be implemented in parallel and distributed environment. The proposed
model has applied data mining technique for production of association rule using
Hadoop MapReduce in the distributed environment on a large clinical database. The
result shows higher data processing time when the algorithm has been applied to the
single centralized system over the distributed system. The proposed algorithm has
developed on big data sets in the distributed system and it shows notable performance
improvement. In future, we want to apply this algorithm to cloud computing system
for better access and execute in real time.
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Multi-keyword Ranked Fuzzy Keyword
Search Over Encrypted Cloud Data

Saba and Shridevi Karande

Abstract The cloud servers help in sharing data among the people within an organi-
zation or outside it. The outsourcing of one’s data over the Internet has becomemuch
easier with the help of the newer technology, the cloud servers. The cloud servers help
in sharing data among the peoplewithin an organization or outside it. As security over
the cloud has become a major challenge and also a very important aspect, providing
security for the data that is being stored has become crucial. Hence, encryption of
data that would be outsourced has become a very prominent talk recently. Similarly,
fetching of the documents over the cloud should give faster and better results which
would eventually give a better performance result. The number of keywords defined
can be numerous, and hence the term multi-keyword.

Keywords Cloud · Encryption ·Multi-keyword · Ranked search

1 Introduction

With the growing demand of cloud, the basic day-to-day software are making its
way up. As its popularity is on a rise, almost every organization tries to store its
data over the cloud. This has helped in the anywhere and anytime access concept of
data retrieval. The same is done over Google, Amazon, and many other websites.
The major difference between these websites is the deployment of such software
on a public cloud. The use of this technology has spread to many major and minor
companies and organizations [1]. As the data is saved over the Internet, it can be
misused, stolen, or even used for receiving some amount of ransom. Many data over
the Internet are too sensitive and cannot be compromised at any cost. Therefore, to
overcome such a problem, encryption of the data can be done [2].
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2 Scope and Objective

• A new system was defined with multi-owner model for privacy-preserving key-
word search over encrypted cloud data.

• Anefficient data user authentication protocol,which prevents attackers fromeaves-
dropping secret keys and pretending to be illegal data users performing searches,
enables data user authentication and revocation.

• A secure search protocol enables the cloud server to perform secure ranked key-
word search without knowing the actual data of both keywords and trapdoors
[3].

• It increases efficacy and efficiency.

3 Mathematical Model

The system S consists of

S = {
I,O,F,Ø

}

I Input given.
O Output produced.
F Functions performed over the input to get the output.
Ø Case of success or failure.

• Data Owner

I = Index of the file.
{I1 = (k1, k2,…, kn) = Fi} I1 = Index of file Fi.
Fi = File name.
k1, k2,…, kn = Keyword list F = {F1, F2}.
F1 = Hashing the index file using MD5. (I1, F1) = I2.
F2 = Encryption of the index file using AES algorithm.
(I2, F2) = I3.
O = Secure Index I3.
This is sent to the administrator server.

• Data User

I = {k1, k2,…, kn} = K.
{k1, k2,…, kn} = Keyword list F = {F1, F2}.
F1 = Hashing the keyword list using MD5. (I, F1) = K1.
F2 = Encryption of the keyword list using AES algorithm.
(K1, F2) = K2.
O = Secure Keywords K2.
This is sent to the administrator server.

• Administrator Server I = {I3, K2}.
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I3 = Encrypted index.
K2 = Encrypted keyword F = {F1, F2}.
F1 = Re-encryption of index I3.
F2 = Re-encryption of keyword K2.
O = Secure index and keyword.
This is sent to the cloud server.

• Cloud Server

I = {I3, K2, N}.
I3 = Re-encrypted index.
K2 = Re-encrypted keyword.
N = Number of files specified by the user. F = {F1, F2}.
F1 = Compare I3 and K2.
F2 =When a match is found, the counter is updated by one.

O= If a match is found, the file containing the keyword is sent back to the data user.
The specified number of files is sent to the user.
Ø = If the file is found, it is considered as a case of success and if the file is not
found, it is a failure case.

4 System Architecture

The system consists of four components: the data user, data owner, administrator,
and the cloud server [4]. The data owners are the group of users who own the data
and upload their data over the cloud server. The data users are the users who try
to access the uploaded data. The administrator acts as a mediator between the data
owner or data user and the cloud server. The cloud server is a huge collection of data,
which is made available for all the data owners to upload files and documents and
also for the data users for the successful retrieval of the data [5] (Fig. 1).

The data users and data owners have to authenticate beforehand. This will help in
preventing any unauthorized trespassing [6, 7]. The administrator maintains a system
for publishing the trapdoor whenever the data user asks for a specific file or folder
[8]. The trapdoor is the encrypted keyword which is to be searched over the cloud
server [9].

Once this is sent, it will help in safe retrieval of the documents without the cloud
server getting to know about the plaintext. After the files are found, the cloud server
sends the encrypted files to the respective data user [10]. The data user will have to
decrypt the file with a key and access the contents present in it.

The hashing is done using theMessage Digest 5 (MD5) algorithm. This algorithm
gives an output of 128 bits and is unique to every single entry. The encryption algo-
rithm which is used to encrypt the data is the Advanced Encryption Standard (AES)
algorithm. There are various types of AES algorithms, but the 128-bit algorithm
is faster computationally. When doing so, not only the security of the system gets
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Fig. 1 System architecture

enhanced, the amount of time that is required to execute is lesser when compared to
different algorithms that can be used in place of the AES algorithm.

The comparative analysis of RSA, 3DES, AES, and DES algorithmwas discussed
in [11]. This has highlighted a few of the features which make AES algorithm favor-
able in our case. AES algorithm is faster than the RSA, and hence this would help
in faster recovery of the data that is stored over the cloud server. The next paper
compares the MD5 algorithm and the SHA-1 [12]. Though SHA-1 is more secure
for hashing, MD5 is efficient and faster than the SHA-1.

The fuzzy keywords can be defined as the keywords which are spelled wrong or
have an error due to the manual input [13]. The keywords which are entered into
the system can many a time be wrong. For example, if Castle is spelled wrong as
Castel, the system will have to detect the error and return a file which would contain
a keyword Castle.

5 Experiment and Analysis

The graphs were plotted after a thorough comparison of the various algorithms.
The algorithms in place were AES-128, AES-192, and AES 256 [11]. The hashing
algorithms included the MD5 and SHA-256 algorithms [12]. The times include the
upload and download time of the file as well. This time is a very negligible and
amounts to a variation of 3–6 ms (Fig. 2).
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Fig. 2 Encryption time

Fig. 3 Time taken to search a keyword

The implemented system, AES 128 with MD5, has a lower time for encrypting
the data as well as the keys. The algorithms AES 256 with MD5 and AES 128 with
SHA 256 take the longest time (Fig. 3).

The implemented system, AES 128 with MD5, has a lower time for searching the
data. The algorithm AES 128 with SHA-256 take the longest time (Fig. 4).
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Fig. 4 Decryption time

6 Conclusion

As various encryption and hashing algorithms were compared, the best out of the
compared algorithms turned out to be a combination of the AES 128 and MD5
algorithms. These algorithms are faster to compute and also give better results as
experiment was performed over the system. The system helps in overcoming the
maximum power given to the cloud service providers. As the data is encrypted
before uploading, the data cannot be compromised. The possible downfall of the
system would be the compromise of the administrator server. If this happens, the
details of all the data users, data owners along with the keys would be compromised.
The future work would include the conjugation of keywords. This would help in a
better searching mechanism, and hence would give even a better search result. This
model can also be extended to the public cloud in the future.
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A Review on Mobile App Ranking
Review and Rating Fraud Detection
in Big Data

L. Chandra Sekhar Reddy, D. Murali and J. Rajeshwar

Abstract In this smart world, mobile app fraud is growing rapidly. The fraud might
be ranking, review, or rating. In play store, the purpose of fraud is promoting or
bumping up the apps to top list. So the user might misunderstand while download-
ing. Hence, a new mechanism is required in order to detect or prevent mobile fraud.
Limited research work has been done on fraud detection. Mostly data mining tech-
niques are applied for this work. But nowadays, large volume of data is getting
generated which might be of different formats like structured or unstructured. In this
paper, taking review from different researches and identifying the problems, machine
learning algorithms are recommended as future scope for resolving these issues. Not
only discovering the fraud within particular time but also the most frequent frauds
which are committed on the mobile app should get detected.

Keywords Fraud app rank · Big data ·Machine learning

1 Introduction

Today’s applications are very modern, thanks to smartphones and Internet access
for that. According to the latest apps survey in 2015, nearly 3.5 million apps are
available in the App Store and play store. In order to attract users or market, applica-
tion developers make false assessments, ratings, and classifications. To handle these
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types of frauds or counterfeit assessment, we provide a comprehensive view of fraud
prevention system for mobile devices; we determine or classify assessments, ratings,
and classifications of the fraud applications, instead of direct assessment of local
classification and global classification. This allows the user to determine whether the
application classifications are genuine or fraudulent, so that he can decide whether
to recover or not to recover the app for mobile devices.

The conventional fraud rating detection technique for the mobile application cre-
ates large heuristic strategies.Based on these heuristics, a fraud classification decision
will be made in two ways. In some cases, strategies will be made to determine if the
case should be presented for evaluation. In other cases, a fraud checklist with marks
will be provided for different fraud indicators. The combination of these scores at
the cost of the declaration will determine if the file requests will be sent for anal-
ysis or not. The criteria for determining indicators and limits are statistical and are
periodically re-calibrated.

But this classic heuristic approach may not be enough for the fraud detection
and to achieve more accurate accuracy. So the machine learning techniques are
recommended to improve the accuracy of fraud detection. Machine learning is an
essential overview of artificial intelligence that facilitates computer learning without
being explicitly programmed. This is particularly useful for data patterns and for the
detection of anomalies in these models. This is a great strategy to prevent fraud.

Usage of ML algorithms can be defined as an approach, capable of improving
the performance, through experiences. The experience is extracted from an envi-
ronment in which knowledge is acquired by learning and adapted by evaluating its
performance. In this specific context improvement of algorithm performance termed
training and experiences are presented as data containing input–output pairs.

2 Literature Review

In this part, review of different author’s researches toward fraud detection is dis-
cussed.

In Ref. [1], they found the fraud detection system for applications, but it is still
being investigated. To deal with the following problem, we propose to develop the
system of deception for applications.We also recognized several key challenges. The
first real-life cycle of the application is not always fraud, so we should know when
it is happening. Finally, because of the dynamic nature of the various shapes, it is
difficult to find and confirm the evidence of it, which encourages us to find patterns
of deceitful applications as evidence.

In Ref. [2], classification lowers the level of nuclear technology by implementing
a standardized classification system that fits into contemporary standards and uses
the latest approach to show and complete metal detectors with current generators.
Ideas and concepts offer alternative ways of identifying things. The need for our
approach is to reflect the central classification of a complete or partial explanation.
Here, an algorithm is added to the completion of the management to access mediated
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information and use it to generate certificates for each item. The algorithm applies to
the same review data. Because it is based on budget completion, it is strong in terms
of noise. But has insufficient information.

InRef. [3], fraudulent behavior in play store, themost popularAndroid appmarket,
fuel search rank abuse, andmalware proliferation are discussed. To identifymalware,
the previouswork related to executing application and scan rights has been focused. In
this article, we introduce FairPlay, a new system that detects malware and fraud cases
with search results. It correlates assessment activities and combines unambiguous
evaluation reports with linguistic and behavioral characteristics collected from play
store application data (87,000 app, 2.9 million reviews, and 2.4 million reviews for
more than a year). It achieves more than 95% accuracy when sorting standard golden
datasets for malicious, fraudulent, and legitimate applications.

In Ref. [4], the author has proposed a new spammer detection system that attempts
to influence audit evaluations on certain products or groups of target products. The
main purpose of it is to detect users who generate spam notifications or to evaluate
spammers. The author analyzes the behavior of spammers and uses them to abuse
spammers. The author models some behaviors. First, they can target specific prod-
ucts or groups of products to maximize their impact. Second, they tend to deviate
from other evaluators in their product evaluations. The author has proposed scoring
methods to calculate the level of spam for each reviewer and to link them to a number
of Amazon evaluation data. After evaluation, it shows the classification proposed.
The controlled methods are effective to discover them.

In Ref. [5], to explore the conceptual documents of the Bayesian structure, the
author demonstrates the newmodel “Model SpamCityModel” (ASM). The proposed
system is new because the existing methods are often dependent on the diagrams or
add tags to detect spam. The Bayesian model allows the following characteristics
of a variety of behavioral scenes using the hidden estimates. Statistical data results
show that the proposed approach is effective and operates in competition.

In Ref. [6], in many educational areas, such as information return, collaborative
analysis, and social selection, they encounter the problem of polling, which must
include a series of preferences on the product in the list of opinions. The selection
of units can be displayed in different formats, which makes the problem difficult.
In this paper, we have explained a comparative method that fits all these types. This
type of idea is very fast and is a solution for hundreds of problems.

In Ref. [7], the author investigates “spam on the web”: the injection of artificial
pages created to influence the search engine results to drive traffic to a particular
page for fun or profit. This article discusses some techniques which are not specified
previously for automatic spam detection controlling the effectiveness of these tech-
nologies individually by using a rating algorithm aggregated. Overall, our heuristics
correctly identified 2,037 (86.2%) of the 2364 spam pages (13.8%) on our 17,616
verified pages, while 526 pp. spam and non-spam (3.1%) were identified incorrectly.
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3 Problem Statement

Due to the popularity of the smartphones and availability of Internet, so many apps
are developed and placed in play stores. Most of the smartphone users are depending
on such apps. Generally, they will download apps from various play stores like play
store, App Store, etc. Till now only 3.5million apps are uploaded in play store. Due to
the demand for apps, many app developers are committing fraud in order to promote
their app. So users are unable to take decisions while downloading the apps.

According to the literature survey, all existing fraud detectionmethods are focused
on only ranking fraud of app but it might be committed in review or rating also.

Webspam classification [7, 8]: Webspam scans spam to manipulate application
classification to increase its position in the market.

Reviewing online spam [9, 10]: reviews give an opinion on the app, based on
comments that are given by the user, if the application is good or bad. Referral spam
web is used to change the content of reviews to establish the application that the user
can provide a positive review to it. Online spam can be classified based on

Duplicate reviews and
Comments on spam.

Spam rating: in the spam index, the user will provide the highest rate in the app; in
general, the app rating is average or individual for each rating.

4 Conclusion and Future Work

In this paper, we discussed various existing research methods, using historical data
fraud discovered. Most of the existing work is focused only on fraud-ranking, but
some users commit fraud using positive reviews and rating. So app fraud discovers
should aggregate rank, rating, and review evidence, to overcome limitations propos-
ing machine learning algorithms as it supports unstructured data and it detects fraud
based on aggregate evidence.
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Abstract In recent years, Internet of things (IoT) has becomean intelligent computer
model in which various things and resources are connected to a range of intelligent
solutions such as Bluetooth and Wi-Fi, ZigBee, and GSM. These communication
technologies offer connectivity between different IoT devices that can help control
and operate devices with the user interface. The development and implementation of
these applications are ideas for the next era: IoT has enabled the user to define and
design a large number of middlewares to connect the IoT application levels, and one
of them is a contextual middleware. Contextual applications are more adaptable to
their dynamic changes in the environment, with behavior that attracts more attention
from users. Contextual applications are in fact three principles of context-awareness,
modeling, and reasoning. The existing approaches are technically focused on the
style of architecture, abstraction, the expandability of reasoning, fault tolerance, the
identification of services, privacy, security, archiving, the level of awareness of the
context, and Big Data analysis. In this article, we focus on improving the security and
privacy of middleware and data visualization with cloud-based Big Data analysis.
At the end of the document, we discussed the challenges of open research at work.
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1 Introduction

IoT’s Internet-based smart house (IoT) is a wireless network that collects, inter-
changes, and displays data that is connected tomany things (HVACdevices), devices,
buildings, sensors, and many electronic devices [1]. Kelly has been researching how
smart devices can be managed and controlled without human interaction and success
[2]. Heterogeneity, row/argument vulnerability, and characteristic inheritance are
considered as issues that Zhang has openedwith security-oriented IoT [3]. Nisha Sin-
gle describes the Linux version of Raspberry Pi, a trilevelmodel for contextmodeling
and system architecture for smart devices [4]. IoT’s intelligent home-based equip-
ment is able to dynamically track things and the environment by changing context-
sensitive middleware applications. In general, all context-dependent applications
are implemented using three approaches, namely, Owner Mode, Library/Toolkit,
and context management [5]. Context management performs better than the other
two approaches. The design and development of contextual middleware applica-
tions emerged and much architecture have been proposed by previous researchers
[1, 6–8]. Zhang and Baosheng [3] and his team only produced a publication of a
context-sensitive middleware architecture and presented evaluations and compar-
isons without overlapping the existing approach.

The rest of this article is organized in different sections. Section 2 offers work
related to the conscious principle of the context and its architectures. In Sect. 2, we
analyze the system model that is the architecture models based on the cloud and
the context and the new architecture with an improved approach to security, the
visualization of data. In Sect. 3, the techniques for displaying data and their results
were presented. Section 4 opens the research challenges. Section 5 summarizes the
conclusion of the work.

2 System Study

2.1 Framework for the Cloud-Based Context-Aware Internet
of Things Services

From the perspective of our home research to smart home applications, we have
noticed the lack of precise definitions of the technologies and models involved in
smart home applications after reviewing our existing tasks and reviewing existing
tasks. Therefore, we have considered the successful adoption of a “smart” view, with
a complete perspective reflecting our view of the integration of many technologies
and techniques in this segment. Smart-x offers a framework that contains items
from different enabled elements to strengthen their ability to build and improve
applications and services (e.g., Smart Health, Smart Agriculture, Smart Grid, Smart
Mobility, etc.). Our policy is based on contextual and context-awareness to solve
the consensus referred to above. From linguistics to computing, the context is a key
element.
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The Cambridge dictionary defines “context” as “the situation within which some-
thing exists or happens, and that can help explain it”; adding to that Abowd andDey’s
definition of context stated in our introduction. We believe that in any case context
and contextual understanding will play an important role in the understanding and
interpretation of the situation. Context-aware computing is defined by Gartner 3.
“Communication and environmental information about people, places and things in
the computing genre can be used to predict immediate needs and provide useful,
useful and intuitive content, functions and experiences.” The life cycle of contextual
operating systems is usually four stages: (1) collection and integration phase, (2)
modeling and storage phase, (3) reasoning and processing phase, and (4) expansion
and integration phase. The first phase refers to ways to integrate contextual data
around an entity and to provide accurate data. The second stage deals with the col-
lected data (key–value, anatomy, etc.) and how to store it (relation databases, nosclick
databases (This is repository from noslick.com), XML files, etc.). The third step is
responsible for processing data to improve better knowledge and more meaningful
information (Fig. 1), in the context of collecting the fourth task, interested parties
(e.g., services, programs, reactions, etc.) .

Fig. 1 Cloud-based context-aware internet of things services architecture
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In the context of our work on “Smart Home Applications,” we believe that we can
be firmly credible to IoT data in the IoT, cloud service and BigData decision-making.
From this perspective, we will assign the context.

Management lifecycle to essential subjects provides other cloud computing facil-
ities, IoT and Big Data computing.

Earlier in the movie, we provide service models based on cloud computing, such
as service (IaaS), platform (PaaS), and software (SaaS). Smart home applications
challenges (e.g., Scalability, Heterogeneity, etc.) provide all the flexibility and effec-
tiveness needed to provide a service that provides challenges.

Infrastructure level
Through IaaS, cloud provides the necessary infrastructure and tools (e.g., processing,
storing, networking, etc.) necessary to collect data from physical objects. Cloud is
generally referred to as centralized technology, fog, or edge computing [6].

Platform level
Tools that help developers and data professionals in data and services are collected
during stage, development, processing, testing, and development level (IaaS). Ser-
vices are related to services, supervision of services, supervision of services,mapping
services of contents, service configuration, service composition, etc. In the Big Data
perspective, data management is the way the data is stored (structured or structured),
restored, and processed (e.g., data mining, statistical analysis, etc.) (see Fig. 2).

Software level
At this stage, cloud software provides the product regularly to the user (for example,
business application, business processes,APIs, etc.). This is usually done by using the
tools and techniques provided by the platform at the underlying (platform level) level.
From an IoT perspective, the process of software service composition (orchestra or
choreography), which serves as a service, call range for the underlying layers and
mapped to physical objects.

For example, showing each lego four-out processing, path coordination, and mul-
tiple objects and payment details provided for each legend can be interpreted as the
time of departure. Visualization of data is processed in graphs to a considerable data
perspective, to assist in decision-making, to identify new patterns in data, or to assess
the effect of new data.

2.2 Proposed Structure to Improve Security and Privacy

Transmission and data operation is done by a lot of security in themiddleware security
which is an important issue. To have a safe system, we need to take into consider-
ation, integrity, and availability. Therefore, ubiquitous different security measures
must be provided for ubiquitous applications and pervasive environments, such as
evidence and evidence, authority modifications, and proof of access control pol-
icy and accountability obligations. Confidentiality means that all parts of the IoT
healthcare system that access the personal information of the patient must ensure the
protection of information specified by unauthorized access.



Context-Aware Middleware Architecture for IoT … 561

F
ig
.2

D
at
a
vi
su
al
iz
at
io
n/
fo
re
ca
st
in
g
of

se
ns
or

in
fo
rm

at
io
n
ba
se
d
on

lo
ca
tio

n



562 R. Venkateswara Reddy et al.

2.3 Context Data Security Algorithm (CDSA)

The proposed CDSA guarantees security and privacy of context-aware application
data over the cloud repository. We used box to store context data in ECM. CDSA
allows the cloud users based on the user id to access, visualize, and search con-
text data. The core context-aware SAAS application algorithm has implemented on
Force.com platform using an APEX programming.

3 Data Visualization Techniques for Context-Aware
Applications

Context-aware application data forecasting was done with modern analytics such as
standard salesforce report and dashboards, wave analytics, and Tableau. To visualize
the context, we used two types of reports, namely, summary and matrix-related
reports. Figure 2 represents the sensor data gathering based on the location presence.
Figure 3 illustrates the data forecasting by grouping sensor ID, heading, category,
and subcategory.

4 Open Research Challenges

This section discusses the remaining challenges to address the corresponding IoT
device. The purpose of the section is to provide research guidelines to the new
investigator in the domain.

4.1 Interoperability

The IoT has three main types of interoperability challenges, in particular, technical,
semantic, and pragmatic. The technical challenges are related to the functional-
ity of relevant devices, protocols, and standards to coexist and interoperate in the
same computational paradigm, while semantics deals with the capabilities of var-
ious IoT components that are responsible for the processing and interpretation of
the data exchanged. However, the pragmatic concern is about the capabilities of the
components of the system to observe the intentions of the parties. Achieving tech-
nical interoperability can be achieved by providing agent-based mediation between
devices and IoT standards. Semantic interoperability is a requirement for the com-
putable logic of the machine, the discovery of knowledge, and the federation of data
between information systems. Pragmatic interoperability can be achieved through
the creative design of predefined specifications of component behavior. In the future,
interlayer interoperability solutions are required.
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4.2 Scalability

The IoT treatsmany challenges related to significant differences in interacting entities
and interaction differences and behaviors. The existing IoT healthcare device formats
should be changed to fit billions of smart devices. The scope ownership of IoT
healthcare systems will be compiled in two subjects. Initially, IoT devices were
developed rapidly. However, the current management protocols do not suit the needs
of the IoT device due to its limited capabilities. Second, social connections between
equipment owners need to take into consideration, in which some of the IoT systems
are individual portable devices. In the future, scalability management protocols are
expected to follow social relationships between devices enabling computer services
based on specific functions by providing some motivations.

4.3 Flexibility

Since there are many IoT applications, it is a great challenge to provide different
IoT applications according to their demands. IoT users usually require dynamic
configuration, personalized, value-based services on the fly. In addition, personal,
autonomous, and dynamic services can be supported by the construction and use
of compatible, sensitive, and reconstructive multiservice network structures. In the
future, declaratory service specificationmodels are required to build a future network
service structure.

4.4 Energy Efficiency

Tinydevices are the backboneof IoT.However, these devices have limitedprocessing,
memory, and battery capacity. As a result, computational-intensive applications and
routing processes cannot be implemented on IoT devices because these devices are
lightweight. Energy awareness observation in routing protocols does not exist yet.
Although some protocols support low-power communication, these protocols are in
development. In the future, IoT energy systems will have good solutions to meet the
energy requirements.

4.5 Mobility Management

Themobility of the nodes can create several challenges for IoT networks and protocol
capabilities. Current mobility protocols of VANET, MANET, and sensor networks
do not work well with simple IoT devices due to intense power and processing
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restrictions. Mobility management is one of the key programs and has two stages:
First, the identity of the movement (the movement of the device that connects to the
network’s new area). Second, signaling and control messages should be merged to
help them understand the nodes in a network. Motion recognition can be achieved
through persistent scanning, through passive protocols or passive messages from
the movements of the movement protocol. Mobility management is one of the most
complex issues in the IO example. Consequently, it should take into account the
future IoT structure.

4.6 Security

The diversity of IoT applications and the varied IoT communication infrastructure
havemany kinds of security challenges. In IoT, security can be ordered. In an ascend-
ingmanner, the systemmust follow the safe boot process, access control rules, device
authentication procedures, firewalling, and security software. If security is a critical
concern in IoT, the appropriate security mechanisms cannot be used for the device
and network level (physically and physically). IoT devices have some kind of intel-
ligence to identify and counter possible threats. Fortunately, this does not require a
revolutionary approach. Instead, the successful evolution of standards in other net-
works should be taken into consideration the processing capabilities of intelligent
devices in the IoT model.

5 Conclusion

This article focused on the design and implementation of important applications
based on the context through the cloud. This document highlights some of the open
problems of existing approaches/platforms in the field of security and privacy, and
aspects of data visualization. We design and implement the panorama for the secu-
rity and privacy of the data that are sensitive to the context, taking into account
the authentication, authorization, accessibility, and ownership of the data. We have
designed and modified reports and panels to show the data of the application plus the
graphic representation. The analysis of the presented data is more useful to analyze
the IoT healthcare applications related to supervision.
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Anatomization of Document-Based
NoSQL Databases

Sai Jyothi Bolla, Sudhir Tirumalasetty and S. Jyothi

Abstract In the era of data science, data is evolving unconditionally beyond breadth
and depth. This evolution of data resulted and invoked databases which are schema-
less; besides, most of the data are not structured. Many vendors have captured this as
design objective for designing NoSQL databases. These databases have been proven
to be the best in providing solutions to databases which are schema-less. To model
such Big Data containing various data types in various formats, document-based
databases are prevailing the most, among NoSQL models. To bring the crust, this
paper ignites and anatomizes the dominance of document-based databases among
NoSQL databases. Prominent features which reflect the significance of NoSQL doc-
ument databases are taken into account for evaluating the strength of databases and
underline the best databasewhich has the flexible expansion for handling schema-less
databases.

Keywords Big Data · Data modeling · Data science · Document databases ·
NoSQL databases

1 Introduction

In the era of Data Science, various sources of Big Data generate huge volumes,
complex, structured, semi-structured, and unstructured data. Due to lack of storage,
processing power, and querying capacity, traditional datamodels do not fit tomeet the
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necessity of market. Traditional approaches use flat relations which are not scalable
for handling Big Data. These flat relations degrade the performance of Big Data,
besides expensive. This lead to the notion of schema-less databases, which aided in
the evolution of NoSQL databases for handling Big Data. These databases were in
existence before but prominently got signified when NoSQL had started scaling Big
Data. As Big Data is evolving, scaling of such voluminous data became easier to
handle by NoSQL databases when compared to relational databases.

NoSQL databases ensure BASE (Basically Available, Soft state, Eventually con-
sistency) rather than ACID properties of transactions in relational databases [1, 2]. It
is in compliance with the CAP (Consistency, Availability, Partition tolerance) theo-
rem [1]. The prominent feature whichmadeNoSQLmore powerful is; it is capable of
handling large amounts of unstructured data stored atmultiple resources andmultiple
servers. NoSQL databases are categorized into four categories [3]:

a. Wide-column databases [4, 5],
b. Key value store [4, 6],
c. Graph database [7, 8], and
d. Document store [4, 9].

The skill of selecting apt database for relevant application plays a vital role in
performing analysis effectively.

The following sections include literature about why document-based databases
are prevalent over other databases and the available DBDBs in market, followed by
comparison of six promising DBDBs with eight benchmarks [10]. Further section
includes operations and their histograms. Final section depicts about the conclusion.

2 Why Document-Based Databases (DBDB)?

Big Data contexts are not specific about the type and structure of data, then DBDBs
are accountable. This is due to that the collections in DBDBs contain multiple type
documents. DBDBs have the power of storing mixed-type objects (documents) con-
taining a wide variety of multi-type values. In other NoSQL, databases support only
single-type objects with a wide variety of multi-type values. DBDBs have all benefits
of other databases [11]. Querying is not limited by a key; DBDB supports complex
querying with multiple multi-type key values.

The benefits of DBDBs are [12, 13]: Flexible Schema, Fast Write, and Fast Query
Execution. Mainly the backbone of DBDBs is wide acceptance of multi-type data
and documents, and soft computing of queries.

There are more than 40 DBDBs in this era of Data Science [9]. Among those,
six prominent DBDBs are taken into account in this paper for comparison. These
six databases are pinned based on their usage in the market: Couchbase, CouchDB,
DynamoDB, OrientDB, RethinkDB, and MongoDB.
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3 Anatomization of DBDBs

To anatomize the DBDBs mentioned in the above section, the following properties
are taken into account. They are data model, indexing, replication, consistency, and
MapReduce support [14]. These features are qualitative and quantitative; comparison
with these features exploits and differentiates DBDBs.

(a) Data Model
The mentioned DBDBs except OrientDB store data in JSON format [15],
whereas MongoDB stores data in BSON format [16]. BSON is an extension to
JSONand has the capability of storing datawith additional data types like object,
timestamp, date, time, etc. BSON format is lightweight and allows queries to
operate at a lesser time with multilevel indexing support. Even data present at
multiple levels can be easily accessed. OrientDB support BLOB [17]; the per-
formance of this database depends on the data type, size of data, usage, etc.
Performance decreases with increase of data.

(b) Indexing
Various indexing schemes deployed in various DBDBs are listed in Table 1:
Table 1 exploits that MongoDB is rich in indexing schemes, compared to index-
ing schemes in other DBDBs and also promotes the execution of complex
queries at ease.

(c) Replication
Replication methods in various DBDBs are listed in Table 2:

Table 1 DBDBs with
indexing schemes

DBDB name Type of indexing

CouchDB [20] Secondary

DynamoDB [21] Global secondary and local secondary

RethinkDB [22] Compound (single and multiple fields),
secondary, spatial and tree

OrientDB [23] Tree, hash, text, and spatial

Couchbase [24] Global secondary, spatial, and text

MongoDB [25] Field: single and multiple (compound),
multi-key, spatial, text, and hash

Table 2 DBDBs with
replication methods

DBDB name Replication method

CouchDB [20] Master–slave, multi-master

DynamoDB [21] Cross-region

RethinkDB [22] Master–slave

OrientDB [23] Multi-master

Couchbase [24] Master–slave, multi-master

MongoDB [25] Master–slave
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Master–slave has the probable chance of reducing updates conflicts. Multi-
master avoids loading of all writes onto to a single server creating a single point
of failure. Cross-region replication automatically replicates tables across two
or more AWS regions with full support for multi-master writes. It gives the
ability to build fast massively scaled applications. This was introduced by AWS
recently for DynamoDB [18].

(d) Consistency
Consistency is crucial in Data Science, i.e., replicated data changed at one
location must get reflected with other residing locations. DBDBs use various
schemes for maintaining consistency. RethinkDB uses immediate consistency;
CouchDB uses eventual consistency; Couchbase, DynamoDB, and MongoDB
use eventual and immediate consistency;OrientDBhas no prevalent consistency
[3].

(e) MapReduce Support
MapReduce is a general framework included in most of the DBDBs. Map is
applied over the distributive environment, on each document to filter irrele-
vant documents and to emit data for all documents of interest. The emitted
data is sorted and passed in groups to reduce aggregation. Writing queries for
information retrieval in NoSQL databases is intricate and getting information is
plodding. To overcome this, MapReduce programs are skilled to get the relevant
information from the distributed environment [11]. OrientDB and DynamoDB
do not support MapReduce. Couchbase, RethinkDB, CouchDB, andMongoDB
support MapReduce [6].

Apart from these parameters, a distinguished feature “In-Memory Capabilities”
differentiates DBDB to be quite distinctive [19]. CouchDB and RethinkDB do not
support in-memory capabilities. Couchbase has limited in-memory capabilities. Ori-
entDB, DynamoDB, and MongoDB have in-memory capabilities [6].

In view of this study, the further section explores the proposed work framed for
evaluating various prominent DBDBs.

4 Proposed Work

In this survey, we looked into data popped out from streaming applications for explor-
ing sentiments. To extract these sentiments, a program is fabricated in Python. The
reason for selecting Python is that it is open source, compatible with all DBDBs, and
cross-platform runtime environment for developing server-side web-based applica-
tions. This .py program uses get_tweets() for extracting sentiments from streaming
applications, and the resultant JSON files are exported into every DBDBmentioned.
The framework is shown in Fig. 1.
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Fig. 1 Streaming framework

Algorithm for acquisition of tweets in Python

Step 1: Acquire the twitter API keys with https://apps.twitter.
com/.

Step 2: State the user credentials in the Python code.
Step 3: Acquire the sentiments.
Step 4: Eliminate unwanted data associated with

sentiments.
Step 5: Load the tweets into .CSV or .TXT file.
Step 6: Export .CSV or .TXT to the selected DBDBs.

5 Results and Comparison

In the above sections, this paper exploited various qualitative features of consid-
ered DBDBs. Prominent DBDBs, MongoDB, DynamoDB, Orient DB, Couchbase,
RethinkDB, and CouchDB are considered for evaluating these databases over quan-
titative measures and pins about the distinctive DBDB among these DBDBs. These
measures are insertion, updation, deletion, and retrieval times of a unit number of
records per millisecond. Three instances of records likely 1000, 5000, and 10000
are taken into account for evaluating the performance of these DBDBs over the
mentioned quantitative measures.

The following graphs Figs. 2, 3, 4, and 5 depict the behavior of consideredDBDBs.
Figure 2 exploits thatMongoDB andDynamoDB prove that they take less amount

of time nearly while inserting data when compared to other databases. OrientDB
also takes time similar to DynamoDB. With an increase in number of data records,
MongoDB proves to the best for insertion.

Figure 3 exploits thatMongoDB andDynamoDB prove that they take less amount
of time nearly while updating data when compared with other databases. OrientDB
also takes time similar to DynamoDB. With an increase in number of data records,
MongoDB proves to the best for updation.

https://apps.twitter.com/
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Fig. 2 Insertion time

Fig. 3 Updation time

Figure 4 exploits that MongoDB, DynamoDB, and OrientDB prove that they take
less amount of time nearly while deleting data when compared to other databases.
With an increase in number of data records,MongoDB proves to the best for deletion.

Figure 5 exploits that MongoDB, DynamoDB, and OrientDB prove that they
take less amount of time nearly while retrieving data when compared with other
databases. With an increase in number of data records, MongoDB proves to the best
for retrieving.
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Fig. 4 Deletion time

Fig. 5 Retrieval time

6 Conclusion

In this era of Data Science, DBDBs become popular because these databases are
fruitful for most of the Big Data applications. This is because DBDBs have the
capability of handling data from multilingual resources and multi-type data.

This paper drives that MongoDB, DynamoDB, and OrientDB have “in-memory
capabilities.” This paved the way of using these databases by various analysts in
their applications. Selecting a DBDB to an application depends on the diversity
of application. Among these three DBDBs mentioned here, MongoDB has more
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flexibility, because MapReduce feature is adaptable and complex queries can be
expressed at ease.AsMapReduce feature is not present inDynamoDBandOrientDB,
this makes analyst to pin MongoDB for their applications. Moreover, MongoDB is
closely related to SQL.

References

1. Mason RT (2015) NoSQL databases and data modeling techniques for a document-oriented
NoSQL database. In: Proceedings of informing science and IT education conference (InSITE)
2015, pp 259–268

2. Roe C (2012) ACID vs. BASE: the shifting pH of database transaction processing. http://www.
dataversity.net/acid-vs-base-the-shifting-ph-of-database-transactionprocessing/

3. Tauro CJM, Patil BR, Prashanth KR (2013) A comparative analysis of different NoSQL
databases on data model, query model and replication model. In: Proceedings of international
conference on “emerging research in computing, information, communication and applica-
tions”, ERCICA 2013. ISBN 9789351071020

4. Cattell R (2011) Scalable SQL and NoSQL data stores. ACM SIGMOD Rec 39(4):12–27
5. DB-Engines Ranking of Wide Column Stores. https://db-engines.com/en/ranking/wide+

column+store
6. DB-EnginesRanking ofKey-Value Stores. https://db-engines.com/en/ranking/key-value+store
7. DB-Engines Ranking of Graph DBMS. https://db-engines.com/en/ranking/graph+dbms
8. Angles R, Gutierrez C (2008) Survey of graph database models. ACM Comput Surv (CSUR)

40(1):1–39
9. DB-Engines Ranking ofDocument Stores. https://db-engines.com/en/ranking/document+store
10. Benchmarking TopNoSQLDatabases, Apache Cassandra, Couchbase, HBase, andMongoDB.

http://www.endpoint.com/. Accessed 16 Jan 2016
11. Issa A, Schiltz F (2015) Document oriented databases. http://cs.ulb.ac.be/public/_media/

teaching/infoh415/student_projects/couchdb.pdf
12. Sullivan D, Sullivan J (2015) NoSQL key-value database simplicity vs. document database

flexibility. http://www.informit.com/articles/article.aspx?p=2429466
13. Document Databses: http://basho.com/resources/document-databases/
14. Hashem H, Ranc D (2016) Evaluating NoSQL document oriented data model. In: 2016 4th

international conference on future internet of things and cloud workshops. 978-1-5090-3946-
3/16 $31.00 © 2016 IEEE. https://doi.org/10.1109/w-ficloud.2016.26

15. Document-Oriented Database (2012). https://en.wikipedia.org/wiki/Document-oriented_
database

16. JSON and BSON. https://www.mongodb.com/json-and-bson
17. OrientDB. https://orientdb.com/docs/2.1.x/Binary-Data.html
18. Cross-Region Replication (2012). https://docs.aws.amazon.com/ amazondy-

namodb/latest/developerguide/Streams.CrossRegionRepl.html
19. Girbal A (2013) How to use MongoDB as a pure in-memory DB. https://dzone.com/articles/

how-use-mongodb-pure-memory-db
20. CouchDB Data Model Features (2012). https://quabase.sei.cmu.edu /medi-

awiki/index.php/CouchDB_Data_Model_Features
21. Improving Data Access with Secondary Indexes (2012). https://docs.aws.amazon.com/

amazondynamodb/latest/developerguide/SecondaryIndexes.html

http://www.dataversity.net/acid-vs-base-the-shifting-ph-of-database-transactionprocessing/
https://db-engines.com/en/ranking/wide%2bcolumn%2bstore
https://db-engines.com/en/ranking/key-value%2bstore
https://db-engines.com/en/ranking/graph%2bdbms
https://db-engines.com/en/ranking/document%2bstore
http://www.endpoint.com/
http://cs.ulb.ac.be/public/_media/teaching/infoh415/student_projects/couchdb.pdf
http://www.informit.com/articles/article.aspx?p=2429466
http://basho.com/resources/document-databases/
https://doi.org/10.1109/w-ficloud.2016.26
https://en.wikipedia.org/wiki/Document-oriented_database
https://www.mongodb.com/json-and-bson
https://orientdb.com/docs/2.1.x/Binary-Data.html
https://docs.aws.amazon.com/
https://dzone.com/articles/how-use-mongodb-pure-memory-db
https://quabase.sei.cmu.edu
https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/SecondaryIndexes.html


Anatomization of Document-Based NoSQL Databases 577

22. Using Secondary Indexes in RethinkDB. https://www.rethinkdb.com/docs/secondary-indexes/
python/

23. OrientDB Indexes. https://orientdb.com/docs/2.1.x/Indexes.html
24. Indexes. https://developer.couchbase.com/documentation/server/current/indexes/indexing-

overview.html
25. Indexes. https://docs.mongodb.com/manual/indexes/

https://www.rethinkdb.com/docs/secondary-indexes/python/
https://orientdb.com/docs/2.1.x/Indexes.html
https://developer.couchbase.com/documentation/server/current/indexes/indexing-overview.html
https://docs.mongodb.com/manual/indexes/


Modelling and Simulation of VOR ILS
Receiver Diagnostic Model for Avionics
Systems Health Management

Ishrath Tabassum, C. M. Ananda and C. R. Byra Reddy

Abstract Earlier avionics generation utilized federated architecture with individual
resources for each application in Line Replaceable Units (LRU). The rapid devel-
opment of mechanisms, techniques and technology enabled use of the integrated
architecture. Avionics system covers the autopilot, communication, indicating and
recording systems, warning systems, radar systems, navigation and surveillance sys-
tems. Over a period of time, the technology has uplifted the availability and main-
tainability of avionics systems with rigorous Built In Test (BIT) capability to provide
the health information of self to other subsystems. However, BIT capability does not
provide sufficient information for complete diagnostic and prognostic management
of avionics system. Hence, it is essential to design, develop and implement the avion-
ics system health management methodology in addition to the BIT capability. This
paper presents simulation and modelling covering study, understanding, simulation
of faults and system behaviour functioning under these simulated faults to establish
the complete system behaviour as part of health management.

Keywords ARINC 429 · Aircraft · Line replaceable units · VIR · Diagnostic
model · SIMULINK

1 Introduction

Aviation Electronics or Avionics has grown over a period with advancement in tech-
nology and ease of adopting the technology in the industry using digital communi-
cation. The grouping of the avionics system based on its functionality as given as the
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navigation system, communication system, display systems including various cock-
pit displays, recording systems, audio systems and engine instruments. The major
requirements in an aircraft or an avionics system are high reliability, low operating
cost, low maintenance cost, high system availability and efficient utilization of sys-
tem resources. The various problems that might occur due to the use of the complex
systems that might have many inherent and hidden faults that might affect the entire
system later during operation must be taken care in the design to ensure continued
operation. Fault management consists of a set of active functions performing: Detec-
tion of off-nominal conditions, Identification of the causes of off-nominal conditions
and Response taking actions to remediate off-nominal conditions. Avionics suite in
Aircraft [1–3] consists of Very High Frequency (VHF) communications for voice
communications from ground stations to flight line crew and vice-versa. VOR/ILS
Receiver (VIR) for computations on signals received from ground-based transmitters
for determining the aircraft position and for automatic approach and landing.Distance
Measuring Equipment (DME) for computations based on received replies following
transmitted interrogations determining the aircrafts slant distance from a ground sta-
tion. Automatic Direction Finder (ADF) for the relative bearing to a selected ground
station for direction indication. Air Traffic Control (ATC) Transponder for air traffic
tracking and establishing the altitude of the aircraft along with other parameters of
aircraft including aircraft tail number and pilot identification (ID). Radio Altimeter
(RADALT) for a precisemeasurement of the aircraft height above terrain. Radio Tun-
ing Units (RTU) for tuning and control the various radios in aircraft. Weather Radar
(Wx RDR) for detecting, analysing and displaying the weather ahead of aircraft to a
distance of nearly 200 nm on a separate weather radar display system.

An important factor to be considered in avionics is the optimization of reliability
and safety of an aircraft. The occurrence of a failure may lead to a critical state
in any functional system. To optimize the functioning of an aircraft system and to
minimize failure, the reason for the occurrence of failures should be known and
the maintenance and diagnostic approaches should be considered [4]. The health
awareness is provided when the information is made available of the model-based
analysis. The aircraft systems need health management by fault diagnosis. The diag-
nostic techniques require a detailed modelling for its performance verification [5].
The diagnostic model for VOR ILS receiver (VIR) LRU is modelled, simulated and
presented in this paper.

2 Design and Development of Diagnostic Model

Typically avionics in aircraft is connected at hierarchal levels starting from sensors
to the processing system to displays in the cockpit [6]. Various sensor systems are
connected to the processing system using Remote Data Concentrators to contrite
the multiple input data on to a single stream for long distance transmission with
minimizedwires on a digital communication channel. The generalized block diagram
of the interaction between the various LRUs (Line Replaceable Units) and the RDC
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Fig. 1 Generalized block diagram with LRUs in avionics system

(RemoteData Concentrator) throughARINC 429 protocol is shown in Fig. 1. Signals
from all the LRUs are combined in the RDC scheduler which periodically sends these
signals to the RDC by combining it into one signal. However, BIT capability does
not provide sufficient information for the whole system for the complete diagnostic
and prognostic management of avionics system [7].

2.1 VIR (VOR/ILS Receiver)

VIR is a short andmedium range navigational aid compromising ground-based trans-
mitting stations/beacons and receiving elements carried onboard an aircraft. This will
provide enroute information on the bearing of the aircraft from the points at which the
stations are geographically located. The VIR navigational aid includes VOR, local-
izer, marker beacons for recognizing the inner, middle, and outer predefined runway
stations, and glideslope. During the Instrument Landing System (ILS) operation, the
system will be used for instrument landing and approaches.

2.2 ARINC 429 Protocol

ARINC stands for Aeronautical Radio INC, ARINC 429 is also known as the Mark
33 Digital Information Transfer System (DITS) [8] which is commonly used in all
civil aircraft. The source LRU transmits 32-bit words which contain five primary
fields and all the unused bits are padded with zeros. There is a minimum separation
between the sequential words and it is of 4-bit times with zero voltage. The ARINC
429 32 bit word format is shown in Fig. 2 and when the data words are transmitted
on the ARINC bus the bit transmission order is different and is shown in Fig. 3.

Label is also called Information Identifier which contains 8 to 1 bits of the 32-bit
word. The data words are transmitted on to the ARINC bus in an order where the first
transmitted field is the label (MSB first) and then this follows the remaining bit field
(LSB first). The SDI is employed to find which source is transmitting or to find out
which receiver the data is sent among the multiple receivers and occupies 9 and 10
bits of the ARINC 429 32 bit word. ARINC 429 defines bits 11 to 29 as those which
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Fig. 2 ARINC 429 32-bit word format

Fig. 3 ARINC 429-bit transmission order

contain the data information of the words. The data types available in ARINC 429 are
Binary (BNR), Binary-CodedDecimal (BCD),Maintenance data, acknowledgement
and discrete data. The Sign/Status Matrix (SSM) field provides different information
and is utilized for the indication of sign or direction of the ARINC words data along
with the status of the parameter indicating NORMAL, FAIL, TEST or NCD. The
ARINC 429 defines one bit parity which is the most significant bit is configured as
odd parity.

2.3 Modelling and Simulation of VOR ILS Receiver (VIR)
LRU in Avionics

To start with, the VOR ILS receiver (VIR) LRU is modelled and simulated for its
functional interface behaviour and fault/failure behaviour. VIR is a navigational aid
takes VOR/ILS input frequency word, VOR/ILS LOC DEV Output word, VOR/ILS
G/SDEVOutput word, VORBearing Output word, ARINCDiagnostic Output word
and Equipment ID. The output signal is obtained by encoding the input data onto the
ARINC 429 required electrical signal formats with Bi-Phase having HIGH as well
LOW signal with NULL in between the transitions. These high and low signals are
used as the input to the diagnostic model. The diagnostic model for avionics VIR
LRU is shown in Fig. 4.

The diagnostic model consists of the serial decode, hold circuit, data decode label
filter and error blocks. The serial decode block takes the high and low signals from
the VIR and uses the pulse generation triggered and the negative edge detects blocks
to generate the data, data enable and the final out enable signals. The data signal
contains the data that is available on the positive pulses of the given signal and the
data enable signal contains the data that is available on the positive and negative
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Fig. 4 The general diagnostic model for avionics LRU VIR

pulses separately at the output. The final out enable signal contains the information
available both on the positive and negative pulses in a form which can be transmitted
on the ARINC 429 bus. The hold circuit block makes use of switches to obtain only
one output signal with the use of the three signals obtained at the output of the serial
decode block. The data decode block is employed to change the positions of the bits
obtained in the output signal from the hold circuit block. The filter block extracts the
data, SSM, SDI fields along with the channel and LRU fields and displays the output
in the form of binary numbers with which any fault in the system can be described by
analysing the various changes in the bits. A further diagnostic model for Equipment
ID with its corresponding label is developed and simulated.

3 Results

3.1 Simulation of VIR Diagnostic Model

The VIR diagnostic model blocks described are used to simulate the interface
behaviour of VIR using the MATLAB SIMULINK environment. The blocks are
designed and developed as shown in Fig. 5 and the simulation of the model give
the desired results and information required for the diagnosis of the system. Table 1
shows the input and output data for the VOR system.

The Label, SDI, Data and SSM fields in the form of signals are obtained at the
decoded block output for multiple words is as shown in Fig. 6 shows the enlarged
view of the same. The yellow colour represents the label, the blue colour represents
SDI, the green colour represents the data and themagenta colour represents the SSM.

Each parameter appears in the output for every time after its time delay. A start
and stop time for simulation is taken as 1000 ms. The colours purple (dark) and
lavender (light) in Fig. 7 represent the extracted high and low signals.

Figure 8 shows the different blocks in a 32-bit ARINC 429 word showing Label,
SDI, Data, SSM and parity words being simulated.

The different error display blocks after the simulation of the diagnostic model are
shown in Fig. 9 and the obtained output values are displayed in binary format.
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Fig. 5 The diagnostic model for avionics LRU VIR in SIMULINK

Table 1 Diagnostic model input and output with different parameters

Input Label Data SDI SSM Update rate Resolution

Parameter1 350 1600 1 3 0.05 1

Parameter2 165 16,000 1 3 0.05 0.1

Parameter3 270 3584 1 3 0.2 1

Parameter4 351 2000 1 3 0.25 1

Output ARINC 429 32 bit word format obtained

ARINC 429 bit transmission order obtained

Extracted label: 350

LRU error 1: LRU failure, 0: no LRU failure

Channel error 1: channel failure, 0: no channel failure

Data error 1: indicates an error has occurred, 0: indicates no error

SSM error 00: failure warning 01: no computed data
10: self-test 11: normal operation

SDI condition 00: not used 01: Unit 1 10: Unit 2 11: not used
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Fig. 6 Enlarged view of signals of the label, SDI, data and SSM from data decode block output
and the values of different fields

Fig. 7 The high and low output signals to the diagnostic model

Fig. 8 The output signal with different parameters in a 32-bit ARINC 429 word
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Fig. 9 Error display blocks after the simulation of the diagnostic model

The data given is of value 1600 and the simulated model gives the error by taking
the data out into consideration. The diagnostic error value 25 is taken and the error
obtained is the (localizer) LOC not locked. The output is shown in Fig. 10.

Fig. 10 Data error displayed after simulation
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The values are

Label (Bits 8–1) 350 (11101000)

Sign/Status Matrix (SSM) 3 (11)

Source/Destination Identifier (SDI) 1 (01)

Data 1600

Data value displayed 0000 0000 0000 0000 0000 0110 0100 0000

Diag number 25

Diag error value LOC SMO not locked

Diag value displayed at the output 00011001

The model is simulated and the output for the SDI block is the code 01 and all the
conditions are displayed as 0 at the output except one condition which is displayed
as 1 as shown in Fig. 11. The different conditions for the codes 00, 01, 10, and 11 are:
ALL CALL, unit 1, unit 2, and unit 3 case. The model is simulated and the output for
the SSM block is the code 11 and all the conditions or the errors are displayed as 0 at
the output except one condition which is displayed as shown in Fig. 11. The different
conditions for the codes 00, 01, 10 and 11 are: Failure warning, No Computed Data
(NCD), Self-Test, and Normal operation.

Sign/Status Matrix (SSM) 3 (11)

Source/Destination Identifier (SDI) 1 (01)

Fig. 11 SSM and SDI displayed after simulation
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4 Conclusion

Health of an Avionics System is very important in the aircraft as the failure of aircraft
causes endangerment which includes both posing danger to vehicle occupants and
those affecting the general public’s environment where the vehicle operates. It is
very necessary to improve the reliability of an airplane by monitoring its health
condition in turn health of all subsystems and hence the Avionics subsystem. The
diagnostic model for the avionic LRU has been designed and developed and the
simulation of this model is done using Simulink. The effort has been made to model,
simulate one LRU in avionics. However to realize the complete Integrated Vehicle
Health Management (IVHM) requirement, the complete Avionics system needs to
be modelled and similarly, all other systems in aircraft need to be modelled at aircraft
level to realize the IVHM.
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uous support and motivation. Authors also would like to thank team ALD for their support in the
execution of simulation and modelling.
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Development and Integration
of Graphical User Interface (GUI)
with JUNGO Device Drivers for PCI
Express Interface

A. Bepari Nawazish, C. M. Ananda, K. S. Venkatesh and C. Y. Gopinath

Abstract High-bandwidth Video Bus is a video interface protocol defined for high
bandwidth, low latency, and uncompressed digital video transmission in avionics sys-
tems. This protocol is used for interfacing aircraft system(s) into the cockpit display.
Current day technology realizes the systems or Line Replaceable Units (LRU) using
Field-Programmable Gate Array (FPGA) based Intellectual Property (IP) Cores for
communication between two systems. However, these communication protocols are
realized using FPGAand as part of development, the Peripheral Component Intercon-
nect (PCI) express based FPGA embedded modules are used for realization. These
embedded modules will be interfaced to the host computers to transmit the data as
similar to the communication on aircraft for real LRU. Hence host computers need
to be integrated with required GUI application which shall communicate with PCI
express bus connecting the FPGA based embedded module. This paper describes
the development of the GUI application program for PCI express data simulator
using device drivers generated by JUNGO (WinDriver) tool for memory read/write
transaction(s). The paper also presents the integration, testing and data transfer for
discrete and continuous data over PCI express from the hostmachine to the embedded
FPGA-based module.

Keywords PCI express · JUNGO · Device drivers · Line replaceable units
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1 Introduction

Developers face new challenges as there is a requirement for higher bandwidth. As
higher bandwidth is achieved by higher data rates that degrade the quality of the
signal. The Peripheral Component Interconnect Special Interest Group (PCI-SIG)
addresses this challenge by introducing PCI express allowing the system designers
to evaluate the performance variation tolerance of the system [1]. PCI express is more
likely to operate as a network than a bus. Instead of a single bus handling the data
from different sources, PCI express has a switch that operates multiple point-to-point
connections. Most of the devices have their own dedicated connection, thus they no
longer share bandwidth as they used to do in PCI. PCI express provides excellent
speed and reliability with the devices connected to it. Thus, to communicate with
these devices, drivers are provided by JUNGO (WinDriver) tool. This tool provides
an example code to access these devices from the user mode which performs byte-
level Read/Write transaction(s) and reading of all the configuration registers in the
windows form application on C# platform. The sample application provided by
the JUNGO tool was studied, executed and understood. Based on this learning, an
application tailored for the Council of Scientific and Industrial Research-National
Aerospace Laboratories (CSIR-NAL), Aerospace Electronics and Systems Division
(ALD’s) requirement for data communication was attempted. The input required to
perform read/write transaction should be in hexadecimal format. Therefore, a text
file, image file or a word file needs to be converted to hexadecimal format before a
write transaction can be performed and is realized using the data simulator.

2 Related Work

The paper [2], describes the communication between the host computers and Xil-
inx ZC706 evaluation board containing Zynq-7000 XC7Z045 All Programmable
System-on-Chip (APSoc) device using PCI express. It also explains the Linux based
application to perform Read/write functions for general purpose programs enabling
data transfers through PCI express bus in both the directions. The performance com-
parison of the data transfer time at different data rates have been detailed. The paper
[3] describes direct FPGA to FPGA communication through PCI express without
involving memory subsystem of the host computer using Jetstream. The perfor-
mance results for direct FPGA to FPGA transfers is shown through implementing
Finite Impulse Response (FIR) filters. The paper [4] talks about the verification of
Host Interface Logic using Xilinx Virtex-4 PCI express core Endpoint, which uses a
PCI express core that acts as a root complex connected to the Host Interface Logic.
The paper shows how it helps tominimize overall design development time by reduc-
ing verification time.
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3 PCI Express GUI Interface to Host Using JUNGO Device
Drivers

Peripheral Component Interconnect Express (PCI express) is a serial expansion bus
standard for connecting a computer to one ormore peripheral devices [5]. PCI express
provides benefits across these major areas:

• High performance
• Next-generation Input/output (I/O)
• I/O simplification
• Ease of use

Typically, the PCI express data simulator is used to simulate the PCI express
data to be communicated over the PCI express bus to other peripherals. One critical
requirement is the communication of data from the host computer to any external
device like an embedded module with FPGA hosted PCI express. In this case, the
data from the host is sent to FPGA and vice versa. In order to realize the same,
the PCI express data simulator GUI application integrates the JUNGO drivers and
communicates the data to the PCI express bus. Customized PCI express device driver
for the embedded module with PCI express interface is generated by JUNGO by
collecting complete information of the embedded module like Device Identification
(ID), Vendor Identification (ID) and generates the Information file (INF) file with
all the libraries for the selected embedded module. Figure 1 shows the device driver
generation flow diagram. When the embedded module with FPGA is inserted into
the PCI express slot, the Operating System detects the device with the manufacturer
details, Device Identification (ID) and Vendor Identification (ID). The information
will be displayed in the DriverWizard tool. Select the device and generate and install
the INF (Information file). This will install the base drivers for the card. If the 32-
bit application program is generated for the 64-bit platform, then copy the “wdapi
1230_32” Dynamic Link Library (dll) file to the debug folder by removing “_32”
part of it. If the 64-bit application program is generated on the 64-bit platform then
directly run the application program without any changes.

4 JUNGO Tool (WinDriver)

For accessing the hardware, the application/Dynamic Link Library (dll) calls either
WinDriver.NET (Network Enabled Technologies) wrapper or the high-level Win-
Driver Application Program Interface (API). The hardware is accessed through the
native calls of the Operating System given by WinDriver kernel. The WinDriver
design limits the performance even if it is running in user mode. Thus, to achieve
high performance, the WinDriver Kernel Plug-in needs to be attached with the
performance-based modules such as hardware interrupt handler as shown in Fig. 2.
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Fig. 1 Device driver generation flowchart

Fig. 2 WinDriver architecture [6]

To obtain maximum performance, the WinDriver kernel calls this module from the
kernel code. This helps to achieve kernel performance for particular modules even
in the user mode.

4.1 Connecting and Communicating with the Embedded
Module Hardware Using Drivers Generated by JUNGO

Figure 3 Shows the communication link between the GUI and the hardware through
the PCI express bus. The main entry point for windows device drivers is called as
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Fig. 3 Communication link between GUI and hardware through PCI express bus

DriverEntry(). A set of initialization protocols needs to be performed only once
when the device drivers are loaded for the first time. This initialization needs to be
performed by DriverEntry() routine. The driver callback (called as dispatch routines)
are called by the Operating System and along with that, the entry functions are also
registered. These driver callbacks are the Operating System request to access the
services provided by the drivers.

Before the DriverEntry() routine is called, the Information (INF) file connects the
hardware and the driver that helps to register the device to work with the driver. The
device is identified by theOperating System through the Information (INF) filewhich
is associated with the device connected and depending upon the INF file, the driver’s
entry point is called. The custom Operating System APIs helps to communicate
application GUI and the driver. The application GUI uses CreateFile() function to
open a handle to the device. The ReadFile() and WriteFile() functions are used to
read and write from/to the device by passing the handle to the file access function [6].
The custom Operating System API DeviceIoControl() function helps the application
GUI to send a request to the driver via Input/output control (IOCTL) calls. This
custom Operating System mechanism encapsulates the data that is shared between
the driver and the GUI via IOCTL calls.

4.2 Modified Graphical User Interface (GUI) for Performing
Memory Read/Write Transaction

For the conversion of text data into the hexadecimal string in C#, one of the functions
that can be used is StringBuilder. StringBuilder is a dynamic object that allows you
to expand the number of characters in the string [7]. First, initialize StringBuilder by
passing an integer value in the constructor. This will allocate memory sequentially
on the memory stack. This memory allocation will be automatically expanded once
it reaches capacity. Now, the text data is converted into a character array and is
kept in the memory allotted space. Each character is converted to the hexadecimal
string and the converted data is kept in the same memory location with the help of
StringBuilder. The StringBuilder doesn’t create a new object in the memory instead
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it expands the memory to accommodate the data [7]. This process is done inside a
loop until all the characters are converted into a hexadecimal string.

Drivers generated by JUNGO tool is capable of transmitting one single Dou-
ble Word (DWORD), whereas the real requirement is to transmit continuous data.
The application GUI uses the single DWORD transmitting driver and designed an
application to transmit continuous data without any limit in size. This is the critical
requirement which has been realized.

In the read/write address form, there are two checkbox options. One will allow the
user to select any text file and perform read/write operations and another checkbox
will only allow the user to providemanual hexadecimal data for read/write operations.
The first checkbox (send a text file) allows the user to browse and select any text
file. Further, it populates the contents of the file into the text box (top-left) in the
GUI as shown in the Fig. 4. For any write transaction(s) that needs to be performed,
the given data should be in the hexadecimal format. So, the conversion of text data
needs to be done before providing input for writing into the memory. The text data
is converted into a hexadecimal format with the help of the button (TO HEX). The
read/write transaction(s) are performed and a log is created to verify the operations
that are being performed. If the other checkbox (send manual data) is selected, then
the browse button will be disabled and manual hexadecimal data needs to be entered
to perform read/write operation(s) as shown in the Fig. 5. The read time and the write
time is measured to calculate the bandwidth of the system (highlighted in the red).
A verification log is created to verify the text that has been sent has received in the
correct format.

Fig. 4 Read/Write address main form (Text file mode)
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Fig. 5 Read/Write address main form (manual data mode)

5 Results

PCI express data simulator GUI has been developed, integrated with the embedded
module and successfully tested for read/write operations. Figure 6 shows the active
status of the PCI express embedded module detected the GUI application.

To perform any communication with the device, configuration parameters need to
be defined. The address bar provides the selection of Base Address Register (BAR)
with the memory allocated for it. The number of bits to be transferred in one cycle
will be decided by selecting the required value from the transfer mode. The transfer
type will select whether the data should be sent in block or in a non-block mode.
The selection of the block mode will activate the block transfer options menu where
the number of bytes that needs to be transferred should be assigned. To access PCI
express memory, one needs to provide offset value.

Fig. 6 Main form for opening the handle to the device
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The continuous data transfer tests were carried out with a maximum size of the
text file of a couple of Megabytes (MBs). The result of such a data transfer file is
shown in Fig. 7. Generally, the bandwidth calculation is given by the total amount
of data transferred in the stipulated time, which is depicted in the formula below [8].

Bandwidth = Total data transferred

Total time taken

The example above shows the calculation of latency and the calculated bandwidth
(from the GUI) for transferring 1 Kilo Bytes (KBs) of data.

Theoretically, PCI express bus 1.1 supports 2.5 Gig transfers per second which
is equal to 312.5 MB per second [9]. As PCI express bus 1.1 uses 8b/10b encoding
scheme, due to which 20% of theoretical bandwidth is lost to overhead. Therefore,
the theoretical time taken for transferring 1 KB including the overhead would be

1024/
(
250 ∗ 106

) = 4.096 µs

Total no. of the clocks as observed on Chipscope Pro Analyzer for transmitting
1 KB of data is 2295. The clock frequency of the FPGA based hardware module
(Xilinx Spartans SP605 Evaluation board) is 62.5 MHz.

Therefore, the time taken for transmitting 1 KB of data including the overhead is
2295/(62.5 * 106) = 36.72 µs.

For every Transaction Layer Packet (TLP) transmission, 4 DWORDS of length
16 bytes are transmitted. In which, 1 DWORD contains 4 bytes data and other three
DWORDS of 12 bytes contains Format Type, Length, Request ID, and Address.

Fig. 7 Read/Write memory transaction windows form application
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This format of TLP is followed for complete 256 TLP’s that are transmitted for
sending 1 KB of data. Thus, total data that is transmitted along with the data will be
4096 bytes. For each TLP, 9 clocks are required for transmission, which contains 4
DWORDS with 4 clock cycles and 5 clocks of turnaround time.

Thus, the achieved throughput including data and header information can be cal-
culated as

4096/36.72 = 111.5 MB/s

Therefore, 44.6% of bandwidth is been utilized for transmitting 1 KB of data.
Further study and efforts are being carried out to improve the bandwidth of the PCI
express data simulator application.

6 Summary

The PCI express data simulator GUI has been tested successfully for the discrete and
continuous data transfer modes. Further work for improving performance is being
carried out.

7 Conclusion and Future Work

In this paper, we have studied and generated device drivers from the JUNGO (Win-
Driver) tool that helped to communicate with the PCI express card from the user
mode through GUI application. Memory read/write transaction(s) were performed
by selecting the required BAR, transfer modes and offset values and later verified
the data transmission on Chipscope analyzer. The PCI express data simulator GUI
is tested for discrete and continuous data successfully and the data has been com-
municated to the embedded module and verified for correctness. In the future, we
intend to enhance the GUI for improved user experience. Efforts for sending video
information, receiving video information, and displaying would be of priority.
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IoT-Based Pipe Burst Detection in Water
Distribution Systems

Suri Shanmukh, Meka Poorna Sai, S. Sai Sri Charan
and Nithya Chidambaram

Abstract Agriculture is the heart of our vibrant culture which is the backbone of
our country’s economy. India’s population is 1.2 billion now which means that the
nonrenewable resources must be used judiciously. Today, most of the places in India
suffer from drought due to lack of abundant rainfall. Manual supervision is always
needed for traditional farming. Hence, it is the duty of every engineer of the country
to contribute to its technological development. This thought was the foundation for
our project and the objective of this paper is to automate the irrigation system. The
proposedmethodology includes a nodemicrocontroller unit (NodeMCU) tomonitor
the water flow and controlling the water supply and communication is done using
IOT. The idea of the Internet of Things (IoT) has been integrated with automation
to design the proposed “PIPE BURST DETECTION IN WATER DISTRIBUTION
SYSTEMS”.

Keywords Internet of things (IoT) · Cloud · Node MCU · Sensor-based
irrigation · Pipe burst · Pipelines ·Water flow sensor

1 Introduction

Agriculture is one of themost important factorswhich contributes to the growth of the
economy of the country where it uses about 70% of the fresh water, mainly from the
Underground reserves [1]. But water is one of the most increasing scarce resources,

S. Shanmukh (B) · M. P. Sai · S. Sai Sri Charan · Nithya Chidambaram
Department of Electronics and Communication Engineering, SASTRA Deemed University,
Thanjavur, Tamil Nadu, India
e-mail: surishanmukh@gmail.com

M. P. Sai
e-mail: mpoornasai@gmail.com

S. Sai Sri Charan
e-mail: charanmsd72@gmail.com

Nithya Chidambaram
e-mail: cnithya@ece.sastra.edu

© Springer Nature Singapore Pte Ltd. 2019
H. S. Saini et al. (eds.), Innovations in Computer Science
and Engineering, Lecture Notes in Networks and Systems 74,
https://doi.org/10.1007/978-981-13-7082-3_68

599

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-7082-3_68&domain=pdf
mailto:surishanmukh@gmail.com
mailto:mpoornasai@gmail.com
mailto:charanmsd72@gmail.com
mailto:cnithya@ece.sastra.edu
https://doi.org/10.1007/978-981-13-7082-3_68


600 S. Shanmukh et al.

so effective irrigation water management with well timing and the regulating system
must be implemented to satisfy the need of the crop without wasting water, soil,
and crop nutrients should be done [2, 3]. One of the methods is by measuring the
flow of fluid which is used to estimate the productivity of the field. It is also an
effective way to keep an eye on the pumping system such as pipe leakage etc. [4].
Flow rate can be measured with a contact type or noncontact type of sensor. Such as
ultrasonic sensor, auxiliary fluid flowmeter, and Hall Effect sensor [5]. Nevertheless,
the life expectancy and maintenance specifications of the flow meters are affected
by some constraints. The major task is to choose the specific instrument to that
precise application. Although there are many flow meters that can measure the flow
rates, they do not have a provision to control the flow rate. Hence, this needs to be
supervised by a worker to control the water pumping through the motor which leads
to the wastage of manpower [6, 7]. So, applying the necessary amount of water at the
right time is the main motto of the Automated Farming, regardless of the presence of
worker to power on and off the motor [8]. This is achieved by creating an appliance
which will continuously monitor the water flow rate and accordingly furnishing the
water to the field [9]. With the advantage of using the NodeMCU boards, being open
source will reduce the complexity for the programmer. Using GUI. YF-S201 flow
sensor sensing of the liquid flow rate of the pipe is done, which in turn controls the
total system using Node MCU microcontroller and IOT. This will help the farmers
to continuously monitor the water flow, thereby making their work easy and the
productivity of the crop will be more.

2 Proposed Method

The proposed methodology is depicted in Fig. 1.

Fig. 1 General block diagram
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2.1 Terms and Symbols

Node MCU Microcontroller.
f Frequency.
fr Flow rate.

A flow sensor is placed in line with the water line which is connected to a water
pump. The status of the pump can be varied using a microcontroller. The water will
be flowing through the sensor, sends a signal to the microcontroller, and the water
flow readings will be read for every second. The readings taken will be continuously
uploaded into a cloud through the microcontroller which has an inbuilt WiFi module
embedded in it and helps in connecting the cloud. The readings will be continuously
compared with the threshold and send a signal to the microcontroller to turn off the
pump. On turning off the pump through a microcontroller, the cloud sends a message
to the user.

2.2 Algorithm

Step1: Start the process.
Step2: Initialize the power supply to the microcontroller and pump.
Step3: Calculate the flowrate(fr) = frequency(f) * 4.5 L/min.
Step4: Check the flow rate (greater than or less than).
Step5: If the flow rate is less than fixed criteria, turn off the pump.
Step6: Configure the message to be sent by the cloud.
Step7: After giving the reset command, the microcontroller comes to the original
state.
Step8: Restart the process (if required) or stop the process.

The flow sensor placement will be a key issue in this method. The flow sensor is
expected to be placed at the end of the pipeline, where the water will be flowing to
the fields. The burst can be detected only for the pipeline being input to the sensor.
This method deals with a single pipelined system as a prototype for another pipeline
system.

3 Results and Discussion

The obtained values from the sensor enable the system to turn the LED on and off
which represents the status of the pump. The experimental setup is shown in Fig. 2
where the water flows through the water flow sensor and gives the value to the Node
MCU. Here, Arduino is used as a power source to the Flow sensor. The water flows
through the pipe and gets collected in a tumbler (representing an agricultural field).
The water flow is manipulated manually by a tap.
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Fig. 2 Experimental setup

The values are graphically represented in Fig. 3 and it depicts that the values of
flow rate and the status of the LED are being uploaded into the cloud where value
1 of the pump status represents the LED is on and value 0 represents that the LED
is off. When there is a drastic decrease in the flow rate, the LED is turned off by
the microcontroller and this can be seen in Fig. 4 where the led represents the status
of the motor. In the real-time scenario when a pipe bursts or breaks, there will be a
change in flow rate which can be detected and make the pump to turn off thereby
conserving water.

On detection of a drastic decrease in flow rate then a message will be sent to the
cultivator. Figure 5 represents the configuration of a message that has to be sent to
the user. This will contain the value of pump status and the timestamp when the
pump was turned off. Additional information can also be sent depending on the type
of message that has to be sent. Figure 6 represents the message that has been sent
from the cloud to mobile so that we can alert the user about the situation. This will
decrease the intervention of farmers and helps in conservation of water.

Fig. 3 Graphical representation of uploaded values of flow rate and status of the pump
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Fig. 4 System condition when burst occurs

Fig. 5 Configuration of the message to be sent by the cloud

4 Conclusion

The proposed methodology is highly practical and useful in remote farming areas
where automation plays a vital role in saving water and proves to be useful in places
with water scarcity. Most importantly this ensures soil and fertilizers do not get
washed away due to overwatering. Furthermore, this can also be used for the shipment
of crude oil underwater where the oil spill can cause catastrophic damage to marine
life. The intervention of the farmer has extremely reduced and keeps him notified in
case there is a fault in the pumping system. The proposed idea provides a reliable and
error detection system for automated farming which could help to conserve water
and at the same time reduce the power consumption. This method can further be
improvised by using an array of sensors to detect the burst for a multiple pipeline
system.
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Fig. 6 Message sent to the user
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