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Abstract. Question-answering (QA) system provides a friendly way for human-

computer interaction, which has become an important research direction of smart 

learning. It provides an easy and individual way for the learner to acquire 

knowledge. This paper focuses on K-12 education and constructs a hybrid 

automatic question-answering system which integrates Knowledge Based 

Question Answering (KB-QA) and Information Retrieval-based Question 

Answering (IR-QA). The system is built based on Chinese textbooks and a Chinese 

K-12 knowledge graph (edukg.org). Our QA system covers 9 subjects in K-12 

education field, including mathematics, Chinese, geography, history, etc. We 

evaluate our system on more than 9,000 questions, and achieve average accuracy 

over 70%. The system could provide effective assistance for teachers’ teaching and 

students’ learning. 
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1 Introduction 

Smart education [1] has attracted a large amount of attention in research. The essence 

of smart education is to build a smart learning environment with technology, where 

students can acquire knowledge and solve problems faster and better. The automatic 

question answering (QA) system is a very effective way which can help students get 

answers in a timely manner during the daily learning process. So far the existing QA 

systems are not designed for K-12 education. Therefore, the challenge is to build a 

question answering system specifically for K-12 education, which can accurately 

understand the students’ questions and give precise answers quickly. 

The early stage QA system [2] was a template-based expert system that was 

designed to manually construct rules for specific domains. The disadvantage is that 

it can only process a small amount of data in a specific field. With the search 

technique developing, the information retrieval question answering (IR-QA) [3] 
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appeared. It extracts the answers in a large number of texts based on the keywords 

and semantic relationships, e.g., IBM Watson [4], TREC, etc. These QA systems 

solved the previous narrow coverage limitation to a certain extent, but due to the 

uneven quality of the text, the accuracy was unsatisfying at the same time, the 

Internet QA community gradually emerged such as Yahoo Answers, Stack 

Overflow, etc. These QA communities only provide an aggregation platform for 

users, the correctness of the answers depend on the user’s own judgment. 

“Knowledge Graph” [5] was proposed by Google to define the structure of 

knowledge from a new perspective. It attempts to transform unstructured data into 

structured data from the data itself and connect the various data together to form a 

graph model. This structured graph data provides a new direction for the 

development of the question answering system, namely the knowledge graph based 

question answering system (KB-QA), which can provide users with the structural 

data in the knowledge base. Since KB-QA can provide very simple and precise 

answers, it gradually becomes an important research direction of the question 

answering system. KB-QA can also effectively help with the development of “next 

generation intelligent retrieval” and “humanoid robot”. 

The core idea of KB-QA is to semantically analyze the question statement and 

transform it into a structured query language, then get the final answer by querying 

and reasoning the knowledge graph. Berant J [6] uses semantic analysis methods, 

such as Combination Category Grammar (CCG) and Dependent Combination 

Semantics (DCS) [7,8,9] to directly obtain the semantic representation of the 

question to query the knowledge base, and then get the answer. These semantic 

parsing methods are not good for questions containing multiple instances and 

multiple relationships, which limits the system’s performance. Bast H [10] classifies 

questions according to the number of entities involved in the question, and 

formulates three corresponding templates, and then queries the knowledge graph to 

get the answer. The advantage of this method is that it has a certain reasoning ability 

from the question. Given multiple entities, it is easy to find the common relationships 

and nodes between the entities. However, this requires the connectivity and data 

quality of the knowledge graph to be very high. 

So far, the main challenges of KB-QA are as follows: 1. the semantic analysis 

caused by the diversity of natural language problem is difficult. For example, “Who 

is the author of Hamlet?” and “Who wrote Hamlet?” have the same meaning. 2. The 

accuracy of entity recognition in the domain affects the accuracy of KB-QA. 

However, KB-QA has the advantage of high precision, while the recall is fairly low. 

The IR-QA system depends on a reliable retrieval strategy. Its core technology is 

information extraction and matching. IR-QA contains three steps normally. 1. 

Extract keywords from the question. 2. Retrieve relevant documents from the corpus. 

3. Filter requested information from the documents. The advantage of IR-QA is that 

it can retrieve the relevant documents that most likely contain the answer. The recall 

of IR-QA is fairly high, while the precision is fairly low. 

This paper proposed a hybrid question answering system in the K-12 education 

that combines KB-QA and IR-QA [11, 12], taking advantages of both. We focus on 
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the factoid questions which can be directly answered by one entity or one property 

in the knowledge graph. For example, “Where is Stephen Zweig from?”, we can get 

the answer, “Germany”. Our contributions in this paper can be summarized as 

follows: 

 Proposed an automated question answering system which can efficiently answer 

questions in the K-12 education field.  

 Combine KB-QA with IR-QA to improve the accuracy and coverage of answers. 

 Full coverage of 9 subjects in the field of K-12 education, including Chinese, math, 

English, history, geography, biology, physics, chemistry, politics. 

2 Related Works 

Recent years, the question answering system has made great progress in the field of 

smart education. A wide variety of systems and related hardware devices are 

emerging. The emergence of early education robots and smart speakers provides a 

new way for children to learn knowledge through entertainment; exam answering 

robots are constantly challenging the limits of human examinations. These robots or 

applications are inseparable from a QA system that supports them in the background. 

The robots and AI devices based on automatic QA have effectively supplemented 

the traditional one-to-many education model that has not been overcome in the field 

of smart education, and opened up a one-to-one education model for human-

computer interaction.  

At the heart of IBM’s Watson robot [4] is an automated question answering system 

based on machine learning. The robot has already defeated human players in the 

television quiz show “Jeopardy!”  In the field of smart education, IBM launched the 

Watson Education Classroom to provide intelligent solutions for teachers and 

students. 

In China, the AI-MATHS [13] and Aidam [13] robot challenged the Chinese 

college entrance examination and scored 105 points and 134 points in the 

mathematics volume (out of 150); Todai Robot [14] from the University of Tokyo in 

Japan has been able to pass the local university entrance examination, and exceeded 

the average score in subjects such as mathematics, physics, and English. 

In recent years, Deep Learning (DL) is rapidly developing. Many researchers try 

to build KB-QA system using deep learning model. Dong [25] used a convolutional 

neural networks (CNN) to understand the question. Ming [26] structured an end-to-

end KB-QA model based on a Long Short-Term Memory (LSTM) model. Salman 

[27] focused on the factoid question and divided the task into entity detection, entity 

linking and relation prediction, on this basis they build an LSTM+RNN model. These 

models get better results than the traditional methods, but they are lack of 

interpretation and controllability. 

Yet all these methods are not focused on factoid question answering for K-12 

education. But these questions’ relevant knowledge is important for K-12 students, 
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while we combined the advantages of KB-QA and IR-QA and tried to build a hybrid 

factoid question answering in K-12 education. 

3 System Structure 

In this section, we will introduce the structure of our automatic question answering 

system. For QA system in K-12 education [15] field, accuracy is the most important 

prerequisite. The system integrates template matching [16], similarity calculation 

[17] and text retrieval [18], it tries to cover as many concepts as possible in each 

subject. We developed the QA system in Java and deployed it on a Tomcat server. 

The query language that we search knowledge graph is SPARQL. The architecture 

of the system is shown in Figure 1. 

 

Fig. 1. The Question Answering System Structure 

3.1 Offline Steps 

In offline steps, we formulate the feature rules of questions manually, and generate 

templates by the computer automatically. A number of high-quality question 

templates for K-12 education are constructed as the basis of the KB-QA module. We 

digitized more than 1,300 physical textbooks, and acquired more than 10,000 
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electronic books from digital libraries. Also, we filter and clean the amount of text 

data on Internet. Then we got a large amount of high-quality text data, these data can 

be used for the IR-QA module. 

Templates are very important for the whole system. They have a certain influence 

on entity and predicate recognition. Therefore, how to construct a high-quality 

template generation system is very important. In our system, the templates are 

constructed using regular expressions. Each template has a plurality of fields, such 

as attributes and priorities, corresponding to the specific regular expression template, 

e.g., “(?<title>(.*)?)作者 (.*)?”. The Chinese word “作者 ” means “author” in 

English. This template is to search the author of a book or an article. A detailed look 

of the template’s regular expression is shown in Table 1. 

Table 1. Structure of the templates 

Field Example Type 

content (?<title>(.*)?)地理位置(.*)? varchar(200) 

subject true tinyint 

value false tinyint 

type diliweizhi varchar(100) 

class null varchar(50) 

usage data varchar(20) 

priority 1 int 

 Content: The content row is the template content which is written in regular 

expressions. For example, if the question matches the template, it will recognize “

地理位置” as a possible predicate of a question, while the Chinese word“地理位

置” means “geographical location”. “(?<title>(.*)?)” is a named group capture that 

was used to determine the location of the subject. For example, “Where is the 

geographical location of Mount Tai”, the template got the subject is “Mount Tai”. 

 Subject/Value/Type: This field indicates whether the template subject is 

determined, the default flag is true. If the subject of the question is unknown, it 

will be marked as false. Such as “who is called Tian Khan”, “value” indicates 

whether the object is certain or not, “type” indicates the label of the template. 

 Class: It indicates the class of the subject, it was used to qualify the subject of 

certain special questions and can be ignored. 

 Usage: When questions can’t be answered through a simple SPARQL query, 

“usage” is used to identify these questions. It is optional. 

 Priority: This field indicates the priority of the template. It is mainly used to 

calculate the score of the predicate. 
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The answering process of the problem is completed by KB-QA and IR-QA. The 

implementation of each part will be introduced separately below. 

 

KB-QA. KB-QA includes the following five sub-modules: 

 Entity recognition [19] and entity linking [20] module: In this module, we adopt 

template segmentation, synonym word forest query, similarity calculation, longest 

common substring matching, etc., and set the priority according to the confidence 

of each method. Then we build a set of candidate entities. 

 Predicate and relationship identification module: This module uses template 

matching, similarity calculation, etc. The method also sets the priority according 

to the method to obtain a set of candidate Predicate. 

 Query statement generation and query module [21]: According to the 

candidate sets, this module generates a SPARQL [22] query statement, and query 

the corresponding result from the knowledge base, then add to the candidate 

answer set. For example, “Who is the author of Hamlet?”, the subject is “Hamlet” 

and the predicate is “author”. We get a SPARQL query statement like this: 

 

SELECT distinct ?subject ?author  

from<http://edukb.org/Chinese> 

WHERE { 

?subject rdfs:label ' Hamlet '. 

?property rdfs:label 'author'. 

?subject ?property ?author. 

} 

 

 Answer screening module: According to the priority of the entity and the 

predicate, we calculate the score of each candidate answer. Then, we choose the 

top1 as the answer.  

 

IR-QA. IR-QA will be used when KB-QA cannot provide a credible answer. We 

will select a text sentence from the text corpus. IR-QA is composed of the following 

two parts: 

 ElasticSearch [18] rough selection: (1) We use the rules to special treatment of 

the question, find the most advanced key such as “highest”, “third” and other 

words. (2) Splitting the question into words, and assigning different vocabulary 

weights according to the established part of speech priority. (3) Using the 

combined query and similarity matching strategy to query the selected keywords. 

 BiMPM [23] Featured: Use the BIMPM model to further screen ElasticSearch’s 

rough selection results, then choose the top1 answer.  

3.2 Online Steps 
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The system is an automatic QA system based on the K-12 education knowledge base 

and a large number of electronic texts. The K-12 education knowledge base [24] 

contains more than 22 million triples, 1.62 million instances, 1,000 concepts, and 

4,000 attributes. The source of knowledge includes the annotation library and the 

external source library. The annotation library is obtained from the knowledge which 

is tagged in the textbook, the external source library is extracted from the 

encyclopedia and Internet data. These textbooks are provided by The National 

Library of China for research. It covers all knowledge points of the 9 subjects in K-

12 education. The electronic text mainly includes 1,300 elementary education 

textbooks and 10,011 electronic extracurricular reading materials. 

4.1 Test Dataset Generation 

In the preliminary preparation work, a great number of test questions was obtained 

from the teacher resource books, the Internet and the textbooks. All of these 

questions have exact answers. The questions types mainly are fill-in-the-blank 

questions, multiple-choice questions, reading comprehension questions, essay 

questions, etc. These questions cannot be directly parsed by the KB-QA system. So 

we need to convert them to the questions that our system can analyze. For example, 

“The ratio of land to sea in the world is about ( )” is converted to “What is the ratio 

of land to sea in the world?”. 

Accuracy is the main evaluation index. We test each subject’s question dataset 

separately. When we input the test cases, answers are recorded. The test cases are 

designed for each subject. The subjects include Chinese, math, English, physics, 

chemistry, history, geography, biology, and politics. A total of 9,020 test cases were 

written by experts. The details of the questions in each subject are shown in Table 2. 

Table 2. Quantity of test cases under each subject 

Subject Number of test cases Percent of all test cases (%) 

Chinese 1,007 11% 

math 926 10% 

English 1,033 12% 

physics 1,000 11% 

chemistry 

history 

geography 

biology 

1,001 

1,040 

1,017 

1,000 

11% 

12% 

11% 

11% 

Politics 

Total 

996 

9,020 

11% 

100% 

4 Experiments 

Constructing a Hybrid Automatic Q&A System Integrating Knowledge … 73



4.2 Experimental Result 

Totally 9,020 test cases were executed, and the result of each test case was recorded 

in detail. Test case execution statistics and results are shown in Table 3 and Table 4. 

Table 3 shows the accuracy of each subject. Mathematics got the highest accuracy, 

because most of its subject knowledge are described precisely. Geography got the 

lowest accuracy, because a variety of geographical questions need to ratiocinate or 

summarize the answer from attribute value or text data. For example, “What does 

crustal movement lead to?”. The expansion of the knowledge graph and text data is 

helpful to increase the accuracy.  

Table 3. Accuracy of Our system on test cases 

Subject Number of test 

cases 

Correct Wrong Accuracy(%) 

Chinese 1,007 787 220 78.15% 

math 926 862 64 93.09% 

English 1,033 887 146 85.87% 

physics 1,000 911 89 88.40% 

chemistry 1,001 897 104 89.61% 

history 1,040 904 136 83.17% 

geography 1,017 739 278 72.66% 

biology 1,000 860 140 85.50% 

politics 996 885 111 88.86% 

Total 9,020 7,732 1,288 85.72% 

Table 4. Example test cases 

No Subject Question Answer 

1 Chinese 

1.1 Who is the author of “Shi Ji” Sima Qian  

1.2 What are the elements of the message? Person, time, place, cause, event 

1.3 Where is Stephen Zweig from? Germany 

2 Physics 

2.1 How to calculate the active power? P=W/t 

2.2 What is the function of infrared ray? heat energy 

2.3 What is the applied object of gravity? earth 

3 Geography 

3.1 What temperature zone is Europe in? North Cold Zone, North Temperate Zone 

3.2 What's the climate in eastern China? monsoon climate  

3.3 What are the three elements of a map? Scale, direction, legend 
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5 Conclusion 

With the advancement of artificial intelligence, smart education is developing 

towards intelligence and individualization. The question answering system is a new 

hotspot in this field. We construct an automatic question answering system that 

integrates KB-QA and IR-QA, combines traditional template matching with 

semantic calculation, and achieves fairly good accuracy. The system can help many 

primary and middle school students who lack counseling resources, they can get 

answers in a timely manner during their daily study. At the same time, it can be 

integrated with various educational hardware or mobile applications to improve their 

ability to provide automatic QA for students. It has positive significance to construct 

the smart education system in the Internet era.  
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