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Abstract The fusion of palmprint and iris biometric traits is implemented in this
paper. The region of interest (ROI) of palm is detected and segmented based on the
valley detection algorithm and the ROI of iris is extracted based on the Neighbor-
Pixels Value Algorithm (NPVA). The statistical-local binary pattern (SLBP) is used
for extracting the local features from the iris and palm. For enhancing the palm fea-
tures, the combination of discrete cosine transform (DCT) and histogram of oriented
gradient (HOG) are applied. The Gabor—Zernike moment is used to extract the iris
features. This experimentation was carried out in the identification system. The fuzzy
Gaussian membership function was used as classification in the matching stage for
the fusion system of palm and iris. The CASIA datasets of palm and iris were used
in this research work. The proposed system accuracy was found to be satisfactory.

Keywords Palmprint - Iris - Valley detection - SLBP - HOG + DCT - Zernike
moment * Fuzzy

1 Introduction

The pattern recognition is to classify the data based on the knowledge which is already
gained in the cognition process [1]. The pattern recognition is a process to understand
the object/pattern to which class it belongs. Those patterns/objects can be 1D, e.g.,
signal or 2D, e.g., image. The biometric is one application of the pattern recognition.
The biometric system is to analyze and measure the characters of human body.
There are three types of biometrics physical, behavior, and cognitive. The physical
biometrics are the bodily parts of the human body suchlike face, fingerprint, and
palm. The behavior biometrics are the activities of the human body suchlike gait,
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keystroke, and voice. The cognitive biometric means every nervous tissue of human
has a different response to the signal likes electrocardiogram (ECG), electromyogram
(EMG), electroencephalogram (EEG), and electrodermal Response (EDR). In this
paper, two physical biometrics were experimented (palmprint and iris).

The iris looks like a ring inside the eye, and it controls the intensity of light which
is entering through the pupil. So, the radius of the iris is increasing and decreasing
according to the illumination of light. There are more features on the iris such as tiny
crypts, nevi anterior border layer collarette, and texture features [2]. The right iris
has different features than the left iris for the same human. Also, the iris is one of the
touchless biometrics. The palmprint is another trait of physical biometrics which is
located between the root-finger and wrist of the hand. Wei and David [3] were the
first authors who describe the palm as one type of biometric traits in August 1998.

The paper organization as the next section describes the previous research regard-
ing to the fusion of palm and iris. Section 3 describes the methodologies of the
fusion system based on iris and palm. Section 4 discusses the implementation and
the results. At the end of the paper will be the conclusion and the references.

2 Literature Survey

Jai et al. [4] have presented a method to extract the palm features and it is named
as the histogram of oriented lines (HOL). Indeed, the HOL method is derived from
the HOG technique [5] which was presented by N. Dalal and B. Triggs in 2005 for
the human detection. The HOL is not sensitive to light changing. Also, the HOL
is used to extract the palm lines along with the orientation features. Wei Jai et al.
have presented Euclidean distance in the verification and identification system for
the palmprint trait. In the verification mode, the error rates were computed, so 0.31
and 0.64% are obtained as error rate in the PolyU M_B and PolyU II databases,
respectively. In the identification system, the recognition rates were calculated based
on the matching samples from the testing templates. Thus, 99.97 and 100% were the
recognition rates in the PolyU II and PolyU M_B databases, respectively.

Fathi et al. [6] have presented the face recognition system which is extracted the
global and local features. In the global features, the Zernike moment is applied on
the output of the Gabor filter. For extracting the local features of face image, the
histogram of oriented gradient (HOG) is used to extract the face features. Thus, the
global and local features were combined for producing a feature vector of the face
image. The nearest neighbor classification is used for the matching process, and this
classification is based on the Euclidean distance. The accuracies were 97.8, 98, and
97.7% in Yale, ORL, and AR databases, respectively.

Mahesh and Raj [7] were proposed the magnitudes of the Zernike moments for
generating the feature vector of the face images. They have experimented in 2D and
3D face images. The features were selected on the basis of the order in the Zernike
moments, so the length of feature vector was varied from 16 to 42 features. The ORL
dataset was into 60% for training 40% for testing. The authors have used the neural
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network tools in MATLAB (nprtool) for the matching process. In the ORL database,
the highest recognition rate is 99.50% with 36 features by using the radial basis
function neural network (RBFNN). In 3D face database, the best achievement was
99.71% with 42 features by using multilayer perceptron neural network (MLPNN).

Gayathri and Ramamoorthy [8] were extracted the iris and palmprint features by
applying Gabor filter with four orientations and three spatial frequencies. They have
fused the palm and iris after the features were described by Gabor filter. The output
of Gabor filter for the palm and iris images was integrated in single matrix by using
the second level of wavelet transform. In other words, the second wavelet transform
was applied on the palm and iris images, then it was combined in one matrix for
generating the feature vector. The fusion system accuracy was 99.2% by using the
KNN classifier.

Kihal et al. [9] were presented a multimodal of iris and palmprint by extracting the
global features using the wavelet transforms. Thus, the iris features were extracted
by using the Haar wavelet transform at four levels. For extracting the palmprint
features, the Daubechies wavelet transform was applied at four levels as well. The
Hamming distance is utilized in the matching phase for the iris modal and palmprint
modal separately. The researchers have proposed three different levels of fusion for
the iris and palmprint biometric traits features level, score level, and decision level.
The authors have compared the results between the three levels of fusion. In case at
the feature level, the feature vectors of iris and palm were combined in single vector
for generating a feature vector of the iris and palmprint. In the score-level fusion,
the feature vectors of iris and palmprint were evaluated separately/individually and
based on each feature vector score, the decision is made by using a weighted sum
rule. Finally, at the decision level, the fusion was based on the error rate from the
feature vectors of iris and palmprint. Khachane et al. [10] were presented the fuzzy
rule-based classification for identifying the normal sperm from the abnormal.

3 Methodologies

In this paper, the fusion of palmprint and iris biometric traits was integrated at the
feature level as shown in Fig. 1. The palm is segmented from the rest part of hand
by using the proposed algorithm from the previous work of authors [11]. The iris
was localized by using the Neighbor-Pixels Value Algorithm (NPVA) [12]. The
texture features of iris and palm were extracted by calculating the mean and standard
deviation of the local binary pattern (LBP) filter. The DCT and HOG were applied
together to extract palm texture features. The Gabor filter with eight orientations
and five scales were applied on the ROI of iris for generating forty sub-images.
Then, the Zernike Moment (ZM) is applied on each sub-image to generate feature
vector of the iris. The Gaussian fuzzy membership function is used as classifier in
the identification system.
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Fig. 1 Proposed system of palmprint and iris fusion system

3.1 Preprocessing

The region of interest (ROI) of palm was detected and segmented by applying the
valley detection algorithm [13] and thresholding segmentation. For extracting the iris
region, the Neighbor-Pixels Value Algorithm (NPVA) was proposed by the author
in [12] for calculating the radius and center values of the region of iris. After the iris
detection, the iris region is converted into rectangular form by using the rubber sheet
normalization [14]. The dimensionality of iris images was resized to 64 x 384 and
palm images were resized to 64 x 64.

Further, three of enhancement techniques were applied on the ROI of the palm:
contrast-limited adaptive histogram equalization (CLAHE), Sobel filter, and Gaus-
sian filter mask. The contrast-limited adaptive histogram equalization (CLAHE) is
used to enhance the intensity contrast of the ROI of palm and iris [15]. The histogram
equalization (HE) is applied on the ROI of iris for the enhancing the contrast of the
iris pixels. The histogram equalization is distributed the intensity values of pixels in
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the range between 0 and 255, and it is powerful technique in the image processing
techniques.

3.2 Feature Extraction

The concept of feature extractor in pattern recognition in the field of image processing
is converting the matrix (image) into a set of mathematical parameters which will
be in the form of vector (feature vector) or template features. Those features can
be edges, lines in palm, minutia in fingerprint, neighbor pixels-based (local binary
pattern features), texture features, or shape-based features, etc. In this experiment,
there are three methods were used to extract the features of the palm and iris.

3.2.1 SLBP

The local binary pattern (LBP) was introduced in 2002 by Ojala [16]. In this research,
the LBP is used as filter for the palm and iris images. The LBP is applied in each pixel
of an image except the first and last row and column. The LBP filter is to compare
the pixel with the eight-neighbor values. If the pixel intensity value for the neighbor
is greater than or equal to the central pixel, then it will be assigned as one; otherwise,
it will be assigned as zero. From the LBP filter, the output of the previous process
will be eight binary numbers, so those numbers will convert to decimal number, and
it will be replaced with the center pixel as shown in Fig. 2 [17].

For obtaining the SLBP, the mean and standard deviation were calculated from the
LBP matrix. Those values were composted for creating the feature vector of SLBP.
SLBP method is the common feature extraction techniques for palm and iris.

223 | 25 12

120 | 56w | 57 LBP Filtering 10011001 | Binary to Decimal 153

20 39 | 20

Fig. 2 LBP filtering
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3.2.2 Composite of DCT and HOG

Discrete cosine transform (DCT) is used for conversion several signals/pixels into a
frequency domain. In addition to transform an image, it can be extracted the edges
from the palm image. When the palm has different features (principal lines and wrin-
kles etc.) of the palm, the composite of DCT and HOG was proposed for extracting
the features of palm.

Based on following equations, discrete cosine transform (DCT) is computed:

N
f@ =@ 3y cos(3-(2n = 1)(a = 1)) (M
1
_ 7w oa=l
v {¢%,25a51\/ @

wherea = 1,2, 3, ..., N, and N is the length of y. @ and y are the same size. The a
and N are indexed froma = 1, N = 1 because in MATLAB Vectors runs from 1. The
output of DCT is having negative and positive values, and thus the negative values
will be converted into positive values.

The histogram of oriented gradient (HOG) is introduced and proposed on 2005
by Dalal and Triggs [5] for the purpose of human detection. In this experiment, the
HOG is used to extract the palm texture feature. Thus, the combination of DCT and
HOG was proposed to extract the features of palm. The DCT is applied to analyze
and describe the edges from the palm image. So, the discrete cosine transform was
applied in the palm region images. Then, the HOG is used on the DCT output.

The following steps are describing the HOG algorithm:

Step. 1. The region of palm image is divided into cells and the four groups of cells
are considered as blocks, where the cell is 8 x 8 pixels and the size of block is 2 x
2 cells which means 16 x 16 pixels.

Step. 2. 50% overlapping was assigned from the next block as shown in Fig. 3. So,
the number of blocks for each palm image is 7 x 7 = 49 Blocks.

Step. 3. Nine directions were selected from the range between 0° and 180°. The
orientation and gradient magnitude were computed by using the following equations:

dx=Ix+1,y)—I(x—1,y) 3)
dy=1I(x,y+1)—I(x,y—1) 4)

m(x,y) =/ dx?+dy? (5)

Step. 4. The histograms of each cell with respect to nine bins direction were com-
puted.

Total no. of features = NB x CB x P (6)
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Fig. 3 Blocks and cells in 50% Overlapping

the palm image \[/_\l/

Block «—

where NB is the total of blocks number in the palm image. CB is assigned as four
because each block in palm image is divided into four cells. P is the bins orientation
which is assigned by 9. From Eq. 9, the total number of HOG features is 49 x 4 x
9 =1764.

3.2.3 Gabor-Zernike Moments

The idea behind this technique is to combine the Gabor filter with the Zernike
moments for extracting the texture features of an iris image. The combination of
Zernike moments and Gabor filter was achieved a satisfactory result in the face and
iris traits. In this implementation, the Gabor filter [18] was used on the iris image
with respect to eight orientations and five scales, thus forty sub-images were gen-
erated from the Gabor filter. Therefore, the Zernike moments [19] technique was
applied to each sub-image of iris with different orders and repetitions. Four features
were selected from each sub-image. The feature vector length of this technique is
160 features. The Zernike moments of order n with repetition m are obtained by the
following equations:

T

Zon = LSS Vi), P4y =1 )
y

X

where Zernike moment Z,,, on rotated image has the same magnitudes. Therefore,
|Z,m| is the rotation invariance of features. V,,, (x, y) is a Zernike polynomial on a
unit circle x2 + y? < 1.

Vnm(x.y): Vnm (,0’ 6) = an(P) eXP(]m 9) (8)
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where 7 is a nonnegative integer which represents the order of Zernike moment and
m represents the repetition. Satisfying the condition n — m is Even and |m| < n.

Also p = /x> +y?and 6 = tan~" £,

P ©)

3.3 Fusion

The fusion is to integrate the palm and iris biometric traits. In this experiment, the
fusion was done in the feature level. The feature vectors of iris and palm were compos-
ited to generate a single vector. Before composite the vectors, the max normalization
was adopted for making the values of the vector in the same range [0—1]. The max
normalization steps as follows:

Step. 1. It is to convert the feature vector values into integer values.

Step. 2. Find out the maximum value of the feature vector of iris and palm.

Step. 3. Divide the feature vector of iris and palm with the maximum values of iris
and palm, respectively.

Step. 4. Composite the feature vector of iris and palm in single vector.

3.4 Fuzzy-Based Classification

The feature vectors are classified by using the Gaussian fuzzy membership function
[20, 21], and this function gives output in the range between 0 and 1. The following
steps are the algorithm of fuzzy classification based on the Gaussian fuzzy member-
ship function:

Step. 1. Enroll the all feature vectors of the biometric traits as matrix.

Step. 2. Divide the feature matrix into training and testing. Where, 50% of the feature
matrix was assigned for training model and the rest for testing the system accuracy.
Step. 3. Calculate the average and standard deviation for each training sample of the
specific label separately.

> Hi

n

w(H) = (10)

2
o(H) = Z|H’—M| (11)

n



Fuzzy-Based Classification for Fusion of Palmprint ... 121

where H is a features vector and the 7 is the length of the H vector. The u is the
mean or the average of the specific features. o is the standard deviation.

Step. 4. Apply the Gaussian fuzzy membership function to the testing samples based
on the mean and standard deviation of the training samples.

~(Hi—n)*
F(Hw) =e 2 (12)

where e is a mathematical constant and the approximate value is 2.7183. H,, is the
Gaussian fuzzy membership values which are in the range between zero and one. H;
is the testing vector. i and o are the mean and the standard deviation, respectively.
The average of each observation (H,,) of the testing vector is stored in another matrix
for computing the accuracy.

4 Implementation and Results

The methodologies and algorithms of this paper were developed by using MAT-
LAB software. The CASIA-iris and CASIA-palm databases [22] were used in the
implementation. In this experiment, 24 subjects with eight samples 8 x 24 = 192
subjects were selected randomly from each database of CASIA-Palmprint Database
and CASIA-Iris-Interval Database. A total number of selected samples are 8 x 24 +
8 x 24 = 384 images.

The feature vectors of the iris and palm biometric traits were classified based on
the Gaussian fuzzy membership function. The feature vectors were divided into 50%
as training and 50% as testing. The mean and standard deviation were computed for
the training features and it stored as two vectors for each person. The testing vector
is evaluated by using the Gaussian fuzzy membership function with respect to the
two vectors which were stored (mean and standard deviation vectors).

From Table 1, the accuracies in unimodal biometrics of palm and iris were 97.92
and 93.37%, respectively. The average accuracy of unimodal biometric is ((97.92
+ 93.75)/2) = 95.83%. So, the recognition rate was increased in the multimodal
biometric by 3.125% (Fig. 4).

Table 1 Identification accuracies based on fuzzy classifier

Classification method | Palm Iris Fusion
Recognition rate (%) | 97.92 93.75 98.96
Time in second (s) (5.0109) (0.9434) (7.47215)
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Recognition Rate

Fusion

Palm

90.00% 92.00% 94.00% 96.00% 98.00%  100.00%

Fig. 4 Results comparison

5 Conclusion

The comparison between the unimodal and multimodal biometrics system based
on fuzzy classifier was developed by using the MATLAB software. The ROI of
palm and iris was detected and extracted based on the valley detection algorithm
and NVPA, respectively. SLBP was used for extracting the local features of iris and
palm. For enhancing the features, the composite of DCT and HOG was applied on
the palm images. In case of iris image, the composite of Gabor filter and Zernike
moment was applied to extract the iris features. The max normalization was applied
to make the feature vectors in the same range, then the feature vectors of palm and
iris are integrated in single vector. The fuzzy-based classifier was developed for this
system. The recognition rate of the multimodal is 98.96% and approximate time of
classification is 7.47 s. The recognition rate of this system is found to be satisfactory.
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