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Preface

Processing and analysis of signals have been at the helm of affairs in recent times,
thanks to the revolution of data and signals. The signals might be speech, audio,
images, video, sensor data, telemetry, electrocardiograms, or seismic data among
others. The possible application areas include transmission, display, storage, inter-
pretation, classification, segmentation, or diagnosis. Scientists and researchers
across disciplines are venting out their efforts in designing efficient algorithms for
processing and faithful analysis of different types of signals encountered in daily life.

A plethora of classical techniques has been in existence over the years to effi-
ciently deal with signals and systems to foster the field of signal and image pro-
cessing encompassing the theory and practice of algorithms and hardware that
convert signals produced by artificial or natural means into a form useful for a
specific purpose. The filtering techniques have played a recommendable role in this
regard. However, the classical techniques often fall short when the signals become
corrupted by noise artifacts.

In order to do away with the limitations of the classical techniques, scientists
have evolved several intelligent methods entailing soft computing paradigm and
machine intelligence. Moreover, the present era sees a great thrust in this direction
with the advent of voluminous data and signal contents.

This volume, comprising 12 well-versed chapters, aims to open up a discourse of
new realm of research in signal and image processing using intelligent computing
paradigms.

Facial expression recognition is the process of identifying the expression that is
displayed by a person, and it has several applications in the fields of medicine,
human–computer interaction, and others, where recognition of expressions dis-
played on a face is of vital. Chapter “Face Detection and Expression Recognition
Using Haar Cascade Classifier and Fisherface Algorithm” introduces a process for
recognition of facial expressions using Haar classifier and Fisherface based on
Fisher’s linear discriminant analysis (FLDA) for dimensionality reduction.

Chapter “Pyramid-Based Multi-scale Enhancement Method for Iris Images”
proposes a pyramid-based image enhancement through multiscale image process-
ing. It can increase the contrast of the image to compensate for the illumination
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problem, compared to the existing methods. A comparative analysis with CLAHE
and divide-and-conquer method is also presented in this chapter. Simulation results
show that the proposed method gives promising results.

Character recognition from handwritten images is of great interest in the pattern
recognition research community for their good application in many areas. To
implement the system, it requires two steps, viz. feature extraction followed by
character recognition based on any classification algorithm. Convolutional neural
network (CNN) is an excellent feature extractor and classifier. The performance
of a CNN for a particular application depends on the parameters used in the net-
work. A CNN is implemented for the MNIST dataset with appropriate parameters
for training and testing the system in Chapter “Character Recognition from
Handwritten Image Using Convolutional Neural Networks”. The system provides
accuracy up to 98.85%, which is better with respect to others. It also takes a very
low amount of time for training the system.

Deep learning has been shown to efficiently identify patterns from images and
signals from various application domains. The use of deep learning in medical
image analysis is, however, limited till date. Two well-known malignant lesion
image datasets, namely Dermofit and MED-NODE, are both separately and toge-
ther used to analyze the performance of a proposed deep convolutional neural
network (CNN) named as CNN malignant lesion detection (CMLD) architecture in
Chapter “Malignant Melanoma Classification Using Cross-Platform Dataset with
Deep Learning CNN Architecture”.

Soft biometrics such as gender significantly works to enhance the performance
of biometric systems and is also having applications in human–computer interac-
tion, content-based indexing and retrieval, demographic studies, security, and
surveillance. Gender identification among adults is easy as compared to that in
children, due to the similarity of facial skin texture and appearance of faces. The
authors have introduced a technique to identify/classify the gender from facial
images of children in Chapter “Automatic Gender Identification from Children
Facial Images Using Texture Descriptors”. In this method, the authors have applied
three basic steps, namely preprocessing, feature extraction, and classification. In the
preprocessing stage, face detection and normalization are performed. The authors
have computed different texture descriptors for extraction of powerful features.

At the physical layer, underwater acoustic communication (UWAC) channels
present many challenges for efficient communications, which features both long
delay spreads and serious Doppler effects. The waves and motions at the surface
of the sea are the main causes for these effects. The complexity at the receiver
increases along with the symbol rate, thereby increasing the burden of the channel.
Orthogonal frequency-division multiplexing (OFDM) which is a form of multi-
carrier modulation has been effectively used for UWAC recently because of its
ability to handle long dispersive channels reducing the complexity of the channel
equalization. However, intercarrier interference (ICI) is introduced by the Doppler
effects that destroy the orthogonality of the sub-carriers. To overcome the effects of
OFDM, an emerging technique known as filter bank multicarrier communication
(FBMC) system is used in UWAC. The high capacity of the transmission
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bandwidth in FBMC systems can be accomplished by applying offset quadrature
amplitude modulation (OQAM). Because of cyclic prefix deletion, FBMC/OQAM
can arrange higher spectral efficiency when compared to OFDM. Chapter
“Assessment of UWAC System Performance Using FBMC Technique” uses both
OFDM and FBMC/OQAM by considering the losses and noise effects in UWAC
environment and illustrates their performances with respect to bit error rate (BER).

Simple exponential smoothing (SES) is a popular form of smoothing which can
be regarded as a recursive system with the infinite impulse response (IIR). As a
consequence, it suffers heavily from the threat of instability and phase nonlinearity.
An effort has been made to get a finite impulse response (FIR) estimation of SES to
acquire the benefits of an optimal speed and computational efficiency in addition
to the usual advantages like stability and phase linearity in Chapter “Simple
Exponential Smoothing and Its Control Parameter: A Reassessment”.

The domain of image processing has been very popular among researchers since
a very long time. It is a well-known fact that there are myriad objectives that can be
met with this subject. Chapter “A Novel Cross-Dimensional Image Processing
Technique: Toward a 3D View of a 2D Image” proposes a novel technique of
training by processing images on a two-dimensional plane, thereby subsequently
producing a resultant three-dimensional view of an image. This transformation is
attained through cross-dimensional image processing by studying, understanding,
and analyzing the various attributes and properties of an image. This cross-
dimensional technique explores the existing digital image processing domain where
the inputted 2D image is mapped to produce a 3D view of the image in 3D space.

Chapter “Quantum-Inspired Bat Optimization Algorithm for Automatic
Clustering of Grayscale Images” introduces a quantum-inspired framework with
the bat optimization algorithm (QIBOA) for automatic clustering of image datasets.
The aim of this chapter is to find out the optimal number of clusters from an image
dataset on the run. A comparison has been made between the quantum-inspired bat
optimization algorithm and its classical counterpart. As a result, it is seen that the
quantum-inspired version outperforms its classical counterpart. Computational
experiments have been conducted on four Berkeley image datasets.

With the advancement of technology and ease of the access of digital infor-
mation and its creation and transference, the protection of copyrights for informa-
tion security is of the prime concern. Digital watermarking gives copyright
protection of digital images by impregnating additional information in the original
cover image. Thus, watermarking prevents illegal copying by providing a method
of enacting the ownership of a redistributed copy. The authors propose a
wavelet-based dynamic LSB replacement method, which serves the purpose by
providing excellent robustness and imperceptibility. Moreover, the watermark is
encrypted by a symmetric key cryptographic algorithm to make it secure from
further eavesdropping in Chapter “A Wavelet-Based Blind Digital Image
Watermarking using Dynamic LSB Replacement (DLSBR) and Symmetric Key
Cryptography”.
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Chapter “Fuzzy-Based Classification for Fusion of Palmprint and Iris Biometric
Traits” presents a technique of the fusion of palmprint and iris biometric traits for
the purpose of classification. The region of interest (ROI) of the palm is detected
and segmented based on the valley detection algorithm, and ROI of the iris is
extracted based on the Neighbor-Pixels Value Algorithm (NPVA). The statistical
local binary pattern (SLBP) is used for extracting the local features from the iris and
palm. For enhancing the palm features, the combination of discrete cosine transform
(DCT) and the histogram of oriented gradient (HOG) is applied. The Gabor–
Zernike moment is used to extract the iris features. This experimentation was
carried out in the identification system. The fuzzy Gaussian membership function
was used as classification in the matching stage for the fusion system of palm and
iris. The CASIA datasets of palm and iris were used as test datasets.

In the most recent years, numerous approaches have been accomplished in the
discipline of human voice recognition for building speaker identification systems.
Frequency- and time-domain techniques are widely used in extracting human voice
features. Chapter “Employing FPGA Accelerator in Real-Time Speaker
Identification Systems” presents the most robust and most popular Mel-frequency
cepstral coefficient (MFCC) technique to parameterize voices to be used later in the
voiced/unvoiced different feature extraction process methods. In addition, the direct
classical techniques for human voice feature extraction purposes are used. A
field-programming gate array (FPGA) is used to speed up the system performance
for use in real-time applications.

The primary objective of the book is to bring a broad spectrum of the recent
intelligent methods for signal and image processing so that it is able to trigger
further inspiration among various research communities and contribute to their
respective fields of applications.

The editors would like to take this opportunity in expressing their heartfelt
regards to Mr. Aninda Bose, Senior Editor (Hard Sciences), Springer, India, for his
constant support and guidance during the book project tenure.

Kolkata, India Siddhartha Bhattacharyya
November 2018 Sankar K. Pal

Indrajit Pan
Abhijit Das
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About This Book

The book is aimed to report the recent trends in signal and image processing given
the fact that almost every modern tools and gadgets resort to signal processing in
one way or the other in this advanced era of human civilization. The relevant
algorithms govern different application areas such as mobile communications,
medical imaging, gaming and host of other technologies. As a matter of fact,
scientists and researchers are continually engaged in developing time-efficient,
robust, and failsafe signal processing algorithms for the benefit of mankind. The
main reason behind these intensive efforts is to foster the field of signal and image
processing encompassing the theory and practice of algorithms and hardware that
convert signals produced by artificial or natural means into a form useful for a
specific purpose.

From time immemorial, scientists have developed several efficient algorithms to
process signals and images faithfully and extract meaningful information from
them. However, the classical methods often fall short of offering robust solutions
since the real-life signals are often uncertain and imprecise, which remains insur-
mountable to process in practice using the conventional classical methods.

Hence, advanced computational techniques have come up for addressing the
complex real-life problems like handling the uncertainty in signal processing. The
objective of such computational paradigms is to give rise to failsafe and robust
solutions to the emerging problems faced by mankind. Several intelligent tech-
niques have been in vogue over the year in this direction. Among these techniques,
the latest hybrid soft computing techniques stand in good stead.

The proposed book aims to introduce to the prospective readers the latest trends
in signal and image processing technologies with reference to both the classical and
hybrid computational paradigms.
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Face Detection and Expression
Recognition Using Haar Cascade
Classifier and Fisherface Algorithm

Indrasom Gangopadhyay, Anulekha Chatterjee and Indrajit Das

Abstract Facial expression recognition is the process of identifying the expression
that is displayed by a person, and it has several applications in the fields of medicine,
human–computer interaction others; where recognition of expressions displayed on a
face is of vital. The process mainly comprises face detection and expression recogni-
tion using Haar classifier and using Fisherface based on Fisher’s linear discriminant
analysis (FLDA) for dimensionality reduction, respectively. The dataset from which
the faces were presented to the classifiers yielded a precision of 96.3% with a recog-
nition speed of 8.2 s. An improvement in recognition accuracy of 3.4% is observed by
this algorithm from other algorithms, viz. eigenfaces, LBPH recognizer, and artificial
neural network; althoughwith a drawback of incorrect recognition in cases of uneven
illumination or low-light conditions. This result may be considered as efficient both
with respect to accuracy and speed of recognition of the facial expressions.

Keywords Haar cascade classifier · Fisherface · Cohn-Kanade database · Facial
expression recognition · Face detection

1 Introduction

Facial expression analysis is a difficult challenge which has become an interesting
topic for the research. The expression on one’s face provides an insight about their
mood or feelings and can play a vital role in social communication. Facial expres-
sions are also useful in forensic, biometric, and neuroscience studies [1]. It also has
applications in image comprehension, psychological evaluation, animation of face,
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human–computer interaction (HCI) and in fields like medicine to determine state of
a patient, or in criminology for determining the truthfulness of a criminal, etc. A
human face has salient and absolute features due to which the detection of expres-
sions of human faces is possible. Once a face is identified in an image, most suitable
face characteristics are extracted for expression detection [2].

The critical procedure of the facial expression recognition (FER) technology
includes acquiring the image, detecting the face, extracting features and lastly classi-
fication of facial expressions. Firstly, the face needs to be detected, which is a primary
step in expression recognition. The feature extraction methods are described based
on whether they emphasize on motion of faces and its features or the deformation
of faces. Motion-based approaches can be implemented by using dense optical flow,
pattern tracking, feature point extracting, etc. Deformation-based approaches have
to bank on neutral face in order to retrieve facial features and not get affected by
changes such as aging signs like wrinkles. Here, the relevant features of a face like
mouth, eyebrow, and nose are utilized for expression analysis [3]. Finally the clas-
sification of the facial expression based on the features extracted. Feature extraction
is the most vital step to get the region of interest (ROI) [4].

In this paper, faces are classified into eight expressions: happy, angry, surprise,
contempt, disgust, fear, surprise, and neutral. The Cohn-Kanade database is used for
the process of training and testing the classifier. As for the detection of the face, the
Haar cascade classifier is used here. The classifier is trained with positive images
(images containing faces) and negative images (images lacking face). After training
of the classifier is done, it is applied to an ROI on an image and it scans for the
specific object. Fisherface algorithm is used for feature extraction, recognition, and
classification of facial expressions. It is very important for expression recognition
because if features used are not adequate, then the system would fail to generate the
correct expression.

The remaining part of the paper is presented in this way: In Sect. 2, a thorough
literature survey has been conducted to this domain. Section 3 presents the method
that has proposed in this paper. Section 3.4 put forth the experimental results, and
Sect. 4 describes the conclusion.

2 Literature Survey

Over the time, various researchers worldwide have already worked on the subject of
facial expression recognition and they have utilized and conceived a heap calculation
that assesses the execution of their proposed approaches and plans. In this segment,
a few surveys of such existing research along with their corresponding accuracy of
computational executions is discussed below.

Researchers Ranade et al. [5] proposed a method by implementing local binary
pattern (LBP) for analysis of facial expression. First is the splitting up of the input
image of faces into a group of smaller regions, and from that, LBP histograms are
drawn which are fabricated into one feature histogram. Use of uniform LBP is the
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primary reason for high performance. The highest and average recognition accuracy
rates are 94.1 and 82.08%.

Researchers Dhavalikar et al. [6], in their paper, put forward a method where skin
color detection and segmentation are used for face detection. The process imple-
mented to recognize facial features is termed as active appearance model (AAM).
Then, simpleEuclidean distance and artificial neuro-fuzzy inference system (ANFIS)
are used for categorized the expressions as sad, happy, fear, anger, surprised, and
disgust. Based on Euclidean distance, the true recognition rate is around 90–95%.
Modifying the technique using ANFIS, an accuracy of around 100% is achieved.

Researchers Sarode et al. [7] implemented a method using 2D appearance-based
local method for extracting facial features and recognizing four facial expressions.
The algorithm devises radial symmetry transform and additionallymakes use of edge
projection analysis for feature extraction. This subsequently leads to the classification
into one of the four expression classes, viz. happy, surprise, sad, and anger. The
accuracy has been measured around 81.0% for facial recognition from grayscale
images.

Researchers Zhao et al. [8] devised amethod in their paper by implementing a new
kernel-basedmultifarious learningmethod called kernel discriminant isometricmap-
ping (KDIsomap). It is used for performing nonlinear dimensionality depletion on the
extracted facial features, and it generates low-dimensional discriminant embedded
data representations with noticeable advancement in the performance on functions
recognizing facial expressions. For facial expression classification, the nearest neigh-
bor classifier along with the Euclidean metric is applied. Two databases are used for
facial expression recognition experiments, i.e., the Cohn-Kanade database (accuracy
is 94.88%) and the JAFFE database (accuracy of 81.59%).

Researchers Chitra et al. [9] in their paper proposed a method by implementing
Gabor filtering (also known as Gabor wavelengths or kernels) for facial recognition.
In this paper, preprocessing is done using contrast and illumination equalization,
fuzzy filtering, and histogram equalization. After that, detection of faces and extrac-
tion of facial features are done with the assistance of local binary pattern (LBP). The
expressions are then classified into happy, surprise, anger, sad, fear, disgust, neutral
and are categorized. SVM algorithm is adopted here for face recognition and facial
expression recognition and produces accuracy of approximately 90%.

Researchers Anil. et al. [10] have applied some tailor-made facial expression
recognition algorithms like regional registration, gradient feature matching, patched
geodesic texture transform,FARO,bag-of-wordsmethod, and curvelet feature extrac-
tion. They have considered several databases for demonstration purposes which
include Cohn-Kanade, Yale, JAFFE, CMUAMP, AR, BU-3DFE, and databases. The
main steps performed here are facial image preprocessing, face detection, detecting
facial components, extracting features, and finally classifying into the respective
expression category. The expressions that are contemplated for identification are
happy, disgust, anger, fear, sadness, and surprise. FARO and bag-of-words method
produce best results (recognition rate of 94.74%) even with occluded images.

Researchers Kumar et al. [11] describe different stages used for recognizing facial
expressions, viz. face acquisition, face normalization, face segmentation, facial fea-
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ture extraction, facial feature representation, and expression classification. For face
normalization scale, illumination and pose are enhanced. In segmentation, the face is
differentiated from the image background and then features are separated. For facial
feature extraction, image-based andmodel-based techniques are employed. To repre-
sent facial features,muscle-based or component projectionmethods are used. Finally,
during facial expression recognition, expression interpretation is done. An accuracy
of 96.83 and 92.22% was found on JAFFE and Yale databases, respectively.

3 Proposed Methodology

The process for recognizing facial expressions mainly consists of three steps as
follows:

Image acquisition
Face detection
Facial expression recognition.

3.1 Image Acquisition

TheCohn-Kanadedatabase is used for training and testingof images in this paper. The
expressions are divided into eight folders according to the expression contained in the
image under investigation. Out of all the database images, most of the images contain
archetypical expressions such as neutral, sadness, surprise, happiness, fear, anger,
contempt, and disgust. The Cohn-Kanade database is a posed expression database
with spontaneous smiles. The images of this database are mostly gray and stored in
the following manner: The first face image in every folder displays no expression,
whereas the last image consists of an expression, and the images in between contain
the transformation from a neutral face to the expression face.

3.2 Face Detection

Several techniques have been proposed for face detection as can be seen from the
literature survey. While there are many algorithms which have been proven to be
effective under small variations of lighting, facial pose and expression, camera focus,
or shadowing yet for large variations of such factors, the results of the algorithms
are less impressive. However, keeping in mind the above-mentioned conditions, two
algorithms have been used which have been proven to be highly compelling in the
past.
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Fig. 1 a Edge features,
b line features, and
c rectangular features

Haar feature-based classifier is first trained with images from Cohn-Kanade
dataset where few images are stated as positive examples; i.e., the images with
faces and the remaining images are called negative examples, i.e., images without
faces. After the classifier is trained, it can be applied to an ROI in a given image.
The classifier produces the output as 1 if the region shows the face of a person or 0
otherwise. A Haar object detector uses edges, lines, and combination of four rect-
angles for detection of face. Countless rectangular features are detected by the Haar
classifier, and it detects them into regions to create the definition of an object shown
in Fig. 1.

Haar cascade classifier makes use of the Haar-like features to detect a face in
an image. This improved feature set is known as two-rectangle feature. The areas
surrounding the eyes are commonly found to be comparatively darker than the cheeks.
A case of a Haar-like component for detecting the face is an arrangement of two
neighboring rectangular zones over the eye and cheek regions.

Figure 2 shows the cascade of classifier containing a list of stages ofweak learners.
The classifier detects an object by placing a window over the given image. Each sub-
window labels the region it moves upon as positive, meaning an object or a face is
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Fig. 2 Stages of classification

detected, or negative, meaning the specified object, or the face, is not present. If a
negative result (face not found) is produced by the labeling, the classification of that
region can be termed as complete and the window is shifted to the next location.
If the labeling yields positive result (face found), then region moves on to the next
stage. The classifier finally gives a result when each and every stage yields a positive
result; that is, the face in the image is detected. After detecting a face using Haar
cascade classifier, the facial regions from the images are cropped and are separated
into the respective expression folder for training.

3.3 Facial Expression Recognition

Facial expression recognition—Fisherface [12] method is a derivative of Fisher’s
Linear Discriminant (FLD). Based on the feature set, it can be implemented in a
lot of ways for classification. This algorithm contemplates the disparity between
two persons. Variance may also arise in database images due to contortions such as
illumination, facial expression, and pose variation.

The mathematical representation of the Fisherface algorithm is as follows. Let xij
be the ith sample of class j, μj be the mean of class j, and nj be the number of
samples in class j. The computation for more than two classes is done by minimizing
intraclass differences and maximizing interclass distances. Intraclass differences can
be estimated using the intraclass scatter matrix, given by Sw, and the between class,
differences are computed using the interclass scatter matrix, Sb. To minimize the
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determinant of intraclass scattermatrix andmaximize that of interclass scattermatrix,
the S−1

w Sb matrix is constructed to get Fisherfaces. Sw and Sb are defined as follows:

Sw �
nj∑

i�1

C∑

j�1

(
xi j − μ j

)(
xi j − μj

)T
(1)

Sb �
C∑

j�1

(
μ j − μ

)(
μ j − μ

)T
(2)

where μ denotes the mean of all classes. Now, the task is to find those basis vectors
V, where Sw is minimized and Sb is maximized, where V is a matrix whose columns
vi are the basis vectors defining the subspace.

∣∣VTSbV
∣∣/|VTSwV| (3)

It is solved by eigenvalue decomposition, SbV � SwV�, where � denotes a
diagonalmatrix of corresponding eigenvalues andVdenotes amatrix of eigenvectors.
The nonzero eigenvalues of eigenvectors V are the Fisherfaces. There is a maximum
of C − 1 Fisherfaces. Here, Fisherface is used for training a certain percentage of
dataset for training the system to detect expressions, and the rest serves as test data
set. In the upcoming section, the experimental results from the experiment performed
using the proposed algorithm are explained.

3.4 Experimental Results

The experiment was done in Python IDLE 3.6.4 on Windows 8.1 Operating System
with Intel Core i3 running at 2.6 GHz using Cohn-Kanade dataset. The data was
organized into the following eight categories: happy, anger, neutral, contempt, sad,
fear, surprise, and disgust. The training set consists of 456 images with 57 images
present in each expression category, i.e., happy, anger, neutral, contempt, sad, fear,
surprise, and disgust. From the whole dataset, about 69% was utilized for training
the classifier, while the remaining 31% was used for testing it. This process was
repeated 10 times, calculating the accuracy every time, and the average accuracy
was measured.

In the experiment, firstly, the detection of the face using Haar classifier is done
which is shown in Fig. 3. After that, in Fig. 4, cropping the face region in the
image and resizing are done. Finally, the classification algorithm is used to detect
the expressions of the faces which are shown in Fig. 5.

The average accuracy of the proposed expression recognition algorithmwas found
to be 96.3% as depicted in Fig. 6. The classifier, if had not been trained, would
randomly be assigned classes, and the probability of recognizing a correct expression
would have been 12.5% ((1/8)*100).Hence, it can be said that the proposed algorithm
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Fig. 3 Detection of faces

Fig. 4 Original faces and cropped faces
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Fig. 5 Expressions of faces detected

Fig. 6 Accuracy of the proposed algorithm using Fisherface

Fig. 7 Comparative analysis of facial expression recognition algorithms

shows a performance improvement of 83.8% over a classifier that has not been
trained. Figures 7 and 8 show a comparative analysis of the proposed method with
other algorithms in terms of accuracy and speed. The results show that the proposed
algorithm gives the best result against other algorithms. The following section puts
forth the conclusion.



10 I. Gangopadhyay et al.

Fig. 8 Comparative analysis of execution time for facial expression recognition algorithm

4 Conclusion

A process of face detection and expression recognition is proposed and implemented
in this paper. Eight expressions, viz. happy, angry, surprise, contempt, disgust, fear,
surprise, and neutral, are recognized from the faces. The face detection process is
accomplished using Haar classifier. The expression recognition process is performed
using Fisherfaces which produces 96.3% accuracy which is better by at least 3.4%
in comparison to other algorithms. The proposed algorithm has an expression recog-
nition execution time of 8.2 s which is faster than other algorithms by at least 3.2 s.
These results may be used to conclude that the algorithm proposed in this paper is
efficient both in terms of accuracy and recognition speed.
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Pyramid-Based Multi-scale
Enhancement Method for Iris Images

J. Jenkin Winston and D. Jude Hemanth

Abstract The uniqueness of the iris makes it an effective physiological biometric
trait which helps in personal identification. In an iris-based personal identification
system, image enhancement plays a vital role. An apt enhancement will help in the
proper localization of iris in the image. This paper proposes a pyramid-based image
enhancement throughmulti-scale image processing. It can increase the contrast of the
image to compensate for the illumination problem, compared to existing methods. A
comparative analysiswithCLAHEanddivide-and-conquermethod is also performed
in this paper. Simulation results show that the proposed method gives promising
results.

Keywords Pyramid · Iris image enhancement · Iris recognition · Biometrics

1 Introduction

Security has become a very crucial issue to be solved. The breaches in security
have caused huge loss in almost every sector of life. Many manual and automated
standards have emerged to overcome this menace. One such system introduced with
the advancement of digital technology is biometric system.Various biometric features
like signature, voice, typing, walking gait, fingerprint, iris, and face can be thought
for easy access. However, out of these features, iris is more unique and noninvasive.
Hence, it becomes more effective for personal identification system [1].

Iris is a meshwork of connective ligaments and ciliary muscles forming crypts,
furrows, and freckles. This texture-like pattern is highly unique for each individual
and does not change over the life span. It is captured using digital cameras and
further processed to identify the person. During the capturing process, because of
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the non-ideal environment, the captured image is prone to be affected by artifacts.
These artifacts reduce the visibility of textural features in the iris. Artifact caused due
to low illumination is one such problem faced by the iris-based biometric system.
Elimination of this artifact is done by a process called image enhancement.

Image enhancement is a method of improving the brightness, sharpness, and
contrast of the image. This helps in proper localization of the iris in the image.

Raffei et al. in [2] have used an iso-CLAHE approach on iris images with low
lighting and low contrast. The clip parameter is selected based on the entropy of
the sub-image in luminous plane for histogram equalization. However, the sharpness
of the image needs to be further improved for better results. Sanpachai et al. in [3]
have done image enhancement through different variants of histogram equalization
and studied its performance. Among them, multi-scale adaptive histogram equal-
ization and contrast limited adaptive histogram equalization perform better. Yet, the
enhancement is nonlinear. Sajjad et al. in [4] have enlarged the iris region using bilin-
ear interpolation and then applied CLAHE in order to get a well-distributed textural
pattern. Despite enlarging, the features are not sharp. Hemalatha et al. in [5] have
tried a series of filtering followed by histogram equalization to improve the quality
of the image. Median filter is used to remove the noise. Later, Gabor filter is used to
sharpen the edges, and then, histogram equalization is done to enhance the contrast.
In this method, filtering has not contributed much to the performance of histogram
equalization.

Tammam et al. in [6] have used a 2D complex matched filter to eliminate the illu-
mination spots in the pupil region. The region is replaced with black pixel. This may
lead to false localization of pupil boundary. Kumar et al. in [7] have experimented
with a different series of steps. The image is converted to gray scale. Later, histogram
equalization is done. Then, median filtering is done. And then gamma intensity cor-
rection is done to improve the brightness. And finally, top-hat and bottom-hat filtering
is done to further improve the contrast. However, this method fails to trace the verti-
cal boundary. Kiruthiga et al. in [8] have demonstrated smoothing through fractional
derivative mask in both x and y direction. This is done to highlight the important
features. Kumar et al. in [9] have tried high-boost median filtering to improve the
PSNR of the iris image. Amplification is done on high-frequency and low-frequency
components to achieve this. Although not any constraints on amplification factor is
discussed. A similar kind of work is also reported in [10–12].

From the literature, it is clear that very few works are done on low-illuminated
iris images. In this paper, the performance of our proposed multi-resolution enhance-
ment with CLAHE and divide-and-conquer method on low-illuminated iris images
is evaluated. The experimental results show improvement in the luminance, and the
texture of the image is preserved.

New technologies continue to evolve in biometric recognition systems. In systems,
the first input that it receives should be free from artifacts. In non-ideal situations, it
is practical to consider images with low illumination. To improve the visual quality
of the image, a multi-resolution fusion-based enhancement method is proposed in
this paper.
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The rest of the paper is arranged as follow. In Sect. 2, the proposedmulti-resolution
algorithm for iris image enhancement in sequence and short notes on the divide-and-
conquer method and CLAHE method is given. Later, in Sect. 3, a discussion on
the results and comparison with other methods is made. At last, conclusions are
discussed in Sect. 4.

2 Proposed Methodology

The outline of the proposed work is presented in Fig. 1. The proposed methodology
along with CLAHE and divide-and-conquer method is used to enhance the image,
and then, their quality is measured.

2.1 Multi-resolution Enhancement

According to retinex theory [13], each digitally captured image can be considered
as a product of brightness and radiance. Several enhancement algorithms based on
this theory are there. However, these methods for enhancing iris images captured in
low illumination are not explored.

The basic idea of this method is to combine the several derived inputs from
the brightness and radiance image generated from a single iris image. The global
brightness is improved, local contrast is bettered, and the texture of the iris image is
preserved to enhance the low-illuminated iris image. Initially, the image is separated
as brightness and radiance images. The radiance image. From each derived image,
the Laplacian and weights Gaussian image pyramid are fused. The reconstructed

Fig. 1 Outline of the proposed work
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Fig. 2 Flowchart of the multi-resolution enhancement method

image is then combined with the brightness image to get the enhanced image. This
is shown in Fig. 2.

From the retinex theory, the image from the database is taken as the product of
brightness and radiance.

C p(m, n) � Bp(m, n)∗R(m, n) (1)

where C is the captured image, B is the brightness, R is the radiance, p is the index
for RGB color channels, and (m, n) is the index for a pixel location. The brightness
image contains information about the illumination variation and can be assumed to
locally smooth [14]. The illumination profile of the image is generated by finding
the maximum intensity value from the three color planes. This is given by

L(m, n) � maxC p(m, n) (2)

The brightness plane is estimated by performing morphological operation on the
illumination profile. This smoothens the local features. The brightness image is given
by

B � L • S

255
(3)

whereS is the structuring element, and•denotes the closingmorphological operation.
Equation 2 maps the illumination profile to the range [0, 1]. As the pupil and the iris



Pyramid-Based Multi-scale Enhancement Method for Iris Images 17

region are circular, choosing disk as the structuring element would be the best for
performing the closing operation. This operation smoothens the contours by filling
the gaps and fusing the discontinuity.

This estimated brightness image is further enhanced by using guide filter. The
guide filter is a derived linear model to preserve the edges. The filter kernel G is
chosen from the V channel of HSV color space of the input image. The filter output
is the weighted average at pixel i, given by

Bi �
∑

j
Gi, j (V )Bj (4)

where G is the filter kernel that is a function of guiding image V . The kernel is given
by

Gi, j (V ) � 1

N 2

∑

w:i, j

1 +
(Vi − μw)(Vj − μw)

σ 2
w + ε

(5)

where N is the number of pixels in the filter kernel window, μw and σ 2
w are the

mean and variance of V within the window w, and ε is the normalization parameter.
The radiance image can now be computed from Eq. 1, after the brightness image is
estimated.

In the next stage, the derived images D1, D2, and D3 are computed. The image
D1 has the same brightness image estimated. The image D2 is the gamma-corrected
image. This is done to address the global illumination problem. To enhance the
local contrast feature, the third derived image D3 is computed using contrast limited
adaptive histogram equalization (CLAHE).

The next stage is the creation of normalized weight map for each derived image.
The weight for the kth derived image is given by

Wk(m, n) � Wb,k(m, n) ∗ Wc,k(m, n) (6)

where Wb,k(m, n) is the brightness weight, and Wc,k(m, n) is the contrast weight for
the kth derived image. It is given by

Wb,k(m, n) � exp

{
−Dk(m, n) − 0.52

2 ∗ 0.252

}
(7)

Wc,k(m, n) � Dk(m, n)(1 + cos(αH (m, n) + φ)S(m, n)) (8)

where H and S are the hue and saturation channel in HSV color space of the low-
illuminated input iris image. For this image set, the parameters are chosen as α � 3
andφ � 240 to preserve the color features. This highlights the region of high contrast.
The normalized weight image for the kth derived image is given by
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Wnor,k(m, n) � Wk(m, n)∑
k Wk(m, n)

(9)

Next is the fusion of images in the pyramid level. The derived images are low-pass
filtered and decomposed into Laplacian pyramid. It extracts the edge features. The
normalized weight image is decomposed into the Gaussian pyramid. It extracts the
smooth image features. The fusion of pyramid at each level is given by

Fl(m, n) �
∑

k

Gal
{
Wnor,k(m, n)

}
Lal{Dk(m, n)} (10)

where l denotes the level of decomposition, Ga
{
Wnor,k

}
is the Gaussian pyramid of

kth normalized weight image, and La{Dk} is the Laplacian pyramid of kth derived
image. Then, the enhanced brightness adjusted image is obtained by summing fused
pyramid at each level.

Bfinal(m, n) �
∑

l

Up{Fl(m, n)} (11)

where Up is the up-sampling operator. The final enhanced image is obtained by

Cfinal(m, n) � Bfinal(m, n)R(m, n) (12)

3 Divide-and-Conquer Method

Ashigh frequency components and low frequency components of an image are totally
different parts. So, in this method they operate on image subspaces individually to
enhance the image. A detailed study on this method is presented in [15].

4 Contrast Limited Adaptive Histogram Equalization
(CLAHE)

The images are split into smaller contextual regions. On each region, the pixel values
that have maximum occurrence are redistributed by limiting the histogram. This
improves the contrast. A detailed study on this method is available in [16].
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5 Experimental Results and Discussions

The experimental results of this proposed method are discussed here. The experi-
ments were conducted on 100 low-illuminated iris images from UBIRIS. v2 run on
PC with 2.7 GHz Intel Core i5 processor and 4 GB RAM using Matlab R2014a.

5.1 Qualitative Analysis

The input image is separated as radiance image and brightness image. The bright-
ness image captures the texture and intensity information of the input image. The
naturalness of the color in the input image is captured in the radiance image. An
example for this is shown in Fig. 3.

From the brightness image, the images D1, D2, and D3 are derived. An example
for this is shown in Fig. 4.

Combining these derived images by fusing it at various levels of pyramidal reso-
lution, the enhanced image is computed.

An example for the low-illuminated input image and image enhanced through
multi-resolution-based fusion technique is shown in Fig. 5. From Fig. 5b, it can
be seen that the proposed method enhances the low-illuminated regions of the iris
image.

Fig. 3 a Low-illuminated input image, b Estimated brightness image, and c Estimated radiance
image

Fig. 4 Derived images D1, D2, and D3 a Brightness image, b Gamma-corrected c CLAHE
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Fig. 5 a Input image,
bMulti-resolution enhanced
image

Table 1 Comparative
analysis on the performance
of the proposed method

Method Average MSE Average PSNR

Divide-and-conquer 22.91 20.96

CLAHE 0.8737 49.33

Proposed 0.0041 95.87

5.2 Quantitative Analysis

The average mean square error and the average peak signal-to-noise ratio of the
methods discussed are tabulated in Table 1.

In terms of MSE, CLAHE is 96% better, and the proposed method is 99% bet-
ter compared to the divide-and-conquer method. The proposed method achieves an
increase in average PSNR of 74.91 compared to the divide-and-conquer method and
46.54 compared to CLAHE method. Overall the proposed multi-resolution method
performs better for low-illuminated iris images.

6 Conclusions

A dynamic multi-scale image enhancement for low illumination iris images is pro-
posed and tested on UBIRIS. v2 iris database. CLAHE and divide-and-conquer
methods were not able to enhance the images with low illumination. Compared to
these techniques, the proposedmethod enhances the visibility of the iris image details
much better. This method improves the contrast under exposed iris images. And it
directly operates on the pixel and more computation is required. However, it is effi-
cient compared to other preprocessing techniques in the frequency domain. In the
future, the recognition rate for this preprocessing approach on iris recognition will be
evaluated. Other multi-resolution methods for image enhancement will be analyzed.
Impact of this method on iris images from other databases will also be analyzed in
the future work as well.
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Character Recognition
from Handwritten Image Using
Convolutional Neural Networks

Ranjan Jana and Siddhartha Bhattacharyya

Abstract Character recognition from handwritten images is of great interest in the
pattern recognition research community for their good application in many areas.
To implement the system, it requires two steps, viz., feature extraction followed by
character recognition based on any classification algorithm. Convolutional neural
network (CNN) is an excellent feature extractor and classifier. The performance of a
CNN for a particular application depends on the parameters used in the network. In
this article, a CNN is implemented for the MNIST dataset with appropriate parame-
ters for training and testing the system. The system provides accuracy up to 98.85%,
which is better with respect to others. It also takes very low amount of time for
training the system.

Keywords Handwritten character recognition · Optical character recognition ·
Convolutional neural networks · Deep neural networks ·MNIST dataset

1 Introduction

Character recognition from printed text images or handwritten image documents is
very important in the domain of optical character recognition (OCR). Some of the
research areas include automatic number plate recognition, automatic postal address
checking from envelopes, processing of bank cheques to name a few, as illustrated in
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[1]. Extraction of text from real images is always a challenging proposition in many
applications [2]. Recognizing text from real images becomes very complicated due
to a wide range of variation in textures, backgrounds, font size and shading. The
three basic steps of character recognition are segmentation, feature extraction, and
feature classification. In the domain of computer vision, the Multi-layer perceptron
(MLP) has been a revolution. However, the performance ofMLP fully depends on the
performance of feature selection algorithms [3]. After the invention of Deep Neural
Network (DNN), it is proved that, DNN is an excellent feature extractor as well as a
good classifier [4]. However, it takes huge amount of time for training the network
due to large numbers of nonlinear hidden layers and connections. Convolutional
neural network (CNN) has been discovered to solve various problems in computer
vision by using lesser amount of hidden layers compared to DNN [5]. So, CNN is
used to extract the position-invariant features in a reasonable amount of time for its
simple structure. CNN takes relatively few parameters and it is very easy to train the
system. CNN is able to map between input dataset to output dataset with temporal
sub-sampling to offer a degree of rotation, distortion, and shift invariance [6]. So,
CNN is used in this article to implement the system to recognize character from
handwritten image.

2 Related Work

This section surveys related works on character recognition systems. Hanmandlu and
Murthy have implemented a character recognition system that used different prior-
ities for different features based on the accuracies of individual features [7]. The
recognition system has been implemented using a fuzzy model. The average recog-
nition accuracy was 98.4% for the numeric digits in English and 95% for the numeric
digits in Hindi. A recurrent neural network (RNN) using Hidden Markov Model has
been used to discover patterns in a script to find the sequence of characters [8].
The model has been implemented by Graves and Schmidhuber and it classified the
IFN/ENIT database of handwrittenArabicwordswith 91% accuracy. For recognition
of handwritten English characters, Pal and Singh have implemented the Multi-layer
Perceptron [9]. The features have been extracted and analyzed by comparing its fea-
tures for character recognition using boundary tracing and its fourier descriptors. It
has been also analyzed to determine the number of hidden layers required to attain
high accuracy. It has been reported with 94% accuracy of Handwritten English char-
acterswith very less amount of training time.Neves et al. have implemented aSupport
Vector Machine (SVM) based offline handwritten character recognition, which gave
better accuracy compared to the Multi-layer perceptron classifier for the NIST SD19
standard dataset [10]. Although, MLP is suitable for segmentation of nonlinear sep-
arable classes, but it can easily trapped into a local minima. An implementation of
deep neural network models has been established by Younis and Alkhateeb so that it
can extract the important features without unnecessary pre-processing [11]. Such, a
deep neural network has demonstrated an accuracy of 98.46% onMNIST dataset for
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the handwritten OCR problem. Amultilayer CNN using Keras with Theano has been
implemented by Dutt and Dutt in [12] with accuracy of 98.70% on MNIST dataset.
It provided better accuracy compared to SVM, K-Nearest Neighbor and Random
Forest Classifier. A comparative study of three neural network approaches has been
provided by Ghosh andMaghari [13]. The results showed that Deep Neural Network
was the most efficient algorithm with accuracy of 98.08%. However, it was noted
that each neural network has an error rate because of their similarity in digit shape
for the digit tuples (1 and 7), (3 and 8), (6 and 9), (8 and 9).

3 Overview of CNN Architecture

A CNN is a special type of artificial neural network, which consists of one input
and one output layer with multiple hidden layers. The hidden layers are convolu-
tional layers, pooling layers, and fully connected layers [6]. The network consists of
repetitive convolutional and pooling layers. Finally, it ends with one or more fully
connected layers.

3.1 Convolutional Layer

A convolutional layer applies sliding filters vertically and horizontally through the
input image. This layer learns the features of all the regions of input image while
scanning. It computes a scalar product of values of the filter with the values of image
regions and adds a bias for each region. A Rectified Linear Unit applies element wise
activation function, viz., max(0, x), Tanh, Sigmoid: 1/(1 + e−x) to the output of this
layer for thresholding.

3.2 Pooling Layer

Pooling layer is generally used after one or more convolutional layers to shrink
the volume of the data to make the network computationally faster. It restricts the
networks from overfitting as well as provides the network into translation invariance.
Max pooling and average pooling are generally used to implement pooling. It applies
sliding filters vertically and horizontally through the input image to get max value
or average value for each region of the input data.
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3.3 Fully Connected Layer

After all the convolutional and pooling steps, the networks generally use fully con-
nected layers with separate neurons for each pixels like a standard neural network.
The last fully connected layer contains n numbers of neurons, where n is the number
of predicted classes. For digit classification problem, it should be 10 neurons for 10
classes (digit 0–9) and for English character classification problem, it should be 26
neurons for 26 classes (character a to z).

4 Proposed Methodology

Character recognition from handwritten images has been applied for extraction of
text. To implement a character recognition system, one initially needs features extrac-
tion technique supported by a classification algorithm for recognition of characters
based on the features. Several feature extraction and classification algorithms have
been used for this purpose before the advent of deep-learning. Deep-leaning has
proved that, no separate algorithm is required for feature extraction and feature clas-
sification. Deep-learning is an excellent performer in the field of computer vision for
both feature extraction and feature classification. DNN architecture consists of many
non-linear hidden layers with enormous number of connections and parameters. So,
it is very difficult to train the network with a small set of training samples. CNN
is the solution, which takes relatively few set of parameters for training the system.
So, CNN is capable to map the input dataset to output dataset correctly by changing
the trainable parameters as well as the number of hidden layers. Therefore, CNN
architecture is proposed for character recognition from the images of handwritten
digits. For performance verification of the system, the standard normalized MNIST
dataset has been used.

4.1 Database Used for Training and Testing

The MNIST dataset is a subset of NIST database [14]. The MNIST dataset is a
collection of 70,000 images of handwritten digits. The dataset is divided into 60,000
images for training and 10,000 images for testing [14]. All images have resolution of
28× 28 and the pixel values are in the range of 0–255 (gray-scale). The background
of digit is represented by 0 gray value (black) and a digit is represented by 255 gray
value (white) as shown in Fig. 1.

The MNIST database is a collection of training and test set image files as well as
training and test set label files. The pixel values are organized in row-wise for training
and test set image files. So, the training set image file consists of 60,000 rows and
784 columns (28 × 28) and the testing set image file consists of 10,000 rows and
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Fig. 1 Examples of MNIST
data set

784 columns. In the training and test label files, the labels values are 0–9. So, the
training label file consists of 60,000 rows and 10 columns (0–9) and the testing file
consists of 10,000 rows and 10 columns.

4.2 Design of CNN Architecture for MNIST Dataset

The performance of a CNN for a particular application depends on the parameters
used in the network. So, the CNN architecture with convolutional layers is imple-
mented for MNIST digit recognition as shown in Fig. 2.

At first, 32 filters of window size 5 × 5 with a ReLU activation function for
nonlinearity are used in first convolutional layer. After that, a pooling layer is used
to perform a down-sampling operation using a pool size 2 × 2 with stride by 2. As
a result, the image volume is reduced. After that, 64 filters with window size 7 ×
7 with a ReLU activation function for nonlinearity is used in another convolutional
layer. Then, another pooling layer is used to perform a down-sampling operation
using a pool size 2 × 2 with stride by 2. After that, a fully connected layer is used
with 1024 output nodes. Finally, another fully connected layer with 10 output nodes
is used to get network results for ten digits (0–9).

5 Experimented Result

Experiments have been conducted in Intel Xeon 2.2 GHZ processor with 128 GB
RAMusing python programming. The experimented result of the proposedmethod is
detailed in this section. A comparative study of proposedCNNwith other state-of-the
art works is shown in Table 1.

The proposed CNN gives 98.85% accuracy, which is better with respect to others.
The accuracy with required training time for different training steps of the proposed
CNN and CNN in KERAS are presented in Table 2. The results shows that proposed
CNN architecture takes less amount of time for better accuracy with respect to CNN
in KERAS as shown in Fig. 3.



28 R. Jana and S. Bhattacharyya

Fig. 2 The proposed CNN architecture

Table 1 Accuracy of
different CNN architectures

Author Method Accuracy (%)

Younis and
Alkhateeb [11]

CNN 98.46

Dutt and Dutt [12] CNN (Keras +
Theano)

98.70

Ghosh and Maghari
[13]

DNN 98.08

Proposed method CNN 98.85
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Table 2 Performance of proposed CNN and CNN in KERAS

Training steps CNN in KERAS Proposed CNN

Accuracy (%) Training time (s) Accuracy (%) Training time (s)

10,000 94.97 1353 95.20 797

20,000 97.03 2701 96.99 1573

40,000 97.99 5394 98.05 3136

60,000 98.41 8087 98.39 4674

80,000 98.59 10,785 98.61 6232

100,000 98.80 13,508 98.78 7793

110,000 98.85 14,827 98.85 8569

Fig. 3 Accuracy versus training time

6 Conclusion

In this paper, an implementation of handwritten digit recognition using CNN is
implemented. The proposed CNN architecture is designed with appropriate param-
eters for good accuracy of the MNIST digit classification. The time required to train
the system is also considered. The CNN architecture is designed with 32 filters with
window size 5 × 5 for the first convolutional layer and 64 filters with window size
7 × 7 for the second convolutional layer. The experimented results proved that, the
proposed CNN architecture is the best in term of accuracy and time for the MNIST
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data set as compared to others. It is worth mentioning here that more filters can be
used for better accuracy at the cost of higher training time. For further improvement
of the accuracy, the system needs to do more training, which requires a huge amount
of time. The parallelism technique of GPU machines can be used for better accuracy
with extensive training in a less amount of training time.
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Malignant Melanoma Classification
Using Cross-Platform Dataset with Deep
Learning CNN Architecture

Soumen Mukherjee, Arunabha Adhikari and Madhusudan Roy

Abstract Melanoma, a malignant skin lesion, is the deadliest of all types of skin
cancer. Deep learning has been shown to efficiently identify patterns from images
and signals from various application domains. Use of deep learning inmedical image
analysis is, however, limited till date. In the present paper, twowell-knownmalignant
lesion image datasets, namely Dermofit and MEDNODE, are both separately and
together used to analyze the performance of a proposeddeep convolutional neural net-
work (CNN) named as CNNmalignant lesion detection (CMLD) architecture.When
Dermofit and MEDNODE datasets are used separately with tenfold data augmen-
tation, the CNN gives 90.58 and 90.14% classification accuracy. When the datasets
are mixed together the CMLD gives only 83.07% accuracy. The classification accu-
racy of the MEDNODE dataset using deep CNN is considerably high in comparison
with the results found in the related literature. The classification accuracy is also
high in case of Dermofit dataset in comparison with the traditional feature-based
classification.

Keywords ABCD rule · Image augmentation ·MNIST · Convolutional layer ·
CMLD ·MEDNODE · Dermofit · Stochastic gradient descent with momentum
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1 Introduction

Melanoma is the most [1] deadly type of skin cancer which requires surgery to cure
in most of the cases [1]. In nearly 20% cases, surgery also fails to cure from this
fatal disease. Out of all the skin cancer death, 75% happens for melanoma itself.
It is the only cause for more than 50,000 cancer deaths around the world [1, 2].
Ultraviolet radiation exposure in bare skin is the leading cause of melanoma. In most
of the European countries like Switzerland andDenmark, patients are diagnosedwith
melanoma at a much high rate. It is found from the literature that early diagnosis
of melanoma plays a significant role for the successful treatment [1]. Melanoma is
a skin lesion type which can only be identified by expert dermatologists because
it is a close similarity with benign lesions. Dermatologists use several quantitative
marking techniques like ABCD rule, 7-point checklist, 3-point checklist, etc. [3]
other than the gold-standard skin biopsy to identify melanoma in an early stage. In
recent year, computer vision, machine learning, and deep learning play a vital role
in the detection of melanoma. In the present work, use of deep learning in malignant
melanoma detection is carried outwith a proposedCNNarchitecturewith benchmark
datasets. The paper is organized in the followingway. In the relatedwork section, two
different approaches, i.e., identification ofmelanoma using the traditional feature and
using deep learning CNN, are discussed. In the next section, a small introduction to
deep learning is given. The proposed work description is given after that with dataset
description and discussion on proposed CNN malignant lesion detection (CMLD)
architecture. Finally, in the conclusion part, the importance of the work and the future
scope is discussed.

2 Related Work

Melanoma and other malignant skin cancer detection and identification can be done
using hand-crafted traditional features and also with deep learning features. In this
section, both aspects are discussed in detail.

2.1 Melanoma Classification Using Traditional Feature

Malignant skin cancer detection using image processing and machine learning tech-
nique is primarily started with hand-crafted features, where a considerably large
amount of traditional features like shape, size, color, texture, etc. are extracted from
each lesion image. Then, amore computationally efficient subset of the extracted fea-
ture set is found with different feature ranking algorithms and feature optimization
algorithms, and finally, different supervised and unsupervised classification algo-
rithms are used on the feature subset to identify the proper class of the skin lesion
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image. Quite a large number of researches are carried out using the hand-crafted
features with well-known Dermofit and MEDNODE datasets which are used in this
work. Using Dermofit dataset, Tan et al. [4] got 88% classification accuracy with
optimized 1472 traditional features by a genetic algorithm with SVM classifier.
Mukherjee et al. [5] used four features ranking algorithms and found selected 163
features which ranked very high in all four ranking. These features with multilayer
perceptron (MLP) classifier yielded 86.2% classification accuracy. Ballerini et al. [6]
achieved 93% with only non-melanoma skin cancer and benign lesion images and
74% accuracy using 960 images of Dermofit dataset with 2 class and 5 class, respec-
tively, with several color features and 15,552 texture features using K-NN classifier
with threefold cross-validation. Laskaris et al. [7] found 80.64% classification accu-
racywith 31 images of Dermofit dataset.MEDNODEdataset is also used by different
researchers in this domain. Giotis et al. [8] got 81% accuracy with 675 features using
the 170 images ofMEDNODE dataset.Mukherjee et al. [9] got 83.33% classification
accuracy with only ten highest ranked traditional features using MLP. The ranking
of the features is done by ReliefF algorithm. In the same work, they have shown
that with only the best 25 PCA components, the classification accuracy level can be
increased by up to 87%. Mukherjee et al. [10] got 91.02% accuracy when they used
1886 features but optimized the number of neurons in the two hidden layers of MLP
by particle swarm optimization (PSO) using the MEDNODE dataset. In their work,
they have also worked with Dermofit dataset where they have found 88% accuracy
with 1886 features. In conclusion, the highest accuracy achieved in full Dermofit
(1300 images) and MEDNODE (170 images) dataset is 88 and 91.02% so far. Other
than Dermofit and MEDNODE dataset, DermIS, DermQuest, PH2, etc. are the other
popular datasets in this domain.

2.2 Melanoma Classification Using Deep CNN Architecture

In recent times, several researchers have worked on malignant lesion identifica-
tion using deep learning architecture. Nasr-Esfahani et al. [11] in their work used
MEDNODE dataset with 170 color images. They have augmented images to make it
total 6120 including the original ones.Different image augmentation techniqueswere
used like image cropping (5 and 10% cropping) and image rotation (with an angle 0°,
90°, 180°, and 270°) generating 35 augmented images from a single original image.
Then, each image is rescaled to 188× 188 pixels. The authors have used deep CNN
to classify the images into two classes, malignant and benign. In their work, they
have used two convolution layers with 20 and 50 feature maps of 5 × 5 kernel each
in the first and second layer, respectively. One max-pooling layer is present between
each convolution layer. Finally, fully connected two-class layer is given for the clas-
sification task. The system is implemented in Intel i7 processor with 32 GB RAM
andwith two linked GPU of Titan andGeForce series. They havemaintained 80/20%
training and testing ratio. They have achieved 81% classification accuracy. Pomponiu
et al. [12] have proposed a method of deep CNN, where they used the images from
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DermIS and DermQuest image library. Their original datasets are divided into 217
benign and 182 malignant images which are augmented to make it around 10,000
images. They introduced Gaussian noise, histogram equalization, and compression
and motion blur to augment the images. The images are rescaled to 224× 224 pixels
to feed into the CNN. The CNN they have used has eight layers, which has five
convolution layers at the beginning and three fully connected layers at the end. They
have got a two-class classification accuracy of 93.64% in their work. Ayan and Unver
[13] in their work have shown how data augmentation helps to improve the classifi-
cation rate of melanoma using deep learning. In their work, they have used different
sized 1000 original images from popular ISIC dataset which are divided into two
equal set of 500 images of malignant and benign class. All the images are resized to
224 × 224 pixels before feeding to the CNN. The CNN architecture they have used
has total 11 layers with four convolution layers, two max-pool layers, three dropout
layers, and two fully connected dense layers. They have achieved 78% classification
accuracy without data augmentation, and when data augmented with five times of the
original images to make the total image count up to 5000 with 75/25% training and
testing ratio, the two-class classification accuracy increased to 81% with NVIDIA
K4200 GPU card and 64 GB RAM. The entire program of their proposed system
is implemented in Python. Kwasigroch et al. [14] made a comparison of the per-
formance of three popular CNN architectures in melanoma classification including
VGG19, ResNet50, and VGG19-SVM. In their work, they have used ISIC dataset
with different types of image augmentation scheme like transformation (i.e., rota-
tion, flip, shift, etc.). They have used an imbalanced dataset of 9300 benign and 670
malignant images. With VGG19, ResNet50, and VGG19-SVM, they have achieved
81.2, 75.5, and 80.7% classification accuracy. They have used GeForce GPU with
6 GB RAM in their work, and the program implemented in Python. Maia et al. [15]
got 92.5% accuracy with PH2 dataset consisting of 200 images (40 malignant and
160 benign) using popular VGG19 CNN architecture. Lopez et al. [16] also used
ISBI 2016 challenge dataset with training and testing images of 900 and 379 images
and got 81.33% classification accuracy. They have usedVGG16 architecture for their
deepCNNnetwork. Ali andAl-Marzouqi [17] have used ISBI 2016 challenge dataset
with 727 benign and 173 malignant images to achieve 81.6% two-class classification
accuracy with modified LightNet architecture, consisting of 17 layers including five
blocks. Every block has convolution, ReLU, max-pooling, and dropout layer. Last
block has fully connected and soft-max classification layer in this deep CNN.

3 Deep Learning

Deep learning is the most popular technique for image recognition in recent times
for its efficiency and accuracy. It is not only used in the domain of image processing
but also in natural language processing, bioinformatics, audio processing, etc. Deep
learning application in image processing acts very similar to the visual cortex of
the brain and finds out deep features from the images. Convolutional neural network
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Fig. 1 Deep CNN architecture

(CNN) is one of themostly useddeep learning techniques [18–21]. It is first developed
in 1980s, but around 2012 the use of CNN in deep learning application comes into
reality for the development of graphics processing unit (GPU) as CNN requires
high computational time. The main area of concern is the training time required
by CNN, which is considerably very high in complex CNN rather than traditional
techniques. CNN has two major components, convolutional layer and pooling layer.
Each convolutional layer produces a new image from the original image known as
feature map. Convolutional layer contains small square shape convolutional filters
which are applied to the input image. The size of the filter used varies and depends
on different types of application. After convolutional layer, a batch normalization
layer is present which normalizes the output of the previous convolutional layer.
Activation function like ReLU (rectified linear unit) or sigmoid function is used at
the end of the convolutional layer. The pooling layer is used to reduce the size of
the feature map generated from the convolutional layer. There are different types
of pooling like max-pooling, mean-pooling, and average pooling which are also
application-specific. Filter shift step is known as stride. In the last stage of CNN, one
or few fully connected layers, usually soft-max layer of classification, are present.
Figure 1 shows small sample deep CNN architecture. More complex architecture has
multiple numbers of convolutional and pooling layers. Different convolutional neural
networks (CNNs) are used for the image classification task, e.g., AlexNet, VGGNet,
GoogLeNet, ResNet, CIFAR10/100, MNIST, SVHN, etc. The CNN architecture
varies for different types of application [18, 19].

4 Dataset

In the present work, two different popular malignant lesion image datasets are
used. The first one is Dermofit [6] image set, which contains 1300 malignant (both
melanoma and non-melanoma) and benign skin lesion optical images. Every image
of this dataset is tagged by dermato-pathologists, and it is identified as a gold-standard
dataset. Images in this dataset are in “.png” color format with varying image pixel
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Table 1 Details of the two datasets used in the work

Dataset Total images Malignant Benign Format Size

Dermofit 1300 526 774 .png color Varying size

MEDNODE 170 70 100 .jpg color Varying size

Fig. 2 a, bMalignant and
benign skin lesion images
from Dermofit dataset

(a) Malignant (b) Benign

size. The second dataset used in the work is MEDNODE [8] dataset, which has
total 170 number of “.jpg” color malignant (melanoma) and benign optical images.
MEDNODE is collected by University Groningen. Nikon D3 or D1x cameras are
used to take these images. Every image of this dataset is validated by a dermatologist
and identified as a gold-standard dataset. Details of the two datasets are given in
Table 1. In Fig. 2, the malignant melanoma and benign skin lesions are shown from
Dermofit dataset.

5 Proposed Work

In this proposed work, MATLAB 2018a is used for writing code for image aug-
mentation and for creating proposed deep learning CNN architecture. The codes are
executed in Intel i5 processor with 4 GB RAM without GPU. The original images
are augmented with replication of images by making three types of transformations,
namely horizontal flip, vertical flip, and both horizontal and vertical flip together
and introducing four types of noise, i.e., Gaussian, Poisson, Salt-and-Pepper, and
speckle in the original image. Two other ways of augmentation done are increment
and decrement of brightness by a value of 50 in the original image. This image aug-
mentation makes malignant images to 5260 (526 × 10) images and benign image
to 7740 (774 × 10) images for Dermofit dataset. Similarly, MEDNODE dataset [8]
original images (170) are also extended by ten times (1700) of the original dataset
after data augmentation. Figure 3 shows the results of different transformations on
one of the single malignant melanoma images from MEDNODE dataset.

6 CNN Malignant Lesion Detection (CMLD) Architecture

In the present work, a new CNN malignant lesion detection (CMLD) architecture
is proposed which is lightweight and similar to the MNIST deep CNN architecture
[22]. Several deep CNN architectures are available at present like AlexNet, VGGNet,
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(a) Original (b) Decreased
 Brightness 

(c) Gaussian 
Noise

(d) Horizontal 
Flip

(e) Horizontal 
and Vertical 
Flip

(f) Increased 
Brightness

(g) Poisson 
Noise

(h) Salt-
Peeper Noise

(i) Speckle 
Noise

(j) Vertical Flip

Fig. 3 a–j Original and different types of augmented images of MEDNODE melanoma dataset

ResNet, GoogleNet, etc. Each of them requires a considerable amount of time and
space overhead and hence may be called heavyweight. Some CNN architectures
require less computational load and branded as lightweight. In comparison with the
lightweight CNNs like CIFAR10/100, MNIST, SVHN, etc., the above-mentioned
heavyweight CNNs give very small enhancement in classification accuracy. In this
proposedCNNmalignant lesion detection (CMLD) architecture after the input image
layer in the top layer, three 2D convolution layers are present and separated by
two max-pool layers in between, and finally, fully connected layers and soft-max
layer are present for classification. The detail of the architecture is given in Table 2.
Architecture of CMLD is similar to MNIST deep CNN was originally developed to
classify a 10-class (digits of 0–9) problem of handwritten digit identification.

In this proposed work, the authors have used input image layer of size 128 ×
128 to minimize data loss unlike 28 × 28 input image size used in MNIST deep
CNN architecture. Increase in image size will increase the training time of the deep
CNN. Yu et al. [23] have shown that increasing the input image size will increase
the complexity of the network but may not increase the classification accuracy.

For the present work, 75% of the total images are taken for training, and 25% of
images are taken for testing. The training options used for the whole experiment are
given in Table 3.

7 Result and Discussion

Two datasets, Dermofit and MEDNODE, are separately classified with the deep
learning CNN architecture. Using augmented MEDNODE (1700 images) and Der-
mofit (13,000 images) datasets, an accuracy of 90.14 and 90.58% are found. When
these two datasets are merged together, i.e., then a total image set of 14,700 gives
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Table 2 Details of the layers present in CNN malignant lesion detection (CMLD) architecture
from top to bottom

[128 × 128] Input image layer

Two-dimensional convolve layer with eight number of [3 × 3] filters with padding so that output
size is same like input

Batch norm layer

ReLU layer

Two-dimensional max-pool layer with [2 × 2] pool and [2 × 2] stride (step in CNN)

Two-dimensional convolve layer with 16 number of [3 × 3] filters with padding so that output
size is same like input

Batch norm layer

ReLU layer

Two-dimensional max-pool layer with [2 × 2] pool size and [2 × 2] stride (step in CNN)

Two-dimensional convolve layer with 32 number of [3 × 3] filters with padding so that output
size is same like input

Batch norm layer

ReLU layer

Fully connected layer (2)

Soft-max layer

Classify layer

Table 3 Showing different values of the options chosen for training CMLD

Method Learning rate Max. epochs Validation
frequency

Stochastic gradient descent with
momentum

0.01 500 100

Table 4 Results found from the CMLD architecture

Proposed scheme MEDNODE dataset
(1700 images) (%)

Dermofit dataset
(13,000 images) (%)

MEDNODE and
Dermofit dataset both
(14,700 images) (%)

Accuracy 90.14 90.58 83.07

an accuracy of 83.07%, which is much lesser than the accuracy of the individual
dataset. The results are given in Table 4. In Table 5, comparison of different results
found from the present work and related work are shown.
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Table 5 Comparison of results with other related works using two datasets

Results found with hand-crafted features

Dermofit dataset MEDNODE dataset

Related work Accuracy (%) Related work Accuracy (%)

Tan et al. [4] with 1472
features

88 Giotis et al. [8] with 675
features

81

Mukherjee et al. [5] with
163 features

86.2 Mukherjee et al. [10] with
1886 features

91.02

Mukherjee et al. [10] with
1886 features

88 Mukherjee et al. [9] with 10
features

83.33

Mukherjee et al. [9] with 25
PCA components

87

Results found with deep learning architecture

Proposed work 90.58 Nasr-Esfahani et al. [11] 81

Proposed work 90.14 (without GPU)

8 Conclusion

It is given in Table 5 that deep learning gives 2.5% better accuracy result in case
of Dermofit and 1% lesser accuracy in MEDNODE in comparison with the best
results obtained fromhand-crafted features. The classification accuracy of the present
CMLD faresmuch better onMEDNODE than CNNused byNasr-Esfahani et al. [11]
although no GPU is used in CMLD and two linked GPUs are used by Nasr-Esfahani
et al. When the mixed platform datasets are used, the classification accuracy drops
through around 7% as it is commonly seenwith hand-crafted features. It is a common
belief that data augmentation improves classification accuracy in deep CNN [13],
but the present work shows that when instead of synthetic data replication data is
augmented from another dataset deep CNN does not always perform better and accu-
racy may decrease. It also shows deep CNN is not always superior to hand-crafted
features in terms of classification accuracy but definitely is much more computation-
ally expensive. Opportunity for the traditional machine learning approaches using
the hand-crafted features and image preprocessing to find out an algorithm for higher
accuracy and search for a feature set which may work across the datasets is still open.
On the other hand, CNNs may have better classification accuracy if more complex
network similar to ImageNet, GoogleNet, AlexNet is applied and more augmented
data being introduced in the network. In conclusion, research for both the approach
is still worth perusing.
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Automatic Gender Identification
from Children Facial Images Using
Texture Descriptors

Ayesha Iftikhar, Rehan Ashraf, Asim Saeed, Srinivas Alva
and Rajmohan Pardeshi

Abstract Soft biometric such as gender significantly works to enhance the per-
formance of biometric systems and also having applications in human–computer
interaction, content-based indexing and retrieval, demographic studies, security, and
surveillance. Gender identification among adults is easy as compared to in children,
due to similarity of facial skin texture and appearance of faces. In this paper, we
have introduced a technique to identify/classify the gender from facial images of
children. In our method, we have applied three basic steps namely preprocessing,
feature extraction, and classification. In preprocessing stage, face detection and nor-
malization are performed. To extract the powerful features, we have computed dif-
ferent texture descriptors and after feature extraction process and SVM is applied for
classification purpose. We have achieved the encouraging results in our experiments.

Keywords Gender identification in children · Facial images · Texture
descriptors · Support vector machines · Soft biometric

1 Introduction

Biometric technology facilitates unique identification and verification based on phys-
iological and behavioral attributes of a person. Physiological attributes include fin-
gerprint, retina, palm, and face. Body movement, voice, handwriting, gait, etc., are
considered as behavioral biometrics. Whereas in large biometric systems, soft bio-
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metrics such as age, gender, eye color, hair color, gives additional information about
the person and helps to enhance the performance. With rapid development in tech-
nology, biometric became popular in different applications such as national citizen
identification framework, access control, law enforcement, security and surveillance
[1], and automatic monitoring. But success of these applications is restricted only
up to adult population and not scaled for children.

As per the report of The National Database and Registration Authority (NADRA)
of Pakistan [2], being one the largest citizens biometric data agency, it is lag-
ging for the children biometric services. In the future, major required applica-
tions of biometric technology for children are vaccination monitoring, flood relief,
offering of financial benefits, reunification during disaster management, etc. In
[3, 4], authors studied and they explained the issues faced by children such as child
sexual abuse, exploitation, child pornography, and prostitution. To overcome these
kinds of problems, biometric will play a vital role. Now, while developing such large
biometric system for children of any country, soft biometric such as gender will play
a major role in enhancement of accuracy.

Biometric data acquisition from children is a major challenge, in such case, the
current study is focused on facial information due to its easy way of recording and
it also does not need any special technical requirements. The remainder of the paper
is structured as follows: In Sect. 2, we have presented related work. In Sect. 3, we
have briefed our method and Sect. 4 dedicated for experiments and discussion. We
concluded in Sect. 5.

2 Related Work

Gender classification (GC) from face image is getting attention of researcher from
past few years. In comparison with humans, machines find difficult to classify the
gender automatically. GC from face is very useful research because face has many
discriminant features which can be used to identify human gender. Many methods
have been proposed for GC from face images. In [5], author proposed novel approach
from face images for GC by using local texture pattern as feature descriptor. Support
vector machine (SVM) is used for classification purpose. FERET database is used
and compared with other comparable works. Author uses LZP (local zigzag pattern)
as a feature descriptor. Gender classification from face is becoming very popular. In
[6], author uses hybrid approach by fusion of face appearance features and geometry
feature. Researcher picks Haar wavelet for representation of appearance features and
Adaboost algorithm for the selection of strong features. In [7], complex value neural
network serves as a classifier and LBP with PCA feature extraction techniques for
gender categorization by face. This paper also compares the complex value with
real value neural network. Author in [8], proposed gender recognition by top half
face based on local appearance feature. This research is suitable in that condition
where the lower part of face is hidden. In [9], author classifies gender by face from
appearance base method. Compare the nonlinear SVM classifier performance with
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traditional classifier like linear, quadratic, nearest neighbor as well as with modern
RBF (radial base function) classifier. Study focuses on low-resolution thumbnail
(21 × 21) images of front face images. In [10], authors presented a novel approach
for gender classification from frontal facial images with SVMclassifier and ICAFea-
tures. In paper [11], author presented a scheme for identification of children based on
multimodal biometric. In paper [12], authors presented algorithms for newborn face
recognition using principal component analysis (PCA), linear discriminant analysis
(LDA), integrated principal analysis (IPA), speeded up robust features (SURF), local
binary pattern (LBP), integrated component analysis (ICA). In [13], author proposes
a novel approach by integrating face and soft biometric trait to improve the result
about 5.6% on face biometric by use of 210 newborn data.

In [14], researcher investing the GC by using face image of per person. For this
purpose, two types of features have been used. First appearance base and other is geo-
metric base for appearance base (LBP and DCT) used and for geometry base (GDF)
is used. GDF is based on the physical changes in male and female faces. In [15],
author said that gender classification is challenging task on real-world face images
due to nonsupport environment. Authors used (LFW) database. LBP with Adaboost
is employed for the selection of discriminant features and obtained 94.81% result.
Viola–Jones algorithm is used for face detection and image dimension is 250 × 250.
In [16], author claims that LBP histogram is good and different feature for the gen-
der classification task from face images. Author compares his technique with more
sophisticated Gabor filter technique and result was outperformed with raw pixel val-
ues as a feature are computationally less expensive. GC used in many other problems
like it can reduce the search space for face recognition software. In [17], author pro-
jected 2DPCA (2D principal component analysis) for face recognition and test on
ORL, AR, and Yale well-known databases. The ORL database assesses the perfor-
mance under varied limitations of light and movement. The AR database computes
the system working under the limitation of change of time in face expressions in
light variation. When light and face expressions both vary, then Yale database is used
to evaluate the system performance. 2DPCA is more simple than PCA. In accuracy
term, it is most suitable than PCA. In [18] paper, author proposed a novel technique
for GC by designing multi-resolution feature extraction method on the idea of local
phase quantization (LPQ) by monogenic and intensity image. Features with LPQ
are obtained from input image. SVM is used for classification. Author compares
experiment result with two unconstrained LWF and groups public database. When
the proposed result compares with other state-of-the-art approaches, the competed
accuracy rate was 97.0% with LWF and 91.58% on group dataset. In [19], authors
shown that, gender identification accuracy greatly affects with different age groups.
Author claims that by using state-of-the-artmethod experimental study on big dataset
of 8000 images from 0 to 93 age range display accuracy of GC on adult faces is 10%
higher than the young and senior faces. Author studies that aging effect on human
motivates to findwhich features on shape and texture differences on face can combine
to tell about gender of human. LBP and HOG used to estimate the gender character-
ization difference with age. In [20] paper author introduce child robotic method for
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interaction to estimate age and gender by 3D body matrix in real-world multi-party
circumstances.

Fromour quick review presented in above paragraphs, it is clear that soft biometric
plays a major role in human–computer interaction and enhancement of accuracy of
biometric-based personal identification. Most of the work is dedicated toward adult
biometric, whereas very limited focus is given toward children. In this paper, we
have presented a method for gender identification from facial images of children.

3 Proposed Method

Our aim is to identify the gender from facial images of the children. To achieve this,
we employed the three steps, preprocessing, feature extraction, and classification.
In preprocessing, we have detected the face and normalized to a standard size. His-
togram of oriented gradients (HOG) [21], uniform local binary patterns (ULBP), and
Gabor wavelet transform (GWT) [22] based texture descriptors are used for feature
extraction. These global approaches are found suitable for facial feature representa-
tion. SVM is considered for the classification. Block diagram of the proposedmethod
is shown in Fig. 1.

3.1 Preprocessing

Images in our dataset are unconstrained in nature and having huge variation in illu-
mination, background, size, pose and expressions; therefore, FEI tool [23, 24] is
used to detect and normalize the face region. In preprocessing, we first detected the
face region. Input image of size 240 × 260 is provided as input and FEI tool returns
cropped normalized facial region. Output of face detection is shown in Fig. 2.

Fig. 1 Flow diagram of proposed method
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Fig. 2 Face detection and normalization using FEI tool

3.2 Feature Extraction

Selection of suitable features extraction technique is the significant step in designing
of any image classification or retrieval system. Our main focus is on efficient feature
extraction from face images to obtain discriminating features for gender classifica-
tion. In this regard, we used uniform local binary patterns (ULBP) variant of LBP
[22, 25], histogram of oriented gradients (HOG) [23], Gabor wavelet transforms
(GWT).

Uniform Local Binary Pattern (ULBP): Local binary pattern (LBP) is one of
the very efficient texture descriptors, and it labels the pixel of an image based on
thresholding operation, later post-thresholding sequence of 0 and 1 considered as
binary number further which is represented by its equivalent decimal. The same
process is repeated for whole image. The histogram of these labels 28 = 256 is
used as texture descriptor. Further, it can be optimized by considering only limited
intervals as given in (Ojala et al.), which gives only 59 descriptors. Once the labeled
image IL(x, y) is obtained, we can define the histogram of LBP as:

Hi

∑
xy
IL {(x, y) = 1} , i = 0, 1, 2, . . . , n − 1 (1)

where n is number of labels and IL {A} is 1 if true or 0 if false. In Fig. 3, we have
shown working of local binary patterns.

Fig. 3 Computation of local binary pattern
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Fig. 4 Visualization of
HOG descriptors applied to
facial image of children

Histogram of Oriented Gradients (HOG): In image processing, HOG [20, 24, 26,
27] is very popular descriptor used for object detection. In local image portion, it
counts the occurrence of gradient. The basic idea behind the HOG descriptor is: (1)
It divides the image into small linked section and each section is called cell, and for
each cell, it calculates the HOGmagnitude and direction for each pixel within the cell
and then, (2) According to the gradient, orientation discretizes each cell into angular
bins. (3) Each cell pixel has gradient weight according to angular bin. (4) Groups of
connected cell are called blocks and grouping of cells into block is base for grouping
and normalization of histogram. Following Fig. 4 shows the HOG visualization on
our dataset. We use different HOG cell size in our work like 16 × 16, 32 × 32 and
64 × 64.

Gabor Wavelet Transfrom (GWT): Gabor wavelets [28, 29] are powerful tool to
highlight the texture regions in image. In the literature, Gabor wavelets are widely
used to extract the texture information for various image processing and computer
vision applications. Gabor wavelet is the group of Wavelets; [30] mathematically
represented as:

φ(x, y, w0,Θ) = 1

2πσ2
e−(x20+y20)/2σ

2 [e jw0x0 − e−w0σ
2/2] (2)

To compute the texture descriptors based on Gabor wavelets, we have applied GWT
at six different orientations and five scales which gives us total 30 transformed
images. Then, from each transformed image, we have computed mean and standard
deviation to form fixed size compact feature vector of size 60.

3.3 Classification

Support VectorMachine: SVM is supervised classifier based on statistical learning
theory [31], introduced by Vapnik. Due to its strong learning ability and discrim-
inating power, we have chosen SVM for difficult task of gender classification in
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childrens’ facial images. The basic principle of SVM is that it tries to construct
hyperplane separating the two linearly separable classes. Suppose we have n data
vectorsXi. Seperation of each data item in two classes is carried out by a discriminant
function g(X ) = WT .X − b.

g(X ) = WT .Xi − b ≥ 1 (3)

where yi is the class either +1 (boy) or −1 (girl). In case on nonlinearly separable
data, then the SVM can be extended with kernel function, for instance some of them
are Cubic, Gaussian, and Polynomial.

4 Experiments

4.1 Dataset and Evaluation Protocol

Dataset: Due to the unavailability of the standard dataset for gender classification
for child, we created our own dataset. To introduce more complexities, we have
captured the face images with different smartphones having different configuration
to get more variation in images. Facial images in our dataset having different poses,
expressions, background, and resolutions. The informed consent is recorded from
parents of volunteers during the process of data collection. We have considered total
752 images for our experiment purpose out of which 441 are boys and are 311 are
girls. Samples from our dataset are shown in Fig. 5.

We have used tenfold cross-validation technique instead of traditional classifica-
tion, to evaluate the performance of our method. The whole dataset is divided into
10 sub-parts. When any of one sub-part is used for testing, the other nine sub-parts
used for training. This method is repeated 10 times, in such way that each sub-part
will serve for both training and for testing.

4.2 Results and Discussion

The exhaustive experimental tests are carried out on our dataset to measure the
performance of the proposed method. We have tested the performance of ULBP,
HOG, and GWT with SVM Classifier. Linear SVM further extended with kernel
trick to enhance the classifier performance. Detailed results of our experimental tests
are given inTable 1.Wehave observed that quadratic SVMwith histogramof oriented
gradients of cell size 16 × 16 given high accuracy in gender identification in child
with an average accuracy of 89%, for boy 92% and 86% for girl. ULPB and GWT
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Fig. 5 Samples from our dataset a boys, b girls

Table 1 Gender identification accuracy using SVM with ULBP, GWT and HOG
Descriptors Linear SVM Avg. (%) Quadratic SVM Avg. (%) Cubic SVM Avg. (%)

Boy (%) Girl (%) Boy (%) Girl (%) Boy (%) Girl (%)

ULBP 85 53 69 87 82 85 84 78 82

GWT 83 34 58 84 67 75 85 80 82

HOG (16 × 16) 88 74 81 91 86 88 92 86 89

HOG (32 × 32) 89 72 81 91 84 87 90 87 88

HOG (64 × 64) 78 62 70 85 77 81 86 84 85

with Cubic SVM given weak performance with the classification accuracy of 82 and
82%, respectively. Further we have also witnessed that, the Cubic SVM performed
better as compared to Linear SVM and Quadratic SVM.

5 Conclusion

In this paper, we have presented a method for gender identification among chil-
dren. This is the first approach when children gender identification considered for
smartphone captured complex dataset having huge variations in pose, lighting, and
expressions of children. We have evaluated the performance of different texture
descriptors such as ULBP, HOG and GWT; it is observed that HOG with cell size
16 × 16 has good discriminating capacity as compared to ULBP and GWT. Support
vector machine has performed better when extended with Cubic Kernel and given
average accuracy of 89% for gender identification in child.
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In the future, we will consider the combination of classifiers approach to enhance
the performance of our system.
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facial data of their children, with known fact that data will be used in publication and facial images
will reveal the identity of their child. We also thank to the children who took part in the process of
database collection.

References

1. Nixon MS, Correia PL, Nasrollahi K, Moeslund TB, Hadid A, Tistarelli M (2015) On soft
biometrics. Pattern Recognit Lett 68:218–230

2. Malik T (2014) Technology in the service of development: the NADRA story. Essay, Center
for Global Development, Washington, DC

3. Sadruddin MM (2011) Study on the important issues of child rights in Pakistan. Dialogue
6(1):14

4. Satta R, Galbally J, Satta R, Galbally J, Beslay L (2014) Children gender recognition under
unconstrained conditions based on contextual information, July 2016

5. Li Y-J, Lai C, Wu H, Pan S-T, Lee S-J (2015) Gender classification from face images with
local. Int J Ind Electron Electr Eng 3(11):15–17

6. Xu Z, Lu L, Shi P (2008) A hybrid approach to gender classification from face images. In: 19th
international conference on pattern recognition, p 14

7. Amilia S, Sulistiyo MD, Dayawati RN (2015) Face image-based gender recognition using
complex-valued neural network. In: 2015 3rd international conference on information and
commununication technology ICoICT, pp 201–206

8. Andreu Y, Mollineda RA, Garcia-Sevilla P (2009) Gender recognition from a partial view of
the face using local feature vectors. Lect Notes Comput Sci (including Subser Lect Notes Artif
Intell Lect Notes Bioinformatics), LNCS 5524, 481–488

9. MoghaddamB, YangMH (2002) Learning gender with support faces. IEEE Trans Pattern Anal
Mach Intell 24(5):707–711

10. Jain A, Huang J, Fang S (2005) Gender identification using frontal facial images. In: IEEE
international conference on multimedia expo, ICME 2005, pp 1082–1085

11. Basak P, De S, Agarwal M, Malhotra A, Vatsa M, Singh R (2017) Multimodal biometric
recognition for toddlers and pre-school children, pp 627–633

12. Tiwari S, Singh A, Singh S (2012) Integrating faces and soft-biometrics for newborn recogni-
tion. Journalshub.com 2(2):201–209

13. Tiwari S, Singh SK (2012) Face recognition for newborns. IET Biometrics 1(4):200–208
14. Mozaffari S, Behravan H, Akbari R (2010) Gender classification using single frontal image

per person: combination of appearance and geometric based features. In: Proceedings of the
international conference on pattern recognition, pp 1192–1195

15. Shan C (2012) Learning local binary patterns for gender classification on real-world face
images. Pattern Recognit Lett 33(4):431–437

16. Datta S. Gender identification from facial images using local texture based features. https://
samyak-268.github.io/pdfs/gender-report.pdf. Retrieved on 11 Oct 2018

17. Yang J, Zhang D, Frangi AF, Yang JY (2004) Two-dimensional PCA: a new approach to
appearance-based face representation and recognition. IEEE Trans Pattern Anal Mach Intell
26(1):131–137

18. Nguyen H, Thi T, Huong N (2017) Gender classification by LPQ features from intensity and
monogenic images, pp 96–100

https://samyak-268.github.io/pdfs/gender-report.pdf
https://samyak-268.github.io/pdfs/gender-report.pdf


52 A. Iftikhar et al.

19. GuoG,DyerCR, FuY,HuangTS (2009) Is gender recognition affected by age? 2009 IEEE12th
International Conference on Computer Vision Workshops, ICCVWorkshops, Kyoto, 2009, pp
2032–2039. https://doi.org/10.1109/ICCVW.2009.5457531

20. Sandygulova A, Dragone M, OHare GMP (2014) Real-time adaptive child-robot interaction:
age and gender determination of children based on 3Dbodymetrics. In: 23rd IEEE international
symposium on robot and human interactive communication human-robot co-existence adaptive
interfaces system dly life, ther assist social engagement interact, pp 826–831

21. Dniz O, Bueno G, Salido J, De La Torre F (2011) Face recognition using histograms of oriented
gradients. Pattern Recognit Lett 32(12):1598–1603

22. Balamurugan V, Srinivasan M, Vijayanarayanan A (2012) A new face recognition technique
using Gabor wavelet transform with back propagation neural network. Int J Comput Appl
50(3):41–46; Thomaz CE, Giraldi GA (2010) A new ranking method for principal components
analysis and its application to face image analysis. Image Vis Comput 28(6):902–913

23. Tenorio EZ, Thomaz CE (2011) Analise multilinear discriminante de formas frontais de ima-
gens 2D de face. In: Proceedings of the X Simposio Brasileiro de Automacao Inteligente SBAI,
pp 266–271

24. Universidade Federal de Sao Joao del Rei (2011) Sao Joao del Rei,Minas Gerais, Brazil, 18–21
Sept 2011

25. Hadid A, Pietikainen M, Ahonen T (2004) A discriminative feature space for detecting and
recognizing faces. In: Proceedings on 2004 IEEE computer society conference on computer
vision pattern recognition, CVPR 2004, vol 2(i), pp 797–804

26. Dalal N, Triggs W (2004) Histograms of oriented gradients for human detection. In: 2005
IEEE computer society conference on computer vision pattern recognition, CVPR05, vol 1(3),
pp 886–893

27. Zhao Y, Zhang Y, Cheng R, Wei D, Li G (2015) An enhanced histogram of oriented gradients
for pedestrian detection. IEEE Intell Transp Syst Mag 7(3):29–38

28. Mustapha S, JalabHA (2013)Compact composite descriptors for content based image retrieval.
In: Proceedings-2012 international conference on advanced computer science application and
technologies, ACSAT 2012, pp 37–42

29. Jalab HA (2011) Image retrieval system based on color layout descriptor and Gabor filters. In:
2011 IEEE conference on open systems, ICOS 2011, pp 32–36

30. Zhang H, Jiang X (2015) A method using texture and color feature for content-based image
retrieval. In: 2015 IEEE international conference on computer and communications, pp 122–
127

31. Vapnik V (2013) The nature of statistical learning theory. Springer Science & Business Media,
Berlin

https://doi.org/10.1109/ICCVW.2009.5457531


Assessment of UWAC System
Performance Using FBMC Technique

B. Pranitha and L. Anjaneyulu

Abstract At the physical layer, Underwater Acoustic Communication (UWAC)
channels present many challenges for efficient communications, which feature both
long delay spreads and serious Doppler effects. The waves and motions at the sur-
face of the sea are the main causes for these effects. The complexity at the receiver
increases along with the symbol rate, thereby increasing the burden of the channel.
Orthogonal Frequency Division Multiplexing (OFDM) which is a form of multicar-
rier modulation has been effectively used for UWAC recently because of its ability
to handle long dispersive channels reducing the complexity of the channel equaliza-
tion. However, Inter Carrier Interference (ICI) is introduced by the Doppler effects
that destroy the orthogonality of the subcarriers. To overcome the effects of OFDM,
an emerging technique known as Filter Bank Multicarrier Communication system
(FBMC) is used inUWAC.Thehigh capacity of the transmissionbandwidth inFBMC
systems can be accomplished by applying Offset Quadrature Amplitude Modulation
(OQAM). Because of cyclic prefix deletion, FBMC/OQAMcan arrange higher spec-
tral efficiency when compared to OFDM. This paper worked on both OFDM and
FBMC/OQAM by considering the losses and noise effects in UWAC environment
and explained their performances with respect to Bit Error Rate (BER).

Keywords UWAC · OFDM · FBMC · OQAM · BER

1 Introduction

Underwater Acoustic Communication (UWAC) is becoming more challenging to
researchers these days because of its high applications [1]. The establishment of
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things such as Underwater Sensor Network (UWSN), Remotely Operated Vehi-
cle (ROVs), and submarine communications initiated a fresh range of research and
development. The different applications of UWAC include oceanography, marine
archaeology, offshore oil survey, rescue operations, underwater sports, military, and
navigation motives [2]. In contrast to the wireless radio channel, UWAC channel is
very rough because of its uncommon characteristics. They are the large delay caused
by the time-varying multipath propagation which in turn results in Inter Symbol
Interference (ISI), limited bandwidth that is available because of frequency-selective
attenuation, and high spatial correlation [3]. The important method for transmitting
wireless signals underwater is by acoustic waves. However, radio waves can propa-
gate to any distance through underwater but at extra low frequencies (30–300 Hz),
and they need large antennae and high transmitter power. Optical waves generally do
not have large attenuation; rather, they are affected by scattering. Not only this, opti-
cal signals’ transmission needs high precision toward the fine laser beams. Therefore,
acoustic waves are the appropriate solution for transmitting underwater in applica-
tions where tethering is improper [4]. To lessen the bandwidth limitation, multicar-
rier modulation is introduced in UWAC, which stops the long-time delays in UWAC
channels [5]. Orthogonal Frequency Division Multiplexing (OFDM) in the usage of
multicarriermodulation technique finds its utilization in the vastly dispersive channel
and is advisable for attaining high data rate in frequency-selective UWAC channels.
Recent researches affirm the application of OFDM for UWAC for high data rate
with improved performance [6]. But because of the use of long symbols in OFDM
receiver, the performance is degraded and the channel also introduces division by the
frequency axis which results in Inter Carrier Interference (ICI). Moreover, the cyclic
prefix (CP) that is used reduces the efficiency of bandwidth as it does not purely use
terms of information [7]. So to overcome this, Filter Bank Multicarrier Communi-
cation (FBMC) technique is introduced. This technique is introduced to reduce both
ISI and ICI [8]. Le Floch et al. [9] illustrated the implication of FBMC techniques in
working with the channels displaying time spread and frequency spread. Here, time
spread is caused due to the multipath effects, while the time variation in the channel
causes frequency spreading. These two are the major aspects in UWAC. To over-
come OFDM limitations and meet 5G requirements, several European projects have
been launched recently. In the 5GNow project, for instance, various modulations
have been suggested, namely FBMC, Generalised Frequency Division Multiplexing
(GFDM), and universal filtered multicarrier (UFMC). Among these multiple access
techniques, FBMC seems to be a good candidate for 5G systems. The transmis-
sion bandwidth’s high capacity in FBMC systems can be attained by applying Offset
QuadratureAmplitudeModulation (OQAM). In the literature,many types of research
shed light on the advantages of FBMC with OQAM (FBMC/OQAM) systems com-
pared to OFDM systems. Among these advantages, one can cite their robustness to
channel time and frequency spreading since their waveforms are restricted in time
and frequency [10]. In this paper, these techniques are applied to multipath UWAC
considering various factors that are involved in it and a comparison study between
these two techniques in UWAC is made.
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The paper is organized as follows: Sect. 2 describes the two different techniques
used in the paper, namely OFDM and FBMC, while the underwater channel is
explained in Sect. 3. Simulated results are exhibited in Sect. 4 followed by con-
clusions and future scope in Sect. 5.

2 Techniques Used

2.1 Orthogonal Frequency-Division Multiplexing (OFDM)

The design of extraordinary data rate in UWAC is quite a challenging task because
of the Underwater Acoustic (UWA) channel being both time and frequency selec-
tive. The existing techniques that are used in RF communications probably are not
applicable to the adverse UWA channel. Nevertheless, OFDM as multicarrier mod-
ulation in an underwater environment is appropriate to use. This is because of the
receiver’s low complexity design that deals with vastly scattering channels. Here, the
bandwidth available is branched into many subcarriers. The space of the frequency
between them is arranged in such a manner that they are orthogonal to each other
by which interference between the signals can be reduced. Channel equalization
becomes much simpler in OFDM than by using adaptive equalization techniques
with single-carrier systems. The multipath spread and the ISI that is caused by this
spread in UWA channel are reduced by using OFDM. OFDM eradicates the demand
of complicated time-domain equalizers. Therefore, it is appropriate for real-time
communications in the acoustic medium. The block diagram of OFDM in UWAC is
as depicted in Fig. 1. To convert from frequency to time series, the input stream is
passed through the block having Inverse Fast Fourier Transform (IFFT). These time
sequences can be extended by adding CP. The duplicate of the symbol’s last part
being added to the start of the sequence is known as CP. This should be generally
bigger than the delay spread of the network to relieve the ISI caused by the advent
of distinct OFDM symbols that has a distinct delay. This parallel data is altered into
serial form by using Parallel to Serial (P/S) converter. The final digital form of the
signal is transformed into analog and transferred through the underwater medium.
The ambient noise is also considered here which is explained in Sect. 3. All the
reverse operations are performed at the receiver to collect the transmitted data.

OFDM is apt to enlarge spectral efficiency without constructing channel interfer-
ence. Among many decisive reasons, the most important one for choosing OFDM
in UWAC is its ability to tackle with multipath propagation delay. This can be used
for outrageous bit-rate underwater communication. After the FFT demodulation, the
received signal is modeled as [11]:

ym(n) � Hm(n)dm(n)e jθm (n) + zm(n)m � 0, 1, . . . , M − 1. (1)

Here, Hm(n) is the transfer function of the channel that is calculated at a frequency:
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Fig. 1 OFDM for UWAC

fm � f0 + M� f (2)

During the nth block, dm(n) is the data symbol that is communicated on theMth
subcarrier along the nth OFDM symbol and zm(n) represents ambient noise.

The spacing between the subcarrier is given by:

∇ f � B/M (3)

The period of single OFDM symbol is given by:

T � 1/� f (4)

Also, the span of a single OFDM block is given by:

T ′ � T + Tg (5)

Here, T g is the guard interval.
The distortion of the phase θm(n) in acoustic channel is modeled as:

θm(n) � θm(n − 1) + a(n) · 2π fm · T ′ (6)

Here, a(n) is termed as the Doppler rate that is generally expected to be constant
in single OFDM block, however it may differ from one block to another. The channel
transfer function in OFDM is given by the following equation:

Hm(n) �
M−1∑

l�0

hl(n) · e− j2πml/M (7)

As in wireless communication, the OFDM block diagram almost remains the
same except that the channel considered here is the multipath underwater channel.
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Because of its wideband nature, OFDM-based UWAC is very delicate in handling
the frequency offset. The slight alterationmay result in overlapping of the subcarriers
wherein the entire signal can get completely distracted. Subcarrier overlapping is of
another formofDoppler shifting. This is because of the ocean dynamics that is caused
by the slow speed of the sound when compared to that of RF. This sort of overlapping
is known as ICI which will damage the orthogonality between the subcarriers [12].
It also requires a more linear power amplifier [13].

To overcome all these disadvantages, FBMC technique is used which is clearly
explained in Sect. 2.2.

2.2 Filter Bank Multicarrier Communications (FBMC)

To overcome the time scattering of UWAchannels, OFDM technique preferably with
a long CP is recommended. The disadvantages of OFDM technique are conquered
by a multicarrier communication system called FBMC. This was initially proposed
by Saltzberg that delivers an improved spectral shaping of subcarriers than OFDM
systems [14]. Due to small sideband power leakage, FBMC technique is considered
as interesting alternatives for general OFDM. The block diagram of FBMC is shown
in Fig. 2.

FBMCis an advancement ofOFDM.Some researchers also say that it is an evolved
version ofOFDMthat canbe improved for better presentation in the doubly dispersive
UWA channels. In FBMC, each of the individual subchannels is filtered by its own.
It uses very narrow band filter with sufficiently long time length. This gives us good
control over each filter bank. Each of the subcarriers passes through a filter called
‘pulse-shaping filter.’ The disadvantages of OFDM can be conquered by adding
generalized pulse-shaping filters in FBMC. This yields a fine-bounded subchannel in
both time and frequency domain. Non-rectangular pulse shapes (prototype filters) are
used by FBMC waveforms wherein the time duration of the symbol is undoubtedly
larger than OFDM. This is done so that neighboring FBMC symbols overlay in
time. These arrangements in this prototype filters are made such that interference
between the symbols is low [15].Correspondingly, FBMCtechniquehas high spectral
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constraint signals, and they offer further efficient use of the means in the absence of
CP. Orthogonality is must for all the carriers in OFDM, while in FBMC, it is used
only for neighboring subchannels. OFDMdivides the available frequency bandwidth
into some carriers, in the case of FBMC; the transmission channel is divided into
some subchannels. OQAM is used to divide the channel bandwidth. Also, for the
subchannel modulation to get accustomed to the adjacent orthogonality, OQAM is
used.Maximum bit rate without the requirement of guard time can be achieved by the
combination of filter banks and OQAM. The key variance among OFDM and FBMC
is that the OFDM is replaced with a multicarrier system that is built on filter banks,
where the IFFT and input cyclic prefix are substituted by the Synthesis Filter Bank
(SFB) at the transmitter side, whereas FFT and output cyclic prefix are substituted
by the Analysis Filter Bank (AFB) by the receiver side. As depicted in Fig. 2, the
input signal is first transformed from serial to parallel form and then passed through
SFB, and then, it is converted back to serial form after coming out of synthesis bank.
After this, it can be seen that in the receiver side after the signal passes through the
channel, it is converted to parallel form by S/P converter and passed through AFB.
Finally, when the output signal is obtained, it is again converted to serial form by
P/S converter. A number of digital filters are laid out parallel in a filter bank. These
filters have digital up-samplers at the transmitter and down-samplers at the receiver.
Time indexes n and m stand for low and high sampling rate, respectively, which are
used to emphasize the multirate nature of the system [16]. The prototype filters that
are in FBMC are sketched such that the interference among overlapping symbols is
low.

Because of cyclic prefix deletion, FBMC/OQAM can provide high spectral effi-
ciency when compared to that of OFDM. The transmitted signal in FBMC/OQAM
is expressed as follows [17]:

s(t) �
M−1∑

m�0

∞∑

n�−∞
am,ni

m+ng(t − nτ0)e
j2π f0t (8)

where am,n stands for the data that is sent on the mth subcarrier at the nth OQAM
symbol,M denotes the subcarriers, g stands for prototype function, and f 0 represents
the spacing of the subcarrier which fulfills:

f0 � 1/T0 � 1/(2τ0) (9)

T 0 is the symbol duration of QAM, τ 0 is the OQAM symbol duration, and gm,n
represents the prototype function’s shifted version. This can be expressed as:

gm,n � g(t − nτ0)e
j2π f0t im+n (10)

gm,n that is between the subcarriers are entirely orthogonal in OFDM, but this is
not the situation in FBMC/OQAM due to interference.

The received signal is expressed as:
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r(t) �
M−1∑

m�0

∞∑

n�−∞
am,nHm,ngm,n(t) + n(t) (11)

where n(t) denotes the ambient noise andHm,n are complex-valued channel frequency
coefficients.

3 Underwater Channel

The three main factors that characterize the underwater acoustic propagation are
attenuation which increases with signal frequency, low speed of sound, and time-
varying multipath propagation. The noise which affects the underwater channel is
the ambient noise or the background noise. The waves caused by the sea surface,
interior turbulence, fluctuations in the speed of the sound, etc., contribute to random
signal variations. Turbulence, waves, shipping, and thermal noise are generally used
in modeling ambient noise. Generally, ambient noise sources are illustrated by con-
tinuous Power Spectral Density (PSD) and Gaussian statistics. The PSD of the noise
as a function of frequency in kHz is given by the following practical formula. Overall
PSD is given by [18],

N ( f ) � Nt( f ) + Ns( f ) + Nw( f ) + Nth( f ) (12)

where N t(f ) is the turbulence noise, N s(f ) stands for shipping noise, Nw(f ) is the
noise caused by waves, and N th(f ) denotes the thermal noise.

Themain quality of UWA channel is the dependency of path loss on the frequency
of a signal which is caused by absorption. Apart from the absorption loss, spreading
loss is also experienced by the signal, which is proportional to the distance among
them. The final path loss is expressed as:

A(l, f ) �
(
l

lr

)k

a( f )l−lr (13)

Here, f denotes the frequency of the signal and l denotes the transmitted dis-
tance which is taken about reference transmission distance lr. The spreading loss is
described by the path loss exponent (k). Its value is between 1 and 2. The absorption
coefficient a(f ) is obtained by using a practical formula [19]:

10 log a( f ) � 0.11
f 2

1 + f 2
+ 44

f 2

4100 + f 2
+ 2.75 × 10−4 f 2 + 0.003 (14)

Figure 3 shows the rapid increase of the absorption coefficient with frequency. It
is clearly shown in the graph that the absorption coefficient increases exponentially
concerning the frequency.
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Fig. 3 Frequency versus
absorption coefficient in
UWAC
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Signal-to-noise ratio (SNR) is affected by attenuation and the noise that changes
with the signal bandwidth. If we consider narrow frequency band of width �f with
some frequency f , then SNR is expressed as:

SNR(l, f ) � Sl( f )
/
A(l, f )N (l, f ) (15)

where Sl(f ) is power spectral density of the transmitted signal, A(l, f ) is the overall
path loss, and N(f ) is the noise figure.

The received signals from both OFDM and FBMC techniques that are given in
Eqs. (1) and (11) consist of the noise that is mentioned in this section. These noise
elements are one of the main reasons for the error in the propagation of UWAC. So
the performance evaluation factor BER is calculated as:

BER � No. of errors

Total no.of bits transmitted
(16)

4 Simulation Results

MATLAB simulations have been carried out for OFDM and FBMC for the underwa-
ter channel characteristics that are mentioned in Sect. 3. These characteristics mainly
consider the losses and noise coefficients considered in UWAC.

From Fig. 4, it can be seen that FBMC outperforms the OFDM modulation tech-
nique regarding bit error rate and is found to be a better technique to reduce ICI. There
is almost a 3 dB difference between OFDM and FBMC regarding SNR. The much
known limitations of OFDM such as reduced spectral efficiency and harsh synchro-
nization requirements can be surpassed by using FBMC technique. It is less sensitive
to Doppler effect and therefore performs naturally with the development of the user
mobility. The FBMC technique subdues the limitations in OFDM by involving sim-
plified pulse-shaping filters which delivers a well-contained subchannel together in
time and frequency domain. Because of the usage of prototype filters in FBMC, ICI
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Fig. 4 BER to SNR for
UWAC

5 10 15
10-4

10-3

10-2

10-1

100

SNR in dB

BE
R

OFDM
FBMC

and ISI are greatly reduced when compared to OFDM which are considered to be
the most important factors which affect the UWAC.

5 Conclusions and Future Scope

FBMC outperforms OFDM in the matter of spectral efficiency, robustness, and spec-
tral protection at the cost of a slight increase in the complexity of UWAC. The
shortcomings of the OFDM technique have been addressed and removed by the
FBMC. The future scope is the optimization of FBMC for MIMO UWA channels.
The implementation of further coding and estimation techniques at the receiver are
to be explained with FBMC to compare with the existing OFDM UWA transceivers
that exist.
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Simple Exponential Smoothing and Its
Control Parameter: A Reassessment

Dipta Chaudhuri, Moloy Mukherjee, Mofazzal H. Khondekar
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Abstract Simple exponential smoothing (SES) is a popular form of smoothing
which can be regarded as a recursive system with infinite impulse response (IIR). As
a consequence, it suffers heavily from the threat of instability and phase nonlinearity.
Here an effort has been made to get a finite impulse response (FIR) estimation of
the SES to acquire the benefits of an optimal speed and computational efficiency
in addition to the usual advantages like stability and phase linearity. The optimal
order of the filter, its corresponding transfer function, has been worked out, and the
frequency response has been estimated for this FIR form of the SES. The frequency
response has been compared with the actual IIR form of the SES. In addition to this
an effort has been made to get a suitable estimation of the control parameter also
called smoothing constant (α) in order to have an effective smoothing taking the
cut-off frequency, computational limitation of the transfer function, minimumMSE,
SNR improvement and suitable window function realisation of the FIR form of SES
into consideration. A magnitude of 0.5615 is found to the most suitable value of the
control parameter.
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1 Introduction

Simple exponential smoothing (SES) is an effective time series technique, which is
though primitive, yet not lost its implicational significance particularly in the domain
of forecasting andfiltering owing to its simplicity and accuracy [1].Detailed literature
reviewonSEShas beenmade by some authors likeGardner [2, 3],Hyndman et al. [4].
The formulation of exponential smoothing forecasting methods arose in the 1950s
from the work of Brown [5] and Holt [6] who were working on creating forecasting
models for inventory control systems. SES is appropriate for short-term forecasting
[7] of a time series having no trend and seasonality. Though it has the limitation of
handling the nonlinear time series [8], still it is one of themost popular and successful
techniques used in various applications of not only forecasting [9, 10] but also in
data preprocessing to eliminate the irregularities in the raw data [11–13].

Exponential smoothing is basically exponential weighted moving average
(EWMA) process where different weights are given to the recent and previous obser-
vations. The weights depend on the magnitude of the control parameter (smoothing
constant) α, causing the forecast values or the filter output to change accordingly.
The two commonly used forms of SES are expressed in Eqs. 1 and 2.

y(n) � αx(n) + (1 − α)y(n − 1) (1)

[14, 15]
and

y(n) � αx(n − 1) + (1 − α)y(n − 1) (2)

[16, 17]
where y(n) is the output, and x(n) is the input at the nth time instant. Both the
equations above are ARIMA (0, 1, 1) [1]. Equation (1) represents a filter whereas
Eq. (2) not only corresponds as a filter but also as a forecaster [18–20], and hence,
the last one is taken for analysis in this paper.

In this paper, the primary objective is to explore the performance of this simple
yet very effective SES. As evident from Eqs. (1) and (2), the system is with feedback,
and hence, it may be treated as recursive system with infinite impulse response, i.e.
IIR system or filter. The analysis of the SES has been made from two perspectives.

Firstly, though IIR filter is advantageous in speed, computational efficiency and
excellent magnitude response, it suffers massively from instability and phase nonlin-
earity [21]. Finite impulse response (FIR) filters are free from these problems. Here
initiative has been taken to get an FIR estimation of the above IIR filter.

Secondly, depending on the value of α performance of the SES changes. It is evi-
dent from Eqs. (1) and (2) that α determines the degree of weight given to the recent
and past values of the signal. For α > 0.5, recent inputs get more significance while
for α < 0.5 the current value depends more on past outputs [22]. And depending on
the contribution of the recent inputs or past outputs, the signal is smoothed accord-
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ingly. The choice of the proper value of α is of paramount need to use the SES as a
filter or predictor [23]. Using the error functions like MSE, MAD, MAPE, etc., the
optimised value of α has been estimated by many authors [18, 24–27]. In all these
works, the estimation of the smoothing constant has been made by taking the SES as
a forecasting tool. However, to the best of the knowledge of the authors, major works
have not been endeavoured by the research communities to find a suitable value of
the α while SES acts as a filter. In this paper along with one of the error function
MSE, the other parameters associated with a filter like cut-off frequency, transfer
function limitation, SNR improvement and appropriate choice of window function
are considered to estimate the suitable value of α.

2 FIR Realisation of the IIR Form of SES Filter

2.1 Estimation of Order of the SES in FIR Form

The speed and computational efficiency of a filter are high or low for less or more
number of coefficients used. On unfolding Eq. (2), it can be obtained that

y(n) � αx(n − 1) + α(1 − α)x(n − 2) + · · · � α

∞∑

k�1

(1 − α)k−1x(n − k) (3)

So Eq. (3) is the non-recursive feed-forward representation of the recursive filter
(IIR) of Eq. (2).

The FIR form can be realised from Eq. (3) by truncating the infinite non-recursive
filter coefficients.

Let ε be the threshold value of the exponentially decreasing coefficients α(1 −
α)k−1 beyond which they can be assumed to be zero. If N th coefficient attains the
value of ε, then N will be the order of the finite non-recursive filter.

∴ ε � α(1 − α)N−1 (4)

And the truncated form of Eq. (3) will be the

y(n) � α

N∑

k�1

(1 − α)k−1x(n − k) (5)

From Eq. (4), it can be written as

N � {
log(ε/α)

/
log(1 − α)

}
+ 1 (6)
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The value of ε gives the order of the system N . Here it is to be noted that to have
a finite value of N , it must satisfy that 0 < α < 1. To avoid the high order of the
filter that will reduce the speed and efficiency, a low value ε is recommended.

From Eq. (6), the sensitivity (S) of the variation of N with ε is

S � |dN/dε| � |1/ε log{α(1 − α)}| (7)

It is seen now that for very low values of ε, S becomes too much sensitive to α.
So it is recommended to use not very low value of ε and some intermediate value of
α.

2.2 Transfer Function of SES in FIR Form

Now FIR filter’s output, y(n), is the convolution of the input sequence x(n) and the
filter’s impulse response (coefficients) h(n)

y(n) � h(n) ∗ x(n) �
N∑

k�1

h(k)x(n − k) (8)

Comparing Eq. (8) with Eq. (5),

h(k) � α(1 − α)k−1 for k � 1, 2, . . . N (9)

The TF, H (z), of the non-recursive form of the SES is the z-transform of h(k)

H (z) �
N∑

k�1

h(k)z−k �
N∑

k�1

α(1 − α)N−k z−k (10)

Again from Eq. (2), the TF of the recursive form of the SES can be deduced to

H (z) � α/{z − (1 − α)} (11)

The TF of recursive form (Eq. 11) is found to be simpler and hence computation-
ally more efficient than that of FIR form (Eq. 10). But due to the pole (1− α) in the
TF of the IIR form, it may get unstable when the pole lies outside the unit circle of
the z-plane. On the contrary, as the poles are at the origin of the z-plane, FIR filter is
free from this menace. Therefore, it is confirmed that the condition of 0 < α < 1, is
the absolute need to be satisfied both by the FIR and IIR form of the SES.
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2.3 Frequency Response of FIR Form of the SES

The frequency response of the FIR filter can be obtained by simply substituting z
with e jω in Eq. (10)

H
(
e jω

) �
N∑

k�1

α(1 − α)N−ke− jωk (12)

Let A(α) � ∑N
k�1 α(1 − α)N−k cosωk and B(α) � ∑N

k�1 α(1 − α)N−k sinωk.
Therefore, magnitude response is

∣∣H (e jω)
∣∣ � √

A2 + B2 and phase response:
� H (e jω) � tan−1 B

A .
Figures 1 and 2 show the magnitude response for different values of α and phase

response for α � 0.5, respectively, of a non-recursive SES filter with ε � 0.001 in
Eq. (6).

From Eq. (11), the magnitude and phase response of recursive SES are obtained
as in Eqs. (13) and (14)

∣∣H (e jω)
∣∣ � α/

{
1 − 2(1 − α) cos ω + (1 − α)2

}0.5
(13)

� H (e jω) � tan−1[(− sin ω)/{cos ω − (1 − α)}] (14)

Figures 3 and 4 show the magnitude response for different values of α and phase
response for α � 0.5, respectively, of recursive SES filter. Comparing Fig. 1 with
Fig. 3, it is found that the magnitude response of the non-recursive SES nearly
resembles that of the recursive SES, but the phase response is linear in case of the
former compared to the later as shown in Figs. 2 and 4. However, this nonlinearity

Fig. 1 Magnitude response
of non-recursive SES filter
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Fig. 2 Phase response of
FIR SES filter for α � 0.5

Fig. 3 Magnitude response
of recursive SES filter

in the phase response of recursive SES reduces for lower values of α but at the cost
of narrow bandwidth as shown in Fig. 5.

So, to have a low-pass filter with an optimised bandwidth and linear phase
response, the values of α may safely be chosen in the mediocre range.

3 Estimation of Optimised Control Parameter

Since the smoothing constant (α) decides the performance of the SES, an optimised
value of α is highly desirable. Here the factors like cut-off frequency, MSE, algebraic
limitation of TF, SNR improvement and identifying suitable window function of the
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Fig. 4 Phase response of
recursive SES for α � 0.5

Fig. 5 Phase response of
recursive SES for different
values of α

FIR form of the SES have been considered to assess the most favourable value of the
smoothing constant or control parameter.

3.1 Cut-off Frequency in the Frequency Spectrum

From the definition of cut-off frequency or corner frequency or break frequency (ωc)
[28], it is to be said that at 3 dB point the power of the filter gets halved to that of the
passband, i.e.

∣∣H (z)2
∣∣ ≈ 0.5 (15)



70 D. Chaudhuri et al.

0 0.2 0.4 0.6 0.8 1
0
5

10
15
20
25
30
35
40
45

α
0 0.2 0.4 0.6 0.8 1

α

O
rd

er
 o

f t
he

 F
ilt

er
 (N

)
(a)

0

0.5

1

1.5

2

2.5

3

3.5

cu
t o

ff 
fre

qu
en

cy
 ( 

ω c
)

(b)

0 10 20 30 40 50
0

0.5

1

1.5

2

2.5

3

3.5

Order of the Filter (N)

cu
t o

ff 
fre

qu
en

cy
 ( 

ω c
)

(c)

Fig. 6 Relationship between cut-off frequency (ωc), smoothing constant (α) and order of the filter
(N) for non-recursive SES filter obtained from Eqs. 6 and 16

From Eqs. (13) and (15) it can be written that

ωc � cos−1
[
1 − {

α2/2(1 − α)
}]

(16)

So, to design the SES with higher ωc the value of the α needs to be increased as
shown inFig. 6b. Itmeans for theFIR formof theSES, the signalswith high frequency
need to be filtered with SES having a large value of α, and for low-frequency signal
smaller value of α is sufficient. The change of the order of the filter (N) with respect
to α and the cut-off frequency (ωc) is shown in Fig. 6a, c.

3.2 Computational Bounds of the Transfer Function

From Eq. (16), as the magnitude of cos(ωc) lies within −1 to +1, two cases may
arise:

Case 1

1 − {
α2/2(1 − α)

} ≥ −1
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⇒ α ≤ ±0.82843 (17)

Now α cannot be negative as this will force the pole of the transfer function of
Eq. (11) tomove out of the unit circlemaking the systemunstable. So,α ≤ +0.82843.

Case 2

1 − {
α2/2(1 − α)

} ≤ 1 (18)

This is possible when

(a) α2 ≥ 0
(b) 1 − α ≥ 0

}
⇒ 0 ≤ α ≤ 1 or

(a) α2 ≤ 0
(b) 1 − α ≤ 0

}

⇒ This combination is not possible asα becomes imaginary.

Therefore from the above argument, it can be said that the value of α lies between
0 and 0.82843, and this is evident from Fig. 6a, b.

3.3 Conventional Mean Square Error (MSE) Approach

Mean square error (MSE) [18] is a signal fidelitymeasure. The goal of a signal fidelity
measure is to compare two signals by providing a quantitative score that describes
the degree of similarity between them.

If X � {xi |i � 1, 2, 3, . . . N } and Y � {yi |i � 1, 2, . . . N } are the two finite
length discrete signal of length N and xi and yi are the value of the ith samples in X
and Y , respectively, then the MSE between the signals is

MSE(x, y) � 1

N

N∑

i�1

(xi − yi )
2 (19)

Let a non-stationary signal, X � A sin 2π fmt2 � A sin(ωt) where ω � 2π fmt , is
sampled with a sampling frequency of fs � 2.5× fm and contaminated with a noise.
This noisy signal is filtered by the non-recursive SES filter with different smoothing
constant α to yield different smoothed output signals denoted by vector Y . From
Eq. (19), the MSE is being calculated for different values of α and shown in Fig. 7.
The lowest MSE is obtained for α � 0.4, and this value of α may be considered as
suitable for smoothing.

Again with variation in fs , the α for whichMSE is minimum also varies as shown
in Fig. 8. Since fm the value of α for whichMSEwill be minimummust be a function
of the frequency of the signal.

From the above plots, an empirical relationmay be framed between the smoothing
constant α and the sampling frequency ( fs) as
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Fig. 7 Variation of MSE
with smoothing constant α

Fig. 8 Variation of α for
minimum MSE with
sampling frequency ( fs )

α � 0.9431e−0.00022 fs (20)

In Fig. 9, it can be seen Eq. (20) nearly fits (in red) the actual curve between the
α and sampling frequency ( fs).

Another observation from all the plots above in this section is that within the span
0.25 ≤ α ≤ 0.6 the MSE remains low and not varies sharply.

3.4 Signal-to-Noise Ratio (SNR) Improvement

SNR is ameasure to compare the level of the desired signal to the level of background
noise [29]. A noisy signal is made to pass through the non-recursive SES filter for
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Fig. 9 Comparison between
the variation of the actual α
and the empirical α with fs

Fig. 10 Variation of SNR
with smoothing constant α

different values of α, and the SNR of the output of the filter is calculated which is
plotted in Fig. 10. It is noticed that with an increase of α, SNR improves and gets
nearly stagnant after α � 0.5. So, to have an appreciable SNR at the output, it is safe
to select α ≥ 0.5.

3.5 Identification of the Window Function of FIR Form
of SES

The impulse response of any ideal low-pass filter (LPF), hd (n) is basically a sinc
function: [30]
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hd (n) � ωc
π

sin(ωcn)
ωcn

n �� 0

� ωc
π

n � 0
(21)

Considering the LPF as a causal system, i.e. for 0 ≤ n ≤ ∞, hd (n) is an infinite
impulse response. To have a finite impulse response, hd (n) needs to be truncated by
some window function W (k) with a finite length (N) which when multiplied with
hd (n) will generate an impulse response h(k) with finite length N , i.e.

h(k) � hd (n)W (k) (22)

where k � 1, 2, . . . N , and N is the order of the FIR.
Depending upon the window function,W (k), the new LPF with impulse response

h(k) will behave closely like an ideal LPF. The impulse response for SES in its FIR
form can be obtained from Eq. (10). To have linear phase, impulse response must be
symmetric as below

h(k) � h(N − k)
� α(1 − α)N−k for k � 1, 2, 3, . . . N (23)

Therefore from Eqs. (21), (22) and (23), W (k) can be derived as

W (k) � h(k)/hd (n) � πnα(1 − α)N−k/ sin(ωcn) for n �� 0

� α(1 − α)N−k/(ωc/π ) for n � 0 (24)

Now since for k > N , W (k) � 0 and as n varies synchronously with k, it can be
argued that though n ranges from 0 to ∞, it will be appropriate to take the range of
n to be from 1 to N like that of k. So replacing the n by k in the above equation,

W (k) � πkα(1 − α)N−k/ sin(ωck) for k � 1, 2, . . . N

� α(1 − α)N/(ωc/π) for k � 0 (25)

From Eq. (25), it is evident that W (k) depends on the cut-off frequency (ωc)
and the order of the filter (N) for different values of the smoothing constant. Now
by Eqs. (6) and (16) the smoothing constant α depends on both the (N) and (ωc),
respectively, as shown in Fig. 6. So, effectively the window function is a function of
the smoothing constant α.

Taking the z-transform of W (k), the frequency response W (ω) is obtained as
follows:

W
(
e jω

) �
N∑

m�1

πmα(1 − α)N−me− jωm

sin(ωcm)
(26)
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Fig. 11 Magnitude response of the window function of the SES for different values of α(0.25 ≤
α ≤ 0.6) which yields low MSE. Red curve represents the (−3 dB) line

Now the main lobe width of the frequency response of the window function,
i.e. W (ω) of an ideal LPF, ought to be narrow, and its side lobes should be small
which result in a decrease in the transition width between pass-band and stop-band
[31]. Though the main lobe width is inversely related to N, side-lobe amplitude is
essentially independent of N .

The magnitude response of the SES window, i.e. |W (ω)|, is plotted in Fig. 11 with
respect to the frequency ω for different values of α within the range between 0.25
and 0.6 (considering low MSE as discussed earlier).

From the above figure, it is noted that for α � 0.3655, 0.4845& 0.5615 the
window function of the SES filter nearly exhibit the characteristic of the ideal LPF
window function. Comparing these three plots, it can be noticed that except for
α � 0.5615, the magnitude responses of other two show a considerable amount
of ripple in the pass-band which is not desirable. Moreover, for α � 0.5615, the
transition band of the magnitude response is relatively sharp compared to those of
the other two magnitude responses for α � 0.3655& 0.4845.

4 Conclusion

In order to get optimal speed, computational efficiency and magnitude response,
stability and phase linearity, the simple exponential smoothing used for forecasting
and filtering can be optimally unwrapped to non-recursive form. From Eq. (6), it
is confirmed that the value of α should not be greater than 1 and less than 0, i.e.
0 < α < 1. Again in order to secure the stability of the SES both in recursive and
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non-recursive form, the same condition of 0 < α < 1 has to be satisfied in Eq. (11).
To have an appreciable sensitivity of the SES, Eq. (7) suggests that the threshold value
of ε should not be very low, and the value of α should be some intermediate values
between 0 and 1. On inspecting the frequency responses of the transfer function of the
FIR and IIR form of the SES, the advocacy in favour of this middle range values of
α has also been observed to get an optimised bandwidth and linear phase response.
Equations (17) and (18) along with Fig. 6a, b suggest that the value of α will lie
between 0 and 0.82843. It seems from Fig. 6b and Eq. (16) that the choice of higher
values of α for high-frequency signals and lower values of α for low-frequency signal
in case of a non-recursive form of the SES filter is appropriate. But taking the criteria
for minimum MSE into consideration, the smoothing constant α found to decay
exponentially with the sampling frequency ( fs) and the empirical relation may be
framed as in Eq. (20), α � 0.9431e−0.00022 fs . The span 0.25 ≤ α ≤ 0.6 is suitable to
have consistently low MSE over a large frequency range or bandwidth. Within this
span, the values of α ≥ 0.5 are suitable to have steady and nearly constant high SNR
at the SES output as shown in Fig. 10. Though the range of 0.3 ≤ α ≤ 0.9 will make
the window function (in time domain) of the SES in FIR form effective to work as
a low-pass filter (LPF), the values of α � 0.3655, 0.4845& 0.5615 are appropriate
for which the window function (in frequency domain) of the SES behaves as that
of a LPF. From an another aspect, it is also clear from Eq. (2) that if we consider
the positional importance of α, i.e. more priority, is given to the most recent input
than the previous output, i.e. α > 1 − α, then also α must be greater than 0.5. So
from these values of α, the magnitude of 0.5615 is found to satisfy the criteria of
the window function of a well-designed LPF. For this particular value of α, Eq. (6)
suggests that the threshold value (ε) may be chosen as 0.02076 and the order (N) of
the filter will be 5. The value of ε is found to be moderate as per the requirement to
have good sensitivity (S � 79.14), and the order (N) is found to be low causing less
computational complexity with good speed.
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A Novel Cross-Dimensional Image
Processing Technique: Toward a 3D View
of a 2D Image

Dipnarayan Das and Sumit Gupta

Abstract The domain of image processing has been very popular among researchers
since a very long time. It is a well-known fact that there are myriad objectives that
can be met with this subject. Through this paper, we are proposing a novel tech-
nique whereby we will train our system by processing images on a two-dimensional
plane and subsequently produce a resultant three-dimensional view of an image.
We have attained this transformation through cross-dimensional image processing
by studying, understanding and analyzing the various attributes and properties of
an image. This cross-dimensional image processing technique explores the existing
digital image processing domain where the inputted 2D image is mapped to produce
a 3D view of the image in 3D space.

Keywords Image processing · Z-Buffer · Depth of field · LED cube · Surface
detection

1 Introduction

In the field of computer science, digital image processing is a well-known term, both
in the research community as well in the academic circle. It is one of the most crucial
categories of digital signal processing, capable enough in dealing with distortions
and noise that occur when images are processed. Since images are defined over
two dimensions (or perhaps more), digital image processing is generally modeled as
multidimensional systems. But post-processing, what we observe is the change in
the image attributes, keeping the dimension of the image unaffected.
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The primary difference between 2D and 3D objects is that 3D objects have three
dimensions, viz. height, width, and depth, whereas 2D objects have only two dimen-
sions, viz. height and width. The real-world objects are three-dimensional in nature
because they have depth as an extra dimension along with height and width. A draw-
ing on a paper is often 2D, but on analyzing an image from a linear perspective, a
2D image can be made to appear as having three dimensions. So, what is crucial and
worth mentioning over here is that even if the linear perspective helps to create a 3D
view of a 2D image, yet the resultant image lacks the z-value or the depth value.

Through this paper, we are proposing a novel cross-dimensional image processing
technique for obtaining a 3D view of a 2D image. Our system is based on a hardware
layer where the main microcontroller is Arduino Mega. As we know, open source
microcontrollers do not have an inbuilt library for image processing, so we have
developed a novel indigenous algorithm that detects the color spaces for converting
the 2D images into a 3D physical (e.g., 3D hologram) view.

The rest of the paper is organized as follows: Sect. 2 discusses the previous related
works. In Sect. 3, we have proposed ourmethodology in terms of architecture, system
components required, working principle, and theories related to the concept of cross-
dimensional image processing. Section 4 discusses the implementation part and the
results so obtained. Section 5 analyzes our work through a discussion on the merits
and demerits of our technique. Section 6 concludes the paper by pointing out some
future scope of improvements that can be taken up.

2 Previous Related Works

We have studied that in most of the existing systems [1–3], the stereoscopic vision
technique is generally used to capture the depth of real-time view, and/or depth value
is used for constructing the 3D shape. In papers [4, 5], the authors have proposed 2D-
to-3D conversion algorithms that fairly deal with the depth quality and computational
complexity but suffer due to the limited size of the training dataset. Some existing
systems [6, 7] are in fact manual, cumbersome and lack automation. Moreover, all
the current systems utilize the system-defined or inbuilt library functions, but we
have developed a new image processing library compatible with low-performance
microcontrollers like Arduino.

3 Our Proposed Methodology

3.1 System Architecture

See Fig. 1.
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Fig. 1 Architecture of our proposed system

3.2 System Components

Our proposed system (see Fig. 2) comprises the following components and/or mod-
ules:

1. Arduino Mega: The Arduino Mega 2560 is a microcontroller board based on
the ATmega2560 [8].

2. TFT Color LCD: As we know that interfacing a TFT LCD with an Arduino is
pretty easy, so we require an Arduino Board and a 2.4 in. TFT Shield to manage
the hardware section and an Arduino IDE and the TFT Library for managing the
software section. Several libraries exist for operating upon the TFT shield, but
we need to identify that particular TFT driver out of multiple available TFT LCD
drivers for which we will install our library to serve our purpose [9].

3. Joystick Module: The joystick module has 5 pins, viz. VCC, Ground, X, Y, and
Key. The thumb stick is analogous in nature and provides more precise readings
compared to the other joystickswith buttons and/or switches. Further, the joystick
can be pressed down for activating a ‘press to select’ push button [10].

4. 5 × 5 × 5 LED Matrix: The light emitting diodes (LEDs) have been arranged
as 5 × 5 matrices in five different planes. The number of LEDs can be extended
as per need.
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Fig. 2 Components of our proposed system

3.3 Working Principle

Our proposed system works as follows: Firstly, the raw image of any object will
be entered into the Arduino Mega with raw (or unchanged) format after acquiring
the image directly from any standard camera. As an alternative, we can also send
serialized data which will be further formatted by the Arduino microcontroller. Fur-
ther, as we know that Arduino does not have any inbuilt image processing library, so
we have created a library termed as color space library, which is compact because
microcontrollers have very less amount of built-in storage space. The color space
library is able to detect a color region out of the three regions for 16,777,216 types of
colors. We have used a specialized technique to detect the colors (that works in the
same fashion as the boundary-fill algorithm in graphics designing for detecting the
sudden change of values) and the variable rate of three zone colors. Our proposed
library has the following features:

1. Two-dimensional image/space to 3D space conversion.
2. Texture detection and object boundary evaluation.
3. Depth recognition.
4. Real-world live streaming from 2D to 3D.
5. Object symmetry detection and rest production.
6. Color space detection.

In our work, in lieu of using a camera module, we are using a mobile phone to
capture a real-world image. The pixmap is converted into serialized data and then sent
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to theArduino. The serialized data is also in raw format, and the actual processingwill
be done on the raw image. TheArduinoMega is attached to a TFTLCD for providing
all the information about the raw image and its transmission, viz. transmission rate,
image resolution, FPS (frames per second), PPI (pixels per inch), etc. The joystick
module is used to simulate the image in TFTLCDso that operations such as cropping,
resizing, texturing, and zooming can be performed while converting an image from
2D to 3D mode. The 3D object will be shown from the 2D plane onto the 5 × 5 ×
5 LED cube. The LED cube is in the monochrome mode, and so, all the pictures or
video that are captured will be threshold by the microcontroller during the time of
processing. For depth analysis, the LED intensity is variable as well as the level of
the cube is changed.

3.4 Related Theories

1. SurfaceDetection: In graphics designing,wehaveheard about the visible surface
detectionmethods, namely the object-spacemethod (implemented in the physical
coordinate system) and the image-space method (implemented in the screen
coordinate system).We are not concerned about the object-spacemethod because
in the input panel itself, the 3D coordinate system is already used. But in case of
the image-space method, there is one method (depth-buffer method) which can
recognize the depth and by that detection, it removes the back faces.

2. Depth-Buffer Method (or Z-Buffer Method): This method compares surface
depths at each pixel position on the projection plane. An object’s depth is gen-
erally measured from the view plane along the Z-axis of a viewing system. It
requires two buffers, viz. the image buffer and the Z-buffer (or the depth buffer),
each having the same resolution as the capturing image [11]. During the process,
the image buffer stores the color values of each pixel position, and the Z-buffer
stores the depth values for each (x, y) position. But here the system using a 2D
image has all the z-values for each pixel which helps us to determine the actual
back and front faces.

3. Image-specific attributes: We observe that for a 2D image, the Z-buffer method
will not work to display in 3D space. Now to resolve this 2D image to 3D view
objective, our system focuses on few image-specific attributes, viz. image pixel
values, rate of change of color values, color region detection, boundary detection,
and object symmetry detection.

4. DepthofField:Depth of field is basically the distance between the nearest and the
farthest objects in a photograph that appears to be acceptably sharp. It is known
that a camera can focus sharply on only one point. Scientifically, it is based on
the circle of confusion. Using these properties, every object is considered indi-
vidually, and also the whole image is converted into a 3D object whose properties
are structured into a table and depending upon the user activity, different types
of 3D image-cum-night hologram are made in the LED cube. Based on the LED
cube configuration (see Fig. 3a), the structured values made from the image are
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again re-formatted to fit into the display by image processing operations like
cropping, resizing, etc., and according to that values, the microcontroller sends
the monochromatic color lookup table to the display controller to show the 3D
space information as well as to activate the digital pins of the LED cube.

This method is very effective in case when there are not enough pins in the micro-
controller. But thismethod also suffers from a problemwhich is that if we connect the
common lines vertically and horizontally, the level selector will be connected, and
then there will be no possible way to create an object angle in the vertical direction.
Only horizontal axis can be used for any inclination then. So to solve this problem,
we have to use a matrix connection due to which although the number of pins will
increase, but still it will be quite less when compared to a normal setup. In the matrix
connection, there will be 25 pins spread horizontally as well as vertically. So, in
total 50 pins will be needed to enable cent percent working of the system. In this
case, we observe that there still lies the problem that there are not sufficient pins to
make a connection. So here we have used 74HC595 shift registers IC (see Fig. 3b) to
convert three pins to (8* number of shift registers) pins [12]. So now we can connect
the whole circuit. The shift register has three control pins, namely the latch clock,
the shift clock, and the data line. Here, the latch clock is used to enable the rest of
the control pins. The shift clock will change the pin sequentially, and on using the
data line, we can pass the data or a command to that pin. Hence, when connected,
we can extend the pins from 3 to 8. And when there will be two shift registers then
there will be multiple 74HC595 connection with 3–16 pins orientation allowed. It is
worth noting that the LED cube can be extended into any dimension by adding an
extra IC but the dimension should have an odd order for achieving an accurate range
approximation.

Fig. 3 a LED cube configuration, b 74HC595 IC
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4 Implementation and Result

We have implemented our system to observe, test, and analyze the performance of
our proposed approach. To understand the working of our system, we have initially
taken the 2D view of a 3D Rectangle object (see Fig. 4a). Here, our algorithm first
checks where the color deviation works and how it occurs. When the system finds
that the same color space is becoming darker, then it considers it to be the depth of
the object. Many other factors and conditions are also significant for mapping the
object into a 3D display and to visualize it like a 3D hologram which we can see in
the following image (see Fig. 4b) where the system approximates based on the fact
that the object is symmetric in nature.

We have also considered one real-world image of volleyball (see Fig. 4c) down-
loaded from the Web [13]. This picture consisted of 201 * 251 � 50,451 pixels in
the 2D layer. Now our physical device consists of only 25 pixels in the 2D layer and
there are a total of 125 pixels in the three layers. So when we have fed this image
into our device, then the occupied cross-sectional area has a resolution of 5 * 5 �
25 pixels which can be moved across the whole image using the joystick. We also
have another option to scale the image to 25 pixels in order to get the 5 * 5 pixels
resolution. Depending upon the shades of the pixels, firstly our system checks for
the changes in the color space. Our system analyzes on the percentage of same value
pixels, new color pixel, direction of change, and how color is varying in a specific
direction. Depending on the result, the data is mapped onto our physical system.
Here, the spread or the percentage of the white color is maximum, so the white color
is considered to be the background of the image, and the resultant view is depicted
in the adjoining figure (see Fig. 4d).

Fig. 4 a A 2D view of a 3D rectangle object, b corresponding 3D rectangle view in the LED cube,
c a real-world volleyball’s image, and d corresponding 3D inclined view of volleyball in the LED
cube
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5 Analysis and Discussion

There are various situations where our proposed approach can prove to be useful. For
instance, NASA, ISRO, and other such organizations send different types of robots
and intelligent devices into space for observing the nature, activity, land texture, etc.
of the planets. But the device on reaching the spot transmits a continuous frame of
the picture to the space control room, which is further processed to detect if there
is any unknown surface contact or not. Our device can show all the land curves and
offer different types of other processing in real-time 3D systems.

To watch a 3D movie we use 3D glasses. But there will be no need for any special
glass or modification of the 3D movie by using our proposed device. This device can
be used in defense for 3D mapping with hidden spy because during that moment, the
monochrome LEDs are replaced with the infrared LEDs. Our radar system provides
2D plotting to a good extent for different objects whose position details (altitude,
longitude, latitude) are shown in the display. If we split every level of this display
with a specific height, then we can easily convert this device into an advanced 3D
monitoring system. In ultrasonography, the imaging is in monochromatic mode situ-
ated in a 2D display. So, an observer (unlike an expert) cannot understand where the
actual problem lies. On using our device, the depth analysis can be done efficiently.
In endoscopy, the camera goes into our body channel for taking images of our inter-
nal system. But if we have to target any internal organ and operate on it, then we
have to perform the approximation of its depth relative to the camera, resulting in
the chances of getting hurt but our device can be pretty helpful.

Our proposed system provides a low cost, portable solution for performing 3D
imaging for any 2D view. We can easily extend the depth of the display by adding
an extra layer and by changing the value of the mapping function. So, our system is
very flexible. The limitation of our system is that the LED cube is not very strong in
tolerating any physical hazard or heavy jitter. Our system is currently not so effective
in performing complicated computer vision processing on dynamically changing
images.

6 Future Work and Conclusion

In the future, we aim to incorporate the notion of deep learning and integrate a
knowledge base with our system so that any specific object can be detected from
a real-time video. The resultant 3D view can then be used to observe and analyze
frames that possess objects like guns or other important objects. This paper attempts
to present a system that uses a novel cross-dimensional image processing technique
to produce the 3D view of a 2D image. This approach can surely benefit the society
and will help one think and understand differently, control his/her reflex rate and
consider each scene from a bigger perspective by getting the 3D view of a 2D image.
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Quantum-Inspired Bat Optimization
Algorithm for Automatic Clustering
of Grayscale Images

Alokananda Dey, Siddhartha Bhattacharyya, Sandip Dey, Jan Platos
and Vaclav Snasel

Abstract This paper introduces a quantum-inspired framework with the bat
optimization algorithm for automatic clustering of image datasets. The aim of this
work is to find out the optimal number of clusters from an image dataset on a run. A
comparison has been produced between the quantum-inspired bat optimization algo-
rithm and its classical counterpart. As a result, it is seen that the quantum-inspired
version outperforms its classical counterpart. Computational experiments have been
conducted on four Berkeley image datasets.

Keywords Automatic clustering · Metaheuristic algorithm · Quantum
computing · Bat optimization algorithm · Statistical test (t − test)
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1 Introduction

Clustering [1, 2] can be considered as a process of partitioning a dataset of different
objects into a meaningful group of similar objects. Several methods can be used for
successful clustering, namely partitioning methods, fuzzy clustering, model-based
clustering, hierarchical clustering, density-based clustering, etc. Among these meth-
ods, the K-means [3] performs very well. However, it requires an a priori knowledge
about the present number of clusters in the dataset. Rather, automatic clustering is
intended to discover the optimal number of clusters from a dataset without having
the prior knowledge about the number of clusters, which may be useful during the
segmentation and classification purpose. Basically, this requirement has dragged the
researchers into the field of automatic clustering techniques.

Nature-inspired metaheuristic algorithms are extensively used for solving both
simple and complex optimization problems. These types of algorithms are able to
provide anoptimal or near optimal solutionwithin aminimum time frame. Somewell-
known nature-inspired metaheuristic algorithms include genetic algorithm (GA) [4],
differential evolution (DE) [5], particle swarm optimization (PSO) [6], ant colony
optimization (ACO) [7], bat algorithm [8], to name a few. Some nature-inspired
metaheuristic algorithms have been successfully applied for automatic clustering
techniques [10]. In spite of having such ability to find out a solution from a pop-
ulation, these algorithms sometimes may suffer from premature convergence. In
order to overcome this problem, researchers have intended to incorporate the fea-
tures of quantum computing within the nature-inspired metaheuristic algorithms.
Nowadays, quantum-inspired techniques have been a flourishing research area. The
field of quantum computation has emerged as a new computing paradigm of engi-
neering insisting on quantum mechanical effects to solve computational problems
[11]. Some quantum-inspired techniques merged with metaheuristic algorithms have
been developed so far, and the betterment of the quantum version over the classical
version of the same algorithms has been presented in terms of convergence, better
fitness value and other parameters [11–13].

In this paper, a quantum-inspired metaheuristic algorithm has been introduced
for solving the purpose of automatic clustering of image datasets. In this regard,
the classical bat algorithm has been chosen as the metaheuristic algorithm. The
superiority of the quantum-inspired bat algorithm over its classical counterpart has
been presented and judged on the basis of the computed fitness value of the mean,
standard deviation, standard error and the computational time. Finally, a statistical
superiority test, namely the unpaired t-test, has beenperformed and the corresponding
p value has been shown to prove that the outcome is in favor of the quantum-inspired
method. During the computation, the fitness has been computed using the cluster
validity index—the DB index [14].

This rest of the paper is organized as follows.Theoverviewof the bat algorithmand
quantum computing has been summarized in Sects. 2 and 3, respectively. Section 4
describes the functionality of the cluster validity index (DB index) [14]. The basic
steps of the proposed quantum-inspired bat algorithm have been demonstrated in
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Sect. 5. The experimental results and analysis have been presented in Sect. 6. Finally,
the conclusion has been drawn in Sect. 7.

2 Overview of Bat Algorithm

A nature-inspired metaheuristic algorithm, viz., the bat algorithm, has been intro-
duced byYang in the year 2010 [8]. The bat algorithm is a population-based algorithm
and can be considered as an efficient algorithm to discover the optimal solution from
a complex optimization problem. In order to get the optimal results, bats use echolo-
cation, by which they are able to sense the prey, avoid the obstacles and recognize
their roosting crevices in the dark. The procedure of hunting strategies of the bats
can be summarized as follows.

Initially, it is considered that n number of bats are flying randomly in the search
space from the position Pi with the velocity Vi, frequency Fmin, pulse rate ri and
loudness L0 at time stamp t. At time t + 1, their next position and velocity should be
changed and can be calculated as follows.

Fi � Fmin + (Fmin − Fmax )β (1)

V t+1
i � V t

i + (Pt+1
i − Pbest)Fi (2)

Pt+1
i � Pt

i + V t+1
i (3)

where β ∈ [0, 1]. The minimum and the maximum frequency can be considered as
Fmin � 0 and Fmax � 2. Here, Pbest represents the global best position of the bat
from the population of n bats which has been chosen after evaluating the fitness of all
solutions to the population. Here, a uniformly distributed random number between
[0, 1] has been considered as rand1. The new location can be obtained by using the
following equation.

Pnew � Pold + εLt (4)

where ε ∈ [−1, 1] and Lt � 1
n

∑n
i�1 L

t
i are the average loudness of n bats at the

time stamp t. The pulse rate(ri) and the loudness (Li ) of the bats will be increased
and decreased, respectively, by the following equations.

r t+1i � r0i (1 − e−γt) (5)

Lt+1
i � αLt

i (6)
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where γ (0 < γ < 1) and α(0 < α < 1) are constants and the initial pulse rate can
be represented as r0i ∈ [0, 1]. Then, the fitness of all the bats will be evaluated and
the current Pbest will be selected.

3 Overview of Quantum Computing

In case of quantum computing (QC), the quantum bit (qubit) can be considered as
a unit of information like a classical bit. In case of classical bit, a single binary bit
can be able to hold the value 0 or 1 but in contrast a single qubit can hold the value 0
and 1 at the same time and that is referred as quantum superposition states [11–13].
The benefit of using qubit is the fastest execution of process due to the coherent
nature of qubits as they are able to execute multiple processes simultaneously. The
superposition of the basis states in QC can be described as

|Ψ 〉 �
n∑

i�1

Ci |Vi 〉

|Ψ 〉 � C1|V1〉 + C2|V2〉 + · · · + Cn|Vn〉 (7)

where Vi refers to the ith states and Ci ∈ C. In case of a two-state quantum bit,
Eq. (7) can be rewritten as |Ψ 〉 � C1|0〉 + C2|1〉. The state |0〉 is known as the
“ground state,” and the state |1〉 is known as “excited state”; Ci is a complex number,
and the sufficient condition for quantum orthogonality is represented as follows.

n∑

i�1

C2
i � 1 (8)

Coherence and decoherence are two striking features of quantum computing. In
Eq. (7), |Ψ 〉 defines a linear superposition of the basis states and can be defined in
terms of coherence. A forceful destruction of the above-mentioned linear superpo-
sition is referred to as decoherence. A quantum mechanical phenomenon, namely
quantum entanglement, establishes a unique connection between the existing quan-
tum systems by which the entangled qubit states are able to accelerate so that the
computational capability may increase to a very large extent.

Some well-known quantum gates are NOT gate, C-NOT gate, rotation gate,
Hadamard gate, Pauli –X gate, Pauli –Y gate, Pauli –Z gate, Toffoli gate, controlled
phase shift gate, Fredkin gate, to name a few.

A rotation gate is responsible for updating the ith qubit value of (αi , βi ) and can
be represented as follows

(
α′
i

β ′
i

)

�
(
cos θi − sin θi

sin θi cosθi

)(
αi

βi

)

(9)
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Here, for each qubit, θi represents the rotation angle. For a specific problem, the
rotation angle is chosen accordingly.

4 Cluster Validity Index

In this paper, the Davies–Bouldin (DB) index [14] has been used as a cluster validity
index. The minimum value of DB index is the criteria of discovering the optimal
number of clusters from a dataset. Let us consider two different clusters are Ci

and C j and a cluster similarity measure is CSMi j . Therefore, the cluster similarity
measure CSMi j can be defined as follows.

CSMi j � DMi + DM j

di j
(10)

Here, DMi is the dispersion measure of ith cluster and can be defined as

DMi �
[

1
noi

∑noi
k�1

∥
∥
∥dp(i)k − cci

∥
∥
∥
2
] 1

2

, such that noi represents the total number of

objects and cci represents the ith cluster center in cluster Ci and ∀dp(i)k ∈ Ci .
The distance between the clusters Ci and C j can be defined as

di j � ∥
∥cci − cc j

∥
∥.

Now, the Davies–Bouldin (DB) index can be defined as

DBI � 1

nc

nc∑

i�1

Ii (11)

where Ii � max j�1,...,nc,i �� j (CSMi j ), i � 1, . . . , nc.

5 Basic Steps in Quantum-Inspired Bat Algorithm

5.1 Principle of Operation of the QIBAT Algorithm

In this section, a quantum-inspired bat algorithm has been presented. The proposed
method has been applied on image dataset to determine the optimal number of cluster
from the given dataset.

Initially, the population of Ps number of bats has been initialized (line 1). Now, in
order to get the quantum states the population Ps has been encoded to produce Pα .
The encoding process has been carried out in the following way.
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Initially, θi, j (0 ≤ θi, j ≤ 2π ) has been generated randomly for each of the solutions
to the population. Then, generate Pα

i, j , where Pα
i, j � cos θi, j , i � (1, 2, . . . , Ps) and

j � (1, 2, . . . , Ln). Now, the Pβ has been generated from Pα to achieve quantum
orthogonality by using Eq. (8) (lines 2–3). Now, the search process has been guided
by the state generated from Pα

i, j and P
β

i, j by usingEq. (12). The active cluster centroids
have been identified by using the information of the excited states (line 7). Now, the
fitness of each individual solution has been computed to find out the fittest solution
from the population. The rotation gate has been used [Eq. (9)] to generate another
set of populations Pα

new and Pβ
new. Update the values of Pα and Pβ by their previous

values or by the newly generated values Pα
new and Pβ

new depending upon the fitness
value. If the newly generated values can be able to provide lesser fitness, then choose
the new one; otherwise choose the old set of values. Using this mechanism, a noble
quantum population can be created (lines 5–13). Then, the velocity (Vi ), frequency
(Fi ), pulse rate (Ri ) and loudness (Ai ) for each quantum solution to the quantum
population have been initialized (lines 14–15). In each of the iterations of the main
loop, the quantum positions, velocity and fitness have been updated (lines 18–19).
Then, improvement of the best quantum solutions has been done (lines 20–22). Next,
the new quantum solutions have been evaluated (line 23). The best quantum solutions
have been determined and saved (lines 24–27). Finally, determine the best quantum
solution (line 28). Finally, the optimal value for the number of cluster has been
evaluated from the best quantum solution.

Algorithm: Quantum-Inspired Bat
Input:
Maximum iteration number: MxIt
Population size: Ps
Output:
Optimal number of cluster: NC
Optimal fitness value: FT

1. Initially, a population P is created with Ps number of particles by choosing the
normalized value of the intensity of the image, where each particle is considered
as a solution to the problem. Let us consider the length of each particle is Ln
where Ln has been chosen as the square root of the maximum value of the
intensity of the input image.

2. Now, each element of P is encoded to produce Pα using an encoding scheme
by using Eq. (9), described in Sect. 3.

3. Now to establish the feature of quantum orthogonality, each particle of Pα is
participating to produce Pβ by using Eq. (8).

4. In order to produce Inormal, the normalization has been carried out on the input
image to convert the pixel intensity values between the ranges 0 and 1.

5. for i � 1 to Ps do
6. for j � 1 to Ln do
7. CreateNCi number of unique cluster points from Pi by satisfying the condition

Pβ

i j > Pα
i j , and store the cluster points in CPi .
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8. Now compute the fitnessFTi fromCPi by using a cluster validity index, named
DB index [Eq. (11)].

9. end for.
10. end for.
11. Find out the best fitness value FT among all FTi along with its corresponding

number of cluster point NC .
12. Now apply a small rotation 	θ on each of the elements of Pβ , and again

establish quantum orthogonality by generating corresponding value of Pα .
13. Continue the steps 5–12 until satisfying a predefined condition to achieve the

best fitness value FT , and preserve its corresponding cluster points in CP, total
number of cluster points in nc and also the new value of Pα and Pβ for further
use.

14. Initialize the frequency (Fi ) and velocity (Vi ) for each solution to the popula-
tion.

15. Loudness (Ai ) and the pulse rates (Ri ) have been initialized.
16. f or I � 1 to Mx I t do
17. f or J � 1 to Ps do
18. Update the frequency, velocity and location of each particle in Pβ

J usingEqs. (1),
(2), (3).

19. Update each value of Pα
J using Eq. (8) to ensure quantum orthogonality.

20. i f
(
Rand(0, 1) > Ri j

)
then

21. Select the best solution by computing the fitness from the updated positions,
and generate a local solution by using Eq. (4).

22. end if .
23. Now, new solution has been evaluated.
24. i f

(
Rand(0, 1) < Ai &FTnew < FTBest

)
then

25. New solution has been accepted.
26. Increase Ri and decrease Ai by using Eqs. (5) and (6).
27. end if .
28. The best solution has been chosen.
29. end for.
30. end for.

Finally, the optimal number of clusterNC with its corresponding fitness value FT is
reported.

6 Experiment and Analysis of Result

This paper is intended to propose a quantum-inspired algorithm along with the work-
ing methodology of bat algorithm to achieve the optimal number of clusters from a
given image dataset. During the experiment, the DB index [14] has been chosen as
an objective function of which the minimum value is indicative of the optimal result.
The following subsections provide the experimental results obtained.
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6.1 Cluster Centroid Representation Scheme

The optimal number of cluster from an image dataset has been achieved by identi-
fying the cluster centroids from the given dataset on a run. During the experiments,
the cluster centroids have been chosen from a solution by satisfying the following
condition.

δi �
{
1 ifβi > αi

0 Otherwise
(12)

where the activation threshold δi (1 < i < Ln) has been used to identify the number
of cluster centroids from a single solution by observing the value of δi . A value of 1
for δi represents the activated cluster center.

6.2 Experimental Result

See Tables 1, 2 and 3.

6.3 Simulation of Work

The experimental implementation has been done on Python environment. The pro-
posed method has been applied on two Berkeley images of size 80 × 120 and other
two Berkeley images of size 120 × 80. A machine on Windows 7 with configu-
ration Dell Intel(R) Core(TM) i3, 2.00 GHz, 4.00 GB RAM has been used as the
development environment.

The proof of the superiority of the proposed method over its classical counterpart
has been shown on the basis of the mean value of the fitness, standard error, standard
deviation and minimum computational time. Moreover, a statistical superiority test,
namely the unpaired t-test, has been performed to prove the efficiency of the quantum-
inspired bat algorithm over the classical bat algorithm. The optimal number of cluster
(NC), optimal fitness value (FT ) and the optimal execution time (TE) for both the
algorithmsQIBATandCBAThave been reproduced in Table 1. Themean value of the
fitness

(
Fμ

)
, standard deviation (Fσ ) and standard error (SE) for both the algorithms

have been demonstrated in Table 2. Finally, the result of unpaired t − test has been
shown in Table 3 which has been done with 95% confidence level. This test basically
checks whether the (P-value) is less than 0.05 or not. If the value of P is less than
0.05, then null hypotheses will be rejected against the alternative hypothesis.
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Fig. 1 Images used for testing: a #86000 (80 × 120), b #92059 (80 × 120), c #94079 (120 × 80),
d #97017 (20 × 80)

6.4 Dataset Used

The experiment has been performed on the following images, and these image
datasets have been normalized between (0,1) during the execution of the program
(Fig. 1).

7 Conclusion

This paper envisages an automatic image clustering technique based on bat algorithm
combined with the principles of quantum computing. This proposed procedure has
been found superior over its classical counterpart as it is capable to decide the optimal
number of clusters automatically from an image dataset with a lesser amount of
computation time. So far, the proposed procedure has been applied only to gray-
level images with satisfying only one objective at a time.

There remains a scope of research on finding the optimal number of clusters from
a true color image, and in the future the quantum-inspired algorithmswill open up the
door to resolve the multi-objective optimization problem efficiently within a short
time frame.
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AWavelet-Based Blind Digital Image
Watermarking using Dynamic LSB
Replacement (DLSBR) and Symmetric
Key Cryptography

Ananya Ghosh, Subhadeep Koley and Sagnik Acharyya

Abstract With advancement of technology and ease of access of digital information
and its creation and transference, protection of copyrights for information security
is of the prime concern. Digital watermarking gives copyright protection of digital
images by impregnating additional information in the original cover image. Thus,
watermarking prevents illegal copying by providing a method of enacting the owner-
ship of a redistributed copy. In this paper, we have proposed awavelet-based dynamic
LSB replacement method, which serves the purpose by providing excellent robust-
ness and imperceptibility. Moreover, the watermark is encrypted by a symmetric key
cryptographic algorithm to make it secure from further eavesdropping.

Keywords Digital watermarking · LWT · LSB replacement · Symmetric Key
Cryptography

1 Introduction

Enormous usage of cloud computing-based systems and transmission of massive
multimedia information over the Internet have created a prominent need for state-
of-the-art information security frameworks [1]. Steganography, cryptography, and
digital watermarking are the methods developed over the years to ensure secure and
seamless transmission of data from transmitter to receiver. With the aid of digital
watermarking, it is feasible to protect the ownership of any multimedia content and
to defend intruders against any sort of attack [2–4]. Digital watermarking can be
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mostly classified into three domains, namely frequency domain, spatial domain, and
hybrid domain. Hybrid and frequency domain watermarkings are robust and have
high computational complexity, whereas watermarking in the spatial domain has
added advantages of simplicity and low computational complexity [2]. However,
nowadays techniques in wavelet domain are becoming more popular because of the
accurate human visual system (HVS) modelling [5]. Recently, outstanding progress
has been made in the area of digital image watermarking. Nayak et al. proposed a
visual saliency-basedLSB replacementmethod,whichhas the advantageof increased
imperceptibility but at the cost of less robustness [3]. Basu et al. proposed another
visual attention model-based pixel adaptive LSB replacement method, which is good
in terms of robustness but has aminimal peak signal-to-noise ratio (PSNR) [2].Verma
et al. proposed a novel watermarking scheme based on dynamic stochastic resonance
(DSR) and lifting wavelet transform (LWT). In this technique, the attacked image
is subjected to DSR to enhance the watermark coefficients to achieve maximum
correlation [6]. Tian et al. gave another HVS-based approach of the unique dual
watermarking for simultaneous copyright protection and tamper detection [4]. This
technique is very robust for all kinds of single and combined attacks but has higher
computational complexity. We have incorporated the integer-to-integer LWT instead
of conventional discrete wavelet transform (DWT) to segregate the low-frequency
component of the image, and then the binary watermark is infused inside the cover
image via dynamic LSB replacement (DLSBR). However, only watermarking is not
enough to protect the ownership information inside an image. The watermark logo
must be encrypted with some sort of encryption in order to attain added security [7].
Therefore, the original watermark logo is transformed into a random chaotic image
using symmetric key cryptography (SKC) based on a private key. The same private
key is needed at the time of decryption as used for encryption. The rest of the paper
contains some other sections like proposed methodology followed by result analysis
and conclusion.

2 Proposed Methodology

2.1 Lifting Wavelet Transform

The LWT proposed by W. Sweldens is the second-generation wavelet transform, an
advancement of DWT [8]. It is faster and requires lesser memory space as compared
to the traditional wavelet [9]. It generates integer coefficients for all sub-bands unlike
the conventional first-generation scheme, which generates floating point coefficients,
whichmay be truncated at any point of time during further processing [9]. LWT trans-
forms the original image to four sub-bands, namely LL, containing low-frequency
components, and most of the image energy and LH , HL, and HH comprising of
high-frequency detailed information. Therefore, we use LL sub-band to embed the
watermark data. Lifting scheme in general consists of three steps, namely divide,
dual lifting, and primal lifting (Fig. 1).
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(a) (b)

Fig. 1 Lifting wavelet transform

1. Divide Operation: The sample image X (i, j) is divided into two subsets, i.e. even
sample set Xe (i, j) and odd sample set Xo (i, j) as described in Eqs. 1, and 2.

Xe(i, j) = X (i, 2j) (1)

Xo(i, j) = X (i, 2j + 1) (2)

2. Dual Lifting: The odd sample set Xo(i, j) is estimated from the local neighbour-
hood even coefficients with a prediction operator P. The error in odd sample
prediction is used to generate the high-frequency coefficients h(i, j) as described
in Eq. 3.

h(i, j) = Xo(i, j) − P[Xe(i, j)] (3)

From Eq. 4, we can recover the odd sample set as shown below

Xo(i, j) = h(i, j) + P[Xe(i, j)] (4)

3. Primal Lifting: The low-frequency coefficients l(i, j) are generated by revising
the even sample with the updating value Uh(i, j) as shown in Eq. 5.

l(i, j) = Xe(i, j) +Uh(i, j) (5)

2.2 Symmetric Key Cryptography

The robustness of the proposed scheme is further enhanced by addition encryption
to the watermark through symmetric key cryptography, which covers the inner infor-
mation from eavesdroppers. The encryption process includes the following steps
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Fig. 2 Watermark before
and after encryption

1. Segregate all rows of the binary watermark in separate arrays.
2. Convert the user-given key to 16-bit binary sequence.
3. Perform bit-wise XOR between the 16-bit binary sequence and the segregated

rows of the watermark.
4. Perform Step 3 until all the rows are processed.
5. Concatenate all the processed rows to get the encrypted watermark.

The decryption process is exactly the same as the encryption process, as performing
XOR again between the segregated rows and the binary version of the user-given
decryption key will yield the original unprocessed rows. Figure 2 depicts the original
as well as the encrypted watermark.

2.3 Watermark Encoder and Decoder

Let I be the original host image of size m × n. The image is represented as

I = X (i, j) | 0 ≤ I < m, 0 ≤ I < n, X (i, j) ∈ {0, 1, 2, . . ., 255} (6)

Also, W is the original binary logo of size p × q and characterized as

W = V (i, j) | 0 ≤ I < p, 0 ≤ I < q, V (i, j) ∈ {0, 1} (7)

After encryption, the original logo W is changed to Wk and represented as

Wk = Aenc(W, k) (8)

where Aenc is the encryption operator and k is the private encryption key. The
decrypted watermark Wd is represented as

Wd = Adec(Wd , k) (9)

where Adec is the decryption operator.
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Fig. 3 Watermark encoder and decoder block diagram

Figure 3 represents the watermark encoding and decoding procedures. Here, the
‘approximation’ or the ‘LL’ component is isolated from the image via LWT. After
the watermark encryption process, based on the LL coefficient value each watermark
bit is infused inside the LL block of the cover image via a novel method called the
dynamic least significant bit replacement (DLSBR). In DLSBR, the LSBs of the LL
block coefficients are replaced dynamically with the watermark bits depending upon
the LL coefficient values. If the LL coefficient value is less than 100 then last 3 bits,
if coefficient value is less than 200 and greater than 100 then last 2 bits, otherwise
last 1 bit of the LL coefficient is replaced with the watermark bit. This dynamic
substitution has proven to be more robust than conventional single-bit replacement.
Being a blind watermarking process, the decoder does not need the original host
image in the time of decoding. The decoding process is depicted in Fig. 3b. In
the decoding process, each watermark bit is extracted from the LL coefficients using
dynamic LSB extraction. To decrypt the extracted watermark, one should provide the
same private key as used in the time of encryption. However, the robustness against
attacks and the visual imperceptibility of the proposed algorithm must be evaluated
using some well-established quality metrics, which is the topic of discussion in the
next subsection.
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3 Result Analysis and Discussion

To test the imperceptibility and the robustness of the scheme proposed, we have taken
several standard 512 × 512 grayscale and colour images and one binary watermark
of dimension 10 × 10. Figure 4 depicts four out of the various cover images we have
used. Figure 5 shows the corresponding watermarked image along with correspond-
ing PSNR and structural similarity index (SSIM).

From Fig. 5, it is evident that the watermark image has no visible hint of the
hidden logo and also all of the images possess high PSNR and SSIM value. To
prove the imperceptibility of the proposed scheme, Table 1 has been presented with
some renowned quality metrics [2]. Metric values in S. No. 1–2, 5–9, 12–15 depict
premier quality as higher metric value denotes better imperceptibility [2]. On the
other hand, metric values in S. No. 3–4, 10–11, also illustrate that the hidden logo is
completely invisible as lowermetric value denotes higher imperceptibility [2].Hence,
the proposed algorithm is proven to be beneficial in every test of imperceptibility.
‘Robustness’ deals with the proficiency of the watermarking algorithm in correctly
detecting the watermark in the cover image after common geometric and signal
processing attacks [1]. Figure 6 is presented with some attacked watermarked images
along with the corresponding retrieved watermarks. It is evident from Fig. 6 that the
watermarked image can sustain the watermark even after strong signal processing
and geometric impairments.

Fig. 4 Original cover images

Fig. 5 Watermarked images and their PSNR and SSIM values
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Table 1 Result of various imperceptibility metrics on Lena image

S. No. Metrics Value

1 Peak signal-to-noise ratio 75.51 dB

2 Structural similarity index 1.0000

3 Average difference 0

4 Mean square error 0.000182

5 Structural content 1.0000

6 Signal-to-noise ratio 65.6533 dB

7 Image fidelity criterion 7.438

8 Universal image quality index 1.0000

9 Normalized cross-correlation 1.0000

10 Normalized absolute error 0.000002

11 Laplacian mean square error 0.000019

12 Weighted signal-to-noise ratio 92.3797 dB

13 Visual information fidelity 0.9992

14 Pixel-based visual information fidelity 0.9999

15 Multi-scale structural similarity index 1.0000

Translation

(a) (b) (d)(c)

(e) (f) (h)(g)

Fig. 6 Attacked watermarked images and corresponding extracted watermarks
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Table 2 Imperceptibility comparison with various state-of-the-art methods

S. No. Method PSNR (dB) SSIM

1 Proposed scheme 75.51 1.0000

2 Visual attention model-based LSB
replacement [2]

42.27 0.9490

3 Visual saliency-based watermarking
approach [3]

54.00 0.9670

4 DCT-based compression sensing
watermarking [10]

47.19 0.9958

5 Bit pairs matching and cryptographic
watermarking [11]

52.99 0.9854

6 Image region detector-based spatial
watermarking [12]

53.35 0.9930

Bold signifies the highest metric value among all the competing method and also the result of the
proposed method

Normalized cross-correlation (NCC) has been taken as the primary metric to test
our approach. In most of the cases, we got the NCC value of 1 or almost 1. Other
metric values like SSIM,MSE, PSNR are also in support of the superior ruggedness of
the algorithm. To establish the superiority of the proposed framework, a competitive
analogy with various state-of-the-art schemes has been drawn in Table 2. It can be
observed that, among all models, the projected approach gives highest PSNR as well
as SSIM.

4 Conclusion

A wavelet domain, blind watermarking, and secure watermarking framework have
been presented in this paper. This scheme impregnates the watermark by substituting
the LSBs of the LL block coefficients with the watermark bits. Furthermore, the
original watermark logo is encrypted with SKC for added security. Experimental
results establish the fact that the projected approach has excellent imperceptibility
and is robust against most forms of signal processing impairments. In near future,
we aim to make the algorithm faster for effective hardware implementation.
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Fuzzy-Based Classification for Fusion
of Palmprint and Iris Biometric Traits

Akram Alsubari, Preeti Lonkhande and R. J. Ramteke

Abstract The fusion of palmprint and iris biometric traits is implemented in this
paper. The region of interest (ROI) of palm is detected and segmented based on the
valley detection algorithm and the ROI of iris is extracted based on the Neighbor-
Pixels Value Algorithm (NPVA). The statistical-local binary pattern (SLBP) is used
for extracting the local features from the iris and palm. For enhancing the palm fea-
tures, the combination of discrete cosine transform (DCT) and histogram of oriented
gradient (HOG) are applied. The Gabor–Zernike moment is used to extract the iris
features. This experimentation was carried out in the identification system. The fuzzy
Gaussian membership function was used as classification in the matching stage for
the fusion system of palm and iris. The CASIA datasets of palm and iris were used
in this research work. The proposed system accuracy was found to be satisfactory.

Keywords Palmprint · Iris · Valley detection · SLBP · HOG · DCT · Zernike
moment · Fuzzy

1 Introduction

Thepattern recognition is to classify the data based on the knowledgewhich is already
gained in the cognition process [1]. The pattern recognition is a process to understand
the object/pattern to which class it belongs. Those patterns/objects can be 1D, e.g.,
signal or 2D, e.g., image. The biometric is one application of the pattern recognition.
The biometric system is to analyze and measure the characters of human body.
There are three types of biometrics physical, behavior, and cognitive. The physical
biometrics are the bodily parts of the human body suchlike face, fingerprint, and
palm. The behavior biometrics are the activities of the human body suchlike gait,
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keystroke, and voice. The cognitive biometric means every nervous tissue of human
has a different response to the signal likes electrocardiogram (ECG), electromyogram
(EMG), electroencephalogram (EEG), and electrodermal Response (EDR). In this
paper, two physical biometrics were experimented (palmprint and iris).

The iris looks like a ring inside the eye, and it controls the intensity of light which
is entering through the pupil. So, the radius of the iris is increasing and decreasing
according to the illumination of light. There are more features on the iris such as tiny
crypts, nevi anterior border layer collarette, and texture features [2]. The right iris
has different features than the left iris for the same human. Also, the iris is one of the
touchless biometrics. The palmprint is another trait of physical biometrics which is
located between the root-finger and wrist of the hand. Wei and David [3] were the
first authors who describe the palm as one type of biometric traits in August 1998.

The paper organization as the next section describes the previous research regard-
ing to the fusion of palm and iris. Section 3 describes the methodologies of the
fusion system based on iris and palm. Section 4 discusses the implementation and
the results. At the end of the paper will be the conclusion and the references.

2 Literature Survey

Jai et al. [4] have presented a method to extract the palm features and it is named
as the histogram of oriented lines (HOL). Indeed, the HOL method is derived from
the HOG technique [5] which was presented by N. Dalal and B. Triggs in 2005 for
the human detection. The HOL is not sensitive to light changing. Also, the HOL
is used to extract the palm lines along with the orientation features. Wei Jai et al.
have presented Euclidean distance in the verification and identification system for
the palmprint trait. In the verification mode, the error rates were computed, so 0.31
and 0.64% are obtained as error rate in the PolyU M_B and PolyU II databases,
respectively. In the identification system, the recognition rates were calculated based
on the matching samples from the testing templates. Thus, 99.97 and 100% were the
recognition rates in the PolyU II and PolyU M_B databases, respectively.

Fathi et al. [6] have presented the face recognition system which is extracted the
global and local features. In the global features, the Zernike moment is applied on
the output of the Gabor filter. For extracting the local features of face image, the
histogram of oriented gradient (HOG) is used to extract the face features. Thus, the
global and local features were combined for producing a feature vector of the face
image. The nearest neighbor classification is used for the matching process, and this
classification is based on the Euclidean distance. The accuracies were 97.8, 98, and
97.7% in Yale, ORL, and AR databases, respectively.

Mahesh and Raj [7] were proposed the magnitudes of the Zernike moments for
generating the feature vector of the face images. They have experimented in 2D and
3D face images. The features were selected on the basis of the order in the Zernike
moments, so the length of feature vector was varied from 16 to 42 features. The ORL
dataset was into 60% for training 40% for testing. The authors have used the neural
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network tools in MATLAB (nprtool) for the matching process. In the ORL database,
the highest recognition rate is 99.50% with 36 features by using the radial basis
function neural network (RBFNN). In 3D face database, the best achievement was
99.71% with 42 features by using multilayer perceptron neural network (MLPNN).

Gayathri and Ramamoorthy [8] were extracted the iris and palmprint features by
applying Gabor filter with four orientations and three spatial frequencies. They have
fused the palm and iris after the features were described by Gabor filter. The output
of Gabor filter for the palm and iris images was integrated in single matrix by using
the second level of wavelet transform. In other words, the second wavelet transform
was applied on the palm and iris images, then it was combined in one matrix for
generating the feature vector. The fusion system accuracy was 99.2% by using the
KNN classifier.

Kihal et al. [9] were presented amultimodal of iris and palmprint by extracting the
global features using the wavelet transforms. Thus, the iris features were extracted
by using the Haar wavelet transform at four levels. For extracting the palmprint
features, the Daubechies wavelet transform was applied at four levels as well. The
Hamming distance is utilized in the matching phase for the iris modal and palmprint
modal separately. The researchers have proposed three different levels of fusion for
the iris and palmprint biometric traits features level, score level, and decision level.
The authors have compared the results between the three levels of fusion. In case at
the feature level, the feature vectors of iris and palm were combined in single vector
for generating a feature vector of the iris and palmprint. In the score-level fusion,
the feature vectors of iris and palmprint were evaluated separately/individually and
based on each feature vector score, the decision is made by using a weighted sum
rule. Finally, at the decision level, the fusion was based on the error rate from the
feature vectors of iris and palmprint. Khachane et al. [10] were presented the fuzzy
rule-based classification for identifying the normal sperm from the abnormal.

3 Methodologies

In this paper, the fusion of palmprint and iris biometric traits was integrated at the
feature level as shown in Fig. 1. The palm is segmented from the rest part of hand
by using the proposed algorithm from the previous work of authors [11]. The iris
was localized by using the Neighbor-Pixels Value Algorithm (NPVA) [12]. The
texture features of iris and palm were extracted by calculating the mean and standard
deviation of the local binary pattern (LBP) filter. The DCT and HOG were applied
together to extract palm texture features. The Gabor filter with eight orientations
and five scales were applied on the ROI of iris for generating forty sub-images.
Then, the Zernike Moment (ZM) is applied on each sub-image to generate feature
vector of the iris. The Gaussian fuzzy membership function is used as classifier in
the identification system.
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Fig. 1 Proposed system of palmprint and iris fusion system

3.1 Preprocessing

The region of interest (ROI) of palm was detected and segmented by applying the
valley detection algorithm [13] and thresholding segmentation. For extracting the iris
region, the Neighbor-Pixels Value Algorithm (NPVA) was proposed by the author
in [12] for calculating the radius and center values of the region of iris. After the iris
detection, the iris region is converted into rectangular form by using the rubber sheet
normalization [14]. The dimensionality of iris images was resized to 64 × 384 and
palm images were resized to 64 × 64.

Further, three of enhancement techniques were applied on the ROI of the palm:
contrast-limited adaptive histogram equalization (CLAHE), Sobel filter, and Gaus-
sian filter mask. The contrast-limited adaptive histogram equalization (CLAHE) is
used to enhance the intensity contrast of the ROI of palm and iris [15]. The histogram
equalization (HE) is applied on the ROI of iris for the enhancing the contrast of the
iris pixels. The histogram equalization is distributed the intensity values of pixels in
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the range between 0 and 255, and it is powerful technique in the image processing
techniques.

3.2 Feature Extraction

The concept of feature extractor in pattern recognition in the field of image processing
is converting the matrix (image) into a set of mathematical parameters which will
be in the form of vector (feature vector) or template features. Those features can
be edges, lines in palm, minutia in fingerprint, neighbor pixels-based (local binary
pattern features), texture features, or shape-based features, etc. In this experiment,
there are three methods were used to extract the features of the palm and iris.

3.2.1 SLBP

The local binary pattern (LBP)was introduced in 2002 byOjala [16]. In this research,
the LBP is used as filter for the palm and iris images. The LBP is applied in each pixel
of an image except the first and last row and column. The LBP filter is to compare
the pixel with the eight-neighbor values. If the pixel intensity value for the neighbor
is greater than or equal to the central pixel, then it will be assigned as one; otherwise,
it will be assigned as zero. From the LBP filter, the output of the previous process
will be eight binary numbers, so those numbers will convert to decimal number, and
it will be replaced with the center pixel as shown in Fig. 2 [17].

For obtaining the SLBP, themean and standard deviation were calculated from the
LBP matrix. Those values were composted for creating the feature vector of SLBP.
SLBP method is the common feature extraction techniques for palm and iris.

Fig. 2 LBP filtering
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3.2.2 Composite of DCT and HOG

Discrete cosine transform (DCT) is used for conversion several signals/pixels into a
frequency domain. In addition to transform an image, it can be extracted the edges
from the palm image.When the palm has different features (principal lines and wrin-
kles etc.) of the palm, the composite of DCT and HOG was proposed for extracting
the features of palm.

Based on following equations, discrete cosine transform (DCT) is computed:

f (a) � w(a)

N∑

n�1

y(n) cos
( π

2n
(2n − 1)(a − 1)

)
(1)

w(a) �
{

1√
N , a � 1√ 2
N , 2 ≤ a ≤ N

(2)

where a � 1, 2, 3, …, N , and N is the length of y. a and y are the same size. The a
and N are indexed from a � 1, N � 1 because in MATLABVectors runs from 1. The
output of DCT is having negative and positive values, and thus the negative values
will be converted into positive values.

The histogram of oriented gradient (HOG) is introduced and proposed on 2005
by Dalal and Triggs [5] for the purpose of human detection. In this experiment, the
HOG is used to extract the palm texture feature. Thus, the combination of DCT and
HOG was proposed to extract the features of palm. The DCT is applied to analyze
and describe the edges from the palm image. So, the discrete cosine transform was
applied in the palm region images. Then, the HOG is used on the DCT output.

The following steps are describing the HOG algorithm:
Step. 1. The region of palm image is divided into cells and the four groups of cells
are considered as blocks, where the cell is 8 × 8 pixels and the size of block is 2 ×
2 cells which means 16 × 16 pixels.
Step. 2. 50% overlapping was assigned from the next block as shown in Fig. 3. So,
the number of blocks for each palm image is 7 × 7 � 49 Blocks.
Step. 3. Nine directions were selected from the range between 0° and 180o. The
orientation and gradient magnitude were computed by using the following equations:

dx � I (x + 1, y) − I (x − 1, y) (3)

dy � I (x, y + 1) − I (x, y − 1) (4)

m(x, y) �
√
dx2 + dy2 (5)

Step. 4. The histograms of each cell with respect to nine bins direction were com-
puted.

Total no. of features � NB × CB × P (6)
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Fig. 3 Blocks and cells in
the palm image

50% Overlapping

Block

Cell

where NB is the total of blocks number in the palm image. CB is assigned as four
because each block in palm image is divided into four cells. P is the bins orientation
which is assigned by 9. From Eq. 9, the total number of HOG features is 49 × 4 ×
9 � 1764.

3.2.3 Gabor–Zernike Moments

The idea behind this technique is to combine the Gabor filter with the Zernike
moments for extracting the texture features of an iris image. The combination of
Zernike moments and Gabor filter was achieved a satisfactory result in the face and
iris traits. In this implementation, the Gabor filter [18] was used on the iris image
with respect to eight orientations and five scales, thus forty sub-images were gen-
erated from the Gabor filter. Therefore, the Zernike moments [19] technique was
applied to each sub-image of iris with different orders and repetitions. Four features
were selected from each sub-image. The feature vector length of this technique is
160 features. The Zernike moments of order n with repetition m are obtained by the
following equations:

Znm � n + 1

π

∑

x

∑

y

f (x, y)Vnm(x, y), x2 + y2 ≤ 1 (7)

where Zernike moment Znm on rotated image has the same magnitudes. Therefore,
|Znm | is the rotation invariance of features. Vnm(x, y) is a Zernike polynomial on a
unit circle x2 + y2 ≤ 1.

Vnm(x,y)�Vnm(ρ, θ) � Rnm(ρ) exp( jm θ) (8)
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Rnm(ρ) �
n−|m|

2∑

s�0

(−1)s
(n − s)!

s!
(
n−|m|

2 − s
)
!
(
n−|m|

2 − s
)
!
ρn−2s (9)

where n is a nonnegative integer which represents the order of Zernike moment and
m represents the repetition. Satisfying the condition n − m is Even and |m| ≤ n.
Also ρ � √

x2 + y2 and θ � tan−1 y
x .

3.3 Fusion

The fusion is to integrate the palm and iris biometric traits. In this experiment, the
fusionwas done in the feature level. The feature vectors of iris and palmwere compos-
ited to generate a single vector. Before composite the vectors, the max normalization
was adopted for making the values of the vector in the same range [0–1]. The max
normalization steps as follows:
Step. 1. It is to convert the feature vector values into integer values.
Step. 2. Find out the maximum value of the feature vector of iris and palm.
Step. 3. Divide the feature vector of iris and palm with the maximum values of iris
and palm, respectively.
Step. 4. Composite the feature vector of iris and palm in single vector.

3.4 Fuzzy-Based Classification

The feature vectors are classified by using the Gaussian fuzzy membership function
[20, 21], and this function gives output in the range between 0 and 1. The following
steps are the algorithm of fuzzy classification based on the Gaussian fuzzy member-
ship function:
Step. 1. Enroll the all feature vectors of the biometric traits as matrix.
Step. 2.Divide the featurematrix into training and testing.Where, 50% of the feature
matrix was assigned for training model and the rest for testing the system accuracy.
Step. 3. Calculate the average and standard deviation for each training sample of the
specific label separately.

μ(H) �
∑

Hi

n
(10)

σ(H) �
√∑|Hi − μ|2

n
(11)
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where H is a features vector and the n is the length of the H vector. The μ is the
mean or the average of the specific features. σ is the standard deviation.
Step. 4.Apply the Gaussian fuzzy membership function to the testing samples based
on the mean and standard deviation of the training samples.

F(Hw) � e
−(Hi−μ)2

2σ2 (12)

where e is a mathematical constant and the approximate value is 2.7183. Hw is the
Gaussian fuzzy membership values which are in the range between zero and one. Hi

is the testing vector. μ and σ are the mean and the standard deviation, respectively.
The average of each observation (Hw) of the testing vector is stored in another matrix
for computing the accuracy.

4 Implementation and Results

The methodologies and algorithms of this paper were developed by using MAT-
LAB software. The CASIA-iris and CASIA-palm databases [22] were used in the
implementation. In this experiment, 24 subjects with eight samples 8 × 24 � 192
subjects were selected randomly from each database of CASIA-Palmprint Database
and CASIA-Iris-Interval Database. A total number of selected samples are 8 × 24 +
8 × 24 � 384 images.

The feature vectors of the iris and palm biometric traits were classified based on
the Gaussian fuzzy membership function. The feature vectors were divided into 50%
as training and 50% as testing. The mean and standard deviation were computed for
the training features and it stored as two vectors for each person. The testing vector
is evaluated by using the Gaussian fuzzy membership function with respect to the
two vectors which were stored (mean and standard deviation vectors).

From Table 1, the accuracies in unimodal biometrics of palm and iris were 97.92
and 93.37%, respectively. The average accuracy of unimodal biometric is ((97.92
+ 93.75)/2) � 95.83%. So, the recognition rate was increased in the multimodal
biometric by 3.125% (Fig. 4).

Table 1 Identification accuracies based on fuzzy classifier

Classification method Palm Iris Fusion

Recognition rate (%) 97.92 93.75 98.96

Time in second (s) (5.0109) (0.9434) (7.47215)
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Fig. 4 Results comparison

5 Conclusion

The comparison between the unimodal and multimodal biometrics system based
on fuzzy classifier was developed by using the MATLAB software. The ROI of
palm and iris was detected and extracted based on the valley detection algorithm
and NVPA, respectively. SLBP was used for extracting the local features of iris and
palm. For enhancing the features, the composite of DCT and HOG was applied on
the palm images. In case of iris image, the composite of Gabor filter and Zernike
moment was applied to extract the iris features. The max normalization was applied
to make the feature vectors in the same range, then the feature vectors of palm and
iris are integrated in single vector. The fuzzy-based classifier was developed for this
system. The recognition rate of the multimodal is 98.96% and approximate time of
classification is 7.47 s. The recognition rate of this system is found to be satisfactory.
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Employing FPGA Accelerator
in Real-Time Speaker Identification
Systems

Omran Al-Shamma, Mohammed A. Fadhel and Haitham S. Hasan

Abstract In the most recent years, numerous approaches have been accomplished
in the discipline of human voice recognition for building speaker identification sys-
tems. Frequency and time domain techniques are widely used in extracting human
voice features. This paper presents the most robust and most popular Mel-frequency
cepstral coefficient (MFCC) technique to parameterize voices and to be used later
in the voiced/unvoiced different feature extraction process methods. In addition, the
direct classical techniques for human voice feature extraction purposes are used. For
the purpose of the processing time consumption and to speed up the system perfor-
mance for use in real-time applications, a field programming gate array (FPGA) is
utilized. Its type is Altera DE2 Cyclone II.

Keywords Speech recognition ·MFCC · Human voice identification · FPGA ·
Real-time classification

1 Introduction

Human voice recognition is attacking our lives. It is manufactured into our mobiles,
automated our homes, helping handicapped people, automated and enhanced oper-
ator services in telephone networks, and buying trash bags or ordering your lunch
(e-marketing)—just by getting a wonderful box (Amazon Echo Dot) [1].

The main objective of human voice recognition is to develop systems and tech-
niques for human voice input to the computer. Computerized human voice process-
ing depends on a wide spectrum of disciplines and their techniques. For a successful
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progress in its application areas, a wide knowledge as possible of these disciplines
is needed [2]. Two main tasks arise in computerized human voice, which are iden-
tification and verification. The aim of the first task (identification) is to identify the
mysterious voice from a set of N identified voices. An identity state, for example,
a speaker name is given to the recognized voice, otherwise no further action. The
aim of the second task (verification) is to pass or stop the recognized voice based on
the designed system. More specifically, identification task can be classified into two
categories: open-set and closed-set. The open-set means that the examined voice is
from outside of the training set, while the closed-set means that the examined voice
is always one of the training set [3].

However, speaker recognition was developed for decades, but why it is just now
more widely spread unconventionally? The answer is the development of the par-
allel processing technologies (e.g., FPGA) and the deep learning techniques, which
made speaker recognition faster (real time) and improved the accuracy up to 99%,
respectively. This paper presents the conventionalMel-frequency cepstral coefficient
(MFCC) for feature extraction along with FPGA hardware for a real-time human
voice recognition system.

2 Speaker Identification System

In general, the speaker identification system comprises two stages: database creation
stage and recognition stage. In the first stage, speaker samples are gathered from the
human to train their models. In the second stage, the unknown human voice sample
is examined with the speaker database. The core task of the first stage is the feature
extraction step which is the extraction of the speaker-dependent characteristics of
his/her voice. A numerous techniques are available for feature extraction [4], such
as:

• Linear Predictive Coding (LPC): It is founded on the fundamentals of the sound
production. The main drawback is that the performance degrades with noise pres-
ence.

• Linear Predictive Cepstral Coefficient (LPCC): It is better than LPC due to its
stable representation, and it gives smoother spectral envelope. Its main drawback
is because of the linearly spaced frequency bands.

• Mel-Frequency Cepstral Coefficient (MFCC): Due to the Mel-spaced filter
banks, it has more information at lower frequencies than the higher frequencies.
It is preferred to the other techniques, because its behavior is more like a human
ear. Hence, it is used in this paper.

Conversely, numerous MFCC enhancement techniques have been developed
which are varied in their environmental conditions and simplicity. On the whole,
the simplicity leads to decrease in the recognition accuracy. And, most researches
indicate that increasing the extracted features leads to important usefulness in the
noisy voice, but itwill increase very significantly the computation complexity.Hence,
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it should be a comparison between the required accuracy and the number of features.
Conversely, the conventional MFCC encounters many challenges. These challenges
include the weak performance in the noisy environment, its robustness, and its com-
plexity. This paper focuses on the conventional MFCC-technique-based FPGA plat-
form to speed up the processing time. Also, it will lead to the growing necessity
to develop an advanced and better confidence MFCC extracted features with more
accuracy up to 99% in speaker identification system [6].

2.1 Mel-Frequency Cepstral Coefficient Technique (MFCC)

In general, the speaker identification system primarily concentrates on training the
system to identify the characteristics of the human voice. Thus, the most common
technique for feature extraction is theMFCC. It is more effective, easy to implement,
and more applicable under different conditions [5]. One of the notable drawbacks of
utilizing MFCC is noise-sensitive, since it depends on the spectral form.

However, MFCC procedure is summarized in the following steps [6]:

1. Pre-emphasis: This step includes pre-emphasizing the signal spectrums (usually,
the digitized voice signal is spectral flattened by applying a first-order filter).

2. Framing: In this step, the voice signal is segmented into frames (small duration
blocks). This is because the human voice signal is time-varying slowly, so it can
be handled like a quasi-static process. For speech recognition, 20–30 ms is the
almost common frame length and 10 ms is for frame shift [7].

3. Windowing: This step is required for reducing the effect of discontinuity pro-
duced by the framing step. Each frame is multiplied by a window function (Ham-
ming window) to reduce the frequency resolution, and to decrease the sample of
the voice signal to zero on both start and end of each frame.

4. Spectral estimation: In this step, the fast Fourier transform (FFT) is employed
to convert the time-domain signal into frequency-domain signal. It is applied to
each frame, to compute the spectral coefficients, which are complex numbers. In
addition, each number consists of two parts. The first part represents the spectral
coefficient magnitude. The second part represents the phase information, which
is usually discarded.

5. Mel filtering: The human voice spectrum is multiplied by a set of 20 triangu-
lar band-pass filters, so as to develop soft magnitude spectrum. This method
is entitled Mel filtering [8]. The human ear, which utilizes a number of over-
lapped key bands, synthesizes the voice spectrum in groups. These overlapped
bands are scattered in a specific way. This way can be described as follows: In
the high-frequency region, the frequency resolution is low, and it is high in the
low-frequency region.

6. Natural logarithm: In this step, the relationship, between the voice intensity
and the loudness perception, is approximated by using the natural algorithm [9].
In addition, the multiplication relation between parameters is exchanged with
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Fig. 1 Common stages of MFCC technique

addition relation by the natural algorithm [10]. For instance, the complication of
distortions (such as the microphone filtering effect) and the soft voice amplifica-
tion are converted to addition relationship after applying this step [11].

7. Discrete cosine transform: This step includes the obtaining of the cepstral coef-
ficients by applying the discrete cosine transform [12]. Note that the lower-order
cepstral coefficients indicate the vocal tract shape. And, the higher-order cep-
stral coefficients stand for the excitation information [13]. In general, the speaker
identification systems only use the lower-order coefficients, so that the dimension
reduction is attained. Hence, it is one of the DCT advantages.

8. Time derivatives: This additional step is used to add additional features to the
original cepstral features. It includes the calculation of the first delta (velocity)
and the second delta (acceleration). The feature dimension will be 26 with only
the first time derivative (velocity) added. Moreover, it becomes 39 with both
derivatives (velocity + acceleration) added [14].

Figure 1 shows the block diagram of the common stages of the MFCC technique.

2.2 FPGA Implementation

The FPGA is symbolized for “Field Programmable Gate Array.” It is a larger device
than the standard gate array. The “Field” word refers to the capability to program
the gate array for a certain task by the user rather than by the device manufacturer.
And the “Array” word refers to gates ordered in a series of rows and columns.
In the FPGA architecture, the PLB stands for the programmable logic block. For
instance, the PLB is identified as logic array block (LAB for Altera company) or
configurable logic block (CLB for Xilinx company). However, looking inside the
FPGA, it contains three main elements: input/output block (IOB), PLB, and lines to
interconnect resources. The IOB offers a programmable interface between the pins
of the external device and the internal PLB. And, the PLB executes a given user task



Employing FPGA Accelerator in Real-Time Speaker … 129

Fig. 2 a FPGA block structure and b inside logic block [16]

[15]. Figure 2a illustrates the organization of the FPGA blocks, while Fig. 2b shows
the inside PLB [16].

From the configuration side view, the FPGA can be classified into three main
types: SRAM, antifuse, and EEPROM/flash. In the SRAM configuration, an external
memory is employed to carry out the logic function by storing the configuration data.
The antifuse configuration needs a special in-chip programmer circuitry, and it is
non-volatile. The programming in the EEPROM/flash-based is similar to the SRAM
configuration, but it is non-volatile [17].

Now, for implementing the speaker identification system on the FPGA platform
(Altera DE2, Cyclone II board), the SD card-in/out, microphone-in, and line-out are
used for database storage, human voice, and system speakers, respectively. Figure 3
shows the FPGA hardware implementation of the speaker identification system. The
SD card driver (on the DE2 board) is employed to read/store the data from/in the SD
card. Note that the Altera family utilizes a 32-bit embedded processor called Nios
II. It is implemented completely in the memory and programmable logic blocks.
One of the important Nios II features is that it can be tailored by the user, based on
his/her particular design necessities, due to its soft-core nature. Therefore, the user
can add custom peripherals, defining practice instructions, and a predefined memory
management unit, to the Nios II basic functionality [18].

In this paper, it is employed to read data from the SD card and to process these
data by the Wolfson WM8731 audio CODEC. In general, several CODECs have
been installed on the FPGA board. It supports digital audio input word of length
16–32 bits and sampling rates of 8–96 kHz. It is configured in the “Master” mode,
which allows the device to generate the left/right channel clock (LRCK) and BCK
(AD/DA serial bit clock). The WM8731 is managed through 2-wire serial interface,
which is called the inter-integrated circuit (I2C) [19]. The I2C is proposed to let
several “Slave” chips to interface with one or more “Master” chips. Furthermore,
it only needs 2-wire for exchanging information, one for clock signal and the other
for the data signal, as illustrated in Fig. 4. The “Reset” push button is employed to
reconfigure the audio gains of the CODEC through the I2C interface, which selects
one of the ten pre-identified volume levels [20].
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Fig. 3 FPGA implementation of the speaker identification system

Fig. 4 Block diagram of the speaker identification system

3 Results and Discussion

Initially, the utilization of MATLAB and Simulink together offers a best simulation
environment that helps the designer to combine both textual and graphical program-
ming to implement theMFCC technique [21]. Rather than physically writing numer-
ous lines of code, it automatically generates a high-quality HDL code which behaves
similar to the created MFCC technique model. Then, install it directly on the FPGA
board.

The interface betweenMATLABor Simulink tools and the FPGAboard is through
the DSP Builder. It helps the designer to develop the optimized hardware description
language (HDL) of his/her DSP design with an automatically generating perfor-
mance and an algorithm-friendly development environment. More specifically, the
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DSP Builder is a software tool that combining, all together, the FPGA development
tool, MATLAB tools, simulation, and the algorithm development [22]. It creates
make-able and high-quality Verilog code based on Simulink models and MATLAB
functions [23].

As mentioned earlier, the procedure of the system consists of two stages. In
the first stage, the database is constructed. The human voice for each predefined
words picks up by the microphone, converted to digital signals through the AD/DA
converter, processed with the MFCC technique, and finally stored in the SD card.
Each identified word has only a period of three seconds recording time, so that all
stored words have equal file size each. The stored word files are collected into a
single directory with unique name that identifies the speaker’s sound. This stage is
repeated several times based on the number of the identified persons needed to form
the database. Due to one utterance human voice recorded for each predefined word,
it is called one-dimensional identification database.

On the other hand, feelings, health condition, surrounding effects, and differ-
ent situations are all factors make the human voice non-stationary, which in turn
reduces the system recognition performance significantly. Therefore, the strategy
used previously has to be modified for covering the idea. More specifically, two or
more of different uttered human voices of each predefined word should be stored in
the database. Hence, the modified strategy is called multidimensional identification
database.

Establishing multidimensional database means storing the same word multitimes
in differentmodes (e.g., normal, happy, sad, angry, ill, etc.) for each person. Although
the database volumewill be very large, the processing timewill increase significantly,
but the system performance and accuracy are much better. The problem of database
volume is solved by using an SD card with the required memory. And the processing
time consumption problem is also solved by using the FPGA accelerator. Figure 5
shows the block diagram of the speaker identification system. The upper part repre-
sents the first stage, i.e., the creating and storing the voice words for different number
of persons. As in the figure, ten subdatabases are created. The bottom part is the test-
ing (working) stage. When unknown person utters a word, the uttered voice signal is
processed throughMFCC technique and compared with the stored database, through
the FPGA accelerator, to recognize the speaker. If it matched with one of the stored
database, then the speaker is identified and the action is on; otherwise, no action is
taken place.

Looking inside the MFCC technique, Fig. 6a shows the human voice signal in
time-domain basis, while Fig. 6b shows the signal after processing in frequency-
domain basis. Figure 6b consists of two parts. The top part is the signal after applying
the Mel filtering process (step 5, Sect. 2.1). The bottom part shows the signal, which
represents the Mel Frequency Cepstrum plot, after the final step (step 8, Sect. 2.1).
Figure 7 obtains detailed information about the person under test, as well as, the
analysis parameters of the MFCC technique. This procedure can help the examiner
to have an idea about the voice signal that is being displayed on the screen for the
specific speaker.
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Fig. 5 Block diagram of the
speaker identification system

Fig. 6 a Time domain of a
database voice word signal
and b the frequency domain
of a database voice word
signal

An interactive software toolbox system was built using MATLAB version
R 2018a, to perform; maintain (such as list and/or hear the recorded voices), test
and modify/update (such as delete word and add new word), create a subdatabase for
a new person, and display technical and personal information related to each stored
word, as illustrated in Fig. 7.

4 Conclusions

The following conclusions can be drawn from the research work.

1. Human voices are so much time-varying that one recorded voice signal of a short
time can never convey to distinguish speaker identification almost (100%). On
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Fig. 7 Human sound database information record display

the contrary, as seen with the DSP builder on the FPGA engine at least 1 s of
continues speech is required from a person for the recognition process to be able
to recognize his/her speech.

2. On the speaker identification system, the recorded voices were for males and
female persons, grown-ups, and under ages. A problem was encountered when
under age voices were mixed with grown-up voices on the same database used
for speaker identification.

3. Therefore, for a better performance of the speaker identification system, it is wise
to separate speakers on different subdatabases: one for male grown-up, another
for male under ages, third for female grown-up, and fourth for female under ages.

4. For a better speaker identification final target, it is important to understand that the
surrounding recording environment has a major effect on the decision efficiency
the system provides as a final result.

5. For a better decision making of a speaker identification system, it is not the
number of features extractions that counts, but the decision efficiency of the
human sound features extraction that effects.

6. It is well known that speech wave files need large storage capacity in the memory
(SD card). The FPGA seems to be quite suitable for dealing with such files.
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7. High performance by digital signal processing (DSP) builder on the FPGA
because of the parallel processing feature.
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