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Preface

The papers presented at the International Conference on Manufacturing, Advanced
Computing, Renewable Energy and Communication (MARC 2018) held at HMR
Institute of Technology and Management in New Delhi, India, on July 19 and 20,
2018, are compiled in this volume. The International Conference on Manufacturing,
Advance Computing, Renewable Energy and Communication focuses on advanced
research in the area of electrical engineering and will provide a forum for sharing
insights, experiences and interaction on various facts of evolving technologies and
patterns related to these areas. The objective of MARC 2018 is to provide a plat-
form for leading academic scientists, researchers, scholars and students to get
together to share their results and compare notes on their research discovery in the
development of electrical engineering and automation.

Numerous participants attended the conference, made technical presentations
and indulged in various technical discussions. The number of paper published in
this volume and the number of unpublished presentations at the conference indicate
the evidence of growing interest among students, researchers and teachers in
manufacturing and advanced computing. More than 500 research papers were
submitted, out of which 113 were accepted and presented.

I would like to extend my sincere gratitude to Springer Nature for giving HMR
Institute of Technology and Management the opportunity and the platform to
organize this conference which helped in reaching out to the eminent scholars and
the fellow researchers in the field of electrical engineering and helping them in
widening the areas of the subject.

I express my sincere gratitude to our Program Chair Dr. Yog Raj Sood, NIT
Hamirpur, for his motivation and support in hosting MARC 2018. I express my
sincere gratitude to the management of HMR Institute of Technology and
Management for their kind support and motivation.

New Delhi, India Prof. (Dr). Sukumar Mishra
sukumar@ee.iitd.ac.in
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Fault Detection in AC Transmission M)
System Using Multiple Signal ke
Classification Technique

Isarar Ahamad, Mohammed Asim, Archana Verma
and Mohammed Huzaifa

Abstract This paper presents the classification between permanent fault and
transient fault by using multiple signal classification (MUSIC) technique for AC
transmission systems. The time—frequency domain has often been exploited to
analyze the signals with fast-changing spectral contents in MUSIC technique. By
this, we classify the number of peaks from the spectral. If number of peak is one in
the detection range, then this is the case of permanent fault and if more than one,
then this is the case of transient fault. One of the most important methods that
guarantee the safety and stability of power system is auto-reclosure. The signal
which we mainly use is music signal. MATLAB/SIMULINK platform is used to
calculate the power spectrums.

Keywords MUSIC technique - Concept of auto-reclosure - Spectral lines

1 Introduction

For the generation of goods and services, a large amount of energy is needed for the
creation of modern ideal society and for providing services to ordinary man. All
industrial plants need sufficient energy to fulfill the basic necessities of the society.
The main motto of power system is to provide secure and reliable economic
facilities to human being. Electrical energy is generated, transmitted and distributed
by the various equipment of power system.
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Electric power system is a system which is very large and complex, and a large
amount of investment is used for equipments and various facilities of power system.
In the power system, various fault and failure take place. If the faults which occur in
system are not promptly corrected, then this fault turns into a threat in the operation
of system. An auxiliary system is needed for the corrective action when fault takes
place in the system [1]. This type of auxiliary system is known as protection
system. This protection system is the set of equipments and various types of
policies which are used for the fault detection in the power system. They disconnect
the faulty part of the system and continue the service. There are different types of
operating state in which power system works, so the system provides different
protective schemes for different types of operating states.

1.1 Protective Relay

Nowadays protection system has become very vast and complex system. Various
types of changes take place in power system. Though it is a complex system, the
relay provides protection to the power system from beginning of the electric
industry. Earlier relays were made using solenoids and electromagnetic actuators.
Those relays were very heavy and needed a lot of space to be mounted. Now
electromechanical relay has become a standard device in power system protection.
Modern relay is also working on the principle of electromagnetic relays, now
solid-state relay uses electronic element in place of electromechanical actuators [2,
3]. Solid-state relay were proved very reliable for the power system and won the
confidence of protection engineers due to their cost-effective operations, they also
had various advantages over others.

The technology has changed tremendously in the recent past; we are using
microprocessor in construction of relays. These types of relay are called digital
relay and numerical relay. These are the multipurpose relays and also have the
facility to record the fault and monitor them. For processing digital signal,
numerical relay employs microprocessor which makes this very fast and powerful.

1.2 Numerical Relay

A numerical relay has following subsystem:

Power supply
Microprocessor
Analog input system
Digital output system
Power supply
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In numerical relay, some digital computations are performed. It works on the
sampling of the signals. In sampling process, analog signal converts into digital
signal, such as voltage and current. In electromechanical and static relay, these
analog input signals are directly fed into electromagnetic winding or electronic
circuit. For the protection of relay from large transient of input signal, we use surge
filter. For the reconstruction of input signals that come from A/D sample/Hold
section, an antialiasing filter is used to avoid errors. Harmonic components of order
N+ 1,2N £ 1,..., xN £ 1 (where N is no. of sample per cycle) in any signal can
exhibit aliasing. Ideally, an antialiasing filter cut off all signal component above the
Nyquist rate of N/2, but practically this is not possible with this filter. This filter
cannot cut off all band frequencies because of this cut off frequency of antialiasing
filter is set of N/3.

The sample value that represents the analog input signals gets converted into
digital input signals by A/D. Since the conversion is not instantaneous, hence A/D
system includes a sample and hold circuit. This sample and hold circuit confer ideal
sampling holds the sample values for quantization by A/D converter [4, 5].

The relay algorithm stored in a microprocessor acts as the controller of the
numerical relay. The microprocessor provides all control, computation, self-test and
communication functions as a digital filter, the algorithm functions to extract the
fundamental component of the input signal which is based on carrying of relay
operation. The relay operation is based on the comparison of the signal of digital
filter with pre-set threshold in the digital output system.

2 Permanent and Transient Fault

The fault in which insulation is damaged permanently is known as transient fault.
The circuit regains its healthy state after a very short interval of time. Typical
transient faults are insulation flashover on striking of lighting. These faults gen-
erally occur where the main insulating medium is air. Hence, they generally harm
outdoor equipment.

On the other hand, permanent fault as the name suggests permanently damages
the insulator. The equipment has to be repaired in case of permanent faults.

3 Adaptive Protection Scheme

The operating time of time delay over current relay is adapted to fault current
magnitude. The direction relay set them to the direction of fault current. The har-
monic restraint relay adapted to the difference between fault within a transformer
and energizing a transformer [6, 7]. The scheme is part of the original system
design. Adaptive technique is a protective scheme which seeks adjustment to dif-
ferent protective functions, in order to make them attained to different power system
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conditions. This scheme protects buses, transformers, transmission line, etc. It also
control and monitor substation [8, 9]. This paper discusses both the protection and
control method of this adaptive protective scheme.

4 Methodology Used

We have studied about various signals processing techniques use in protection of
power system. We will use the music technique for understanding about fault types
and the nature of fault.

4.1 Multiple Signal Classification Technique

This method which is called the music method estimated the frequencies and the
power of the harmonic signal employing a harmonic model. Basically, this method
is a noise subspace-based method. When a data sequence has length
(L =M + N — 1), then its autocorrelation matrix R, has size M x M (where M is
the dimension of space spanned by V(n) and K is the dimension of signal subspace
M > K) and it can be estimated by Rv:%\, vi.y

where the size of Vis N x M and is given by

vio) 17 v0)  w(1) ... w(M—1)
Vi(1) v(l)  v(2) v(M)
V= : - : Do :
VIN — 1) V(N = 1) v(N) - v(N + M —2)

where M = time window length of data vector and superscript (+) is the Hermitian
operator.

R, = Rs+Ry = EPE" + 63,1

where the matrix E and P are defined as:

E:[el 62 eK]
P =diag{ |A1]* |A2)* --- |Ak]*}
d=[1 o o .. e/‘(M—l)wl]T I=1,2,...K

are the eigenvectors of Ry
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4.2 Signal and Noise Subspace

Eigenvalue of R, are arranged in decreasing order where rank of R, is M
(ie., 4; > A, > ---4,,) and the corresponding eigenvector is Sy, S,, ..., S, and it
follows that:

R,S; = 1:8; wherei=1,2,...M

K eigenvector which corresponds to the K largest eigenvalues belongs to the
signal subspace and MK Eigen vector belongs to the noise subspace, are the two
groups of eigenvectors. For estimating unknown harmonic frequencies, w; noise
subspace is used in this music method.

Firstly we computed pseudo spectrum, Ppysic(€/”) = 1

ZZKH'EHSAZ

Here, S; (i = K + 1,..., M) is the eigenvector associated with the noise subspace
which are orthogonal to the signal eigenvector e = [ 1 o 2 ... M ’”“’]T,
and e represents the complex conjugate transpose. The frequency related to the
signal eigenvector has zero value at the denominator. The only objective of this
pseudo spectrum is to generate the peaks frequencies corresponding to those of the
dominant frequency component where the value of P, component does not
relate to any real power spectrum.

4.3 Case Studies

In this we, will study the response of the various faults on AC power system and
H.V.D.C. power system with the help of music signal.

4.3.1 AC Power System

The simulation system as shown in Fig. 1 consists of 500 kV, 3000 MVA, EHV
power transmission system, whose transmission line is 600 km in length (Table 1).

4.3.2 Analysis on Simulation Results

In order to observe the difference of power spectrum of different fault phase voltage,
we take the fault occurring, both sides of the bus, away from the bus B, near the
bus B; of line as example. When transient fault or permanent fault occurs, after the
breakers tripping off, the wave of incoming voltage and its spectrum are shown in
the figure below. When permanent fault occurs, there is one spectral line in the
detection range.
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Fig. 1 Three-phase AC transmission system

Table 1 Three-phase source  phyge-to-phase rms voltage 500 ¢* x 1.078 V
in series with RL branch
Phase angle 0°
Frequency 60 Hz
3-phase short-circuits level at base 3000 MVA
voltage

3-phase circuit breaker transition time(s) |[0.2 0.4]

(1) When transient fault occurs, there are more than one spectral lines in the
detection range.

Case 1 Three Phase-to-Ground Fault

(a) Fault occur on both sides of the buses

It is clearly visible from Figs. 2 and 3 of fault phase voltage and fault phase current
that whenever any sort of fault occurs in the system, the system voltage may decay
or rise for a moment and after the fault is cleared, it again regains new stable voltage
level. Similarly for a current during fault, it may increase or decrease but when fault
is cleared, it comes back to a new stable current level.

Also the different power spectrums as shown in Fig. 4 depict that when transient
fault occurs, there are more than one spectral lines in the detection range: one
reflects the frequency of free content, the other reflects power frequency. When
permanent fault occurs, there is only one spectral line which reflects power fre-
quency in the detection range, and the grounding resistance has no effect to it. As a
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result, the fault type is easy to judge by the number of spectral lines. To validate the

validity of criterion,

we have done simulations of the system above in different

operation modes and different compensation degrees (Table 2).
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Table 2 Testing result

S. No. | Types of fault No. of peaks | Music power (W)
1 Three phase-to-ground fault

(1) When fault occur both sides of the buses 2 22081 x 10*

(2) When fault occur away from the bus B 3 2.4963 x 10*

(3) When fault occur near the bus B4 1 2.4887 x 10*
2 Single phase-to-ground fault

(1) When fault occur both sides of the buses 1 2.2808 x 10*

(2) When fault occur away from the bus B 2 3.1373 x 10*

(3) When fault occur near the bus B4 1 3.2263 x 10*

5 Conclusions

This paper presents various simulation results in different fault conditions, by using
the music signal in auto-reclosure method. By using this method, the nature of fault
that is permanent or transient can be easily classified. When permanent fault occurs,
there is one spectral line in the detection range. When transient fault occurs, there is
more than one spectral line in the detection range.
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Steady-State Performance of DFIG M)
with Stability Assessment in Wind ke
System

Sandeep Gupta and Indubhushan Kumar

Abstract In past few years, it has been realized that the wind power, as a source of
renewable energy, has proved to be one of the most reliable and developing energy
sources. The share of wind energy has been a significant contribution in the total
installed power capacity worldwide. In the present study, the system under con-
sideration is a variable speed wind generation system, which is a doubly fed
induction generator (DFIG). Therefore, in this paper, steady-state performance and
stability assessment of DFIG is analyzed with 4 bus system. On applying the
converged power flow solution, the steady-state performance has been also calcu-
lated using PQ Bus Model-based method. The method presented in this paper does
not deploy the use of d—q reference frame. Here, steady-state performance of the
DFIG is analyzed under different leading and lagging conditions with the help of
MATLAB programming. In this paper, stability assessment results of the test
system are also included with the different loading condition.

Keywords PQ bus model - DFIG - Wind power -
Stability and steady-state analysis

1 Introduction

The energy crisis as well as the associated environmental problems is the major
cause of concern throughout the world nowadays. However, due to limitations of
conventional resources in terms of their availability and sustainable utilization,
attention and interest is being paid for the efficient and sustainable exploitation of
renewable energy sources such as wind, fuel cell and photovoltaic, hydro, biomass,
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etc. [1]. Out of all the renewable energy sources present condition, the share of
wind power in the total installed power capacity is very vast area in the worldwide.

In early nineteenth century, largest share of wind installation was concentrated in
European and American country. But after 2010, capacity addition of wind power
was much more prominent due to advancement in technologies in rest of the world.
In the global scenario, it is observed that there is 43.44% increment in installed
capacity between years 2009 and 2012. China is giant contributor in the world with
26.75% along with India 6.52%, ranking 5th in world in total installed capacity [2].

Torkaman et al. [3] discussed reactive power loading ability of DFIG under
steady-state condition. They concluded that magnetic flux saturation, converter
voltage and output current, nonlinear relation between junction temperature, and
rotor current restricted the loading capability of reactive power for a given active
power. Banakar et al. [4] have revealed the fact that DFIG operating under
decoupled control of P-Q has an extensive stable operating region. Vargas et al. [5]
have simulated and verify the behaviors of DFIG wind turbine system during grid
disturbances. This analysis also measures impacts on power quality by the DFIG
integration. Developed model [6] is based on the vectorized dynamic approach and
can be usable to every kind. El Moursi et al. [7] have investigated reactive power
management and secondary voltage control scheme to analyze stability of DFIG. It
has concluded that communication delays efficiently worsen the performance of
system during transient conditions. Babypriya et al. [8] have presented system
performance by taking d—q reference frame for voltage orientation using MATLAB.
It has concluded that under a subsynchronous condition generator will behave as
capacitive and otherwise inductive.

With growing penetration of wind power in interconnected power systems, it is
necessary to find generator which has variable speed constant frequency features.
DFIG is the most favorable choice under such condition. Therefore, steady-state
analysis of DFIG is explained with problem formulation in Sect. 2. PQ bus
model-based methodology is also discussed in this section. The analysis is carried
out on a 4-bus system with simulation software in Sect. 3. Outcomes of the test
system with different cases (such as lagging or leading power factors) are shown in
this section. Stability assessment results are also shown in this section. Finally,
Sect. 4 concludes this paper.

2 Steady-State Analysis of DFIG

Analysis of steady-state simulation is essential to recognize the behavior of DFIG
such that it can operate a maximum power producing point for a given wind speed
and for good dynamic modeling of these machines. Performance evolution and
conversion efficiency of generator is largely depends on steady state.
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2.1 Problem Formulation

The objective of the steady-state simulation is to find steady-state operating point
under various conditions. These variables can be obtained after joint solution of
nonlinear differential equation describing the stator and rotor dynamics.

From equivalent circuit shown in Fig. 1, we have following equations:

Vil = —(Rs +j(Xs + Xn) ) s £ D + jXnl: LD, (1)
Vi, = (Re +js(Xe + X)) L LD, — jsXmls L (2)

Separating real and imaginary parts of Egs. (1) and (2).
f1 = Vicos ¢, + Ryl cos F, — (Xs + Xim)Is sin & + Xl sin &,

o = Vgsin @+ Rl sin &, — (Xs + Xin) s sin & — Xl cos

(
(
f3 = Vicos @, — R, cos F, + s(Xs + X)L sin &, — sXil sin (5)
fa = Visin @, — R, sin &, — s(X; + X)L, sin &, + sXil cos (
fs = P — Viscos(o, — ) + Vil cos(o, — ;) (
fo = Q — Vilssin(p, — &) (
fi=P—kyx(1—5)° +PR+IR (9)
Thus, a set of seven nonlinear equations has seven possible unidentified values,
depending on the method used for simulating the bus, and has explored for to find
steady-state parameter. In NR method, increments can calculate as follows:

X" =x"_JIAf (10)

Ax=X"t1 X" = —J'Af (11)

Vr

Fig. 1 Equivalent circuit of doubly fed induction generator [9, 10]
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where variable

Af = (f17f27f37f47f57f67f7)T <12)
of1 0f1 0f1 Of1 Of1 Of1 Ofr

oV, 0. 0l 00, 01 005 0S
0f> Of2 Of2 Of2 Of> Of2 Of>

OV, 0, 0l 90, OI, 00, OS
Ofs ofs 9fs 0fs Ofs Ofs 9fs

oV, 0. 0l 00, 01 005 0S

Ofs 0606 O s O "
oV, 0, 01, 00, 01 00 OS

s fs Ofs 9fs Ofs Ifs Ofs

OV, 0, Ol 06, dI, 06 9S
s Ofs s s s s s

OV, 0, Ol 06, 9I, 06 9S
9 0f: 9f 9f 9f Afr Of

oV, 0 0l 00, 01 005 OS

Jacobian matrix, J=

Unknown variables
Ax = ( Ve ¢r I er I 95 S) (14)

These unknown variables are nothing but the steady-state operating variables
which we need to calculate, i.e., stator current and its angle, rotor voltage and its
angle, rotor current and its angle, slip. Initials values considered for desired accu-
racy and fast convergence of systems of nonlinear equations are 0.1, 0.1, 1.0, 0.1,
1.0, 0.1, and 0, respectively, with angle in radian and others are in per unit (pu).
This process will iterative till the above-mentioned equation converges to zero.
From these variables, we can easily find steady-state parameters using following
method.

2.2 PQ Bus Model-Based Methodology

Considered system bus is modeled as a method can be described using given
flowchart (Fig. 2):

The solution of Egs. (3)-(9) can be obtained by means of an iterative process,
NR method. The final consequence will be steady-state operating parameters of
proposed system. By taking P and Q as input data, and stator and rotor currents and
rotor voltage are obtained, along with the value of slip. Finally, value of the variable
called mechanical power can be obtained with the help of flowchart. Using the
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Fig. 2 Steady-state P, Q obtained from Bus Model
calculations using PQ bus

model

Load Flow Analysis

l V, L@,

Xetl= X~ JLAL
N-R Method on Equations

V,.@, I,.8,.1,86,5s

Mechanical power P, = P, + B~ (I,° R, +I,°R,)

T
Steady State Variables Obtained For Variables Wind
Speed, U

above used dynamic equations, we can easily describe validity of stationary
operation values, i.e., steady-state values with dynamic model.

Conditions for validation of steady-state parameter for dynamic model are as
follows:

dr’
%zAs:O (16)

The results obtained are directly used as initial values in the third-order dynamic
model of doubly fed induction generator if above proposed condition fulfilled.
Stability assessment of considered system depends on the suitability of obtained
steady-state parameters in the dynamic model. The performance of this generator
also depends on field orientations or vector control applied to it, but in proposed
system, this condition is not considered.
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3 Result Analysis and Discussion

The investigation of steady-state execution of DFIG, as mentioned in the algorithm,
has been done in two steps. Firstly DFIG is coupled with test system as PQ bus, and
the production point of DFIG is supposed to be fixed. After that, load flow cal-
culations are obtained. Stator voltage V and stator voltage angle are bus voltage
and bus voltage angle of the bus to which DFIG is connected. The analysis is
carried out on a 4-bus system. The bus data and line data for this 4-bus system are
given in Tables 1 and 2. In this system, generator parameters such as stator
impedance, rotor impedance, and mutual reactance are 0.01 + j0.04, 0.01 + ;0.05,
and 2.9 pu, respectively.

3.1 Case Studies

Given analysis is carried out on 4-bus system with integration of DFIG. The per-
formance of this generator is carried out for leading power factor, lagging power
factor, and unity power factor condition. In considered system, generated power
P is varying from 0.1 to 1.2 pu with the step of 0.1 pu. These steady-state
parameters are obtained by using PQ bus method described in previous section, and
this has completed with the help of developed MATLAB program. These results are
summarized in Tables 3 and 4, respectively, for 0.95 (lagging and leading) power
factors.

3.1.1 System Operating at 0.95 Leading Power Factor (pf = 0.95
Lead)

It is observed from given Table 3 that stator voltage increases for the leading power
factor operation of DFIG. For leading power factor operation, the slip decreases for
initial values of P and after attaining a minimum positive value at 0.9 pu value of
P the slip start attaining higher negative value. The stator and rotor current has the

Table 1 Bus data for 4-bus system

Bus Bus type | Specified voltage Load
No. (pw) Active power Reactive power
(MW) (MVAR)
1 Swing 1.05 0 0
bus
2 P-Qbus |1 45 15
3 P-Qbus |1 51 25
P-Qbus |1 60 30
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Table 2 4-bus line data

Opening bus Closing bus Impedance (pu)

1 2 0.08 + ;0.2

1 4 0.05 + 0.1

2 3 0.04 +j0.12

3 4 0.04 +j0.15

Table 3 Steady-state parameters at 0.95 leading pf

Ppuw |Q@uw |Spu |V I (pu) | Vi(pu) | Py (pu) | Pr (pu)

(pw) (pw)

0.1 0.033 0.531 |0.957 |—0.098 0.681 [0.376 |—0.094 0.176
0.2 0.066 0412 |0.965 0.072 |—0.612 |0.402 0.069 0.105
0.3 0.099 0.326 0972 0.116 |—0.562 |0.442 0.113 1.035
0.4 0.131 0.258 |0.981 0.201 -0.513 | 0.497 0.197 |—-0.031
0.5 0.164 0.201 |0.987 0.304 0.461 |0.571 0.300 | —0.086
0.6 0.197 0.151 |0.994 0423 | -0.396 |0.663 0420 |—0.130
0.7 0.231 0.105 1.001 0.559 0315 ]0.776 0.560 |—0.153
0.8 0.263 0.063 1.008 0.708 0.215 |0.906 0.714 | -0.140
0.9 0.296 0.024 1.015 0.871 —0.096 1.054 0.884 | —0.077
1 0.329 —-0.012 1.021 1.047 | —0.047 1.217 1.069 0.055
1.1 0.362 —0.046 1.028 1.229 |-0.211 1.391 1.263 0.272
1.2 0.394 —-0.079 1.034 1.418 |-0.396 1.573 1.466 0.586
Table 4 Steady-state parameters at pf = 0.95 lag

Ppw [Q(pw |[Spw |V Lpw) |[Vi(pw |L Py (pu) | Pr (pu)

(pu) (pw

0.1 —-0.033 0.531 |0.951 -0.052 | -0.621 [0.295 |-0.049 0.122
0.2 —0.066 0412 ]0.952 0.101 0.501 |0.268 0.096 0.032
0.3 —0.099 0.327 |0.954 0.214 0418 |0.294 0.204 0.026
0.4 —0.131 0.258 |0.956 0.244 0.395 |0.281 0.233 | -0.030
0.5 —0.164 0.201 [0.957 0.461 -0.287 | 0.462 0441 | —0.097
0.6 —0.197 0.151 |0.961 0.587 |—0.227 |0.572 0.564 | —0.108
0.7 —0.231 0.104 | 0.962 0.715 0.168 | 0.691 0.688 | —0.103
0.8 —-0.263 0.063 |0.963 0.708 0.107 |0.811 0.810 | —0.080
0.9 —0.296 0.025 [0.964 0.841 0.046  |0.929 0.930 |—0.039
1 -0.329 |-0.011 |0.965 0.965 0.021 1.045 1.047 0.021
1.1 -0.362 | —0.044 |0.966 1.085 |-0.082 1.158 1.160 0.095
1.2 -0.394 | -0.075 |0.967 1.131 0.146 1.265 1.094 0.185
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Power Generated (P) vs stator current (Is) at 0.95 leading pf
16
14
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Fig. 3 Stator current versus generated power curve

same trend as obtained for unity power factor operation as shown in Fig. 3. With
increase in P, the P increases and so the magnitude of rotor current also increase
with increase in P. The rotor voltage magnitude decreases when P increases. After
attaining the minimum value about rated 1.0 of P, the rotor voltage starts increasing.
Using P and P, value, rotor voltage angle and rotor current angle, stator current
angle can easily be calculated.

3.1.2 System Operating at 0.95 Lag Power Factor

It is observed from Fig. 4 that stator voltage decreases comparatively for lagging
power factor operation of DFIG with respect to leading and unity stator voltage. For
lagging power factor, however, the stator current value increases significantly in
comparison with respective value at leading power factor operation which restrict
its operation in lagging mode. It is also observed that the value of slip continuously
decreases up to 0.9 pu, than —ve. It means under —ve slip operation, power is
delivered through both start and rotor which can be observed from Table 4. Rotor
current and stator current increases as slip varies from 0.531 to —0.394 pu.

3.2 Stability Assessment-Based Results

Steady-state values obtained under above-mentioned conditions are directly used as
initial values in the third-order dynamic model of doubly fed induction generator
Egs. (15) and (16) are satisfied. Stability assessment of considered system depends
on the suitability of obtained steady-state parameters in the dynamic model. Initials
values for proposed dynamic model and their relative error for unity pf, 0.95
leading can be described using form Tables 5 and 6.
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Power P vs Supply Voltage Vs
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095 ol et

T
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Generated Power P (pu)
Fig. 4 Supply voltage versus power generated
Eable 5 Ini(tiiall valugs forf U (mfs) E' (pu) S (pu) AE' AS
ynamic model at unity p = -
and error obtained 5 0.6194 0.531 10 10
8 0.8236 0.411 1078 107°
10 1.0233 0.326 1078 10712
12 1.0445 0.261 1078 10712
14 1.0739 0.202 1078 10712
Table 6 Initial values for U (mis) E' (pu) S (pu) AE' AS
dynamic model at 0.95 5 1.0032 0531 108 10712
leading pf and error obtained : :
1.0489 0412 1078 10712
10 1.0733 0.327 1078 10712
12 1.0956 0.258 1078 10712
14 1.1623 0.201 1078 10712

Since required conditions in Egs. (15) and (16) are approaches to zero. It means
that obtained steady-state variables can be used as initial values for the dynamically

proposed system model as stable under varied wind conditions.
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4 Conclusion

In this paper, the steady-state operation of DFIG connected to power system and its
stability has been analyzed. This analysis carried out the integration of considered
generator on 4-bus system. The operation in leading power factor, lagging power
factor, and unity power factor made has been investigated along with its stability.
From the simulation results, we can say that stator current is more for lagging load
with respect to leading. Higher stator current at lagging load restricts its operation
for higher power outputs. Slip may be positive and negative for lower and higher
power generation, respectively. From data analysis of outputs, system stability
highly depends on slip characteristics. Therefore slip value must be range for its
stable operation. The stator voltage is decided by the power system, i.e., for leading
power factor operation; voltage is more, whereas for lagging power factor opera-
tion, the stator voltage is less.
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of Triboelectric Nanogenerator
for Building Efficient Energy Harvesting
and Storage

Khushboo and Puneet Azad

Abstract Triboelectric nanogenerators are used to convert all kinds of mechanical
vibrations such as human motions, vibrations from industrial machinery, automo-
biles, etc. into useful electrical energy. In this paper, we compared two design
methods of efficient energy harvesting systems in vertical contact-separation and
lateral-sliding mode with respect to their implementation and experimental results.
We have demonstrated the charging behavior of two modes of TENG using
polytetrafluoroethylene (PTFE), aluminium, and copper used as triboelectric
materials. We have observed a maximum open circuit voltage of 4.9 V across
4.7 uF capacitor, maximum energy of 270 pJ/cm™> across 100 pF capacitor, and
maximum output power of 0.9 uW across 4.7 pF load capacitor with 7.8 MQ load
resistor in vertical contact-separation mode.

Keywords Vertical contact-separation mode - Lateral sliding mode - Triboelectric
materials - Energy harvesting

1 Introduction

In recent years, there has been growing interest in the triboelectric nanogenerator,
another optimistic approach of mechanical/vibration energy harvesting. The origi-
nal idea of triboelectric nanogenerator was proposed in 2012 by Z. L. Wang’s
group. The working principle of triboelectric nanogenerator is depending upon
triboelectric effect, a prominent category of contact electrification. According to
triboelectric effect, two non-identical materials are brought into contact with each
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other after applying an external force and the materials are electrically charged [1].
Electrical charge transfer then takes place at the contact area. This is also known as
“static electricity.” The charges of the materials are in different polarity. There is a
huge list of TENG materials; the selection of the materials depends on its polarity of
gaining/losing electron. Materials normally are less conductive or insulator so that
they can store transferred charges and preserve them for a long interval of time.
TENG has so many numerous advantages; it is low in density, light in mass, low in
cost, ideal at low frequency (<5-10 Hz), and can be manufactured easily [2, 3].
Examples of applications include for energy harvesting from human body motion,
elbow motion, walking, rotating tire, vibration or mechanical motion, and wind
energy, etc. for applications in transportable/wearable devices, sensor networks,
bioelectronics, Internet of things (IoT), infrastructure monitoring, smart electronic
devices, etc. Several other energy harvesting sources are available in our living
environment, such as solar energy, pyroelectricity [4, 5], mechanical vibration,
biomechanical energy, and bio fuels. To differentiate from others, TENG is the one
that is available almost everywhere. The fundamental modes of operation of TENG
are divided into four groups:

(a) Vertical contact-separation mode (V-TENG): This method has two working
state: the first one is pressed mode, and the second one is released mode.
During pressed mode, two non-identical materials are brought into contact with
each other through an external force; hence, the materials get electrically
charged, and due to the triboelectric effect, this charge then deposits at the
contact area. In released mode, the two opposite materials are separated and an
electric potential is created between the electrodes. This mode can be practi-
cally achieved by vibration and shock events, by finger/palm tapping, human
walking motion, and motor vibration, etc.

(b) Lateral sliding mode (LS-TENG): This mode uses horizontal motion. It has two
states of operation, sliding inward and sliding outward. When an external force is
applied, these materials are sliding inwards and outwards. Due to this motion, there
is an electric potential created across the electrodes. It can be achieved by rotation of
a wheel and useful for harvesting planar or rotational mechanical energy.

(c) Single-electrode mode (SE-TENG): The working mechanism of this mode is
familiar with vertical contact-separation mode, except that it has only one
primary electrode and ground as the second electrode which is used to capture
the induced electrical charge. In this mode, triboelectric material allowed to
move more freely. Due to this freedom of movement, this mode can be
applicable to harvest mechanical energy from the flow of water and wind [6].

(d) Freestanding triboelectric mode (F-TENG): In this mode, electrodes are kept at
fixed position, whereas the triboelectric material keeps moving to and fro
between the electrodes. Hence, a potential drop starts passing through the load.

In this paper, we present two modes of TENG: vertical contact-separation and
lateral sliding mode implementing using three triboelectric materials: polyte-
trafluoroethylene (PTFE), aluminium (Al), and copper (Cu), and the thickness of
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each is 50 um. We choose these materials on the basis of their ability of a material
for gaining/losing electron depends on its polarity. As per this polarity, PTFE is the
most negative charged material, and Cu is less negative than PTFE and Al having
positive charge. Furthermore, aluminium (Al) and copper (Cu) are used as positive
and negative charged electrodes to capture and transfer the electric charge through
the load resistor. PTFE has the tendency to retain the charge for a longer period of
time and converted it into electricity. Both modes are using the same type of
materials; the only difference between these two modes is their design approach.

2 Modeling of a Proposed Techniques and Materials

The primary working operation of the two modes of TENGs is shown in Fig. 1,
which utilizes the coupling of contact electrification and electrostatic induction. As
shown in Fig. 1b, the right side of the schematic diagram is often regarded as lateral
sliding mode and left side Fig. 1a is often called as vertical contact-separation mode
[7, 8]. In both modes, we have same top and bottom electrode as Al and Cu. The
only difference is in the selection of triboelectric materials. In such a way, maxi-
mum number of charge gets transferred and collected by the triboelectric materials.
Figure lc demonstrates a practical application of triboelectric nanogenerator based
on human walking.

(a) (b)
_A[ & ,TI :
e - B
++4bh++_* 57
oo o ‘AI; ‘ "
- - | RL
PTFE .
Cu
(c)
TENG
u
—
POWER ENERGY
MANAGEMENT STORAGE

Fig. 1 Block diagram of a V-TENG, b LS-TENG, and c practical application
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3 V-TENG and LS-TENG Schematic Design

We demonstrate a practical model of the above said two mechanisms as shown in
Fig. 2. The first V-TENG mode is the simplest design of TENG. In this mode, two
plates coated with two distinct triboelectric materials are placed opposite to each
other such as case (a) vertical contact-separation mode using the combination of
Al + PTFE + CU and case (b) lateral sliding-contact mode using the combination
of Al + PTFE + CU.

An external force is applied through a DC motor, doing so these plates come in
physical contact (pressed mode) and charge gets transferred. In contrast to release
mode, a voltage drop is created. Here the two electrodes are directly coupled with a
load resistor so that free electrons can easily move from one electrode to other to
establish an opposite charge in order to balance the electrostatic field. Once the gap
is closed, the triboelectric charge created potential disappears, and the electrons
flow back [9-11]. The structure of second contact-sliding mode is same as that for
the vertical contact-separation mode. The only difference is in the position of the
two plates. These plates are arranged in sliding direction by repetitive back and
forth motion through an external force generates an AC output. Both modes can
operate simultaneously without the need of two external forces. Two separate full
wave bridge rectifier circuit, a capacitor and a load is connected with both the
mechanism to get DC output voltage.

The DC output voltage across capacitor load Cp is given as:

dv Vout -

Cc— =
dr + Ry,

1 (1)

In this paper, resistors were used to calculate the electric output power on the
external load. The power output (P,,,) across resistor load Ry is found as:

V2
Pout — out (2)
Ry
Lateral sliding mode (outward/inward) Vertical contact mode (pressed/released)
+—>
AL m—m——m—-"—"" ————— — 1 AL
D1 D2
PTFE I
D3 D4 PTFE
CU
| TCL RL| Vou
| CU
S - _I

Fig. 2 Schematic view of V-TENG and LS-TENG
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The stored energy is determined using the equation:

1 2
E= E G Vout

4 Simulated Results of V-TENG and LS-TENG

To store the generated DC voltage, various load capacitor (Cy) is parallel connected
together with the FWR and measured voltages are recorded on Fluke 287 an
electronic logging multimeter. The experimental results shown in Fig. 3 represent
charging voltage across different capacitors using V-TENG mode and LS-TENG
mode both are designed using three different triboelectric materials
(AL + PTFE + Cu). The graph shows the correlation between V, (V) versus time
(s) across the different value of capacitor load Cy. (4.7, 33, 47, and 100 pF) without
any resistor load Ry in Fig. 3a, b. It illustrates an output voltage variation across
different C; in respect of time. We have observed that the DC output voltage across
low value capacitors like 4.7 uF in this paper increase quickly and reached

5
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Fig. 3 Capacitor charging voltage and energy with two modes of TENG a vertical mode output
voltage, b vertical mode stored energy, ¢ sliding mode output voltage, and d sliding mode stored
energy across various load capacitors (4.7, 33, 47, and 100 pF)
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saturation owing to smaller time constant in contrast to high value capacitors like
47-100 pF [12-15]. This will result in fast charging and discharging of small value
capacitor. Large value capacitors like 100 pF charges gradually but preserve charge
for longer duration than small value capacitors and resulting in delayed in satura-
tion. Figure 3c, d shows the stored energy in different capacitors in respect to time
as evaluated using Eq. (3). We have found that 270 pJ/cm > across 100 pF
capacitor is the maximum stored energy density observed in case (a) as compared to
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5o (@)4.TuF i (b)4.TuF
454 45
404 404
E 33 z 335
& 30 e — & 304
T 159 = 15]
= 204 - 204
154 15
104 10
054 05
00 y , . , . . . , 00
50100 150 200 250 300 350 400 50 100 150 200 250 300 350 400
Time (sec) Time (sec)
(c)33uF o (@33uF
- 5
4 45
40 404
Z 15 E 35
& 30 & 0]
2 s s
3 B = 254
- = 204
15 153
10 10
05 05
00 - - v + r . r T 00 T T T T T T T T
50 100 150 200 250 300 350 400 S0 100 150 200 250 300 350 400
Time (sec) Time (sec)
(e)47pF o (D47uF
2
454 454
404 40
Z 33 Z 1s]
& 304 & 30
o LIfE,
: 254 vg 254
= 204 = 204
1.54 154
1.04 104
0.5 054
0.0 T T T T T T T — 00 T T T T T T T T
50 100 150 200 250 300 350 400 50 100 150 200 250 300 350 400
Time (sec) Tim e (sec)
(2)100pF (h)100pF
50 5.0
45 45
40 4.0
- -
Z 353 E s
& 0] 2 30
" ] 25
= 254 =z 2
~ 20} - 20
154 15
104 1.0 |
05 ] — 0.5
00 T T T T T T T T 0.0 T T - . T T T T
s0 100 150 200 250 300 350 400 e e 0 3w M e

Time (sec) Time (sec)

Fig. 4 Output voltage versus time at no load and with load condition across different load
capacitor C, (4.7, 33, 47, and 100 pF)
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Table 1 Comparative analysis of maximum power output across different capacitors

Capacitance | Maximum power output (uW)

(uE) V-TENG LS-TENG
1M |78M |104M |13 M (2080M |[IM |78M |104M |13 M |20.80 M
Q Q Q Q Q Q Q Q Q Q

4.7 0.57 |0.90 0.84 0.78 |0.71 0.10 | 0.25 0.18 020 [0.18

33 0.29 |0.32 0.36 0.27 [0.27 0.11 |0.19 0.18 0.13 |0.11

47 0.25 [0.16 0.13 0.12 | 0.89 0.11 |0.13 0.12 0.11 |0.82

100 0.27 |0.83 0.81 0.60 |0.42 0.11 |0.76 0.71 0.59 |0.38

case (b) energy of 98 pJ/cm™> both are across 33 uF capacitor [16—18]. The reason
is that V-TENG is able to transfer and store more electric charge as compared to
LS-TENG. It is noticed that energy of small value capacitor is less than large value
capacitor as small amount of charge is stored by small value capacitor.

Furthermore, different resistor load Ry (1, 7.8, 10.4, 13, and 20.8 MQ) are
connected in parallel with capacitor load (Cy) to calculate electric output power at
the load. Further, the output voltage versus time at no load and with load resistor is
plotted to monitor the effect of load resistance and capacitance as shown in Fig. 4.
We found that maximum output power measured with 7.8 MQ across 4.7 pF load
capacitor in case (a) vertical contact-separation mode using Al + PTFE + Cu
(0.90 W) and in case (b) lateral sliding mode using Al + PTFE + Cu (0.25 pW)
with same load resistor 7.8 MQ and 4.7 pF load capacitor was observed [19-21].
Measured result shows that both modes are using the same type of material but
vertical contact-separation mode has the simplest design approach and provides
maximum dc output voltage and energy and power as compared to lateral sliding
mode. These results also represent the future prospective of triboelectric nano-
generators in the future applications, so that we will obtain the large amount of
voltage, power, and energy with the hybridization of both modes together
(Table 1).

5 Conclusion

In this paper, an energy harvesting system is demonstrated that is based on the
working principle of triboelectric nanogenerator (TENG). This newly designed
approach successfully converted the mechanical energy from human motion
powered into electricity with a maximum output power up to 0.90 uW across
4.7 uF load capacitor and 7.8 MQ load resistor in V-TENG mode and second
LS-TENG mode provides maximum power of 0.25 uW across same load resistor
and load capacitor using Al + PTFE + Cu combination within 450 s. Moreover, we
have successfully compared the results of two modes of TENG and finally realized
the significant of one mode over the other. We have used combination of three
triboelectric materials for this purpose such as PTFE, aluminium, and copper. It is
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observed that a maximum of 4.9 V DC voltage is obtained across 4.7 uF capacitor
and maximum energy of 270 pJ/cm > across 100 uF capacitor in V-TENG mode,
whereas LS-TENG mode gives the maximum of 3.2 V DC voltage across 4.7 uF
and energy of 98 u]/crn_3 across 33 pF load capacitor within 450 s. A subsequent
work could be designing in hardware with the hybridization of above two modes
and analyzed the performance of the circuit.
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Maximization of Plug-In Electric M)
Vehicle’s Exploitation for Load oy
Flattening with Consideration

of Customer Satisfaction

K. Ramakrishna Reddy and S. Meikandasivam

Abstract Vehicle-to-grid (V2G) feature in electric vehicles enables ancillary sup-
port to the grid due to its bidirectional power capability. This work mainly focuses on
effective utilization of PEV’s storage capacity to suppress solar PV and load power
fluctuations using PEV’s storage capacity. A win-win strategy between customer and
utility is proposed by maximizing revenue for customer and to minimize demand
fluctuations. Water Filling Energy Dispatch Algorithm (WFEDA) is used to opti-
mally schedule PEV’s available energy. Adaptive neuro-fuzzy inference system
(ANFIS) is designed and implemented to prioritize PEVs with revenue maximization
and load flattening as the key objectives.

Keywords Load flattening - PEV - Vehicle-to-grid (V2G) - Grid-to-vehicle (G2V) -
WEFEDA - ANFIS

1 Introduction

Recent developments in the battery technology of electric vehicles have shown
remarkable positive signs toward cost reduction and range improvement of plug-in
electric vehicle (PEV) batteries [1]. Integration of PEVs into the grid imposes
complexities if their daily plug-in timings coincide with massive number of PEVs.
The effect on load profile as a result of uncertainty in electric vehicles charging is
studied in [2]. On the other hand, PEV’s storage capacity can be exploited for the
grid ancillary services such as load flattening, frequency regulation, and voltage
regulation. V2G power flow brings advantages along challenges with bidirectional
power flow feature that increases network complexity [3].
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Uncontrolled or unscheduled PEV charging will create a lot of disturbances to
the utility operator in terms of frequency and voltage deviations. Solar PV which
delivers maximum amount of power during midday time is another big concern to
deal with in distribution networks. Thanks to ICT which has created new oppor-
tunities to transform adverse effect of PEVs integration into an advantage. PEV
proliferation can facilitate grid ancillary services such as load flattening [4],
reducing cost of charging electric vehicles, and improving revenue by assisting grid
support [5] and more importantly to reduce spinning reserves [6] from utility
prospective.

PEV stochastic load modeling is presented [7]. In [8], dynamic programming
method is used for frequency regulation using PEVs in which final state of charge
(SoC) set point and customer revenue are the main considerations. Customer rev-
enue is the key factor that encourages PEV’s owners to participate in grid support.
It is utility’s prime responsibility toward customers to maximize their revenue in
order to make them feel comfortable to cope with scheduled charging/discharging
times. However, primary purpose of the electric vehicle is traveling, and hence, it
has to be given highest priority while scheduling. Authors in [9] have prioritized
PEVs based on electricity price, capacity, and power rate, and in [10], electricity
price and charging requirements are used for prioritization. SoC is taken as key
variable to assign priority in [11]. Most of the works have been done with the
priority based on time left for the vehicle, SoC, and electricity price in order to
minimize cost of charging [8, 12, 13]. In this work, a new strategy has been
developed based on five parameters (SoC, laxity, capacity, electricity price, and
customer revenue). A win-win situation is analyzed between customers and utility
while prioritizing. ANFIS is trained with random input variables to assign rank for
each PEV during each interval of time (Sect. 5).

The novel contribution of this work includes the following aspects:

1. Day-ahead power demand estimations are used to schedule PEVs for grid
support by identifying zones of charging and discharging requirements.

2. WFA is used to optimally distribute available energy from PEVs among the
intervals in each zone.

3. To improve the customer satisfaction without compromising utility need, a
prioritization procedure is implemented using ANFIS.

2 Estimation of Power Fluctuations

Solar PV power generation which depends on irradiation will be maximum during
midday in which residential loading will be very less. In order to deal with this
situation, it needs storage units installed in coordination with solar PV. On the other
side, PEV loading (charging or G2V) creates extra burden on transformers if more



Maximization of Plug-In Electric Vehicle’s Exploitation ... 33

number of PEVs are plugged in for charging simultaneously. Here Pf;iedc is taken as
reference for flattening of load curve. Estimation of PEV availability and their
capacities for the following day and hour is the key factor that determines level of
exploitation of PEV storage space. Each hour divided into four equal intervals
denoted by ‘¢’ (each of 15 min). Equation (1) gives net power need from grid which
is the average aggregated sum of solar PV and load demand along with PEVs

charging during rth interval. Energy need (E”p ev) from PEVs during tth interval of

need

need

time is given in Eq. (3), where total need of energy from grid (E’7grid) for rth
interval is given by Eq. (2). Here P, Pl .4 P, and EEY are total solar PV

pev’ spec
power, aggregate load demand, PEV charging load, and specified energy from grid.
Here, the actual data is used to represent day-ahead forecast data by adding an error
of £10% deviation.
Let, x+y+z=N
where N = Total number of PEVs.

x = Number of PEVs getting charge for trip purpose.
y = Number of PEVs participating grid support.
z = Number of PEVs away from home.

rerid _ pr t ¢,ch
Pheed = Pso]ar - Pload - Ppev (1)
t+15
tgrid i .
Eneed - § : Pneed * di (2)
i=t
Lpev. __ gt _ prerid
Eneed - Eneed Espec (3)

1S
where EZid = S~ peid o g;

spec spec

i=t

Here di is the time difference between two consecutive samples.

Figure la shows the forecasted power demand from grid and energy demand
during each interval of time is shown in Fig. 1b. Based on power demand shown in
Fig. 1c, charging and discharging zones are identified as +ve or —ve depending on
whether power demand is greater or less than the specified grid power. Expected
aggregated power available from all available PEVs is shown in Fig. 1d. PEV
availability and mobility are discussed in Sect. 3. Constraints on PEV battery usage
are given by Egs. (4)~(6). Here P:M™ PI™™ and P . are minimum, maximum
power rates, and power rate of ith PEV during rth interval, respectively. Here
SoC! ., SoC! , and SoC! are ith PEV’s minimum, maximum SoC limits, and SoC
during rth interval, respectively. Piﬂief is allowable change in PEV power rate in
each step.
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Fig. 1 Estimation for the following day in terms of power and energy demand: a load demand,

b energy demand, ¢ deviation in power from specified value, and d expected available power from
PEVs

SoC! .. <SoC! < SoCl . (4)

P’ < Prye < Pre (5)
i1 ir—1 i dif

P ;ate —-P iate S P ;ate (6>

When it comes to utility, the objective is to minimize the deviations in power
drawn from grid (Eq. 7) and the second objective is to minimize the cost of
charging (Eq. 8). Customer benefit due to grid support is the key factor that drives
coordination of PEVs with power fluctuations. Hence, the whole objective is to
maximize utilization of available PEV capacity while maximizing revenue for the
customer without disturbing trip schedules. The constraints are substantiated in
Eqgs. (4)—(6), (14), and (17).
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Fig. 2 Energy demand during each zone (‘—’ charging and ‘+’ discharging)

Energy demand (Eﬁ'egeréd) for each zone ‘7’ is given in (11), and energy need in

all the zones is shown in Fig. 2.

min, AP

X Y Y
o ¢ ¢ t,ch t,dc ¢,ch rid
- ) solar — oad — ev,tri ev,trip pev — * spec
min P, P Pp p T Pp P P P
i=1 i=1 i=1

96
min, Cly, = min, > (c;jc’h ot ey C,ﬁjc) * E5, (8)
Py
; Coibv;i +CLi
Cz,t,bd _ ;1D St 9
pev Lc,iEb.iD0D§ ch/dc ( )
Cz’cth =a + CleC(P’gﬁd_Psg*;i;)/Psg*;‘edc (10)

Here AP is deviation in grid power from specified value, and the terms 3, 4, and
5 in Eq. (7) pertains to PEVs’ charging load, discharging contribution for grid
support, and charging contribution for grid support, respectively. In Eq. (8), C!  is

pev
the cumulative sum of cost paid by PEV for charging over 96 intervals, Cf’cth is cost

of electricity during tth interval, Czjc is cost paid to PEV owner for discharging

. . t . . ..
which is taken as same as C;3,, and C;*® is amount paid to owner due to partici-

pation in regulation. Equation (9) represents battery degradation cost (C"’bd) of ith

pev

PEV which depends on its battery initial cost (vai), battery capacity (Ebv,'), life
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cycle of battery (Cy;), depth-of-discharge (DoD}), and energy charged/discharged
(Eili / dc) during interval ‘#’. Smart pricing which is shown in Eq. (10). The values

of ay, a,, and o are pricing constants and are taken as 0.1, 0.2, and 10, respectively.

need need

M
Ez.grid _ Z Et,grid (11)
=1

3 Modeling of PEV and Estimation of Energy Availability

Data from National Travel Survey (NTS) [14] (NTS0503-trip purpose,
NTS0405-average trip length, and NTS0409-average number of trips) is referred to
in the work in order to estimate the probability of PEV availability at plug point,
trip return time, and energy discharged during travel [15]. After arrival from trip,
the energy level of the PEV is calculated using total trip length / (km) and mileage y
(kWh/km) using (13) where SoC-"* and SoC%~" are SoC levels at arrival and

arraiv depart
departure times of ith PEV.

=1

phipev Phes  if PEVZ\t/ail - (12)
e 0; if PEVyy,; =0
bt Sc)cg;;{;t —yxl, ifPEVY . =1&PEVY 1 =0
SoCi'—h — . g (13)
0; if PEVY =0

Depending on trip purpose (commute, education, shopping, business, etc.), trip
starting probability and cumulative distribution function (CDF) are used to find the
availability of vehicle [16]. Laxity of each vehicle is calculated using on (14) taken
from [17] which is the indication of vehicle flexibility and availability for grid
support. Higher the laxity of a given PEV more will be the flexibility of scheduling

it and vice versa. Laxity of ith PEV at tth interval (L;év) also depends on SoC,

capacity, and power rate. It is ensured that the vehicle is ready with maximum SoC
before it leaves for trip. Here 7} and 7. are departure and arrival timings of ith PEV,
and 7, is the tame taken to get charge up to 0.8 SoC.

Li"t . pev pev | “cap til -t if ¢ — ve' zone
ty —t—1ty; if ‘4 ve' zone

pev NP At

rate

(SoCitz — SoCit, ) Eins
_ { (14)
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x+y
z,pev.ch i,pev __ poit,pev 1,0
Eavail,t:l - E : (08 * Ecap Elevel )PEVavail (lS)
i=1
x+y X
z,pev,de itpev. ipev i ipev _ ppit,pev
Eavail,z:l - E : (Elevel 0.2 % Ecap )PEVavail E : (Ecap Elevel (16)

i=1 i=1

pev,ch pev.d . . :
Here ESP0T and EZ5™ are available storage capacity from PEVs at starting
Ei,t,pev

interval of zone z. ELP®V is capacity of ith PEV, and E.})

cap
interval. Energy storage capacity available from PEVs for charging and discharging
can be estimated using (15) and (16).

is energy level at tth

4 Proposed Control Strategy for PEV Scheduling

In the study, a new smart energy management strategy is proposed for scheduling
PEVs charging and discharging. Based on day-ahead forecast power demand and
solar PV power generation, charging (—ve) and discharging (+ve) zones are iden-
tified (Fig. 2). From PEV availability model, available power, power requirement
for charging the vehicle, and laxity are estimated. Each zone is considered indi-
vidually for optimum power dispatch among the time intervals included in that
zone. Let N be the number of zone and M be the number of time intervals in each
zone on a given day.

Energy distribution among intervals in each zone is carried out using WFA, and
prioritization of PEVs is done by using ANFIS; this process is discussed later in this
section. The flowchart shown in Fig. 3 shows the proposed PEV control strategy
which. Based on energy availability, WFA will optimally distribute the PEVs’
energy among all time intervals in each zone. WFA is dedicated to do favor to
utility, whereas ANFIS is designed with PEV’s owner prospective in order to
increase revenue without compromising grid support.

5 Energy Distribution and Prioritization

WFEDA is used in allocation of available storage capacity in each zone, and
ANFIS is trained to prioritize PEVs. Water Filling Algorithm is generally used in
maximizing communication channel capacity based on noise levels and constraints
on power [18]. In [19], authors have used WFA to achieve flat load profile using
electric vehicles storage capacity while fulfilling energy need for trip requirements.
In this work, WFA is used to dispatch available energy among intervals involved in
each zone. Here the objective is to reduce power deviation during each zone which
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Fig. 3 Storage unit prioritization and estimation of usable energy for grid support during interval ‘¢’
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is taken as variance (Eq. 17). The constraints are given in Eqs. (19) and (20). The
useable energy limit in each zone is restricted to not to exceed while dispatching.
Aggregated power from available PEVs at a give time interval is another main
constraint.

2
M X y
Lgrid 1.7, pev ?,i,pev id
Do | Ph Do P+ Y PR - P (17)
=1 i1 =1
In terms of energy, the above equation can be rewritten as follows:
M ” X 2
l 1,81 i,pev l J1,pev reg,t,i gnd
Z need + Z (Ecap - level ) ZEpev - spec (18)
=1 i=1

Under the following constraints: The constraint on maximum usable energy during
zone ‘7’ ensures not to exceed available aggregated energy from PEVs.

My
In charging zone Z Z E;i%” < Eiﬁlszhl (19)
My
In discharging zone Z Z E;ng“ < Eivp;lvtdcl (20)

Here ES" " is energy contribution to regulation from ith PEV at zth interval.
Another constraint on usable aggregated power in each interval of zone ‘z’ ensures

not to exceed maximum available power from aggregated sum.
_Zprg;gv (0.25) < ZEﬁg“< Zp;ggv (0.25) (21)

The value 0.25 in (21) is to convert interval into an hour so that all the terms are
in kWh. While evaluating available storage from PEVs, SoC and power limits are
taken into consideration based on Egs. (4)—(6) and (12). Using Lagrange multiplier
method, Eq. (18) can be deduced by adding constraint that gives Eq. (22).

2
id i, S d
T (Bt 2) = ( 4 Z (Eiper — B ) + ZE;Z%f E?,;;c>
22
. (22)
(Y E -
t=1 i=l
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By differentiating Eq. (21) with respective decision variable and equating it to
zero, we get the following condition (Eq. 23) which is simplified in Eq. (24). In

Eq. (24), the ‘4’ and ‘-’ are to indicate charging and discharging zones,

respectively.
Eiis+ Z(Eéf;V— L) iZE;Z%“— B4 —)=0  (23)
j:ZE;i%“—" +6=0 (24)

where & = E; 8" + Z (EP - "t’pev> Erid

need cap level spec

The symbol 4 is Lagrange multiplier. The optimal energy dispatch task can be
accomplished by finding height of filling (the value of ‘«’), and it can be obtained
using simple line search method.

PEV’s owner cost minimization or maximization of revenue attracts the cus-
tomer to actively participate in grid ancillary services like load flattening, voltage,
and frequency regulation. But vehicle prioritization is an important issue so as to
ensure equal profit (per kWh of capacity) to all customers based on their energy
capacity and also laxity. ANFIS is trained with random training data obtained by

manually mapping all the five inputs (Ecap _SoC, _L!, Ciand C! ) to output

pev) — » =i pev
(priority/rank). Training data is prepared with five input variables, and a few
samples of random mapping used in training data are shown in Table 1.

Table 1 Sample mapping of

; ) S.No. |E® SoC |L, Ci Revenue | Rank

input variables to output L

(rank)—for charging case 1 0.1 0.1 0.1 0.1 0.1 0.1
2 0.3 0.3 0.3 0.1 0.3 0.3
3 0.5 0.5 0.5 0.1 0.5 0.5
4 0.7 0.7 0.7 |01 0.7 0.7
5 0.9 0.9 09 0.1 0.9 0.9
6 1.0 1.0 1.0 |0.1 1.0 1
7 0.9 0.9 0.9 1.0 |09 0.9
8 0.7 0.7 0.7 1.0 |07 0.7
9 0.5 0.5 0.5 1.0 |05 0.5
10 0.3 0.3 0.3 1.0 |03 0.3
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The input variables are converted into per unit quantities so as to make mapping
easer while preparing training data. Output (rank) is taken in between O and 1.
Lower the rank, higher the priority given for PEV to participate in grid support and
vice versa. Revenue is accounted as inverse of cost of charging ($/kWh-capacity)
and cumulative sum is taken as input at each ¢. For a given time interval, if revenue
of ith PEV is highest and if cost of electricity is very less, then that PEV is given
less rank. But if SoC and capacity of ith PEV are at highest levels, then the rank is
increased based on relative difference. In Table 1, few samples of training data are
shown that gives the idea of inputs to output mapping is carried out. Suppose, in
charging case for a particular PEV, if SoC is low, then rank should be high and vice
versa. Prioritization is done with consideration of five input variables in which SoC,
laxity, and capacity are pertaining to utility perspective, whereas electricity price
and coast paid by PEV are considered in customer perspective.

6 Results and Discussions

An active residential distribution network with four small-scale solar PVs, resi-
dential loads, and 13 PEVs at residential plug points is considered to implement
proposed methodology. Data available with DiSC (MATLAB-based distribution
network simulation platform with heterogeneous entities) simulation framework is
used for simulation purpose [14]. Figure 4 shows the layout of distribution network
which is adopted to implement proposed methodology.

Lv

Fig. 4 Active distribution network with solar PVs and PEVs
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Fig. 5 Comparison of power drawn from grid: a from customer and utility prospective and b with
and without WFEDA

All the four solar PVs are of same capacity (with maximum power of 10 kW).
Each bus from 9 to 15 is connected with 20 houses. Buses 9, 13, 14, and 15 are
connected with 1, 3, 4, and 5 number of PEVs. Fixed charging/discharging rates are
considered for PEVs. And it is assumed that authenticated PEV consumers are
always flexible enough to synchronize with utility operator decisions. Different
cases are compared with proposed one in Fig. 5a, and the results are compared
between the cases with and without WFEDA in Fig. 5b from which it can be
observed that energy deficiency is present without WFEDA.

Grid power and power available from all PEVs are compared with and without
prioritization (using ANFIS) based on SoC and laxity in Fig. 6a, b. Cost paid for
PEV charging with and without consideration of electricity price and revenue is
presented in Fig. 6¢. Here the negative value of cost paid for charging indicates that
owner has gained profit due to participation in grid regulation. The vehicles 12 and
13 are not gained any profit rather they paid for charging unlike others. The reason
is that they are not present at plug point during low electricity price in charging case
or during peak price in discharging case.
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Fig. 6 Comparison of power and cost with and without SoC and laxity consideration in
prioritization: a power drawn from grid, b aggregated power available with PEVs, and ¢ cost paid
by PEV owner with and without consideration of electricity price and revenue

7 Conclusion

WEFEDA is used for this task in order to distribute energy among all time intervals
in each zone based on constraints. Available storage capacity is estimated based on
NTS data, and trip requirements are ensured with vehicle laxity and SoC. ANFIS is
trained to prioritize PEVs based on all the variables that affect both utility and
customer benefits. Hence, both utility and customer benefits are given equal
importance to encourage PEV owners toward grid ancillary services. Load flat-
tening is archived with maximum utilization of PEVs and without disturbing trip
schedule.
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A Novel Strategic Scheduling M)
of Plug-in-Electric Vehicles to Reduce Shmes
Power Fluctuations in an Active

Distribution Network

K. Ramakrishna Reddy and S. Meikandasivam

Abstract The penetration of plug-in-electric vehicles (PEVs) on the grid causes
additional problems if they are not strategically scheduled for charging. Storage
capacity of available PEVs can be utilized for grid ancillary support such as load
flattening, voltage regulation and frequency regulation. In this work, an intelligent
control strategy is developed for PEVs in order to mitigate power fluctuations
caused by load demand and solar power together. The effect of PEV scheduling in
coordination with energy storage units (ESU) is also analysed. An effort is made to
reduce slack bus power deviations from specified value with maximum utilization
of available PEV storage capacity. Day-ahead power demand and solar power
generation during upcoming hours are considered while scheduling storage units
(ESU and PEV). Fuzzy logic controller is implemented to decide power rate of
storage units for optimal usage of PEV’s storage capacity.

Keywords PEV - ESU - Load flattening - V2G and fuzzy controller

1 Introduction

Uncontrolled or unscheduled PEV charging will create a lot of disturbances to the
utility operator in terms of frequency and voltage deviations. Solar PV which
delivers maximum amount of power during mid-day time is another big concern to
deal with distribution networks. Thanks to ICT which has created new opportunities
to transform adverse effect of PEVs integration into an advantage. PEV prolifera-
tion can facilitate grid ancillary services such as load flattening [1], reducing cost of
charging electric vehicles and improving revenue by assisting grid support [2] and
more importantly to reduce spinning reserves [3] from utility prospective.
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The transformation of legacy electric grid with integration of heterogeneous
power sources like solar photovoltaic (solar PV), wind, biomass and other RES
along with plug-in-electric vehicles (PEV) and energy storage units (ESU) brought
so many advantages and challenges too. Solar and wind are purely dependent on
weather conditions and hence power generation is naturally uncertain. Also, PEV’s
plugging timings are unpredictable. So, the penetration of these variants into the
existing grid makes it more complex and causes degradation in the performance of
power system [4]. In this scenario, if there is no real-time control and monitoring of
power system all the time, it leads to poor power quality and system instability. The
introduction of smart grid technologies brought unlimited possibilities in effective
monitoring and control over power system. The distribution system operator
(DSO) can make utilize of sophisticated technologies available in this smart grid era
in order to make the grid more reliable and economical.

PEV is an important asset of the smart grid as it can be used for either to supply
power to the grid (V2G) or to consume power from grid (G2V) on a schedule basis.
The electric vehicle market has been dramatically increasing globally and huge
change in market can be seen from 2014 to 2016 during which the market was
doubled [5]. PEV integration at higher level of penetration causes voltage insta-
bility, frequency fluctuation power losses [6]. It is mainly because of increase in
energy density and reduction of cost of PEV. In near future, more number of PEVs
are expected to be connected to distribution grid. Uncoordinated PEVs causes
problems with its uncertainties in daily charging patterns [7, 8]. On the other hand,
PEV can be considered as a flexible load/source through which active and reactive
power fluctuations can be suppressed. PEV is one of the best assets for demand-side
management in peak load shaving and voltage regulation. Many researchers have
come up with different ways of utilizing PEVs for demand-side management [9,
10]. Coordination among all the PEVs and ESUs is an important concern that
determines the level of feasibility and participation in power quality improvisation.

Many authors have proposed different methodologies to exploit the available
PEV storage space (G2V) and stored energy (V2G) in PEVs in order to support
stochastic RES such as solar PV and wind. Authors in [11] have proposed an
approach to utilize PEV aggregator to compensate fluctuations in the wind power
plant. Mitigation of the collective impact of solar PV and PEV was discussed by
Aguero et al. [12] and Marra et al. [13]. PEV capacity was utilized to support solar
PV fluctuations instead of using separate storage [14]. Alam et al. [15] have
developed a control strategy for peak load support at evening times and to reduce
solar PV impact using battery storage (without PEV) integrated to solar PV.

In this work, unit commitment of storage units (ESU and PEV) and scheduling
are accomplished with consideration of feature demand variation (during hour
ahead). This work mainly focuses on the following factors in the proposed control
strategy for scheduling of storage units:

1. Reduction of deviations in slack bus power (P-slack) drawn by distribution
network, thereby reducing spinning reserve capacity requirement by effectively
utilizing the ESU and PEV in coordination.
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2. Storage units charging and discharging rates are decided based on forecasted
load demand and solar PV power.

3. PEV’s trip requirements are given highest priority while accounting them for
grid support activity.

4. Storage unit prioritization is carried out by considering all the battery parameters
that affects performance and lifetime of the battery.

5. Novel intelligent control strategy using fuzzy controller is designed to schedule
both ESU and PEV strategically.

The rest of this paper is organized as follows: Sect. 2 deals with fluctuations in
energy requirements; Sect. 3 is dedicated for estimation of available storage
capacity. Mobility model of PEV is discussed in Sect. 4. A new control strategy for
storage units scheduling was presented in Sect. 5; finally, the impacts of proposed
control scheme are discussed with the help of simulation results in Sect. 6.

List of Variables and Symbols

t Time interval (=15 min)
o Drain rate of the battery unit
n Battery efficiency
p Ratio that decides charging/discharging
q Ratio that decides excess/deficit storage
SoC State of charge
DoD Depth of discharge
Pl Rate of charge/discharge
prin Minimum power rating of a storage unit
PR Maximum power rating of a storage unit
dif, Maximum allowable rate of change in P,
p::{é’ Reference power rate during interval ‘¢’
Pl Aggregated average load demand during interval ‘#’
PLEPLS Aggregated charging power of ESUs and PEVs during interval ‘¢’
PLEPLS Aggregated charging power of ESUs and PEVs during interval ‘¢’
ES™ EV™ Vectors to represent ESU and PEV that are in grid support during ‘¢’
SoC"S SoCFY Vectors of energy levels of ESU and PEV during interval ‘©
ESY, EVM Vectors to represent storage units that are in grid support
El, Energy required during time interval ‘z’
ECap Energy capacity of ith ESU
ESwi Energy capacity of ith PEV
El Energy level of ith ESU during interval
Eil Energy level of ith PEV during interval ‘¢’
E::‘(l;)h ESU energy available for discharge in rth interval
E‘e‘sc(‘;;g ESU energy available for charge in tth interval

(continued)



48 K. Ramakrishna Reddy and S. Meikandasivam

(continued)

E:S(‘;? PEV energy available for discharge in rth interval

E“C?tf)g PEV energy available for charge in rth interval
ev!

E‘:g;l‘(lz) Total available stored energy for discharge operation
4“%]‘2?) Total available storage space for charging operation
avai

El'\u Storage capacity needed during time interval ‘¢’

El i Storage capacity available during time interval 7’

EV er 2:1+4) Forecasted energy need during (¢ + 2) to (¢ + 4) intervals
nee

E;L“ecck Specified power drawing from grid

2 Estimation of Load and Solar PV Fluctuations

Generally, PEVs will be plugged into get charge during evening times (as soon as
vehicle reaches home). Hence, inclusion PEV charging in load demand curve
causes worst situation with rapid power fluctuations and voltage deviations.
However, these adverse effects caused by PEVs and others can be converted into
advantage with proper planning of PEV plugging (V2G and G2V). This can be
achieved by strategically committing or choosing right storage unit at right time and
by scheduling their charging/discharging rates. Both ESU and PEV are considered
to support the grid or in other words to mitigate the impact of RES and demand
fluctuations. Danish active distribution network with medium voltage level of
20 kV and low voltage level of 400 V is considered with four different types of
loads, five solar PV, 13 PEVs, three ESUs and other entities [16]. All the PEVs are
connected to residential side (low voltage).

In this work, a complete day is considered and each hour is sliced into four equal
intervals (each is of 15 min duration). From Eq. (1) in which each term represents
an aggregated power of respective load and source. The terms in right-hand side of
Eq. (1) represents Solar PV power, load power, ESS charging power, PEV charging
power, ESS discharging power and PEV discharging power, respectively. Power
balance Py, is calculated (from Eq. 1) and thereby energy balance is calculated at
the end of each 15th min using Eq. (2). E{,, is the estimated energy that the grid has
to supply during time interval (z + 1). The Ej} 2144 is the energy requirement
during (¢ + 2) to (¢ + 4) which is taken from historical data of the same day of
previous week.

Pgal:Pt _Pioad_Ptﬁc_Pt’C +Pgst+Pt1dC (1)

res es pev pev
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t+15

Ba= [ Pl @)
t=1

Ef

_ pt+1 slack
sneed E bal — E

spec

Charging and discharging modes of operations for storage are decided based on
E}" and Egk. The ratio of Ef' and Egi* is taken as p. If p < 1, it implies that
the energy required from grid to distribution network is lesser than the specified
value (storage units are kept in charging mode). If p > 1, it implies that the energy
required from grid to distribution network is greater than the specified value
(storage units are kept in discharging mode)

t +1 slack
bal / E spec

3 Available Storage Capacity Estimation

3.1 ESU and PEYV Penetration

Continuous monitoring of energy levels of storage units (both ESU and PEV) is
required to schedule the charging and discharging operations. It has been assumed
that DSO has enabled with sophisticated communication and information tech-
nologies. It is also assumed that the owner of PEV has got an agreement to par-
ticipate in grid support activities (ancillary services like voltage and frequency
regulation and demand-side management). The revenue to the PEV’s owners during
grid support will be decided by utility and the cost analysis regarding this is not
studied in this work.

SoC"S = [SoCES  SoCHS ... SoCES] is the vector representation of state of
charge (SoC) of ‘N’ number of ESUs and SoC"" = [SoCEY SoC5" - - SoC}"]
represents SoC of ‘M’ number of PEVs. Calculating SoC and finding its viability for
grid support is an easy job in case of static storage units (ESU). On the other hand, it is
very difficult task in the case of PEV. Probability model of vehicle availability for grid
support has been estimated with the help of data availed from National Travel Survey
(NTS), Great Britain [16]. The further discussions about PEV mobility model dis-
cussed in Sect. 4.

3.2 Available Capacity in ESU and PEV

Net available storage space (for charging) and stored energy (for discharging) are
considered under battery constraints that affects the lifetime and performance.
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Battery lifetime depends on so many factors, and it is a complicated issue to analyse
for a particular application with consideration of all the parameters [15]. One of the
main objectives of this work is to determine P . by ensuring the energy fluctua-
tions in the hours ahead, available storage capacity, energy needed during present
time interval and trip requirements.

Energy level (SoC), change in P and rate of change in P, are controlled
under the constrains shown in Eq. (3). It is preferable to maintain SoC in between
20 and 80% of its full capacity. However, aging of battery still reduces these
boundaries.

Battery constraints :  S0Cpin < SoC(#) < S0Cpax
Pmin SP(Z‘) Spmax

rate rate

—1 f
Piate < ‘Plr'ate - P;zle (3)

Storage Unit Commitment Based on Constraints and PEVs Availability Depending
on the availability of PEV storage space, availability for grid support and other
factors that affects the battery lifetime are considered in prioritizing storage units for
grid support. The prioritization process is accomplished as shown in the following
steps.

(1) Identifying the storage units (ESU and PEV) to participate in grid support (only
available PEVs are considered from mobility model discussed in Sect. 4).

(2) ESUs that are within SoC limits are taken into consideration.

(3) PEVs that are about to leave immediately are preferred for charging mode and
those are about to stay long at plug point are chosen to operate discharge mode.

(4) Charging rate of PEV which about to leave for a trip is decided individually
based on SoC level, maximum power rate and time left.

(5) The storage units that are outside the SoC limits are eliminated.

(6) In case of excess storage capacity, the storage units eliminated based on SoC
levels and DoD is reduced for those that are participating.

(7) If the required storage capacity is lesser than the available capacity (charging/
discharging), then next level of filtering will be initiated through step-2.

Total available capacity for discharging is taken as the sum of all storage units
energy levels after filtering process. Equations (4) and (5) give storage capacity
available during time interval ‘#’. As already mentioned, 24 h are sliced into 96
intervals each spans for 15 min duration. Vectors ES™ =[011100...0] and
EV™ =[011100...0] give information about PEVs and ESUs’ participation in
grid support. Here ‘0’ represents that the particular storage unit is not participating
during grid support and ‘1’ represents the vehicle availability.



A Novel Strategic Scheduling of Plug-in-Electric Vehicles ... 51

E4d1§h Z{ Elt 0 2 % Ecap z] }

E4dlsh Z{ Ezt 0.2 % Eggp,i] }

E4Chrg Z{ O 8 % Ecapt [E:e:]}

M

Egont = {[0.8 5 EZ] — [EX]}

i=1

E4d1sch E:fiSh (l) + E:siSh (l) (4)

avail(f) —

4ch 2 4
E i) = s "8(0) + EGM2 (1) (5)

avail(f)

h .
E*M - for charing

avail (f)

El

savail —

{ EXMiseh — for discharing

. | ForDischaring; if p >1
sneed ™ ) For Charing; if p<1
The ratio of E!,,, and E! .., is represented by ‘q’. ¢ < 1 indicates deficit in
available storage capacity and g > 1 indicates that excess in available storage
capacity.

_ ot t
q= Esavajl/Esneed

Next levels of eliminating the storage unit depend on the value of g (as men-
tioned above in step 5). So, charging and discharging mode will be decided by the
value of p.

4 PEV Mobility Model

To find the PEV arrival time, departure time and SoC after arrival the Eq. (6) has
been used. NTS data [NTS0503 (trip purpose), NTS0405 (average trip length) and
NTS0409 (average number of trips)] have been considered in this work to estimate
probability of vehicle availability at charging point and energy spent during trip
[16]. During vehicle unavailability, the P’ . and E are taken as zero. After the

rate
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completion of trip, the SoC level of PEV is calculated by using total trip length
L (km) and mileage Y (kWh/km) as shown in Eq. (6).

[P (r) if avail(r) = 1
Prac(t) = {0 if avail(t) = 0

ev | SoCly —TL; if avail(r) =1 and avail(r — 1) =0
SoC { 0; if avail() = 0 (©6)

3

new

Here, SoC;y,, is SoC pf PEV after finishing the trip, SoCg}; is SoC level of PEV
before starting the trip, avail(s) indicates availability of PEV during time interval
‘t’, Y is the mileage of PEV, L is length travelled.

5 Novel-coordinated Control Strategy for ESU and PEV

5.1 Mode of Storage Unit and Constraints Applied

Charging Mode If the ratio ‘p’ is greater than 1, then it indicates charging mode of
operation. If the ratio ‘g’ is greater than 1, then it indicates that the storage space
available for charging is more than what is required and g less than 1 reflects the
opposite case.

Discharging Mode If the ratio p is less than 1, then it indicates discharging mode of
operation and the ratio g decides excess or deficit in stored energy for discharging.
If g is greater than 1, then it indicates available stored energy for discharging is
more than what is required and if g is less than 1 reflects opposite case.

The power rate of charging or discharging (Piale) is bounded by the limits Pt

rate’
P and PYf (rate of change in power rate). Charging mode is considered as

consumption (—ve), and discharging mode is considered as generation (+ve). The

P! .. constraints are also bounded by SoC limitations. Rate of change in P’ which

is indicated as P4l is another constraint applied to limit abrupt change in P.,, and

it is shown in Eq. (9). SOC at the end of (¢ + 1)th interval starting time is calculated
using Eq. (9); here, o is drain rate (here taken as 1), and # represents efficiency of
the battery (considered same for both charging and discharging).

PMin:if 0 <S0C < S0Cex and PRh < pmin

rate? rate

Plye = PMX if 0<S0C<S0Cpgy and PEL! < pmax (7)

rate ? rate

Pef . if 0<S0C <S0Cmay and PMin < pret! < pmax

rate? rate rate

—1 H . 1, —1 i
P P Eale = Pg}ltfe if Pﬁté’ - P Eate ) > Pg}ltfe 8
rate P(Fl) pdif g | prefs _ P(I*I) pdif ( )
rate + rate 1 rate rate < rate
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SoC(r+ 1) = aSoC(7) £ tnPrye (1) 9)

5.2 Proposed Control Strategy for ESU and PEV

In this paper, the main contribution reflects in consideration of energy fluctuations
during the hours ahead, slicing each hour into four uniform intervals and consid-
eration of the factors that affects battery performance degradation. From Fig. 1, it
can be seen that there is power requirement from the grid all the time (i.e., local
generation is always lesser than the minimum demand). But, due to the stochastic
nature of load and solar power, power drawing from the main grid (slack bus
power) is fluctuation around a specified value.

Energy demand from the grid for the upcoming time interval (¢ + 1) is calculated
using the average power consumption at the end of previous interval of time (z).
From the historical data, the energy demand need from the grid is calculated for
next three consecutive time intervals. It is done by taking average of energy
demands during (7 + 2)th, (# + 3)th and (¢ + 4)th time intervals. So, one complete
hour has been considered to account the demand fluctuations that are expected to
arise.

After applying the battery constraints, available storage capacity is calculated
and compared with energy needed. The value of ‘p’, which is the ratio of energy

demand (Eﬁ

mnd

) to expected grid energy (Eépe) during interval ‘¥’ decides whether

Energy demand from slack bus (kWh)
== == == Slack bus specified Energy (kWh)

2+ Energy Deviation from specified value (kWh) -
| | | Power rate of an ESU (W)
0 10 20 30 40 50 60 70 80 90 100

Time scaled in 15 minutes interval (24 Hours)

Fig. 1 Aggregated power fluctuations (around specified/average load) in power drawing from

3 !
slack bus and respective P,
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charging operation (p < 1) or discharging operation (p > 1). Here, supporting grid
implies reduction of energy demand fluctuations on grid. The value of ‘q’, which is
the ratio of storage availability ( savall) to storage capacity needed ( Sneed) decides
whether excess (¢ > 1) or deficit (g < 1) storage capacity during time interval.

The vectors ES™ and EV™ represents the storage unit’s participation in grid
support. In these vectors, ‘1’ indicates storage unit participation and ‘0’ indicates
no-participation in grid support. In case of deficit storage capacity, maximum uti-
lization of storage is preferred for both charging and discharging operations. On the
other hand, the excess capacity available gives choice to schedule the storage units
depending on utility requirements. In this case, as a first step, the storage units
which are suitable to participate (within constraints) are selected.

5.3 Design of Fuzzy Controller to Set P

T ate

Fuzzy controller is used to take decision on Pi,,.
section, 15 min duration is considered as the time interval during which P!, is

maintained constant. As we go on reducing the time span of interval and altering
control mechanism, performance of the proposed control scheme can be improved.
But more frequent changing of P!, _ is not preferable as it affects the battery lifetime
and performance. At the same time, high power rates are not preferable and hence
an optimal power rate based on all the constraints need to be chosen. Input variables
(decision variables) for the fuzzy controller are taken as: energy need E' .., energy

need’
available E!; and forecasted energy average demand in the next three consecutive

time intervals EV 2%

need (next three consecutive time intervals). Output is taken as
the power rate reference (Pref

rale) at which charge or discharge should be done, so that
there would not be much deviation (P-slack) in the next time intervals also.

P!, for each storage unit (ESU or PEV) depends on its rated value of the
particular storage unit and percentage set by the fuzzy controller output.
Mandani-type fuzzy inference system and triangular membership functions are used
for both input and output variables. Inputs and output variables are classified into
five membership functions (LOW MEDIUM_LOW MEDIUM MEDIUM_HIGH
HIGH). Output of fuzzy controller lies from 0 to 100 which indicates percentage of

As mentioned in the previous

maximum power rate. This output is taken as reference power rate Pﬁfg and new
power rate will be set for each storage unit based on Eq. (8). Rules are framed in
such a way that the P, value is chosen to satisfy all the three inputs. As an

example, if E! _, is in L while E! ., and E U+ 144 are in H then P! _ is L. If El 418

need rate
in H while E] ; and E U are in H and L, respectively, then P! is H.

need rate
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6 Results and Discussion

The proposed control strategy is implemented in a 20 kV medium voltage
(MV) distribution network with 400 V low voltage (LV) feeders. The 60 kV bus is
considered as slack bus. Different loads (house, commercial, industrial and agri-
culture) are connected in both MV and LV feeders. Danish electric grid real-time
data (DiSC—a MATLAB-based simulation plot form for smart grid simulation with
heterogeneous entities [17]) is used to investigate the proposed control strategy.
Five solar PV units are connected—one at MV level and four at LV level.
Four ESU units and 13 residential PEVs are connected in the LV network.

A clear comparison in between the cases with and without PEV support is shown
in Fig. 2a, and respective deviations of P-slack are represented with the help of
histogram in Fig. 2b, c. The specified value of power from slack bus is taken as
65 kW with 10% deviation in this case (between 60 and 70 kW). It can be seen
from Fig. 2b that P-slack deviations are violated the limits (without PEV support).
In Fig. 2c, deviation is limited in the boundaries (between 60 and 70 kW) for
maximum duration.

(a) 15 x10*
. with out PEV support
a ——— With PEV support
7 10 —
o]
<
= W
ad S5 |
0 L . L L
0 5 10 15 20 25
Time (hours)
(b) s00
400 |- .
300 -
200 =
100 —
0 | I 1 1 [ ;
3 4 5 6 7 8 9 10 11
x10*
(c) s00
400 - ] .
300 - I —
200 e -
“l r—l_'_ﬁ_‘ —I-l_l—l_l—n—l_|_|_l—,_l—. ]
0
3 4 5 6 7 8 9 10 11
x10*

Fig. 2 a P-slack comparison with and without PEV support. b P-slack deviation from specified
value without PEV support. ¢ P-slack deviation from specified value with PEV support
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Another comparison is made with different power rate settings (power rates
around the optimal power rate decided by the fuzzy controller) for storage units in
Fig. 3a. Also, the standard deviation values are compared with uncoordinated PEV
case (Fig. 3a). It can be seen that the uncoordinated case of PEV is showing around
40 kW deviation at maximum, whereas the best case with the proposed strategy is

104
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° )
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showing just in and around 10 kW deviation (in Fig. 3b, fourth bar indicates the
best case, whereas eleventh bar indicates uncoordinated PEV case).

Duration of time interval slicing effect on P-slack deviation is shown in Fig. 3c
with three different time intervals (5, 15 and 30 min). Lesser the time interval span,
lesser will be the deviation of P-slack as the control action can be well coordinated
with current power fluctuations. However, frequency of altering and setting power
rates for storage units affects battery lifetime. Hence, a suitable time interval has to
be chosen for better battery lifetime. In this work, 15-min duration is considered in
a randomly manner and the study is not focused on optimal duration of time
interval. However, it mainly depends on data available.

The case with consideration of power fluctuation during hours ahead is com-
pared with the case without consideration (shown in Fig. 3d). If future energy
requirement is not taken into account, optimal usage of storage can be achieved as it
effects energy availability for next time interval. This work can be extended by
including other parameters which influences PEV’s owners’ profit and economy
analysis while utilizing for grid support.

7 Conclusion

In this work, an attempt is made to maximize the utilization of available PEV’s
storages in coordination with ESU. Mitigating the impact of solar and wind along
with demand fluctuations at distribution level effectively reduces the spinning
reserve capacity. This will be more prominent if all the individual distribution
networks connected to main grid can precisely handle the scheduling process of
ESU and PEV units. This paper mainly focuses on effective utilization of both ESU
and PEV storage capacities in coordination.
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Design of an Effective Control Structure M)
to Grid-Interfaced Solar Inverter ey
with Fault Stability Performance

Krishna Chaitanya Marri, Sambasivarao Gudapati,
Amarendra Matsa and M. A. Chaudhari

Abstract Grid-interfaced solar power generation is intensifying its importance day
to day due to the less cost and performance led to installation of MW solar power
plants. With the increased system network, reliability and stability are most con-
siderable factors. Under abnormal and faulted conditions, system has to connect to
utility to improve stability of the system by supporting reactive power according to
grid standards. In this research work, an advanced algorithm with efficient control
structure has developed under different fault conditions (LLLG and LG faults). The
research conclusions presented in this work will be helpful for the next-level smart
grid control actions.

Keywords Power electronics - Solar power and reactive power control

1 Introduction

Solar energy generation capacity is continuously increasing rapidly last ten years
due to the reduction of PV panels cost and social awareness improvement. But, as
the MW of solar power is emerging to grid, the system has to face certain chal-
lenges like majorly stability and power quality [1]. More number of research
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attempts are done to simulate and investigate the grid-interfaced system stability
[2-5]. The solar power penetration will be helpful to increase the system stability
and also increase reactive power support to system [6—8]. This paper presented the
objective of solar power grid-integrated control system with preforming fault sta-
bility tolerance.

2 Grid-Interfaced Solar Inverter Under Fault Conditions

Figure 1 shows a simplified diagram of a solar energy system connected to the grid
network. The system is connected with the solar power source, controlled
grid-interfaced inverter and the utility grid.

2.1 Reference Reactive Current Calculation During
Voltage Disturbances

Reactive current injection during fault and recovery is required to minimize the
voltage drop in the grid and to ensure a fast voltage recovery after the failure.
Depending on the voltage at the PCC, the grid-interfaced inverter has to feed in a
certain reactive current as shown in Fig. 2. This support improves the stability of the
power system and increases the quality and reliability of the network. The parameters
of the reactive standard curve [9] vary depending on the regulations of each country;
however, efforts are being made to unify the criteria of this requirement.

2.2 Proposed Control Scheme

Figure 3 shows the flowchart of the control algorithm of grid-interfaced solar
system under fault conditions. If RMS value of PCC is within the range of 0.9—
1.1 pu, the system is operating under steady-state condition. At normal steady-state
condition, the active and reactive power at PCC is calculated, and these values are

I
|
I o P
Solar Power := Grid interface |
| Inverter |
! I
I
| ! |
e Controller | " v] !
I
|

Fig. 1 Grid-connected solar
inverter
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Fig. 2 Reactive current
requirement adopted from
Spanish GC

0 0.5 0.85 1.0
V* (pu)

used to find maximum value to injected reactive power. However, if voltage is not
in the prescribed range, then the system is under abnormal faulted conditions.

In the fault conditions, system must be connected and support more demanded
reactive power to the grid to improvise the stability of the system. The reactive
power demand supplied is based on the fault condition and the voltage drop of a
PCC shown in Fig. 2. The reference g-component of current is determined based on
voltage drop; this will influence the reactive power injection to the grid. Finally,
controlled current signals are given to the modulation method of the gird inverter,
which generates controlled pulses to the inverter switches.

3 Results and Analysis

A three-phase ground (symmetrical LLLG) fault is initiated at the utility at
t = 0.05 s and recovered at f = 0.2 s shown in Fig. 4. There is a small transient
increase in PCC current from steady-state condition due to the parasitic capacitance.
The PCC current is observed as balanced at the faulted duration, because the system
is balanced under LLLG fault condition. At # = 0.2 s (fault recovery condition),
again the transient nature in the PCC current is emerged.

During the fault, RMS voltage at PCC is dropped to zero per unit from normal
condition; this will cause reduction of Iy to zero shown in Fig. 5.

The reduced capacity of reference current is allocated to Iy to compensate
reactive power demand during fault. After the fault cleared, the d-axis currents
reach normal condition and g-axis currents will be zero per unit. The active and
reactive powers at PCC during the fault (shown in Fig. 6) collapse to zero due to the
zero PCC voltage.

From Fig. 7 solar PV voltage, MPP voltage and PV current are observed. At
t = 0.05 s, the PV voltage is increased to supply reactive currents and PV current is
reduced to zero. At fault recovery condition, PV voltage reduced and current
increased to normal conditions.
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Fig. 3 Flowchart of proposed control algorithm

In Fig. 8 a LG fault is observed at AC host system at ¢ = 0.05 s. It is observed
that the utility system behaves unbalanced at fault duration and current at PCC will
also be observed unbalanced.
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Due to the existence of negative sequence components during the fault, the
active and reactive power at PCC consists in oscillations because the power
exchange takes place between solar system and unbalanced AC system as shown in
Fig. 9.

These oscillations are also present in solar system voltage and currents as shown
in Fig. 10.
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4 Conclusions

This research work presents the results of three phases to ground (LLLG) and single
phase to ground fault (LG) results. The fault in the grid-interfaced system has the
very high effect of solar system due to the physical vicinity. It is observed from the
both fault results that there is a high transient current in the LLLG fault, whereas
negative sequence components will affect the system in case of LG fault.
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Whale Optimization Algorithm Tuned M)
Fuzzy Integrated PI Controller for LFC e
Problem in Thermal-hydro-wind
Interconnected System

Nimai Charan Patel and Manoj Kumar Debnath

Abstract The research work employed a modern optimization method recognized
as whale optimization algorithm (WOA) to tune the gain factors of fuzzy integrated
PI (FIPI) controller in an interconnected system consisting of two areas. Area 1 in
the scrutinized system consists of thermal and hydro generating units, whereas area
2 comprises thermal and wind generating units. To investigate the behavior of the
system, an abrupt disturbance of 1.5% is employed to area 1, and the controller
constraints are tuned with the help of WOA considering proper objective function
(ITAE). To confirm the robustness of the suggested controller, the load disturbance
is applied in both the areas as an extension of case studies. Throughout the analysis,
the dominance nature of FIPI controller is proved over conventional controllers like
PID controller.

Keywords Whale optimization algorithm - Fuzzy integrated controller -
PID controller - Load frequency control - Renewable sources

1 Introduction

The foremost challenges in a unified power system are to supply secured and
reliable energy to the consumers maintaining the prescribed power quality. The
voltage and frequency profile is a measure of the power quality of a unified power
system. Hence, it is always desirable to uphold the voltage and frequency of such
system within the acceptable tolerance limits. The main objective of the AGC is to
retain the system frequency at a nominal value while the main objective of AVR is
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to maintain the voltage profile. Whenever there is any disturbance or sudden change
of active power demand, the system frequency differs from its nominal value due to
mismatch between the generation and demand [1, 2]. AGC works on the principle
of retaining the balance within power generation and load demand which facilitates
to reduce the frequency oscillation during transient state and to keep the system
frequency constant at a nominal value after the transient is over.

Since the inception of AGC, many researchers have contributed their work in
this field. Cohn is the first one to start the research on AGC in the year 1956 [3]. In
1970, Elgerd and Fosha introduced the concept of optimal control strategy for AGC
and proposed a proportional controller with different feedback schemes [4]. An
adaptive controller for AGC was proposed by Pan and Liaw [5]. In 1991 for the
very first time, Lee et al. illustrated a technique named as the gain scheduling-based
fuzzy control for the LFC problem of a unified system [6]. Thereafter, Talaq and
Al-Basri added a fuzzy-based adaptive technique along with gain scheduling pro-
cess for PI type traditional controller in 1999 [7]. For AGC of interconnected power
systems, many classical controllers such as proportional integral (PI), proportional
integral derivative (PID), and integral double derivative (IDD) controllers and their
enactment comparison have been reported in the literature [8, 9]. Apart from these
classical controllers, several other controllers for AGC of unified systems have also
been described in many literatures. In recent years, many optimization algorithms
have been developed and implemented successfully for tuning the constraints of the
controller parameters to obtain improved dynamic performance of AGC system.
Sahu et al. have implemented a fuzzy PID controller tuned by TLBO algorithm for
AGC of two-area power system, and its performance was found to be superior to
Lozi map along with genetic algorithm, chaotic optimization algorithm and simu-
lated algorithm optimized PID controller [10]. Mohanty et al. has demonstrated the
performance superiority of a derivative filter along with fuzzy PID controller over
PID/PIDF/fuzzy PID controllers, and also it was shown that the performance of
PIDF controller is better than the simple PID controller for AGC of multi-area
interconnected power system [11]. Hybrid local unimodal sampling—teaching
learning-based optimization (LUS-TLBO) algorithm was employed to tune the
implemented controller constraints in the above work. Kennedy and Eberhart
developed the particle swarm optimization method in 1995 for solving optimization
problems [12]. PSO was introduced to optimize the gains of employed PID con-
troller in fuzzy-based AGC of multi-thermal units [13]. Later on, many optimization
algorithms were developed and implemented for AGC. A hybridization of differ-
ential evolution particle swarm optimization (DEPSO) technique was used for AGC
to optimize the constraints of fuzzy PID controller, and it was shown that it gives
superior performance than differential evolution/PSO tuned fuzzy PID controller
[14]. Nanda et al. are the first to introduce bacteria foraging (BFO) algorithm for
optimization of the various parameters of AGC system which has faster conver-
gence than GA [15]. It was shown that cascaded PI and PID controllers tuned by
artificial bee colony (ABC) algorithm for AGC of unified reheat-based thermal
power system has superior tuning performance than PSO [16]. Sharma et al.
implemented a new optimization technique called as Grey Wolf Optimizer
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(GWO) algorithm to optimize the constraints of classical controllers for AGC of
multi-unit interconnected power system having solar thermal power plant (STTP) in
one area [17]. The performance superiority of hybrid algorithm optimized
fuzzy-based PID controller was verified by Singh et al. [18].

This paper basically focuses on the tuning of PID and fuzzy integrated PI
controller using whale optimization algorithm for load frequency control in an
interconnected system which consists of conventional thermal and hydro generating
units as well as renewable generating unit like wind generating system.

2 Scrutinized System

Generally, a wide-ranging power system includes many interconnected areas that
are connected through the tie-line. However, here the investigation takes account of
a two-area interconnected system which includes thermal as well as hydro unit in
area 1 and thermal along with wind unit in area 2. Initially, the investigations take
place over the proposed power system which consists of FIPI controller that is
optimally tuned by a novel optimization process known as whale optimization
algorithm (WOA) while giving a load disturbance of 1.5% to area 1. The detailed
modeling about the proposed fuzzy PI controller used over two-area interconnected
system is presented in Fig. 1. The operation and evaluation of the responses were
conducted in the MATLAB version 7.10.0.499 (R2010a). The nominal parameters
used in this work have been taken from the reference paper [18]. Then, the extended
investigations include load disturbance of 1.5% in both the areas. The performance
results of the proposed FIPI controller tuned WOA optimization technique are
compared with the results of a PID controller.

3 Controller Configuration

The integral action in the PI controller tends to result large oscillations along with
excessive overshoots, and hence, to overcome this problem, fuzzy integrated PI
(FIPI) controllers are used. The proposed controllers are designed in such a manner
to eliminate the unwanted overshoots as well as the oscillations caused by the
integral action. The transient response of the second-order systems with integrating
element is improved after the usage of these controllers. The outline of the men-
tioned FIPI controller is shown in Fig. 2. Every area in the system is implemented
with a FIPI controller.

Error along with the derivative of the error is utilized as the input signals for the
fuzzy controller. u; and u, are the outputs of the fuzzy controller but are the inputs to
the power system which are termed also as the reference power settings
(APrer; and APyep;). Cy and C; are two input scaling factors in the controller as well as
C3 and Cy are proportional and integral gains of the fuzzy controller correspondingly.
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Fig. 3 Triangular-shaped membership functions of FIPI controller

Table 1 Fuzzy IF-THEN Error Error Derivative

rules of FIPI controller 71 F72 FZ3 F74 FZ5
Fz1 FZ1 FZ1 Fz2 F72 Fz3
Fz2 FZ1 FZ72 Fz2 FZ3 Fz4
FZ3 Fz2 Fz72 FZ3 Fz4 Fz4
Fz4 F72 FZ3 Fz4 Fz4 Fz5
Fz5 FZ3 Fz4 Fz4 FZ5 Fz5

Figure 3 illustrates the membership functions of fuzzy logic controller
(FLC) output, error along with error derivative values. Five fuzzy linguistic vari-
ables such as FZ1, FZ2, FZ3, FZ4 and FZ5 in the form of triangular membership
functions are utilized mutually for the inputs as well as output. By the usage of
center of gravity method, the fuzzy logic controller output is firmed. Table 1 rep-
resents the fuzzy rules for the FIPI controller output, error along with error
derivative values.

4 Whale Optimization Algorithm (WOA)

Meta-heuristic optimization algorithms gain the attention due to its easy imple-
mentation nature, no need for gradient information and lastly it can be applied
widely for several disciplines. New whale optimization meta-heuristic optimization
process belongs to the performance of humpback whales. Exploration and
exploitation are two phases of search process. Maintaining proper balance is a
very difficult task between these two search processes during the development of
any meta-heuristic algorithm. Generally, whales are the biggest mammals and one
of the fancy creatures in the world. Researchers also revealed that there are some
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cells inside the brain of whales which is similar to the spindle cell of human
being. Due to these facts, whales are known as the smartest animal with emotions.
Humpback whales are one of the biggest whales, and their exceptional hunting
method made them unique among all other whales. Searching is achieved by
forming individual bubbles along a ‘9’-shaped path called bubble-net feeding
method. In this technique, firstly whales dive 12 m down and start to create
bubble in a spiral shape around the prey and again swim up toward the surface. To
execute WOA optimization technique, it should have an idea about encircling
prey, spiral bubble-net feeding maneuver and search of prey which is described in
the below section.

Encircling prey:

Humpback whales start their hunting by encircling the location of prey. The target
solution which is nearer to the optimal value is considered as the best candidate
solution. The other search agents update their locations by moving onward to the
best-fitted agent which is followed by the below equation

Here X*, X , and ¢ are known as location vector of finest solution, position vector,
and the current iteration, respectively.

The vectors A and C are known as coefficient vectors and calculated by using the
below equation

—2G-F—
—2.7

@Y
QU

Here, 7 is the random vector in [0, 1], and the value of @ is linearly decreased
from 2 to O at every iteration.

Bubble-net-attacking method (exploitation phase):

Two methodologies are applied for mathematical modeling of the bubble-
net-attacking hunting method of humpback whales.

(1) Shrinking encircling mechanism
(2) Spiral updating position
(1) Shrinking encircling mechanism: In this approach, the value of d is decreased

which in turn affects the variation range of A. Earlier, the fluctuation of A is set
in the interval of [—a,a]. In order to get the new location of search agent, the

random values of A are set in [—1,1].
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(2) Spiral updating position: In this method, we have to calculate the space within
the whale location (X, Y) and the prey location (X*,Y*). To represent the
helix-shaped movement of humpback whales, a spiral equation is made
between the location of whale and prey as follows

/

X(t+1) =D - €. cos(2I01) + X* (1)

In this equation, the logarithmic spiral nature is defined by constant ‘b’ and ‘I’ is
an arbitrary number in the range [—1, 1]. During hunting process, humpback whales
move around with a spiral-shaped path along with shrinking circle simultaneously.
During optimization, there is a chance of 50% whether the whales do the shrinking
encircling or the spiral model to update their positions. To solve these problems
mathematical model is as follows

X*(r)—A.D if p<0.5
D' - e cos(2Ml) + X*(¢) if p>0.5

In the above equation, p specifies an arbitrary value in the limit [0, 1].

Hunt for prey:

During exploration for prey method, the variation of A has been taken either
bigger than 1 or lower than —1. Now, update the location of a search agent in the
exploitation phase. The below mathematical model is used to perform global search

for |A| > 1.

Here X,nq is a random location vector which is chosen from existing population.

5 Simulation and Result

At first, the two-area unified system with multi-source units is examined while
comparing the performance results of the proposed FIPI tuned by WOA technique
to PID controller allowing the load disturbance of 1.5% to area 1. All the exami-
nations were carried out under the surroundings of MATLAB/SIMULINK soft-
ware. The objective function of this paper included integral time absolute error
(ITAE) (Eq. 1). The performance comparison between the parametric gain con-
straints after optimizing via WOA of the FIPI with PID controller is recorded and
shown in Table 2. The variations of frequencies are denoted as Af;, and the oscil-
lations due to interline power are denoted as APyg.. The deviations Afi, Af>, and
APye1» are shown in Figs. 4, 5, and 6, respectively. Table 3 represents the response
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Table 2 Tuned values of gain parameters obtained by WOA

N. C. Patel and M. K. Debnath

Controllers Thermal Hydro Thermal Wind
FIPI Cl1 2.1345 2.1345 1.1987 2.1345
C2 1.0123 1.0123 1.8854 1.0123
C3 2.1142 2.1142 1.2342 2.1142
C4 1.9977 1.9977 1.4321 1.9977
PID Cp 2.1121 2.1121 0.7100 0.7100
Ci 3.4865 3.4865 0.5984 0.5984
Cd 3.8550 3.8550 0.6548 0.6548
Fig. 4 Frequency swinging
in area 1
-h'."“".(w— -
..
= = PID
- FIPI
=«
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Time in sec
Fig. 5 Frequency swinging
in area 2
B il LT |
N
I
£
) Re—1]b)
< FIPI
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indices such as peak overshoot, minimum undershoot as well as settling time. The
result of the performance regarding the second case as taking 1.5% of load dis-
turbance to both the areas is displayed in Figs. 7, 8, and 9, respectively. Table 3
along with Figs. 4, 5, 6, 7, 8, and 9 proves the dominance of FIPI controller over
PID type conventional controller.
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Fig. 6 Tie-line power swinging

Table 3 Different performance specifications achieved with various methods
Deviations Performance specifications PID FIPI
A Overshoots 0.0037 0.0001665
Undershoots —0.0125 —0.0097
T, in seconds 7.1400 1.0600
Af> Overshoots 0.0007 0.0000959
Undershoots —0.0073 —0.0028
T, in seconds 13.9800 2.2100
APy Overshoots 0.0016 0.0000572
Undershoots —0.0049 —-0.0012
T, in seconds 9.9800 1.6100

20

x10°
= —d)
5 10§ ¢ ——— FIPI
-15
-20 : . -
0 5 10 15
Time in sec

Fig. 7 Frequency swinging in area 1 with SLP in both areas
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Fig. 8 Frequency swinging

in area 2 with SLP in both
areas
N
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Fig. 9 Tie-line power
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ITAE = [ (16F1[-+ 18]+ A5]) 1 s )

6 Conclusion

The WOA technique is successfully applied in this research work to tune the gains
of FIPI controller implemented in the two-area thermal-hydro-thermal-wind unified
system. The system behavior was analyzed in two conditions, i.e., disturbance in
one area and disturbances in both the area. For both the cases, the dominating
nature of fuzzy integrated PI controller is shown over PID type conventional
controller in consideration of response indices like peak overshoots, minimum
undershoots, and the response settling time. Here, we confined the analysis in a
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two-area system which can also be extended to multi-area system with many
generating units.
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Mamdani-Based Fuzzy PI Controller M)
Tuned by Binary GWO Technique Shmes
for LFC Problem in Solar-Thermal
Interconnected System

Manoj Kumar Debnath and Priyambada Satapathy

Abstract Here an advanced Mamdani-based fuzzy proportional-integral (MFPI)
controller is employed over a two-area solar-thermal interconnected system for
LFC. The tuning of constraints of the recommended MFPI controller is accom-
plished by binary grey wolf optimization (BGWO) technique. The application of an
abrupt disruption of 1% load is taken in control area 1, and for tuning process ITAE
is being considered as the objective function. The offered work reflects two dis-
similar sources of generating system, namely, a solar and a reheat thermal unit. The
toughness of the planned controller is further placed to investigate by introducing a
time delay. Investigations of the dynamic features of the arrangement are accom-
plished in view of various dynamics response indices, i.e. peak overshoot, settling
time and least undershoot. Throughout the investigation, the attained finest values
are compared with conventional PID method so as to demonstrate the ascendancy
of this presented controller.

Keywords Grey wolf optimization - Mamdani fuzzy inference system -
PID controller - Load frequency control - Solar-thermal generation

1 Introduction

At the present rapidly growing power demand scenario, it is definitely a challenge
to all electric utilities to afford secure and consistent power within a sound quality
to the consumer. Swapping of power among lots of generating stations in the
enormous power system has done through tie lines in the bulk power system.
Sustaining stability in the entire power system zone is a very tough job by balancing
overall produced power and power demand simultaneously [1]. Active power and
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reactive power stability mechanism has been followed to balance the total power of
the system. Automatic generation control (AGC) is accountable for upholding the
system frequency within accepted targeted range by taking care of the active power.
In order to bring the area control error (ACE) to zero, AGC changes the set position
of the generators by estimating the net change in the required generation due to the
significant level of uncertainties and nonlinearities of real industrial system [2].
AGC gains the attention of many researchers relating to its demand to regulate
the instabilities in the system constraints during uncertainties and nonlinearities
operation of the interlocked power system. The closed-loop control programs of
AGC assign automatically the generations to meet the predefined frequency and tie
line interchange schedule by keeping both economic and regulation restrictions and
protect the system from governor wind up. Basically appropriate design of AGC
system is preferred to accomplish the challenging tasks regarding stochastically
variations in the power demands, faults during system modelling, etc. [3—6]. In
recent times, many relevant researches have been developed which are discussed in
the next section. Dated back, nonreheat thermal-type turbines are mostly considered
to keep an eye on AGC problems, but presently combination of multi-source
generators like thermal with reheat turbine, hydro and gas sources is more fruitful to
observe the load frequency control (LFC) [7]. Increasing complexity in power
generation and declining conventional energy sources lead to the integration of
renewable energy sources (RESs). Recent survey reveals that the scope of solar
energy and wind energy becomes the most alternative generating sources with large
potential. To mature renewable sources in 2015, researchers introduced solar-type
thermal generating system as well as wind turbine-based generating system for
surplus generation of power in a hybrid two-area system [8]. The inadequacy of
fossil fuels will adversely have a great impact to contribute wind energy resources
to reduce the conventional generation in most of the parts of the world. A modern
approach of variable speed wind turbines along with integrated control mechanism
is implemented to control over active and reactive power [9]. In [10], to mitigate the
problem of automatic load shedding and regulation of frequency the wind and solar
plants are used as a backup of conventional generation assets. Two-area hybrid
thermal system has considered with biogeography-based optimization (BBO)-tuned
integral (I), proportional—integral (PI) and proportional-integral—derivative (PID) as
secondary controller along with solar- and wind-type generating system [11]. An
innovative idea of hybrid combination of wind turbine, solar thermal, solar pho-
tovoltaic, diesel engine generator, fuel cell and battery energy storage system is
injected to an autonomous hybrid generation system [12]. It is very dangerous to
make change in the control mechanism of generator, so that flatness-based control
structure is investigated with high penetration of wind energy [13]. The main job of
a controller is to get a suitable set of instructions that can help the system to easily
reach the required state with minimal deviations. A new robust imperialist com-
petitive algorithm optimized PID controller in Ref. [14] to bring the system from
instability. Fuzzy logic deals with approximate rather than fixed and exact having
binary sets have two-valued logic; true or false. Many researchers implemented and
experimented robust fuzzy logic-based PID controller which is self-tuned and tuned
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by particle swarm optimization and hybrid PSO-PS for the regulation of frequency
in multi-area power system [14-20]. Fuzzy proportional—integral (PI) and PID
controllers are tested on two-area and multi-area network to challenge the problems
during instability [20, 21].

2 Scrutinized System

A solar-thermal-based power system of 2000 MW in each area is considered in this
proposed research work. The transfer function model of this simulated model is
shown in Fig. 1. Governor, turbine and reheat system and a solar module are
mentioned in the model of solar-thermal-based power system.

Here Ty, T, K, T;, K;,, T;, Kso and Tso are the gains of time constant of
governor, time constant of turbine, gain and time constant of reheat system, gains of
generator, time constant of power system and lastly gains and time constant of solar
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Fig. 1 Two-area solar-thermal multi-unit power system
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unit, respectively. Mamdani-based fuzzy PI controller tuned by binary GWO
algorithm has been introduced here along with integral time absolute error as
objective function.

Solar system:

Photovoltaic cells (PV) play a vital role for generating power from solar system.
The main role of collectors is that they absorb the solar rays to the pipe in a heat
exchanger. The mathematical modelling of solar power system has described
below.

v(t)

A0 _ Mgy Vo) - o)+ O nao - 7.0

@ ¢ W-=

where T, (1) = B4 00,
The above expression denotes the alternation of output results. The above
equation can be modified by keeping the temperature unchanged.

dTo(1) |:ULA v - ZC]Ti(t) ¢ )
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The Laplace transform of the above equation is

T =
o) =731 C

TSO %I(s) TSO |:V ULA:| (s) TSO ULA
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Tsot1|v 2C Too 1~ 2c 0

Here the time constant of solar field is

The mathematical expression of solar radiance in terms of Laplace operator is

Kso

Gls) = ——30
) =13 Teos

Here Kso is known as the gain of solar field.

3 Mamdani-Based Fuzzy PI (MFPI) Controller Outline

Mamdani fuzzy and Takagi—Sugeno (T-S) are two fuzzy rule-based inference
systems. Spontaneous and widespread reliability is the most advantages of
Mamdani fuzzy rule base, and along with that it is suitable for human perception. In
this research work to update the gain parameters with the surroundings, a human
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Table 1 Fuzzy IF-THEN rules of MFPI controller

Error Error derivative

Funcl Func2 Func3 Func4 Func5
Funcl Funcl Funcl Func2 Func2 Func3
Func2 Funcl Func2 Func2 Func3 Func4
Func3 Func2 Func2 Func3 Func4 Func4
Func4 Func2 Func3 Func4 Func4 Func5
Func5 Func3 Func4 Func4 Func5 Func5

d(t)
> Disturbance
G3 i
§x¢g b ()
s N2 rocess >
£ 5 9
g aZ Output
i G, J dt
Fig. 2 Internal diagram of Mamdani-based Fuzzy PI controller
1 funcl func2 func3 funca funcs
0
1 1 1 1 1 1 1 1 1
-1 0.8 -0.4 0 0.4 0.8 1

Fig. 3 Triangular-shaped membership functions of FIPI controller

logic-based fuzzy logic controller is employed over described system. The rule base
and the fuzzy membership function are shown in Table 1 and Fig. 3, respectively.
Figure 2 demonstrates the model structure of MFPI controller. Proportional—-inte-
gral controller has the advantages to overcome the problems during offsets which
are a major disadvantage of only proportional controller.
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4 Grey Wolf Optimization

The grey wolf generally survives and attacks in a pack and obeys certain pecking
order. The topmost order of the pyramid is obtained by alpha wolf which is
knowledgeably considered as the toughest of the group. The rest of the wolves
except alpha wolf show their respect towards the decisions made by alpha wolf
during the completion of task. The beta wolf is considered as the second topmost
order of the pack which communicates between alpha wolf and remaining wolves
of the group. Beta wolf suggests alpha wolf on making decisions and is also
considered the best following candidate in case the alpha wolf is dead. In this
pecking order, omega wolves occupied the last order of the pyramid and they are
permitted to have their food lastly in a group. Wolves in the pack that does not
belong to any group are considered as deltas. The location of wolf is updated by
calculating the space from the updated location of prey as per the three best
solutions (o, f and 0) which are as follows

D = |CX,(1) — X|
X(t+1)=Xp(t1)—A-D
A=2ar, —d

C =27

=
o
m
k=)
=

t,A and C, Xp and X are the iteration number, coefficient, vector of prey position
and vector of grey wolf position, respectively.
Binary grey wolf optimizer (BGWO):

The two methodologies like binarization model 1 (BGWOI) and binarization
model 2 (BGWO2) are employed in this research process.

A. Binarization model 1 (BGWOI)

Crossover strategy is implemented in this described model, and the following
equation is followed to update the position of wolf.

;L:Hl = Crossover (71,7 ,,73):

The above equation is used to complete the crossover method which affects the
finest three wolves’ locations like alpha, beta and delta. y,,7,,y; are the binary

vectors updated with the help of below transformation

Do J1U it (P +g))>1
=)0 Else

Here y2 shows the location of alpha wolf with respect to dimension ‘D’ and the
binary step ¢~ is expressed by
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P = 1 if pP>r
* 0 Else

Here r is an arbitrary value that has considered within [0, 1] and p? is updated
using sigmoid transformation

1
"~ 1+ exp(—10 x (APDP —0.5)

Py

The updating of beta and gamma wolves of grey wolf optimizer has been done in
the similar updating way of alpha wolf.

The wolf position of y?, 7P +2 is updated by crossover operation

D 1
i if r<j

W= if §<r<i
79 Else

B. Binarization model 2 (BGWO2)

In the second model, the direct sigmoid transformation has been implemented to
obtain binary values which is specified as

D 0 Else

where r is random number considered between [0, 1] and the expression for sig-
moid transformation is given by

1

S{X(k+1)} = sigmoid(y(k + 1) = | e 10 (55 o}

Here X;, X5, X5 are the real valued position of three best wolves of («, f5,d) in a
group.

5 Simulation and Result

At first, the two-area interconnected power system with solar-thermal source units
in each area is examined while comparing the performance results of the proposed
Mamdani-based fuzzy PI controller (MFPI) tuned by binary grey wolf optimization
(BGWO) technique to PID controller based on the same optimization technique
allowing the load disturbance of 1% to area I. All the examinations were carried out
with the help of MATLAB/SIMULINK software. The objective function of this
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paper included integral time absolute error (ITAE) (Eq. 1). The performance
comparison between parametric gain constraints after optimizing via BGWO of the
MFPI with PID controller is recorded and shown in Table 2. The variations in
frequencies are denoted as Afi, and the oscillations due to interline power are
denoted as APy.. The deviations Afi, Af, and APy, are shown in Figs. 4, 5 and 6,
respectively. Table 3 represents the response indices such as peak overshoot,
minimum undershoot as well as settling time with and without time delay. The
result of the performance regarding the second case as taking the time delay of 0.1 s
is displayed in Figs. 7, 8 and 9, respectively.

Table 2 Tuned gain parameters obtained by BGWO

MFPI controller

Controller 1

Controller 2

Gl G2 G3 G4 Gl G2 G3 G4
2.1346 1.2116 1.8854 2.2465 1.2534 1.7895 1.3246 1.4526
PID controller

Gp Gi Gd Gp Gi Gd

2.2214 3.9875 1.9857 2.1435 0.01124 0.3428

Fig. 4 Swinging of

frequency in

area 1

Fig. 5 Swinging of

frequency in

area 2
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Fig. 6 Swinging of tie line 0.01
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Table 3 Different performance specifications achieved with various methods
Deviations Performance specifications Without delay With delay
PID MFPI PID MFPI
A Overshoots 0.0286 0.0030 0.0321 0.0027
Undershoots —-0.0757 —0.0504 —-0.1197 —0.0550
T in seconds 12.4600 7.4800 12.2900 7.3200
Af> Overshoots 0.0229 0.0017 0.0247 0.0016
Undershoots —0.0541 —-0.0141 —0.0648 —0.0166
T, in seconds 12.4700 9.2300 12.4400 9.1500
APy Overshoots 0.0075 0.0007 0.0081 0.0007
Undershoots —-0.0154 —0.0055 —0.0191 —0.0057
T; in seconds 10.9700 8.4100 10.7300 8.4600
Fig. 7 Swinging of 0.05
frequency in area 1 with delay
0 —
L}
T B e PID
£_-005 MFPI
pe
-0.1
-0.15 >
10 15 20

Time in sec
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Fig. 8 Swinging of 0.1
frequency in area 2 with delay | | e PID
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ITAE = [ (A7 [+ 18]+ A5]) £ a (1)

6 Conclusion

This article presented a two-area interconnected power system utilizing a MFPI
controller which is being tuned by a novel algorithm, i.e. binary grey wolf opti-
mization algorithm. The proposed methodology was implemented considering solar
units as well as thermal units in both the areas, and a load disturbance of 0.1 per unit
in area I is applied. The operation and evaluation of the responses were carried out
in the MATLAB version 7.10.0.499 (R2010a). The results from the simulation of
the MFPI controller are compared with the PID controller, and the output result
established the supremacy of the proposed controller. The extended study included
a time delay of 0.1 s, and the performance result was also supreme as compared the
BGWO-MFPI to BGWO-PID controller. Hence, it indicated that the proposed
controller can guarantee the stability for the overall system for large parametric
uncertainties. The performance of the MFPI controller is also far superior regarding
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the maximum overshoot along with minimum undershoots and settling time. The
simulation results showed that the proposed controller guarantees the robust sta-
bility as well as robust performance.
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Emerging Green Energy Potential: M)
An Indian Perspective e

Jasmine Kaur, Yog Raj Sood and Rajnish Shrivastava

Abstract One of the major challenges faced by developing nations nowadays is
the growing gap between energy demand and supply. Also, the quick depletion of
fossil fuels is adding fuel to this burning issue. Nations like India, which is for-
tunately bestowed with ample renewable energy, are able to see a silver lining in
this scenario. The concept of microgrids in such nations would prove to be a boon,
as far as reducing the main grid burden is concerned. This work reviews the
electricity market evolution in India and the transition of the Indian power scenario
from conventional to renewable sources of generation. A detailed analysis of the
state-wise solar and wind potential in India is aptly described in this paper.

Keywords Deregulation - Electricity market - Microgrids « Renewable energy

1 Introduction

The outreach of power to distant rural areas would serve as a major poverty alle-
viation tool for the generations to come. With the ever-increasing gap in energy
demand and supply along with the alarming depletion of fossil fuels, it seems
quintessential for an alternate source of energy to not only substitute but completely
replace the conventional sources of energy. In this scenario, microgrids seem the
most appropriate technology option. Microgrids can be sized in order to meet with
the local demand and can be powered by renewable energy sources available locally
[1]. Thus, microgrids are a promising solution to meet the global energy demand
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owing to their non-polluting nature [2]. Microgrids may be powered using
microgeneration sources such as wind turbines, small hydro and solar photo-
voltaics, owing to their contribution in significantly reducing CO, emissions and
improving energy efficiency [3].

2 Electricity Market Evolution

The concept of a centralized electrical system, i.e. vertical integrated regulated
monopoly, is being followed in both developed and developing nations since time
immemorial. The performance of this system is seen to be poor in developing
nations owing to the weak financial capacity for infrastructure development. The
introduction of the competitive electricity market, firstly, in developed countries,
ended the primacy of this system, which then spread across the world from 1980s
onwards [4]. This reform has helped in attracting foreign capital and has contributed
effectively to improving the efficiency of the existing power system [5]. Countries
around the globe are shifting to restructuring, thus allowing wholesale suppliers of
electricity to compete in providing energy and other reliability services. The
upcoming research in this area introduces microgrids in a deregulated market
scenario. The system operator of the main grid, i.e. Independent System Operator
(ISO), typically operates various markets that include energy and several types of
ancillary services [6]. Electricity market design has evolved phenomenally owing to
the availability of abundant variable energy sources.

The Federal Energy Regulation Commission (FERC) has listed various princi-
ples in its recent price initiative [7]:

(i) Maximizing market surplus for both suppliers and consumers
(i) Providing incentives for market participants and ensure that they follow
dispatch instructions and maintain reliability
(iii) Providing transparency in order to ensure that the market participants
understand how prices affect the actual marginal cost of the load being served
(iv) The suppliers must have the opportunity to recover their invested costs

In a nutshell, any new design must hold the capacity to improve at least one of
these: economic efficiency, reliability and incentive compatibility. In the power
market of a developing country like India, Indian Energy Exchange (IEX) serves as
a premier power trading platform. Catering to more than 5800 registered partici-
pants located across 29 states and 5 union territories, IEX serves as an automated
platform for the delivery of electricity, physically. Apart from the participants who
traded electricity contracts, participants also registered trade Renewable Energy
Certificates which include about 1,000 renewable energy generators and approxi-
mately 2,900 industry customers, as of March 2017 [8].
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3 Transition from Conventional to Renewables

The Indian power scenario has shown a leap of growth since last decade. During the
last 5 years, the installed capacity has increased at a compound annual growth rate
(CAGR) of 10%. Figure 1 illustrates the growth of installed generation capacity,
clearly bifurcating the share of different generating sources available, i.e. gas and
diesel, coal, hydro, nuclear and renewable energy sources (RES). It is seen that the
share of RES and hydro shows a gradual rise every year, thus subtly setting hope
that it may replace the conventional fuels of generation in the near future [10].
Thus, RES hold the potential to replace conventional sources completely, in a few
years from now.

3.1 Solar Energy in India: A Vast Potential

Indian subcontinent is blessed with a vast solar energy potential waiting to be
tapped. It witnesses about 300 sunny days, i.e. considering most parts of the
country, the average solar radiation incident lies between 4 and 7 kWh per day. The
direct conversion of sunlight into energy is possible by utilizing solar photovoltaic
technology. Last few decades saw the advent of several solar energy-based systems
which were deployed in different parts of India, providing energy solutions for
varied purposes such as cooking, water heating, lighting and most importantly
electricity generation. The National Solar Mission (NSM) was launched by the
Government of India on 11 January 2010 with a target to include [9]:
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Fig. 1 Installed generation capacity of India. Source CEA, GOI, As on 31 December 2017



94 J. Kaur et al.
nglfoin:;?;g'zgf; roiects State No. of projects Capacity (MW)
gommissioned under It)heJ Andhra Pradesh 10 9.75
RPSSGP scheme [9] Chhattisgarh 2 4

Haryana 8 7.8

Jharkhand 8 16

Madhya Pradesh 3 5.25

Maharashtra 3 5

Odisha 7 7

Punjab 5 6

Rajasthan 12 12

Tamil Nadu 6

Uttarakhand 3

Uttar Pradesh

Total 71 90.8

(1) 20,000 MW of grid-connected solar power deployment by the year 2022.

(i) Off-grid solar applications of 2000 MW which includes about 20 million
solar lights by the year 2022.

(iii) Solar thermal collector area of about 20 million m>.

(iv) Conditions favourable for development of solar manufacturing in the
country.

(v) Capacity building activities and support research and development in order
to achieve grid parity by the year 2022.

Ministry of New and Renewable Energy (MNRE) announced guidelines, for
power plants powered by solar energy below 33 kV, connected to the distribution
network. They were named Rooftop PV and Small Solar Power Generation
Programme (RPSSGP). This scheme was aimed at setting up small grid-connected
solar projects in various states of India. Seventy-eight projects were chosen to be set
up with a capacity of 98 MW from 12 States. Also, 71 projects with a total capacity
of 90.80 MW are grid-connected. The state-wise data is given in Table 1.

The data given in Table 1 are the clear indication of the growing potential of
grid-connected solar systems across the nation and the fact that they can be banked
upon as the future substitute to the existing, pollution causing fuels.

3.2 Wind Energy: The Indian Scenario

Early 1990s saw wind power development peaking in the country. Wind power
installed capacity presently in India is about 32.5 GW, i.e. approximately 55% of
the power generation capacity with renewable installed. Wind energy contribution
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Wind Potential at 100 metres (GW)
9.28

55.86
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M Maharashtra [ Rajasthan M Tamil Nadu [ Others

Fig. 2 Pie chart showing wind energy potential in different Indian states. As on 31 March 2017

in the total renewable generation was 55, 50 and 56% during the year 2014-15,
2015-16 and 2016-17, respectively.

Few Indian states (as shown in Fig. 2) show remarkable wind energy potential
[10], which is being exploited well by the Indian Government, in order to sus-
tainably manage the rising energy demand of the country.

The huge potential in various Indian states opens new avenues of opportunities
waiting to be tapped to their maximum capacity. India has set a goal of powering
40% of its installed electric capacity by renewable or clean energy sources by 2030.
This would help in drastically reducing the “emissions intensity”. Wind energy,
being clean and non-polluting, would play a significant role in achieving this goal.

4 Conclusion

The advent of microgrid technology will prove to be a boon for the remote areas
where power transmission is both cumbersome and expensive. Power generation
using green fuels would be a befitting solution for the pollution caused to the
environment by fossil fuels. The huge potential in various Indian states, as reviewed
in this work, opens wide avenues of possibilities for renewable generation to be
tapped to its maximum capacity. It is thus realized that developing countries like
India hold a bright potential in terms of ample renewable availability, thus making it
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utmost suitable for microgrid installation. It thus can be foreseen that microgrids
would be powering the future, especially in countries like India, where varied
renewable sources are available in plenty. The Indian electricity market is ready to
witness a transition to a completely deregulated market. Also, the abundant
renewable sources, it is bestowed with, when used as generating fuels, would help
reduce drastically the energy demand—supply gap that the country faces.
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Performance Analysis of Interactive M)
Thermal Process Using Various St
MRAC Techniques

Shubham Kulthe, Chandra Shekher Purohit, Saibal Manna,
R. Sudha, B. Jaganatha Pandian and Anis Kazi

Abstract The recent day’s chemical processes are widely used in industrial
applications. These chemical processes are nonlinear in nature. This nonlinearity
can cause instability in process. In this paper, different types of control techniques
are studied for control of CSTR with external heat exchanger. Control of this type
of CSTR is tedious and arduous because of varying system dynamics and handling
of chemical process. This paper presents performance evaluation on the comparison
of different adaptive control scheme. MRAC scheme is used as adaptive technique.
MRAC with Lyapunov, MRAC with MIT rule, and MRAC with a modification in
MIT rule are used for developing adaptive law. MATLAB—Simulink™ is used for
simulating all the aforementioned control techniques, and results have been ana-
lyzed. Results indicate that MRAC with modified MIT gives better performance
compared to other techniques. To quantitatively analyze and compare the perfor-
mance of all techniques performance, measure such as mean square error (MSE),
integral absolute error (IAE), integral time absolute error (ITAE) is applied, and
result is compared for the same.

Keywords Continuous stirred tank reactor - Model reference adaptive control -
MIT rule - Lyapunov stability method - MRAC-PD
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1 Introduction

In the field of control system, it is often required to handle system which varies their
characteristics with time and subjected to occurrence of frequent perturbation,
externally as well as internally. Such dynamic and time-varying predicaments of
control system are arduous to handle. For aforementioned situation, classical control
technique performs poorly as they are unable to handle dynamic system as the matter
of fact is classical techniques used for control application are generally designed to
handle the process with static or specified tendency [1]. Analysis of various available
control techniques to handle system with time-varying and nonlinear dynamics is
area of interest. In chemical and crude oil distillation plant, CSTR, which is indeed a
tank reactor system, is widely utilized. Control of this dynamic and nonlinear control
system is an arduous control problem. Various control techniques have been used for
controlling of this nonlinear system, but finding best suitable technique is matter of
interest specifically for CSTR with external heat exchanger. Any real-time system
can be considered as adaptive system if it is able to maintain the required perfor-
mance even if large perturbations are present [2]. For such nonlinear system,
adaptive controller can provide ameliorated steady-state as well as superior set-point
tracking [3]. In real time, it is found that chemical processes are too complex to
handle, but adaptive controller can provide better result. These adaptive control
techniques were first exploited in 1950 for autopilot mechanism [4]. As an adaptive
controller has to adapt according to situation or changing environment, two tech-
niques can be utilized. First one is based on performance, and second one is based on
parameter. Gain scheduling is widely accepted adaptive technique, and it is based on
adaption of performance. Here, output of the system itself is exploited as a variable
for scheduling [5]. Implementation of fuzzy logic with gain scheduling for nonlinear
system is discussed [6]. Application of MRAC on CSTR shows fine-tuned and
expedites following response with diminished overshoot [7]. Effectiveness of
MRAC can be enhanced using fuzzy logic for transient condition [8]. Selection of
adaption gain can affect the efficacy of performance of MRAC [9]. The implicate
information for application of Lyapunov approach and MIT approach is discussed
[10]. In this reported work for a typical CSTR system which is considered to be an
arduous control, problem is controlled using various different techniques.
Application and performance analysis have been done for Lyapunov approach, MIT
rule, and one modified technique named as MRAC-PD which is in turn modification
of MIT rule. Finally to quantitatively analyze and compare the performance of all
techniques performance, measure such as mean square error (MSE), integral abso-
lute error (JAE), integral time absolute error (ITAE) is applied, and result is com-
pared for the same.
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1.1 Model Reference Adaptive Control

The model reference adaptive control (MRAC) is a major controller where desired
performance is given as reference model. It termed as an adaptive servo mechanism.
It consists of two feedback loops, first one is of process and controller, and second
is feedback loop that can change the parameters of controller. Error is generated
from taking the difference of system output and reference model output. This error
is used to change the controller parameter. There are couples of methods to derive
the tools for regulating the constraints in a model. One is gradient method or by
applying stability theory. Error among model and process output along with input
signal and process output is used to formulate adaption law. Variation of parameters
is amid to reduce the error (Fig. 1).

1.2 MRAC MIT Algorithm

The adaptation law challenges to discover a set of constraints that reduce the error
among the plant and the model outputs. To achieve it, constraints of the controller
are changed till error has condensed to zero. Many adaptation laws have been
derived. The two important are the gradient and the Lyapunov approach. In this
system reference model, adjustment mechanisms with controller are the main parts.
Reference model gives desired state of input and output. Control signal (U) is
driven by controller to maintain the closed loop characteristics of plant, i.e.,
command signal (U.) to the plant output (Y) is same as dynamics of reference
model.
The modeling error e is given by Eq. (1):

e=Y—Ym (1)
The controller parameters are adjusted with the loss function J(0):

J(0) =¢e*/2 2)

Fig. 1 General block
diagram of model reference —

Reference Ym

+
adaptive control model P
| Adaptation . & F_)
law \/
i -
» Controller _— Chemical i
U Process
i Y
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To minimize J, the parameters can be changed in the direction of negative
gradient of J. The following parameter adjustment mechanism, called MIT algo-
rithm and represented as in Eq. (3), is used to control the interactive thermal
system:

do Oe
E = _WE (3)

Adaptive control technique can be applied for gray, black, and white—box
problems. But it is more appropriate for gray box problems because when process is
clear applying ‘no model’ control method is of no use. Also, dealing with black box
problem without studying the actual process is a bad idea. Using prior knowledge
here, the process is modeled as second order.

1.3 MRAC with Lyapunov Stability Method

In adaptive control, MIT rule could result in unstable system. Hence, it is always
better to use Lyapunov stability method along with MRAC which guarantees
systems stability in closed loop.

Consider a time-varying nonlinear system as

x=f(x,1). (4)
If = 1o[[x(0)]| = 6. (5)

i.e., the initial state is not the equilibrium state x = 0 then, the system will be stable
if 9 is sufficiently small and x stays within & and x". The J can be selected inde-
pendently of 70, and hence, system is said to be uniformly stable. The system will
be unstable if it is possible to find € which does not allow any 0 value. It is said to
be asymptotically stable for 6 < R and an arbitrary . If this asymptotical stability is
guaranteed for any J, then it is said to be globally asymptotically stable.

1.4 MRAC with PD Feedback

In this paper, a novel technique utilized for improving performance of model ref-
erence adaptive control has been studied. In this, an additional PD block has been
used with MRAC to improve its performance, and it is termed as MRAC-PD. In
control system, proportional derivative is used to handle sudden changes, and same
property of PD is utilized in this special type of MRAC so that it gains the capa-
bility to handle frequent change in load during transient as well as during
steady-state condition. Figure 2 depicts block diagram of MRAC-PD technique.
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Fig. 2 Interactive thermal PID controller
process

Heater Set point

T,

Measured

Thermocouple

It shows that PD block is connected in feedback to improve the performance of the
system. Sole purpose of this technique is to remove oscillation from response of
system and make it smooth as much as possible. Here, the value of gain of PD
controller is taken as K, = 1.2 and K4 = 0.05. Control law for modified MRAC
techniques is given by efficacy of this modified technique which is analyzed for a
second-order underdamped system. Performance measures such as ISE and IATE
are also done to explore and show enhance capabilities of MRAC, to handle large
change in load.

2 Process Description and Modeling

A CSTR with a non-isothermal reaction is considered. External heating coil is used
to heat the liquid with heat input Q (Kj/min). For controlling temperature in tank
closed loop, feedback circuit is used. Output of tank is used as input of heat
exchanger. In this process, counter-current tubular heat exchanger is used. The
reactor hot fluid crosses the circular duct and cold fluid, i.e., water circulate in
annular duct. The thermocouple probes are placed at outlet of cold fluid of tubular
heat exchanger. Flow rates of fluid are constant. Reactor parameters are as follows.
Continuous stirrer thermal process is classical problem. The interactive thermal
process is shown (Fig. 2) along overall material balance.

The CSTR system is modeled using basic accounting and energy conservation
principles.

Rate of material accumulation = rate of material in — rate of material out.

av
d—t’) — Finp — Foup (6)
dh
A— =F,—F, (7)

T
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Energy balance equation is given by,

S. Kulthe et al.

dr
VpCp-—-=FpCp(Ti = T) + UA(Q — T) )
Similarly, heat balance equation for heat exchanger can be derived as (Tables 1
and 2)
oTw
pWVOIWCPWW = hhAh(Th — Tw) +hcAc(Tc — Tw) (10)
System transfer function is given by
0.1354+4.79
(8 = G o313 (11)
S§248.38s+13.4
Model transfer function is given by
3.56
GnS) =5—7—77—>— 12
n(S) $242.67S+3.56 (12)
Tal?le 1 Rrocess parameters Reactor parameters Value
for interactive thermal process
FIV, hr-1 4
K,, hr-1 15e12
(—AH), BTU/Ibmol 40,000
pCp, BTU/ft 54.65
Ty, c 70
Caf, Ibmol/ft’ 0.132
UA/NV 122.1
E, BTU/Ibmol 33,500
Table 2 Dimensions of L (m) D (m) a (m) P (Kg/ Cp (J/
external heat exchanger m’) KeK)
Inner 4.5 0.02 0.001 8900 394
Outer | 4.5 0.04 0.003 7850 490
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3 Results

Different types of model reference adaptive control techniques had been applied to
the interactive thermal process explained before. Using different MRAC techniques,
different results have been obtained. Comparing the control action, theta and other
parameters of all three MRAC techniques give the brief idea about with adaptation
technique is best suited for the problem statement considered here. The simulation
results for MRAC MIT rule, MRAC with Lyapunov stability method, and MRAC
with PD feedback are compared using various performance measures to know
which MRAC technique is more precise. The Simulink models and various results
obtained are as follows

3.1 MRAC MIT Rule

(Figure 3) shows simulation of MRAC MIT method, (Fig. 4) shows response for
system and (Fig. 5) shows adaption parameter.

3.2 MRAC with Lyapunov Stability Method

(Figure 6) shows simulation for Lyapunov method, (Fig. 7) shows response for the
same and (Fig. 8) shows adaption paramter.

Fig. 3 Simulink model of MRAC MIT rule
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Fig. 6 Simulink model for MRAC with Lyapunov stability method
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3.3 MRAC with PD Feedback

(Figure 9) shows simulation for MRAC-PD method, (Fig. 10) shows response for
the same and (Fig. 11) shows adaption parameter. Control action for all three
method is shown(Fig. 12). Response comparistion for all three method is shown
(Fig. 13), quantitative analysis is presented in Table 3.
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Fig. 13 Response of the system with all the MRAC models

Table 3 Performance analysis of different MRAC techniques for interactive thermal process

Controller mode Error ISE IAE ITAE

MRAC MIT 454 x 107 2061 x 10711 454 x 107 0.000454
MRAC Lyapunov  |4.573 x 107 2091 x 10°  [4.573 x 107" | 0.004573
MRAC-PD 4126 x 10°%  [1.702 x 107 [4.126 x 107%®  |4.126 x 107

4 Conclusion

In this paper, we reviewed different control strategies for MRAC that is Lyapunov,
MIT, and modified MIT (MIT-PD) for temperature control of CSTR with external
heat exchanger. After simulating all three control strategies, we can conclude that
Lyapunov adaption rule for MRAC shows lesser overshoot as compared to MRAC
with pure MIT, but it takes more time to adapt. Whereas we can say that modified
MIT rule that is addition of proportional derivative controller in MIT rule for
adaption law shows better response, ameliorated error handling fast adaption, and
lesser error value as compared to both MRAC with MIT and Lyapunov both. This
paper presents performance analysis for underdamped and second-order system
only so application of these techniques for higher-order system could be considered
for the future work.
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Wind Speed and Power Forecast M)
for Very Short Time Duration Using e
Neural Network Approach—A Case

Study

M. B. Hemanth Kumar and B. Saravanan

Abstract The effective operation of the wind farm is decided by the accuracy of
forecasted wind speed and the wind power generated. In this paper, an improved
neural network based on radial basis function is implemented for very short-term
duration forecasting. For training, the neural network Gaussian function is included
in the hidden layer to find the initial values which are key parameters for training
the neural network. A case study is carried out for the wind farm located at
Seshachalam hills near Tirupati as the target location. Test data are considered for
different months of 2017 for training and compared with other artificial neural
network methods. The accuracy of all the methods has been studied and presented,
showing that the proposed model is having less forecast error.

Keywords Wind forecast - Wind power - Radial basis function - Neural network

1 Introduction

With depleting fossil fuels, there is an increased focus on wind power generation
and various aspects associated with it. It is also an alternative to the conventional
energy source and the future energy for the world that need to be focused [1, 18].
Even though there are many benefits of integrating wind energy into the electricity
network, few limitations are stressed in operation and planning. These problems are
mainly caused due to intermittency and uncertainty in its availability in nature.

In power system planning and scheduling of generators, it is better to have a
forecast from 1 to 72 h. This is also beneficial for the electricity trading between
two regions. Once the forecast has been done accurately, we can have a better trade
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in terms of energy storage and wind power. This short-term forecasting also benefits
the wind farm for improving the efficiency and decreasing the overloading on the
power plants [2, 19]. By this, the reserve capacity can be reduced ultimately,
thereby decreasing the cost of installing power plants.

Machine learning (ML) [3] is an interesting area that can be applied to many
areas of optimization problems and most preferably probabilistic nature. Artificial
intelligence [4] and machine learning are nearly same, but machine learning can
learn by experience based on historical events. While artificial intelligence needs
well training and cannot identify new environment easily. There are few techniques
which include recurrent neural networks [5], support vector machine [6], and
multilayer perception [7]. When an ML is introduced for any problem, it can solve
nonlinear problems like forecasting.

Nowadays, a lot of work is being done in the area of wind and power fore-
casting. From the literature, it is well known that numerical weather prediction
(NWP) gives better accuracy compared to other methods. The only disadvantage in
using NWP is that it requires more data information and it is better suited for
longtime predictions. In [8], NWP combined with Kalman filter was used to
improve the accuracy of forecasting, and in [9] a performance comparison is made
among autoregressive moving average (ARIMA), artificial neural network
(ANN) and support vector machine (SVM) for short-period prediction applications.

The hybrid models, i.e., ARIMA-SVM and other such models, gave better
performance in terms of forecast error compared to individual models. In [10],
backpropagation NN, radial basis function neural network (RBFNN), and artificial
neural network fuzzy inference system (ANFIS) were used for wind forecasting.
The studies showed that the hybrid models are performing better compared to
individual models for wind forecasting applications. Among all the above models,
RBFNN is having greater flexibility in time series analysis and predictions. It has
the capability to manage higher-order nonlinear functions and the usage of
approximations [11, 12].

While implementing the RBFNN, it finds difficult for tracing the parameters and
standard deviation for the Gaussian basis function. Irrespective of the approach
being supervised or unsupervised, the parameters play an important role in esti-
mating the forecasting error. The RBFNN methods are often affecting the time of
convergence and accuracy due to parameter settings.

For improving the forecasting accuracy and to overcome the drawbacks in the
literature, the error feedback in a neural network is included. By this, the conver-
gence and the accuracy of the model improve in terms of wind speed and power
forecasting.
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2 Wind Speed and Power Forecasting

The need to perform the wind forecasting is to provide the energy competitors and
marketing personals to estimate the amount of energy that will be available in future
time intervals. The forecasting can be classified into four types based on the time
intervals: long, medium, short, and very short time intervals. Among these, very
short time forecasting is used to perform the energy trading and regulations [13].

This forecasting can also be used for economic dispatch; long terms are used for
scheduling the machines. For forecasting the wind speed, some of the tools use the
terrain data at which the wind turbines are located as one of the inputs. The
forecasting uses physical and statistical methodologies, and further, some may use a
combination of both to form a hybrid approach. This hybrid model includes the
advantages of both individual models.

The physical model for forecasting uses the physical properties of the site [14]
taken under study. The wind farm physical description includes the farm layout,
terrain information, and power curve. The statistical modeling requires past data for
forecasting [15]. Commonly used forecasting models use the time series for fore-
casting the data. The forecasting has majorly four steps that include identifying the
model, estimating the inputs, checking, and at last forecasting. Some of the time
series models are autoregressive (AR), autoregressive moving average (ARMA),
and moving average (MA). By using ANN, the input datasets are given as training
input for obtaining the future outputs. We can also obtain a hybrid model by
merging two models having different advantages to improve the accuracy [16, 17].

3 Proposed Forecasting Model

An improved RBFN with an error feedback is introduced for estimating minimum
error which is shown in Fig. 1. For increasing the searching range, a Gaussian basis
function, i.e., a shape parameter, is included. This will estimate the initial value of
standard deviation and center values. The forecasting model is performed by taking
150 min of wind speed as input and used for forecasting 210 min of wind speed.
The procedure is explained below.

The RBFNN consists of a three-layer network, and each input represents a
multi-dimensional vector. A single hidden layer has M neurons known as RBF
units and is connected to the output layer.

The Gaussian function for an RBFNN is given by

Sx—c)”\
CPJ(X):CXP -T2 7]:1a2737"'7M+N (1)

j
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In the modified RBFNN with feedback, the additional N error terms are feedback
to N additional neurons in the input layer.

On considering shape parameter S; in the hidden neurons, the function can be
written as (1), where x is the input W1th N number of data from the feedback. o;
represents the standard deviation. The output layer with the weighted matrix is
given by (2), where N, is the total input in order to train and w; gives the weight in
between the hidden and output neurons.

The neural networks can be subjected to error feedback in order to forecast the
data precisely. At a point, the present value is considered as the error from the
network. When the learning is progressing, the model will reach the approximate
value.

4 Forecasting Procedure

The first phase is to train the input from M datasets consisting of 150*M with M
data for each hour of measured wind velocity. While training the output, error is fed
back to the input for N points to improve the accuracy during the training process.

When the training process is completed, we get weight, shape parameter, and
standard deviation for individual hidden neurons. These values are placed in a
lookup table for calling these values for forecasting wind speed and power values.
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From (1) and (2), estimate the target output with the trained datasets. Now, we
repeat the process from (10) to (13) from steepest descent method and we update
these values with the previously stored values in the lookup table.

Now calculate the error for N number of input neurons and verify if the
parameters are meeting the threshold value once the condition is satisfied to update
the values.

Once the training process is completed, the lookup table values are used to
forecast the wind speed and power by implementing a new wind data as input. The
forecasted wind speed and power are calculated from (2). After the process has been
completed, check whether the number of output data to be forecasted has reached,
else increase the data at the input and use forecasted values as the final input and
repeat the process.

5 Results

The wind data are collected from National atmospheric research laboratory located
near Tirupati. The average wind speed is about 3 m/s at that location for the year
and also in the surrounding areas.

Here, we have considered wind data for different months for and ahead time of
210 min with a 10 min of resolution. In this study, 150-min data are taken as
training with 10 min of resolution.

The learning rate is fixed at 0.05 for effective forecasting accuracy of wind speed
and power. The proposed model is compared with conventional forecasting models
ANFIS, RBFNN, and BPNN. The threshold values for each parameter are main-
tained at 107°. Figure 2 shows the input wind speed taken for training the forecast
model.

T T
20 —— Wind velocity

Wind Velocity(m/s)

0 | 1 |

0 40 80 120 150
Time(min)

Fig. 2 Wind speed taken at the target location for training the neural network
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Fig. 3 Forecasted wind speed for the proposed model with measured wind speed

Figure 3 shows the forecasted wind speed for the next day with the actual
measured wind speed. The table shows the error for the forecasted wind speed with
the parameters of mean absolute percentage error (MAPE) and root-mean-squared
percentage error (RMSPE).

Z Or |-xq.mcusurcd —Xg forecast ‘

MAPE — q=1 qu.measured > 100% (14)
T

ZQT ‘xqmeasured7Xq.forecast| 2
q=1 Xg,measured
RMSPE =

o x 100%. (15)

The wind power forecast is also performed by measuring the power output for
24 h with 10-min resolution. For forecasting, the next three days’ wind power is
taken for validating the forecasted values.

Figure 4 shows the training wind power data, and Fig. 5 shows the forecasted
power with the measured power. Tables 1 and 2 give the error for wind power
forecast.
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Fig. 5 Forecasted wind power and measured power for 210 min

Table 1 Forecast error for

MAPE% RMSPE% No. of iterations
the wind speed with

conventional methods RBFNN 23.645 27.392 650
RBFNN-EF 3.642 4.253 532
BPNN 28.743 27.432 942
ANFIS 2.345 4.281 915

Proposed 2.015 4.103 465
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Thabl‘% 2d FOfecaSt,e}:for for MAPE% |RMSPE% | No. of iterations
the wind power wit RBENN 23375 23.401 675
conventional methods

RBFNN-EF 3.925 4.682 524

BPNN 26.691 28.026 916

ANFIS 2.024 4.936 928

Proposed 2.011 4.472 436

6 Conclusion

Wind forecasting is very important to predict the energy section in terms of trading,
managing resources, transporting, and making profits. With the advancement of
technology and globalization, there is a need for huge amount of power for the
future and we must be in a situation to forecast the energy available. It may be a day
ahead or week ahead or month ahead. Everything has its own merits and appli-
cations. Here, the proposed model is compared with conventional forecasting
models to estimate the effectiveness. It is clear from the results that the modified
RBFNN, ANFIS, and RBFNN are more accurate in forecasting wind speed and
power. The ANN is more complex in modeling nonlinear relationship and
extracting the relationship between input and output data by learning and training,
while the hybrid approach performs better than individual models. With the addi-
tion of parameter in the Gaussian function between input and output layer, it
provides highly accurate forecasting than conventional models. From the table, it is
clear that the proposed model has an error of 2.015% for wind speed and about
4.472% for wind power.
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Photovoltaic Module Designing )
with Comparison of Different MPPT T
Techniques

Sandeep Gupta, Navdeep Singh and Shashi Bhushan Singh

Abstract Energy production from solar panels is one of the fastest growing ways
of receiving environmental-friendly power. Energy saving is the biggest issue in
these days. Therefore, this paper presents a comparison of three different solar
panels made by companies from India, Canada and Poland to bring the power of the
sun to people in the most efficient and cost-effective way. For this comparison, the
number of cells and datasheets are given by the manufacturer. This paper presents
PV-cell-based circuit model equations, which define the model for estimating the
PV characteristic curves of photovoltaic panel with respect to changes on climate
parameters such as irradiance and temperature. In this paper, the MPPT (maximum
power point tracking) with DC-DC buck/boost converter is used to obtain
time-dependent graphs with the help of MATLAB simulation. The incremental
conductance (INC) and perturb and observe (P & O) methods are used to obtaining
the maximum efficiency of MPPT. The comparison results of these both methods
are also given in this paper.

Keywords MPPT - Photovoltaic - Perturb and observe - Incremental conductance
and solar energy
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1 Introduction

Solar energy in its direct form is used to produce electricity by photovoltaic energy
and for the production of heat. Silicon-based semiconductor photoelectric cells are
characterized by high reliability and long service life [1]. Photovoltaic (PV) systems
directly change the energy of sunrays into electrical energy [2]. The photovoltaic
efficacy was discovered in 1954 [1]. After a long time, with many researches today,
solar cells are used to power calculators, watches and space satellites, etc. Solar
panel has a lot of advantages. From solar panel, electricity is produced directly
without any additional conversion, i.e., less loss [3]. There is energy efficiency in
the same regardless of the scale of production. Power is generated even during
cloudy weather with diffused light [4]. No harmful gases are produced during
electricity generation [5]. Solar panel required minimal effort for operation and
maintenance.

The disadvantage of photovoltaic cells is their cost and very low efficiency. Solar
energy is not 100% reliable. The easiest way to explain it is sun movement, i.e.,
when the sun is not lucent or cloudy time, energy generation is zero through PV
cells. Therefore, power production is generally influenced at the hours of darkness
and during wintry weather. This problem is short out with the help of battery
backup system, which accumulates the power to be used when the sun is going
down and not shining.

For the first time, the photovoltaic effect has been examined by A. C. Becquerel
in 1839. W. Adams and R. Day, 37 years later, observed this phenomenon at the
boundary of two solid bodies [6]. This crystal which releases paper was taken the
center of attention on the photovoltaic modules modeling with composition of
different cells. The MPPT charge controller ensures that the loads receive maximum
current to be used [7]. The maximum power point is obtained when the solar panel
operates, characteristic of a solar panel curvature is knee formed and the position at
which the maximum power is obtained, i.e., at MPP, the current and voltage values
are given own best output values [8]. The main paper objective is to compare the
solar systems of the different manufacturer panels with the help of MPPT algo-
rithms which are based on two different methods such as incremental conductance
(INC) and perturb and observe (P & O).

2 Ideal PV Cell Model

A photovoltaic cell is a semiconductor-based appliance that transforms sunlight and
reflections of illumination precisely into electricity by the photovoltaic effect. The
material from which most of the panels are made is silicon electrons [1]. In the ideal
photovoltaic cell, it is assumed that Ry, = R, = 0 where R; is the series resistance
which affects more accurate shape between open circuit voltage and MPP—max-
imum power point. Ry, is shunt resistance; this one corresponds to leakage current
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Fig. 1 The circuit of platonic Rs !

photovoltaic cell using a ANNAN—
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to the ground. Figure 1 shows the circuit diagram of PV cell. Appropriate equations
to describe and define the model of PV cell are presented below:
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where the series resistance is represented by R, the photo-current value is denoted
by I, the reverse saturation current of diode is represented by I, the output voltage
is denoted by V., the parallel resistance is denoted by R, symbol, k is Boltzmann’s
constant (=1.38064852 x 10-23 J/K) and the charges on electron is symbolized by
q. Using Eqgs. (1)—(8), the solar panel module is formed. Figure 2 shows the basic
I-V characteristic of the photovoltaic solar cell. In this figure, the total current (I) in
the cell is the combination of the generated current (Z,,) by light and the current (13)
in the diode.

The atmospheric conditions are very important for the operation of photovoltaic
cells, which determine the changes in sunlight and the working temperature of the
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Fig. 3 Characteristic I-V curve of the CS6K-280M PV cell

cell. Thus, they influence the shape of the current—voltage curve. Key influences on
the work of photovoltaic cells are atmospheric changing, which determine sunshine
changes and temperature of work.

Figure 3 shows the I-V characteristics based on Canadian 72 cells solar panel
datasheet CS6K-280M. This figure also shows the MPPT location. In the first graph
(in Fig. 3), maximum power point should be at the point where the graph falls, i.e.,
the voltage is around 75 V, and current is 27.5 A at maximum power point.
Therefore, from Fig. 4, two more remarkable points are observed: short circuit
(0 V, 27.5 A) and open circuit (75 V, 0 A).

3 Maximum Power Point Tracking

MPPT is an higher power point tracking system, which one can increase the amount
of energy obtained by up to 20% (in relation to the inverter without MPPT) [9].
This point changes primarily in shading of modules. All modern inverters have at
least one arrangement like that. Photovoltaic modules do not have a single
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maximum power point (MPP). It changes according to the intensity of radiation and
temperature, because the shape of the power characteristic changes as the function
of voltage changes. The purpose of the MPPT is to “track” this point and to adapt as
fast as possible to the new value. In fact, the efficiency and speed of the MPPT
system guarantee the highest values of processed energy of solar panel.

3.1 Efficient MPPT Commands Algorithms

There are three basic and most used types of maximum power point tracking: hill
climbing, perturb and observe and incremental conductance. The problem of local
maximum comes in the hill-climbing method [9, 10]. Therefore, in this paper,
perturb and observe and incremental conductance methods are used for comparison.

3.2 Perturb and Observe Command Principle

One of the most frequently used algorithms for finding the maximum working point
(MPP) is used to find the optional voltage: the perturb and observe (PO) algorithm.
This method is nowadays widely used because of its ease of implementation. This
algorithm consists in small periodic increases or decreases in voltage and then
compares the power delivered at a given moment and the power delivered before
the voltage change. On the basis of the power comparison, another value of the
voltage increases and its sign is determined. The process of perturb and observe
algorithm is explained clearly in Fig. 4.

3.3 Incremental Conductance

This method is based on the principle of impedance matching. Here, power con-
trolling is used to match the internal resistance of the PV module to the input
resistance of the converter. The incremental conductance method utilizes the two
sensors for the current and voltage measurement to impression the voltage and
current outcomes of the photovoltaic array.

From Fig. 5, we can say that incremental conductance method gives greater
accuracy than the P & O method under very drastically changing conditions and
provides a local maximum MPP. But the weakness of this technique is the greater
number of calculations compared to the P & O method. Figure 6 presents a
flowchart of incremental conductance algorithm method for solar panel model
tracking MPP.
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4 Simulation Results of Solar System

The model that is devoted to this paper is the design of solar panels enriched with
the maximum power point tracking system and DC-to-DC-type converter, which is
also called Buck—Boost. This solar system has three components: active switch,
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Fig. 6 Flowchart for incremental conductance algorithm

passive switch and inductor. The main task of the converter is buck—means
decrease the voltage, and boost—means increase the voltage, relative to the input
voltage. In Fig. 7, based on PV system, two different methods (perturb and observe
and incremental conductance) are used for making the maximum power point
tracking (MPPT) block.

For simulation results, two types of solar panel (CS6K-280M & PVMU60-210)
are used in the PV system model. Figure 8§ shows the voltage, power and current
graphs with solar panel CS6K-280M model. Figure 9 shows the voltage, power and
current graphs with solar panel PVMU60-210 model. Results of Figs. 8 and 9 are
obtained with the help of incremental conductance topology. Figures 10 and 11 are
obtained with the help of perturb and observe method with solar panel models
CS6K-280M & PVMUG60-210, respectively. These results are given in
Tables 1 and 2.
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Fig. 8 Voltage, power and current versus time graphs with solar panel CS6K-280M model using
incremental conductance method

5 Conclusion

This paper covered the incremental conductance and perturb & observe-based
MPPT algorithms. The modeling and simulations of these methods have been
introduced and done in MATLAB/Simulink. From the simulation results, we can
state that the tracking speed of INC method is faster compared to P & O method.
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incremental conductance method
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Table 1 Outcomes of solar
panel using incremental
conductance tracking method

Country Canada Canada Canada
Constant 1000 800 600
Current (nA) 20.11 21.68 23.12
Voltage (V) 10.08 10.87 11.6
Power (nW) 2.027 2.357 2.682
Country Poland Poland Poland
Constant 1000 800 600
Current (nA) 971.3 10.64 11.56
Voltage (V) 4.843 5.306 5.765
Power (nW) 47.04 56.46 66.64

It is also found that in perturb and observe algorithm, the number of component
used is less as compared to INC algorithm. In this paper, MPPT technique is used to
achieve high efficiency. Complexity of P & O method implementation is low.
The INC method is more complex. Therefore, the major disadvantage of the INC
method is a long calculation time because of much more complicated structure.
From simulation outcomes, another important aspect is the power achieved by the P
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T::’elf Zs inOUtZI(')tmrf ;]deOlaI Country Canada Canada Canada

gbservtfl: trchingumethod Constant 1000 800 600
Current (nA) 39.85 42.86 45.62
Voltage (V) 19.95 21.45 22.83
Power (nW) 7.951 9.196 0.1042
Country Poland Poland Poland
Constant 1000 800 600
Current (nA) 25.88 28.18 30.37
Voltage (V) 12.93 14.08 15.17
Power (nW) 3.345 3.966 4.608

& O method which is much larger than that obtained with INC method. Finally, by
comparing both methods, we can say that the perturb and observe method-based
MPPT tracking is definitely better.
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Abstract The concerns of depletion of the fossil fuel reserves and climate change
have encouraged the utilization of renewable energy resources to fulfill the
ever-growing demand. Renewable resources are sustainable and environment
friendly. This paper is focused on design and performance optimization of a
grid-connected hybrid energy system for an un-electrified village of Indian state of
Uttar Pradesh. Three different combinations of renewable sources in grid envi-
ronment are considered and investigated for achieving the required power reliability
at user end. The total cost (TC) of each combination has been optimized under
technical, social and environmental constraints using biogeography-based opti-
mization (BBO) algorithm. Finally, a suitable combination is recommended for the
selected site which offers the minimum cost for the design of the hybrid system.
A sensitivity analysis has also been conducted to evaluate the most sensitive
parameter of the system.
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1 Introduction

In order to meet out the ever-increasing global energy demand and the concern of
the global rise in temperature, it is now widely acknowledged that renewable energy
sources are the best option in place of the conventional energy sources (coal, oil,
gas, etc.). The government of many countries has implemented the policy for power
utilities to increase the share of renewable energy sources as part of their energy
portfolio. Utilization of renewable resources offers minimal environment impact
compared to coal-, hydro- and gas-based power plants [1-8].

Ahadi et al. [9] optimized the annual capital cost of a system consisting of wind
and PV array resources. They minimized the system cost under the operating
constraints of reserve of 50% of wind turbine output, 10% of the load and 25% of
PV output. Maleki et al. [10] carried out the optimal sizing of various combinations
of renewable energy sources such as photovoltaic/fuel cell systems, hybrid
photovoltaic/wind turbine/fuel cell and wind turbine/fuel cell. They minimized the
life cycle cost by fulfilling the maximum allowable loss of power supply proba-
bility. Maleki et al. [11] included the uncertainties of resources and load during the
cost optimization of grid-isolated hybrid system.

Nadjemi et al. [12] proposed a novel cuckoo search (CS) algorithm for
grid-connected hybrid PV/wind energy system. They minimized the total cost under
different economic, technical and environmental constraints. Rahman et al. [13]
investigated various scenarios of hybrid system for a remote society of Canada.
They also conducted sensitivity analyses to evaluate the impact of different
parameters on system’s design. Sanajaoba et al. [14] performed the optimal sizing
of three schemes of hybrid system. They optimized the total cost of hybrid system
with the consideration of outage rate and the seasonal variation of load. Yang et al.
[15] developed a power management system for household PV-battery hybrid
system.

Based on the available literature, it has been found that most of the researchers
do not perform the studies related to the grid-connected hybrid system with con-
sideration of carbon emission, land use, seasonal variation of renewable sources and
demand [16-23]. The present paper is focused on performance optimization of
grid-connected hybrid energy system for rural area. The total system cost of hybrid
system has been optimized to find the optimum size of system components.

2 Modeling of Hybrid Energy System

A grid-connected PV-biomass-based hybrid system has been considered for a small
village located in Bijnour district of Uttar Pradesh state of India as shown in Fig. 1.
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Fig. 1 Configuration of grid-connected PV-biomass-based hybrid system

2.1 PV Array

Mathematical model of PV array is described in Eqs. (1-3) as:

Ppy (k) = [Npv x Voc(k) x Isc(k) x FF /1000 (1)
Isc(k) = [Isc;stc + Ki{Tc (k) — 25}] % (2)
Voc(k) = Vocste — KvTc(k) (3)

where Ppy (k) is power output of PV array at kth hour, I5c is short-circuit current,
Npy is number of PV modules, V¢ is open-circuit voltage and FF is fill factor, Isc,
stc 18 short-circuit current under STC, T¢ is cell temperature, K; is short-circuit
current temperature coefficient, Vo stc 1S open-circuit voltage under STC and Ky
is open-circuit voltage temperature coefficient and f is hourly average solar radi-
ation (W/m?).

2.2 Biomass Operated Generator

Hourly power output of biomass generator can be modeled by Eq. (4) as:

Op x CVp x ng x 1000
Pg = 4
B 365 x 860 x H ()

where Qg is availability of forest foliage (ton/year), #p is conversion efficiency
(20%), CVy is calorific value of biomass and H is daily operating hours.
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2.3 Utility Grid

The surplus amount of electricity sold to grid and grid purchase is estimated as:
Egs(k) = Ege(k) = [(Epv(k) % n;) + Epm(k) — Epoaa (k)] (5)
Egp(k) = Epe(k) = ELoaa(k) — [(Epv (k) X np) + Egm(k)] (6)

where Egs is amount of electricity sold to grid, Egg is excess electricity, #; is
inverter efficiency, Epy, Egm, Epoag, respectively, represent hourly PV array gen-
eration, biomass gasifier generation and load demand, Epg is hourly deficit elec-
tricity and Egp is grid purchase electricity.

3 Problem Framework

The total cost (TC) of grid-connected hybrid system is considered as the objective
function. The total cost has been optimized under the several operating constraints.

3.1 Objective Function

The total cost of hybrid system is the sum of costs of individual system components
during the lifetime of the project, and it can be calculated as:

TC = Cpy + Cm + Ccony + Cgrid.sale — Cgrid,pur (7)

where Cpy, Cem, Cconvs Tespectively, represent the total cost of PV array system,
biomass gasifier system and converter, Cgyig sale 18 total revenue from grid sale and
Corid,pur 18 total cost of grid purchase.

The total cost of individual system components can be estimated as:

Npy
Cpy = Z(A,Pi x CRF) 4+ OM(P;) + REP(P)) (8)
i=1
Npc
Cem = Y _(A;P; x CRF) + OM(P;) +REP(P;) (9)
j=1
Ncony
Coonv = Y _ (AxPi x CRF) + OM(P;) + REP(P) (10)

k=1
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where CREF is capital recovery factor, Npy, Ngg and Ncony, respectively, are the
numbers PV panels, biogas generators and converter; A;, A, A, are the unit cost
(INR/KW); P;, P;, P are the required power capacity (kW); OM(P;), OM(P;), OM
(Py) are the operation and maintenance cost; REP(P;), REP(P)), REP(P)) are the
replacement cost.

The cost of energy generation (COEG) for the considered system depends upon
annual demand (Ep) and annual electricity sold to grid (Egs) and can be estimated as:

TC
COEG = — (11)
Ep + Egs

3.2 Operating Constraints

3.2.1 Upper and Lower Limit of Power Output

The power output of PV array, biomass generator and converter is limited as:

OSNPVSNPV,max (12)
OSNBG SNBG,max (13)
0 S NConv S NConv,max (14)

3.2.2 Grid Sale and Grid Purchase Constraint

Grid sale and grid purchase of electricity are subjected to the condition of upper
limit as:

Egs(t) < Egs,max (15)

Egp (1) < Egp,max (16)

3.2.3 Loss of Load Expected

The loss of load expected (LOLE) is defined as the total number of annual hours for
which the load is likely to more than the generation, and it can be calculated as [13]:

365 24

LOLE =) * " houage(d, 1)
d=1 t=1
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where d is day of the year, ¢ is hour of the day and /i,yage is €qual to 1 under the
condition when load is greater than the generation and 0 otherwise.

3.2.4 Carbon Emission and Land Requirement

The CO, emission generated by hybrid energy system in grid environment has been
incorporated as environmental constraint. In the present study, emission from the
utilization of solar photovoltaic, biomass gasifier and grid electricity is considered.
Also, land requirement for the development of hybrid system is considered as social
constraint that depends upon the component’s size and land used for 1 kW of
system component.

4 BBO Algorithm

In the paper, biogeography-based optimization (BBO) algorithm has been used to
optimize the total system cost. BBO algorithm is inspired from the migration
strategy of animals or other species. Like other meta-heuristic algorithms, BBO is
also a population-based algorithm in which global optimum solution depends upon
the population of candidate solutions. In BBO, each habitat with its habitat suit-
ability index (HSI) is considered individually. Low HSI signifies a poor solution,
whereas high HSI represents good solution. The major steps of the algorithm are
given as follows:

step 1: Initialize the population, upper bound, lower bound, mutation rate

step 2: Objective function values for are each habitat are calculated

step 3: Check the stopping criteria

step 4: Best habitat are stored in an array

step 5: Habitat suitability index is mapped with the number of species for each
habitat

step 6: Select the immigration island using the probabilistic approach

step 7: Based on the island selected, suitability index variables are migrated
randomly

step 8: Mutate the population randomly and evaluate the objective function
values.

step 9: Select the best value of objective function
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5 Database

5.1 Solar Potential

In the present paper, three seasons of four months each are considered. Hourly solar
radiation availability in the study area for different seasons is depicted in Fig. 2. It
has been observed that the highest radiation of 800, 700 and 600 W/m? is recorded
during season 1 (March—June), season 2 (July—October) and season 3 (November—
February), respectively. Hourly average temperature for the area is shown in
Fig. 3 [24].
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Fig. 4 Seasonally varying load demand of the study area

5.2 Load Profile

Hourly load profile of the study area is depicted in Fig. 4. Peak demand is estimated
as 44.57, 36.07 and 22.63 kW for season 1, season 2 and season 3, respectively.

5.3 Techno-Economical Data of System Components

Technical and economical data of different system components are given in
Table 1. During simulation, 1 kW, PV module, 1 kW size of biomass gasifier
system and 1 kW converter have been considered. Annual real interest rate of 6%
and project lifetime of 25 years have been considered under the present study. Price
of grid sale and grid purchase is INR 6.50/kWh and INR 3.25/kWh which are

considered.

Table 1 Techno-economical data

Indicators Unit PV array Biomass gasifier system Converter
Capital cost INR 80,000 45,000 3000
O & M cost INR 1600 2250 0
Replacement cost INR 80,000 45,000 3000
Lifetime Year 25 5 10
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Table 2 CO, emission rate and land needed for different technologies

Energy technologies CO; Emission (g/kWh) Land needed (m*/kW)
PV array system 130 30

Biomass gasifier system 20 90

Grid electricity 955 -

5.4 CO, Emission Rate and Land Requirement

Emission from the utilization of solar photovoltaic, biomass gasifier and grid
purchase (coal based) for electricity generation is considered, and its rate is given in
Table 2. Requirement of land for the implementation of 1 kW of system compo-
nents is given in Table 2.

6 Results and Discussions

Three different combinations of renewable sources are considered during size
optimization of grid-connected hybrid system as:

Combination 1: Grid-connected PV-based system
Combination 2: Grid-connected biomass-based system
Combination 3: Grid-connected PV/biomass-based system.

6.1 Optimum Size of System Components

The considered combinations are optimized for the power reliability value of zero
LOLE using BBO algorithm. Codes are developed in MATLAB environment to
obtain the optimum size of system components. Based on hourly simulation, the
optimum sizes for different combinations are reported in Table 3. For combination
1, the optimum size for this combination is comprised of 50.40 kW, PV array
system and 41 kW converter. The total cost of this configuration has been estimated
as INR 1.2484 million at the COEG of INR 5.79 per kWh. For combination 2, the

Table 3 Optimum size of system components

Combination PPV PBMG Pcony TC (in million COEG (INR/
(kWp) (kW) (kW) INR) kWh)
50.40 0 41 1.2484 5.79

2 0 25 0 1.2832 5.96

3 48.90 24 40 1.1933 5.28
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optimum configuration consists of 25 kW biomass gasifier system. The total cost
and cost of energy generation of this configuration are calculated as INR 1.2832
million and INR 5.96 per kWh, respectively. Among all the combinations, com-
bination 3 offers minimum total cost of INR 1.1933 million at the COEG of INR
5.28 per kWh. The optimum size of system components is obtained as: 48.90 kW,
PV array, 24 kW biomass gasifier system and 40 kW converter.

6.2 Carbon Emission and Land Requirement

Carbon emission and land requirement for each combination are given in Table 4.
Based on the grid electricity purchase, carbon emission of 66.50 ton/year has been
found minimum for combination 3. The total land requirement for the development
of optimum configuration of combination 1, combination 2 and combination 3 is
found to be as 1512, 2250 and 3627 m* respectively.

6.3 Sensitivity Analysis

Finally, a sensitivity analysis for the optimum configuration of combination 3 has
been performed as shown in Fig. 5. The price of PV array, biomass gasifier system,
grid sale and grid purchase is varied by £20% of the base cost. Accordingly, the
total system cost has been calculated. It has been observed that the total system cost
is more sensitive to PV array price, biomass gasifier price and grid purchase price.
The total cost is deviated from INR 1.088 million to INR 1.261 million for grid
purchase price varying from INR 5.20/kWh to INR 7.80/kWh. Further, it has been
found that for the variation of PV array price from INR 64,000/kW to INR 96000/
kW, the total cost is changed from INR 1.1091 million to INR 1.2664 million.

Table 4 CO, emission and land requirement for each combination

Combination CO, emission (ton/year) Land requirement (mz)
Combination 1 136.34 1512
Combination 2 120.32 2250
Combination 3 66.50 3627
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Fig. 5 Effect of various different parameters on total system cost

7 Conclusions

In the present paper, a grid-connected PV-biomass-based hybrid energy system has
been designed for a small village located in India. Performance optimization of the
developed model has been carried out by using BBO algorithm. Three different
combinations of renewable sources have been considered and compared based on
the total system cost. Based on hourly analysis, it has been found that the combi-
nation consisting of PV array and biomass gasifier in grid-connected mode off