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Abstract. Biomedical prediction is vital to the modern scientific view of life,
but it is a challenging task due to high-dimensionality, limited-sample size (also
known as HDLSS problem), non-linearity, and data types tend are complex.
A large number of dimensionality reduction techniques developed, but, unfor-
tunately, not efficient with small-sample (observation) size dataset. To overcome
the pitfalls of the sample-size and dimensionality this study employed varia-
tional autoencoder (VAE), which is a powerful framework for unsupervised
learning in recent years. The aim of this study is to investigate a reliable
biomedical diagnosis method for HDLSS dataset with minimal error. Hence, to
evaluate the strength of the proposed model six genomic microarray datasets
from Kent Ridge Repository were applied. In the experiment, several choices of
dimensions were selected for data preprocessing. Moreover, to find a stable and
suitable classifier, different popular classifiers were applied. The experimental
results found that the VAE can provide superior performance compared to the
traditional methods such as PCA, fastICA, FA, NMF, and LDA.
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1 Introduction

Biomedical prediction is a vital research and application area. The purpose of pre-
diction is to minimize the risk in decision-making. In the area of computational biol-
ogy, genomic microarray data plays a crucial role to assess the pathological diagnosis
and classification of diseases, but it is a challenging task due to the properties of gene
expression data such as small sample, high dimensions (features), and data types tend
are complex and may correspond to discrete sequence data [1]. There are many features
of genomic microarray affecting the structure and function of the body. These might be
difficult for doctors to diagnose quickly and accurately. Therefore, it is necessary to
employ computational intelligence in diagnosis to assist doctors to diagnose faster with
high accuracy. For this purpose, in the last few decades, computational intelligence
techniques have been proposed and exploited for biomedical prediction.
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Several applications, especially in the area of biomedical the measurements tend to
be very expensive; consequently, the number of samples is very limited (can be below
100) whereas several thousand of features (dimensions). These datasets are called high
dimension low sample size (HDLSS) datasets; are characterized with a large number of
features P and relatively small number of samples n, often written P[ [ n [2].
These HDLSS problems create significant challenges for the development of compu-
tational science.

The accuracy of prediction tends to deteriorate in high-dimensions due to the curse
of dimensionality [3]. Hence, dimension reduction is invaluable for the analysis of
high-dimensional data and several methods have been proposed including principal
components analysis (PCA), independent components analysis (ICA), feature analysis
(FA), non-negative matrix factorization (NMF), and latent Dirichlet allocation (LDA).

However, existing dimensional reduction techniques are unable to cope with the
nonlinear relationships of the data but also unable to perform well with HDLSS datasets
[4, 5]. For that reason, there needs an investigation to find an effective method that can
deal with HDLSS datasets and improvement of the accuracy. In recent years, variational
autoencoder (VAE) has emerged as one of the most popular approaches to unsupervised
learning of complicated distributions and successfully applied in the area of image
processing, text mining, and computer vision which involve high-dimensional data.
VAE reduces dimensions in a probabilistically way, theoretical foundations are solid.

The objective of this paper is to illustrate the value of dimensional reduction of
HDLSS datasets. Moreover, the paper also demonstrates the potential difficulties and
the over-fitting dangers of performing dimensional-reduction in small sample size
situations. Several well-known dimension reduction techniques have been implemented
and compared. Also, the effectiveness of the VAE is tested on HDLSS dataset and
comparisons with various dimensions in the prediction shown.

2 Literature Review

Due to the curse of dimensionality, dimensionality reduction is often crucial. The
complexity of many decision trees [8] and decision forest [9–12] algorithm is O nm2ð Þ,
where n is the number of records and m is the number of attributes. Over the past
decades, many dimensionality reduction techniques have been proposed. An interesting
approach [13] automatically computes weights for attributes, where a weight zero
means complete deletion of the attribute, a weight 1 means full consideration of the
attribute and anything in between 0 and 1 means a weighted inclusion of the attribute.
Most commonly used dimensionality reduction methods are principal component
analysis (PCA), independent component analysis (ICA), factor analysis (FA), linear
discriminant analysis, and nonnegative matrix factorization (NMF). PCA has been
applied in classification and clustering of relevant genes expression microarray or
RNA-sequence data [4, 5]. Moreover, a number of prior techniques also investigated to
classification and clustering of genes expression data for disease diagnosis [5, 6].

High-Dimensional Limited-Sample Biomedical Data Classification 31



Traditional PCA is a frequently used method for reducing data for visualization and
clustering [7]. In the case where sample sizes are larger than features ðn[PÞ, classical
methods such as PCA, ICA, and FA are likely to perform well. PCA essentially
depends on the empirical covariance matrix in which a large number of samples are
necessary. This work considered the problem where P is much larger than n. Yeung
and Ruzzo [4] explored PCA for clustering gene expression data, the experimental
result showed that PCA not suitable for dimensionality reduction in P[ [ n datasets.
Moreover, PCA and ICA have a major disadvantage in that they assume data is linearly
separable, but the linear model is not always reliable in capturing nonlinear relation-
ships of real-world problems, especially with limited samples [14].

NMF is another efficient way of high-dimensional data analysis [15]. In the
bioinformatics area, NMF has been used for microarray data and protein sequence
analysis [16, 17]. In PCA the principal components are defined by the number of
samples using the eigenvalue decomposition, while for NMF the number of learned
basis experiments is not limited. It appears that NMF can derive more features than
samples for further analysis, and this may be why it got higher clustering accuracy as
shown in the experimental results [18]. PCA, ICA, and FA are deterministic while
NMF is stochastic; so NMF appears to be more suitable for HDLSS data analysis than
PCA, ICA, and FA.

In the recent years, a particular class of probabilistic graphical model called topic
models is found be a useful tool for mining microarray data. Latent Dirichlet allocation
(LDA) is one of the most popular topic models, applied to mitigate overfitting of high-
dimensionality in various fields including biomedical science [19–22]. Deep learning is
a competent way for nonlinear dimensionality reduction which provides an appealing
framework for handling high-dimensional datasets. Deep learning techniques have
been successfully applied to extract information from high-dimensional data [23, 24].

Dimensionality reduction is effective if the loss of information due to mapping to a
lower-dimensional space is less than the gain from simplifying the problem. A further
challenge is that high-dimensionality and limited-sample size both increase the risk of
overfitting and decrease the accuracy of classification [25, 29]. It is essential to building
a classification model with good generalization ability, expected that perform equally
well on the training set and independent testing set.

3 Methodology

The detailed design of the diagnosis system consists of three major states (see Fig. 1):
preprocessing, variational autoencoder (VAE) based dimensionality reduction, and
classification. Input dataset is first divided into two sub-datasets: a training set and
testing set. Then variational autoencoder is applied to select desirable encoded
dimensions of attributes which reduces computational burden and enhances the per-
formance of classification. Finally, for disease classification, on the obtained reduced
dimensional data the classifier is applied.
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3.1 Data Preprocessing

Firstly, the dataset was divided into two parts: one for training and another for the
testing, where 60% samples were used as training set, and remaining 40% were used as
test set. More importantly, to overcome from overfitting and unbiased classification
accuracy, separate datasets (training/testing) are used in the training and testing
dimension reduction and classification. The training dataset used to train the dimension
reduction technique and to build the classifier only same as the test dataset is used to
test dimension reduction and classifier. Nonetheless, the experiment emphasis the
importance of testing data unseen at any part of the dimensionality reduction and the
classifier training.

3.2 Variational Autoencoder

Variational autoencoder (VAE) introduced by Kingma and Welling [26] and Rezende
et al. [27], an exciting development in machine learning for combined generative
modeling and inference. The main ideas of the VAE are comprising of a probabilistic
model over data and a variational model over latent variables. VAE is rooted in
Bayesian inference, i.e., it wants to model the underlying probability distribution of
data so that it could sample new data from that distribution. A VAE consists of an
encoder, a decoder, and a loss function. Figure 2 shows the basic structure of the
variational autoencoder.

Fig. 1. Diagnosis framework.
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Encoder. The encoder compresses data x into a latent variable z (lower-dimensional
space). The lower dimensional space is stochastic, the encoder output parameter is
ph zjxð Þ, which is a Gaussian probability density. Data x can sample from this distri-
bution to get noisy values of the representations z. h is the weight and bias parameter.

Decoder. The decoder reconstructs the data is denoted by q/ zjxð Þ, gets input as the
latent representation z and output the parameters of a probability distribution of the data.
It goes from a smaller to a larger dimension. Information loss computed using the
reconstruction log-likelihood, log q/ zjxð Þ. This measure states how effectively the
decoder has learned to reconstruct an input x given its latent representation z. / is the
weight and biases parameter.

Loss Function. The loss function of the VAE is the negative log-likelihood with a
regularizer. Because there are no global representations that are shared by all data
points, loss function can decompose into only terms that depend on a single data point
li. The total loss is

Pn
i¼1 li for n total data points. The loss function li for data point xi is:

li h;uð Þ ¼ �Ez� ph zjxið Þ log qh xijzð Þ½ � þKLðph zjxið Þjjp zð ÞÞ ð1Þ

In Eq. (1), the first term is reconstruction loss or expected negative log-likelihood
of the ith data point. The second term is a regularizer, the Kullback-Leibler divergence
between the encoder’s distribution ph zjxð Þ and p(z). This divergence measures how
close q and p. If the encoder outputs representations z are different than a standard
normal distribution, it gets a penalty.

3.3 Classification

The classification algorithm is applied to the obtained reduced dimensional data. An
ideal classifier is only a fiction. Since the classifier model is never a perfect classifier, a
substitute is usually chosen from the area of machine learning. Classification algorithms
can be grouped into the Bayesian classifier, functions, lazy algorithm, meta-algorithm,

Fig. 2. Architecture of variation autoencoder based diagnosis.
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rules, and trees algorithm [28]. Some of the widely used classification algorithms are
ANN, decision tree, KNN, logistic regression, Naïve Bayes, fuzzy logic, and SVM.
Each classifier has own strength, but the challenge is an appropriate selection in the
application of a complex and growing dataset.

4 Simulation Results and Discussion

4.1 Dataset

In this research, six well-known high-dimensional genomic microarray datasets from
the Kent Ridge Biomedical Dataset Repository used. More details of datasets are
shown in Table 1.

4.2 Experiment Setup

The experiments are setup to diagnose the diseases using genomic microarray data; six
datasets are tested for different reduced dimensions e.g., 60, 100, 200, 300, 400, 500,
and 600. To demonstrate the effectiveness of the VAE two kinds of comparisons are
investigated in this research (1) single layer VAE, and (2) multiple layers VAE from
two to four layers. Firstly, the dimensionality reduction technique is applied. For
reduction methods performance evaluation, principal components analysis (PCA) [29],
independent components analysis (fastICA) [30], factor analysis (FA) [31], latent
Dirichlet allocation (LDA) [32], mini-batch dictionary learning (MBDL) [33], and non-
negative matrix factorization (NMF) [34] results are compared. Then, the classification
algorithm is applied to the obtained reduced dimensional data. Classification perfor-
mance is compared to nine widely used classifiers namely AdaBoost (AB) [35],
decision tree (DT) [36], Gaussian Naive Bayes (GNB) [37], Gaussian process
(GP) [38], kNeighbors (KN) [39], logistic regression (LR) [40], multilayer perceptron
(MLP) [41], random forest (RF) [42], and support vector classification (SVC) [43].

The experiments carried out in Python Tensorflow Keras framework. The config-
uration of the machine that was used to run these experiments was: Intel(R) Core i3-
23S0M, CPU speed 2.30 GHz, RAM 4.00 GB, OS Windows 10 Pro 64-bit, x64-based
processor.

Table 1. Datasets at a glance.

Dataset Genes Samples Classes Authors

Breast cancer 24481 97 2 Van’t Veer et al. (2002)
Central nervous system 7129 60 2 Pomeroy et al. (2002)
Colon tumor 6500 62 2 Alon et al. (1999)
Leukaemia 7129 72 2 Golub et al. (1999)
Lung cancer 12600 203 5 Bhattacharjee et al. (2001)
Ovarian cancer 15155 253 2 Pertricoin et al. (2002)
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4.3 Performance Measures

To evaluate the classification performances accuracy used in this research. Accuracy is
the most used standard for evaluation classification techniques as well as for the
comparison of performance defined by Eq. (2).

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

� 100% ð2Þ

where TP and FP are the number of true positive and false positive, respectively; TN
and FN are the number of true and false negative, respectively.

4.4 Results Analysis and Discussions

Table 2 shows the classification accuracy of different classifiers by using the original
features (all features) of the datasets. Average classification accuracies using different
classifiers on a particular selected number of genes by several dimension reductions
methods are shown in Figs. 3, 4, 5, 6, 7 and 8.

In experiment 1, for the Breast cancer dataset train-test test, on the 60-dimension
the average classification accuracy of PCA and VAE is 62% and 63% respectively,
whereas in the case of using more dimension with VAE and multilayer VAE model
provide better accuracy.

In experiment 2 for CNS dataset, the highest average accuracy of fastICA and 4-layer
VAE is around 66% on the 60-dimension data. It is observed that as the dimension
increased as the classification accuracy of LDA, MBDL, NMF, VAE and multi-layer
VAEs has gained. Figure 4 shows that VAE andmulti-layer VAEs performed better with
high accuracy compare to other techniques. Moreover, NMF and LDA also obtained
significantly better accuracy.

In experiment 3, for the Colon tumor dataset, this study’s method VAE and multi-
layer VAEs provides significantly better accuracy than other traditional algorithms.
Figure 5 shows that the classification accuracy for VAE and multi-layer VAEs has
small growth with dimension relatively large.

Table 2. Classification accuracy by using original features.

Dataset AB DT GNB GP KN LR MLP RF SVC Average

Breast cancer 0.51 0.51 0.33 0.64 0.59 0.72 0.46 0.56 0.69 0.56
CNS 0.81 0.70 0.66 0.62 0.63 0.66 0.48 0.54 0.70 0.64
Colon tumor 0.84 0.84 0.64 0.32 0.84 0.88 0.64 0.72 0.84 0.73
Leukaemia 0.89 0.89 0.96 0.68 0.89 0.89 0.72 0.68 0.86 0.83
Lung cancer 0.78 0.76 0.87 0.17 0.95 0.97 0.71 0.74 0.93 0.76
Ovarian cancer 0.96 0.94 0.89 0.90 0.94 0.99 0.57 0.73 1.00 0.88

AB: AdaBoost; DT: decision tree; GNB: Gaussian Naive Bayes; GP: Gaussian
process; KN: kNeighbors; LR: logistic regression; MLP: multi-layer perceptron; RF:
random forest; SVC: support vector classification.
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In another experiment the Lung cancer dataset has 203 samples, class distribution is
139/17/6/21/20. Thus, it is an imbalanced dataset (139 and 6 sample in class one and
three respectively). Figure 6 reveals a clear difference between the VAE and other
methods. VAE and multi-layer VAEs perform significantly better accuracy compared
to the other methods. The method of this study achieves a higher accuracy of 91% on
the 300-dimension space, while multi-layer VAEs perform consistently better in all the
different latent spaces (dimension).

The same is true for another two experiments for Leukemia and Ovarian dataset in
Figs. 7 and 8 respectively. The results thus showcase the robustness of the proposed
model compare to other methods. The experimental analysis found that the accuracy
rate with application of 60 or 100 dimensions is comparatively smaller than 200 to 600
dimension and accuracy gained when dimension is relatively large.

Fig. 3. Average accuracy of different methods in different dimension of Breast cancer dataset.
(PCA: principal components analysis; FastICA: independent components analysis; FA: factor
analysis; LDA: latent Dirichlet allocation; MBDL: mini-batch dictionary learning; VAE: single
layer VAE; L2VAE: 2-layer VAE; L3VAE: 3-layer VAE; L4VAE: 4-layer VAE)

Fig. 4. Average accuracy of different methods in different dimension of CNS dataset. (PCA:
principal components analysis; FastICA: independent components analysis; FA: factor analysis;
LDA: latent Dirichlet allocation; MBDL: mini-batch dictionary learning; VAE: single layer
VAE; L2VAE: 2-layer VAE; L3VAE: 3-layer VAE; L4VAE: 4-layer VAE)
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Fig. 5. Average accuracy of different methods in different dimension of Colon tumor dataset.
(PCA: principal components analysis; FastICA: independent components analysis; FA: factor
analysis; LDA: latent Dirichlet allocation; MBDL: mini-batch dictionary learning; VAE: single
layer VAE; L2VAE: 2-layer VAE; L3VAE: 3-layer VAE; L4VAE: 4-layer VAE)

Fig. 6. Average accuracy of different methods in different dimension of Lung cancer dataset.
(PCA: principal components analysis; FastICA: independent components analysis; FA: factor
analysis; LDA: latent Dirichlet allocation; MBDL: mini-batch dictionary learning; VAE: single
layer VAE; L2VAE: 2-layer VAE; L3VAE: 3-layer VAE; L4VAE: 4-layer VAE)

Fig. 7. Average accuracy of different methods in different dimension of Leukaemia dataset.
(PCA: principal components analysis; FastICA: independent components analysis; FA: factor
analysis; LDA: latent Dirichlet allocation; MBDL: mini-batch dictionary learning; VAE: single
layer VAE; L2VAE: 2-layer VAE; L3VAE: 3-layer VAE; L4VAE: 4-layer VAE)
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Figure 9 shows the loss curve for 100 epochs of the training and validation data of
the single layer VAE of the different datasets. It is observed that the loss function
usually converged after 150 iterations, here used 200 iterations. More iterations can be
used, but there is a risk of overfitting.

5 Conclusion

This study presents a variational autoencoder based dimensionality reduction for high-
dimensional small-sample biomedical diagnosis. In contrast to PCA, ICA, and FA,
while using VAE can reduce the dimension as suitable from the high-dimensional
dataset that enhances the performance of the classification system. Here, the authors

Fig. 9. Loss curve of the different dimensions for the training and validation data of the single
layer VAE of different datasets.

Fig. 8. Average accuracy of different methods in different dimension of Ovarian cancer dataset.
(PCA: principal components analysis; FastICA: independent components analysis; FA: factor
analysis; LDA: latent Dirichlet allocation; MBDL: mini-batch dictionary learning; VAE: single
layer VAE; L2VAE: 2-layer VAE; L3VAE: 3-layer VAE; L4VAE: 4-layer VAE)
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have demonstrated the effectiveness of the proposed model by testing it on six gene
expression microarray datasets. Moreover, compared with the traditional methods of
PCA, fastICA, FA, MBDL, LDA, and NMF. The performance comparison of different
reduction techniques to several popular classifiers in term of accuracy presented. The
experimental results show that the proposed model performs superior to traditional
methods. This reliable prediction will aid for biomedical diagnosis.

It is difficult to design an efficient prediction system for the small-sample-size
dataset because limited-sample can easily contaminate the performance. A large test
sample is required to evaluate a model accurately. Notably, the classification accuracy
of small-sample-size gene expression microarray datasets are still poor; there needs
further investigation to find an effective model to improve the accuracy.
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