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Abstract. This paper investigates uplink massive MIMO communication sce-
narios in dynamic Internet of things (IoT) networks. In this paper, dynamic IoT
mainly consists of the Internet of vehicles (IoV) and the original IoT network.
Because the speed of vehicle is very fast, the number of users is constantly
changing in the IoT network, which leads the structure of the IoT network to
change. We mainly consider how to obtain the channel state information
(CSI) of active users. Due to active users and inactive users, the system model is
considered a sparse structure. This structure inspired us to give an algorithm
suitable for the sparse structure and obtain more accurate channel state infor-
mation of dynamic IoT networks, though these numerical results, under the
premise of guaranteeing performance, can greatly reduce the complexity of the
algorithm.

Keywords: Deep learning (DL) � Dynamic Internet of things (DIoT) �
Adaptive compressive sensing � Massive MIMO � Sparse structure

1 Introduction

In the past few years due to the increase of network users, the rapid growth of mobile
vehicles at the same time, the pressure of Internet of things (IoT) network is bigger,
especially when the Internet of vehicles (IoV) is becoming more and more common. To
solve these problems, more powerful techniques have been discussed. With the advent
of 5G networks, the solution of such problems has become a hot topic again. The
upcoming 5G network can increase capacity by 1000 times, by 2020 [1]. 5G massive
MIMO can greatly improve the physical layer capacity and spectrum efficiency [2]. At
the same time, with the application of large-scale antenna arrays, the massive MIMO
system can also utilize the advantages of space division multiplexing, which can
increase the spectrum efficiency by 10 times and increase the energy efficiency by 100
times [3]. It is necessary for massive MIMO system to obtain channel state information
(CSI) at the base station. In TDD massive MIMO systems, channel reciprocity can be
used to obtain channel information [1]. However, in the Internet of things (IoT), the
overhead of channel estimation is still difficult to bear because the system needs to
provide service to a large number of users in a limited channel coherence time.
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In recent years, with the development of artificial intelligence, the deep learning
algorithm has been the most powerful classification algorithm. Deep learning is a
popular method of machine learning, which has made great progress in the field of
traditional machine learning. IoT networks and smart city deployments are generating a
large amount of sensor data that needs to be analyzed. The application of deep learning
in these fields has been an important research topic. In [4], a method of data recognition
for large data obtained by IoT networks is given by deep learning. In [5], a long–short
memory network is improved and the deep learning algorithm obtains a large amount
of data collected by the IoT network, and we found that the deep learning network is
mainly used for data hiding detection error in collecting data. Because the IoT network
is a big data network, to obtain useful data from large amounts of data has become an
important technique [6]. Previous work [1, 2, 4, 7] has shown that the deep learning
approach to solving sparse signal problems has the potential to offer significant
improvements, in both accuracy and complexity over traditional algorithms like
orthogonal matching pursuit (OMP) and sparse Bayesian learning (SBL). Deep
learning has gained great popularity due to its widespread success on many problems,
and we consider the application of deep learning to solve the sparse recovery problem.
What is more, we combine the detection algorithms mentioned in document [6, 8] with
the related AMP family algorithms. We obtain a completely new adaptive compress
sensing algorithm.

Our work is mainly focused on several aspects. First, we consider the design of a
deep learning network algorithm for dynamic IoT network by using AMP networks. The
users in the dynamic IoT network are divided into active users and inactive users. And a
network structure of probability learning algorithm for cascade graphs is given. The
structure is inspired by ensemble method of machine learning. The probability of active
users is set to 1, the probability of inactive users will be set to 0, and we found that effect
of SNR and the length of the training signal cascade structure are low. Second, it is
compared with the traditional approximate message propagation algorithm.

2 System Model

Consider the uplink of multiple-cell network consisting of many BS and user, and a
single cell network consists of N users. Because we consider the users of single cell
include dynamic users and output users, the number of users of single cell is time-

Fig. 1. System model of the massive device communication network
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varying and the number of users is a function on the time t, which can be rewritten as
N tð Þ. Denoted by the user set N ¼ 1; ::;NðtÞf g, it is assumed that the BS is equipped
with M antennas and the number of antennas N is giant, while each user is equipped
with one antenna. The complex uplink channel vector from user i to the BS is denoted
by hi 2 C1�N . This paper adopts a block-fading model, in which all the channels follow
independent quasi-static flat fading within a block of coherence time, where hi’s remain
constant but vary independently from block to block (Fig. 1).

The sporadic nature of user traffic is modeled as follows. Because of the dynamic
users, the number of users’ single cell are varying with time. What is more, we assume
that in the t times, the users of single cell are synchronized and each user decides in
each coherence block whether or not to access the channel with probability p in an i.i.d.
manner. Thus, within each coherence block, only a subset of the users is active. In each
particular block, we define the user activity indicator for user $i$ as follows:

ĥi
1
0

�
ð1Þ

so that P aið Þ ¼ p, P aið Þ ¼ 1� p; 8i. Further, we define the set of active users within a
coherence block as X ¼ i : ai ¼ 1; i ¼ 1; . . .;N tð Þf g. We denote the number of active
users as K, i.e., K ¼ Xj j, The overall channel input–output relationship is modeled as:

y ¼
X
i

hiaixi þ z ¼
X
k2X

hkxk þ z ð2Þ

where xi, y, respectively, are the user transmitted signal, the channel output at the BS,
and the additive while Gaussian noise (AWGN) vector distributed as CN 0; r2Ið Þ. For
simplicity, this paper assumes no power adaptation so that all the devices transmit at a
constant power q, i.e., E xi½ �ð Þ2¼ q. Further, we do not account for intercell interfer-
ence. The objective of the BS is to detect the number of users where the users are
active; after finishing these works, the BS estimates the channel information. The
channel estimation is important to decode their transmitted messages within each
coherence block and compute the QoS.

Consider the second phase of massive device transmission in which each user sends
its pilot sequence synchronously through the channel. Define qploit as the identical
transmit power of the active users in the second transmission phase. The transmit signal
of user n can be expressed as ai

ffiffiffiffi
ni

p
ai, where n ¼ Lqploit denotes the total transmit

energy of each active user in the first phase. The received signal at the BS is then

Y ¼
ffiffiffi
n

p X
i2N

aiaihTi þZ ð3Þ

where Y 2 C
L�M is the matrix of received signals across M antennas over L symbols,

and Z ¼ z1; . . .; zM½ � with zm �CN 0; r2Ið Þ is the independent AWGN at the BS. Now

define A ¼ a1; . . .; aN tð Þ
� �

. Let xi ¼ aihi and define X ¼ x1; . . .; xN tð Þ
� �T . Then, the

training phase can be modeled as the following matrix equation:
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Y ¼
ffiffiffi
n

p
AXþZ ð4Þ

where the rows of the matrix X follow a Gaussian distribution.
The goal for the BS in the second phase is to detect the user activities and to

estimate the user channels by recovering X based on the observation Y. As X is row
phase, i.e., many xn’s are zero, such a reconstruction problem is a compressed sensing
problem. Further, as the sparsity pattern is sensed at multiple antennas, this is an MMV
compressed sensing setup.

Among many powerful compressed sensing techniques, this paper adopts a low-
complexity AMP algorithm to recover the row-sparse matrix X. Before proceeding to
evaluate its performance for user activity detection and channel estimation, we first
briefly review the vector version of the AMP algorithm in the next subsection.

3 Amp Algorithm Based on Probability Learning

In the first stage, according to the received notification signal, the base station
(BS) obtains the number of users. After the number of users is known in the cell, the
active and inactive users are classified according to the received signal and pilot signal.
Next, we start introducing a classification algorithm based on deep learning. In deep
learning [7], Y :; dð Þ denotes the dth column vector of the received signal Y. The
training data Y :; dð Þ;Xð ÞMd¼1 composed of (feature, label) pairs are used to train the
parameters of a deep neural network with the goal of accurately predicting the label X
of a test feature Y :; dð Þ. The deep learning network accepts Y :; dð Þ and subjects it to
many layers of processing, where each layer consists of a linear transformation fol-
lowed by a nonlinearity (Fig. 2).

Fig. 2. System model of the massive device communication network
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The neural network architecture proposed in [2] is proposed. We can use the AMP
network to build the neural network. We rewrite AMP algorithm expression as

x̂tþ 1 ¼ g Sx̂i þBy; pð Þ;B, bAH ; S, IN � BA ð5Þ

AMP algorithm usually uses the EM algorithm to classify the system. However, the
information obtained through EM often has vulnerabilities, and the classification
accuracy is lower under the condition of low SNR, so we calculate p by cascading
AMP networks, which can not only obtain accurate channel information but also
improve the estimation accuracy. We introduce the design of neural network based on
AMP neural network. Our PL network can learn both the vector p from the training
data Y :; dð Þ; xð ÞMd¼1

Here, p denotes the set of learnable parameters and XT Y :; dð Þ;Að Þ the output of the
T-layer network with input Y :; dð Þ. Because the learning parameter p is a probability
value, the approach was coined “probability learning network.”

We propose to construct a neural network from AMP with tunable parameters p
learned from training data. The hope is that a “Probability Learning” (PL) will require
multilayers. The AMP typically requires iterations in each layer. Figure 3 shows one
layer of the PL network. We can combine the one layer of PL network. By processing,
we can get the classified information. Note that PL is built on a generalization of AMP
network (5). An important question is whether this generalization preserves the inde-
pendent Gaussian nature of the input error.

Because the system is a sparse structure, the system element is an approximation of
the Bernoulli–Gaussian distribution; in the stage of PL, we have known the location
information of the elements, so it is equivalent to the processing of a Gauss variable
problem. According to the characteristics of the AMP algorithm, the AMP algorithm is
very effective in solving such data with Gauss characteristics. The general state evo-
lution of the AMP algorithm as in [5] applies to any arbitrary channel estimator gt;n �ð Þ.
With the MMSE estimator, the state evolution can be considerably simplified.

Fig. 3. Detection performance of PL network algorithm
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4 Simulation Results

In this section, we provide numerical examples to verify the results of this paper. The
setup is as follows. There are 100\NðtÞ\ 200 devices in the cell with 0\K\ 256
active devices at a time. Let dn denote the distance between user $n$ and the BS, 8n. It
is assumed that dn’s are randomly distributed in the regime 0:5; 1 km½ �. The path loss
model of the coherence time of the wireless channel is 1 MHz and 1 ms, respectively,
and thus in each coherence block T ¼ 1000 symbols can be transmitted. The transmit
power for each user at both the first and second transmission phases is qpilot ¼ 23 dBm.
The power spectral density of the AWGN at the BS is assumed to be −169 dBm/Hz.
Moreover, the numerical results here are obtained by using Monte Carlo method
simulation.

First, we examine the performance of user activity detection achieved by the
proposed PL network detector. Given any M, Fig. 4 shows NðtÞ ¼ 256 and K ¼ 36,
and the PL classified detector at the BS determines the active users from all users. What
is more, we show that when the length of train signal P ¼ 68 and P ¼ 64, the PL
detector can accurately get the position information of active users from all users. In
Fig. 4, when the received signal and train signal are processed by one-level PL net-
work, the error of detecting is very obvious. When they are processed by multilevel PL
network, the error of detecting is very small. Figure 4 shows that the position of active
users mainly concentrates upon the 1–36. Figure 4a shows the connection of NMSE
and SNR, and this diagram shows the relationship between the PLAMP algorithm and
the SNR, and in the diagram, we give the relation between the AMP algorithm and the
SNR. On the way, it is easy to see that the performance of PLAMP is better than AMP,
and the convergence speed and accuracy of PLAMP are higher in the same number of
iterations and pilots.

Fig. 4. The NMSE of PLAMP vs AMP with the variation of SNR in (a) and the NMSE of
PLAMP vs AMP with the variation of the length of pilot in (b)
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Figure 4b shows the connection of NMSE and the length of train signal. In the
same number of iterations and in the case of SNR, it is easy to see that the PLAMP
algorithm estimates performance is better than traditional AMP algorithm. Moreover,
compared to the traditional AMP algorithm, our proposed PLAMP converges faster.

5 Numerical Results

We addressed a multiple measurement vector (MMV) model in practical scenarios. We
showed that existing algorithms have poor performance and they have limited ability in
practice. To solve this problem, we proposed a completely new deep learning network
based on AMP network framework, which can easily get the channel matrix and the
performance is better. Based on this framework, we derived new algorithms, namely,
PLAMP. Extensive experiments have shown that the proposed algorithms have
superior performance to many state-of-the-art algorithms. Theoretical analysis also has
shown that the proposed algorithms have given the process of algorithm. In the next
work, we will continue discussing the theoretical lower bounds of the algorithm.
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Abstract. High-accuracy detection of environmental pollution (DEEP)
schemes to measure a variety of pollutants arouses great interests in
industry and research communities. This paper proposes a novel DEEP
approach to improve the detection precision by using machine learning
theory in which an RBF network for detection is optimized by genetic
algorithm. Specifically, this cooperative scheme employs more appro-
priate relationship in the networks, which can accelerate the conver-
gence of the algorithm and also can enhance the precision. Simulation
results demonstrate that the proposed method outperforms conventional
schemes in terms of environmental pollution detection accuracy, as well
as monitoring different pollutants.

Keywords: Detection of environmental pollution (DEEP) ·
Radial basis function network · Genetic algorithm

1 Introduction

The explosive growth of industry and society leads to terrible environmental pol-
lution. In particular, air pollution and water pollution have reduced the quality
of our lives. To be specific, these pollution problems bring great harm to human
health, ecosystem, and the climate, and hence cause an important and complex
problem [1]. For the purpose of minimizing adverse effects on human health and
the environment caused by the air quality, both the Ambient Air Quality Direc-
tive of the Council and the European Parliament [2] and Air Quality Guidelines
[3] of WHO announce limits for ambient concentrations of air pollutants.

In order to govern the environmental pollution, it is essential for us to make
accurate and complementary environment pollution detection. Some scholars
have proposed different methods to detect the environmental pollution. In [4], a
way for environmental perception was developed based on the characteristics of
the visible light communication channel. Also, the authors proposed a scheme
to detect the pollution outflow from Mexico City with the aids of CALIPSO
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lidar measurements [5,6] presented a strategy to monitor atmospheric pollution
in Brno, Czech Republic through time series. In order to overcome the temporal
instability and the lack of reproducibility of semiconductor gas sensors, a cali-
bration and normalization procedure was well investigated [7]. However, these
methods fail to detect different kinds of pollutants, and the accuracy is too low
to meet our requirements in practice.

Recently, the concepts of artificial intelligence (AI) and machine learning have
attracted great interests in academic and industrial fields. Paper [8] explored a
new way called random forest which is based on the thought of Bagging. In
[9], the author proposed an ARIMA algorithm to make accurate predictions.
Furthermore, a novel framework named deep belief network (DBN), which is
derived by Hinton, has improved the performance of the conventional neural
network [10]. These methods are dedicated to make accurate environmental
pollution.

Motivated by the aforementioned considerations, a complementary study of
the environmental detection is conducted. Different from previous work, taking
the advantages of the machine learning, the performance of conventional neural
network is improved and it is employed to make environmental detection. To the
best of our knowledge, with the aids of sensors, we first apply the machine learn-
ing theory to detect the environmental pollution. Moreover, simulation results
have demonstrated our proposed scheme that can make accurate environmental
pollution detection.

The rest of this paper is organized as follows. In Sect. 2, we propose a coop-
erative neural network model. Then, in Sect. 3, algorithms for accuracy environ-
mental pollution detection are proposed. Numerical results for evaluating the
performance of the proposed schemes are provided in Sect. 4, which is followed
by conclusions in Sect. 5.

2 System Model

Currently, the high-precision environmental detection is realized with the aids
of high-precision sensors that cost. Besides a large scale of detection, multiple
sensors are supposed to be deployed, which would unquestionably cost more
money. Therefore, in this paper, we incorporate with visible light communication
(VLC) channel. To be specific, bit error rate (BER), data rate, and time delay in
the communication links would change when passing through the experimental
environment corrupted by the pollutant. Furthermore, those three indices vary
strongly according to the change of pollutant concentration in the experimental
environment.

Nowthatweobtaina set of data likeBER,data rate, and timedelaybasedonour
environmental pollutant monitoring system, and we would concentrate on how to
specifically make predication about air quality. It is of great significance to employ
those three features as inputs to make a multivariable linear regression model over
pollutant concentration. Multivariable linear regression is a widely used statisti-
cal method that would consider largely every data point in the data set, which has
been verified as a sharpen weapon in building a mathematical model.
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However, this method, to a large extent, keeps a comparatively high error
when the following situations happen:

• Quite a few of noise points are recorded, which could not be well exploited
by this regression algorithm.

• When the scale of training data is not large, it could not deal with new data
that seem not associated with the training data.

• The output obtained from this model is of low accuracy during the simulation,
which is not acceptable when it comes to boosting the performance of our
system.

In order to enhance the precision of our observation system as well as the
adaptive ability in multiple situations, in this paper, we employ a cooperative
machine learning method, which consists of radial basis function network (RBF
network) and genetic algorithm (GA). The RBF network serves as a predictor
in our system, combined with GA, an optimization algorithm to search for the
optimal value of weights and center vectors in RBF network.

3 Algorithm for Environment Pollution Detection

3.1 RBF Network

As is shown in Fig. 1, let us consider an RBF network with three neural lay-
ers, including an input layer, a hidden layer, and an output layer. There are
two main parameters in RBF network, W for weights of the units in hidden
layer contributing to the final result in the output layer, and c for center vectors
that are included as units in the hidden layer. In this algorithm, we consider
the training processing as a supervised learning, which means the major work
of training processing is to adjust the parameters in the model. To run up this
RBF network, the input data X is supposed to be represented as a vector with
N-dimensions as N features of input data. In order to enhance the goodness of
fit, activation functions are introduced between input layer and hidden layers
in RBF network to provide nonlinear approximation which is of high accuracy.
Particularly, the activation function of RBF network is radial basis function,
embodying the distance between the input and the center vectors. Furthermore,
the Euclid distance is employed to define the distance. Here, we introduce Gaus-
sian function with zero mean and variance for 1 as the radial basis function. And
the output layer gets the result of a linear combination of outputs of the units
in the hidden layer with weights W .

The least sum squared error (SSE) is introduced to be the object function in
this network. In every iteration, the network would be trained to minimize the
SSE by automatically adjusting W and c of the network.

RBF network harbors strong ability in nonlinear predicting in reflecting rela-
tionships between several variables, and it is now widely applied in machine
learning. To be summarized, this RBF network boasts these following strengths:
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Fig. 1. The diagram of RBF network

• The activation function of hidden layer is usually set to be with localized
receptive filed, which means the neurons would only answer the input data
that within a diminutive and specific space.

• The concept of distance between input data and center vectors brings about
the feasibility to avoid random partition generated by the hyperplanes.

Basically, BER, data rate, and time delay characterize the pollutant con-
centration in our system. Consequently, we set those three aforementioned vari-
ables as a three-dimensional vector as input data, and pollutant concentration
is regarded as the target data. With the aids of the RBF network, the high
precision could be realized in principle. However, the weight and center vectors
of every neuron are still hard to be optimized, for the initial step to choose the
center vectors is of randomness, which would bring complicated influence to the
network that could not be described concretely. Honestly, the values of W could
be certain by linear method called linear least square method. Yet, nonlinear
method for optimization is supposed to be cited to deal with optimization for
other indices such as center vectors. Assuming the linear method is deployed,
the answer we get would probably converge to local optimum. Accordingly, to
estimate the value of other parameters, in our algorithm we introduce genetic
algorithm (GA) to do this work.

3.2 Genetic Algorithm

GA is a widespread algorithm used to seek for optimal solution of sophisticated
problems, which is promoted by the process of natural selection.

To complete this algorithm, we would propose a characteristic function to
compute the sufficiency of every individual in a generation. The chromosomes are
then ranked on basis of their specific sufficiency, the result of which decides the
probability of every individual with their chromosomes. Set the whole number of
individuals to be noted as N , the rank of chromosomes is denoted as m(i), and
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the probability of chromosome is assumed as P (i); then the relationship between
m(i) and P (i) could be computed as the ratio of N − m(i) and N.

Then among a generation, the individuals would probably mate, and their
offspring would get a genetic variation. It is obvious that the chromosome of
offspring is the hybridization of that of parents. The partition of the chromosomes
is conventionally randomly selected; here, in this paper, we employ grid search
to seek for a relatively optimized partition for the crossover process. Note that
this component exactly plays a decisive role in the value of output, and leading
to the generations of combination of chromosomes would have impacted the
descendants or be influenced by the ancestors. Additionally, to avoid falling into
local optimum as well as enlarge the search space, a mechanism of mutation is
treated as an introduction in our algorithm. Given a small probability that a
piece of chromosomes would get reversal, changing the polarity is encoded. For
instance, the encoded piece of chromosomes would transform from “010” to “101”
if a mutation is happened. This method, to be frank, has a goodish performance
when the sum of data is inadequate or the encoded value of chromosomes fail to
be even enough.

If an individual harbors a high sufficiency, it would have a high probability to
mate and pass its grate gene to the descendants. Accordingly, the sufficiency of
the next generation would change. The result is that the optimized genes with
very high sufficiency would eventually survive after hundreds of thousands of
generations.

On the basis of such a process of survival of the fittest, we could implement
this algorithm to find the best weight and center vectors for our RBF network.
The first procedure is to encode the parameters to chromosomes.

To sum up, algorithm for training our RBF network can be listed as followed:

(1) Because the basic RBF network could hardly converge to global optimiza-
tion, we adopt GA to handle it. Noting that every parameter is a piece of
chromosome (within S), the sufficiency is the sum of the Euclid distance
between the input and the output. Besides, ε is imported to represent the
precision of the algorithm to control the precision of sufficiency. Therefore,
we are able to control the precision of our environmental pollutant monitor-
ing system by making adjustment about the precision of RBF network.

(2) Calculate the length of chromosome. Set the number of generations and then
encode every individual binarily.

(3) Implement crossover and mutation among the encoded sequences.
(4) Compute the sufficiency of every individual respectively. According to the

sufficiency, make selections among the individuals. In other words, formulate
P(i) for every individual and choose mating individuals by Roulette.

(5) Repeat (3)–(4) until the number of iterations meets the set number. Then
acquire the weights and center vectors of the RBF network in terms of the
optimum output from the genetic algorithm, and set the number of neurons
in the hidden layer.

(6) Most importantly, set the precision learned from the algorithm to be ζ.
If ζ > ε, continue to learn and get a precision ζ again until ζ < ε.
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4 Numerical Result and Analysis

In order to obtain good performance, our proposed cooperated RBF network
must be well trained. In this paper, we designed a training experiment to train
the network as well as a test experiment to evaluate its capability. Without loss
of generality, our experiments are repeated for 25 times in the same conditions
and their average values are formulated in our analysis.

Fig. 2. The box plot of daily concentration in Nanjing, China

Here are the procedures of training process.

(A) Set the current pollutant concentration as h in experiment environment,
using NO2 as experimental pollutant, which must be in [0, 600] (ug/m3).

(B) In every turn, the input module sends a sequence of bit data for every value
of h, which would be increased with the same pace at the beginning of a
single turn.

(C) Send input data like, BER, data rate, and time delay, combined with pollu-
tant concentration as the output value to the RBF network and repeat the
training procedure (1)–(7) in part in result of well-trained networks.

(D) Change NO2 to be other pollutants like SO2, O3, then we are enabled to
get specific network for those pollutants.

In our experiment, we recorded the input data by stepping up the pollutant
concentration of NO2 and SO2 for 1 ug/m3 per minute from 1 to 600 ug/m3.
The collecting process spanned 600 minutes, and we recorded the data every
minute, which means we got a set of 600 pairs of input and output data and
cause the concentration that could hardly over 600 ug/m3. Then, we regard the
three features as input data, according to concentration as target data into our
RBF network to train it.

After that, testing experiment is introduced to validate our model. To make it
more scientific, we gained the concentration of NO2 and SO2 from the website of
“http://pm25.in/nanjing”, hourly from January 1, 2016 and January 30, 2016 in
Nanjing. This website provides six main pollutants in criteria like NO2, SO2, etc.
Nanjing is a huge city in China with a population of 827 million, where industries
of all fields are well developed. Hence, the impact of air quality would play an
important role in citizens’ daily lives as well as their well-being. There exist
several stations in Nanjing, which are distributed decentralized in the city. The
statistical representation of the data is shown in Fig. 2. In the box-plot figure, the

http://pm25.in/nanjing
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Fig. 3. Comparison of real concentration and predicted one

Fig. 4. Error of RBF network on NO2

daily concentration of stations is comparatively and centrally distributed. With
the aim of getting a universal result, we employed the global concentration data
in Nanjing city as our experimental data. In terms of that, the concentrations
of NO2 and SO2 were simulated in our laboratory, and meanwhile collected the
BER, data rate, and time delay as input data. Simultaneously, we both employed
our RBF network and multivariable linear regression to make a comparison. The
result is clearly shown in Figs. 3 and 4.

In Fig. 3, take the hourly concentration of NO2 generated from RBF network
and linear regression as example. As for the former one, in a month, the con-
centration underwent several considerable fluctuations, the top of which reached
around 120 ug/m3 and the lowest of which reached nearly 20 ug/m3. It could
be conduced that the concentration of NO2 in realistic environment proves to
be tough to make predication. Moreover, it could be found that the output of
the RBF network was really acceptable for both the tendency of variation and
the value of every hour pollutant concentration. Then, when it comes to linear
regression, the performance got worse. It could not be tough to understand that
the line regression is comparatively weak in predicting if the input is not so close
to the training one. The result is similar when the pollutant is SO2. Needless to
say, it would be better to use RBF network to gain higher precision in pollutant
concentration detection.

Specifically, Fig. 4 indicates the overall error of concentration of RBF network
when the pollutant is NO2. It could be observed from Fig. 4 that in most cases
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the error would be lower than 10 ug/m3, manifesting the correctness of estimates
of concentration. Yet, the biggest error reached to 33.87 ug/m3, which it cannot
meet the requirement. To have some insight into what exactly contributed to
the error, the conclusion is that when the pollutant concentration meets with a
huge change, the inertia of RBF network drives the predicted concentration to
deviate.

5 Conclusion

This paper proposed a high-precision method for pollution concentration detec-
tion. To validate the effectiveness of our detection system, simulation results of
the pollutant concentration of NO2 in our experimental environment with the
realistic data in Nanjing are presented. Having analyzed the result of experiment,
it could be conduced that our detection system is highly capable to work out
agreeable results. It is also worthy to be indicated that the error of our system
negatively influences the detection for the whole duration of experiment, which
affords us an opportunity to explore our algorithm in the future.
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Abstract. Imbalanced data classification is one of the problems that emerged
when classifier learning algorithms used in the worlds of business and industry.
This paper proposes the methodology to improve the performance of imbal-
anced data classification. We balance data sets by using synthetic minority
oversampling technique (SMOTE); noise generated by new data sets is elimi-
nated by Tomek links (T-Links), support vector machine (SVM), k-nearest
neighbor (KNN), and logistic regression (LR) which are selected as the base
classifiers to improve classification by using stacked generalization, and the final
result is generated by weighted voting. In the experiments, six UCI datasets are
tested, and the experimental results show that the method is highly represen-
tative and can effectively improve the classification ability.

Keywords: Imbalanced data � SMOTE–Tomek links � Ensemble learning �
Stacked generalization � Weighted voting

1 Introduction

In practical applications, imbalanced data exists widely such as credit card fraud [1, 2]
and software defect detection [3]. Classification methods are mostly based on balanced
data sets. When the methods are used to solve the imbalanced classification problems,
their classification accuracy often declines [4]. There are mainly two ways to solve
imbalanced classification problem [5]. For imbalanced data sets, we can reduce the
degree of sample imbalance by changing the proportion of training set samples. In
classification tasks, we can improve classification algorithm to adapt to imbalanced
classification. SMOTE algorithm [6] is the commonly used oversampling method.
However, it does not take into account the characteristics of the neighboring samples,
which easily lead to noise samples and affect classification boundaries. Evaluation
criteria suitable for imbalanced data classification are harmonic mean F-measure and
geometric mean G-mean [7] based on the confusion matrix.

This paper uses SMOTE + T-Links method [8] to resample the original dataset. In
the process of constructing classification model, we use one kind of ensemble learning
method stacked generalization to improve the classification performance, the method
first-layer algorithm combines SVM, KNN, and LR as sub-classifier, and second-layer
algorithm uses weighted voting method. This procedure further enhanced the efficiency
and performance of classification.
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2 Background

SMOTE produces the same number of artificial samples for each minority sample to
achieve data sets balance; however, the new generated samples increase the overlap of
different classes. T-Links as a data cleaning method reduces classes overlap.

Ensemble learning methods use multiple learning algorithms to improve predictive
performance and generalization ability. We use staked generalization method to
combine different learning algorithms, in order to achieve higher prediction accuracy.

SVM analyze data is used for classification and regression analysis; its basic model
is the largest linear classifier in the feature space. The model can minimize the
empirical error and maximize the geometric margins.

KNN is a supervised learning algorithm, which classifies new instance based on the
majority of the k-nearest neighbor category (distance in the feature space).

LR is used to estimate the probability of a binary response based on one or more
predictor (or independent) variables (features).

Weighted voting is a method in which not all voters have the same amount of
influence over the outcome. In this paper, the weighted voting method determines the
results of each sub-classifier.

3 Experimental Design

3.1 Imbalance Data Preprocessing

In this experiment, the first step is to build balanced data sets through the combination
of oversampling and undersampling two techniques; the principle is as follows:

SMOTE method adds minority samples to achieve data sets balance. First, a sample
E in minority class is selected and k-nearest neighbors are found. Then, a sample E’ is
randomly selected from the k-nearest neighbors, and finally, a new minority sample is
constructed according to the following formula:

Enew ¼ Eþ rand 0; 1ð Þ � E0 � Eð Þ ð1Þ

rand 0; 1ð Þ means a value selects from 0; 1ð Þ.
SMOTE algorithm progress is as follows:

1. Each sample x of minority class calculates the distance to all the samples of
minority class except itself using Euclidean distance, and then gets its k-nearest
neighbors.

2. Set ratio N according to the sample imbalance ratio; each minority sample E ran-
domly selects N samples from k-nearest neighbor, named as Ei (i = 1,2,3,…,N).

3. E and Ei (i = 1,2,3,…,N) repeatedly build a new sample with the formula.

SMOTE can reduce the degree of data over-fitting; however, it will introduce new
noise and affect the classification boundary. We reduce the kind of noise by using T-
Links method.
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T-Links is an undersampling method, given two samples Ei and Ej belong to
different classes. d Ei;Ej

� �
is the distance between two samples, when there is no such

sample El satisfies

d Ei;Elð Þ\d Ei;Ej
� �

or d Ej;El
� �

\d Ei;Ej
� � ð2Þ

Then, sample pair Ei;Ej
� �

is considered noise named Tomek lines. SMOTE
method has well-balanced class distribution; all Tomek lines are stripped out by T-
links.

3.2 Ensemble Learning

After obtaining balanced data, we train classification model by using stacked gener-
alization method [9]. The sub-classifiers choose LR, SVM, and KNN as the first-layer
algorithm and weighted voting method [10] as the second-layer algorithm; stacked
generalization method process is described as follows:

1. Input: initial data sets D ¼ fxi; yigpi¼1
2. Data sets are divided into training sets and test sets D ! Dtr;Dts

3. The first-layer algorithm L1,L2,L3
4. The second-layer algorithm L (weighted voting)
5. Step 1: basic classifier training
6. For t = 1 to 3 do
7. Based on Dtr and Lt learning prediction function ht
8. End for
9. Step 2: based on test sets Dts to make prediction

10. For i = 1 to n do
11. x0i ¼ fh1(xi); h2(xi); h3(xiÞg generate new data sets Dh ¼ x

0
i; yi

� �

12. End for
13. Step 3: learn to get a meta-classifier
14. h0 ¼ L(Dh)
15. Output: H(x) ¼ h0(h1(x); h2(x); h3(x)).

The output of each classifier is probability. The final classification result is obtained
by using the weighted voting, and the formula is as follows:

result ¼ max
Xm

n¼1

wn � PminðnÞ;
Xm

n¼1

wn � PmajorðnÞ

 !

ð3Þ

wn is the classifier weight, P(min)n is minority class probability for classifier n, P(max)n

is majority class probability for classifier n, and result is output. Figure 1 illustrates the
framework of how the method works.
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4 Experimental Result

4.1 Evaluation Index Selection

Classical classifiers use accuracy as performance criteria, but in imbalanced data sets
this index may be biased toward majority class. Researchers proposed F-measure, G-
mean based on confusion matrix (as shown in Table 1). TP (true positive) and FN
(false negative) indicate correct classification of minority class and incorrect classifi-
cation of majority class,TN (true negative) and FP (false positive) indicate correct
classification of majority class and incorrect classification of minority class.

F-measure is used to evaluate minority class performance:

F � measure ¼ 1þ b2
� �� Recall� precision

b2 � RecallþPrecision
ð4Þ

Recall and precision are defined as follows:

Recall ¼ TP
TPþFN

ð5Þ

Precision ¼ TP
TPþFP

ð6Þ

b is used to adjust weight between recall and precision, in this paper, b is 1.

Fig. 1. Framework of classification

Table 1. Confusion matrix for two-class problem

Class Predicted positive Predicated negative

Actual positive TP FN
Actual negative FP TN
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G-mean is used to measure classification performance:

G� mean ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPR� FPR

p
ð7Þ

TPR and FPR are defined as follows:

TPR ¼ Precision ¼ TP= TPþFPð Þ ð8Þ

FPR ¼ TN= TNþFNð Þ ð9Þ

4.2 Information of Data Sets

Six groups UCI data sets are chosen to test method, which belong to different cate-
gories and application backgrounds. When data sets have two or more categories, we
take the least number of class sets as minority class and merge other classes as majority
class. Data sets are shown in Table 2, and ratio represents imbalanced degree, which is
the ratio of the majority to the minority. Comparing the experimental with results of
RBBag, OvBag, uNBBag0.5, and KAcBag algorithms coming from literature [11],
10-fold cross-validation method is used to verify classification results, and average
result is the final result. Python language is used to implement the method.

4.3 Experimental Results

As shown in Tables 3 and 4, two indexes are better than any other algorithms com-
pared to ionosphere, balance scale, and vehicle data sets. However, indexes about pima
are lower than RBBag, NBBag0.5, and KAcBag, in which there are undersampling
algorithms. Because imbalanced degree is not high in data sets, undersampling clas-
sification is more accurate.

Table 2. Information of data sets

Data sets Sample number Attributes Minority class Ratio

Ionosphere 351 34 b 1.79
Balance scale 625 4 B 11.76
Pima 768 8 1 1.87
Vehicle 846 18 van 3.25
New thyroid 215 5 2 5.14
Abalone 4177 8 0-4:16-29 11.47
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5 Conclusion

This paper presents an imbalanced data classification method based on ensemble
learning. First, we build the balanced data based on SMOTE + T-Links method. Then
we use stacked generalization model, in which first-layer algorithm combines with
three basic classification models (SVM, KNN, and LR), and second-layer algorithm
uses weighted voting method to obtain the final result. Finally, experiments on UCI
data sets show that the proposed method can effectively utilize the distribution of data
and improve the classification performance.
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Abstract. In the field of artificial intelligence, learning automaton (LA)
is a self-adaptive decision-maker which plays an important role in rein-
forcement learning (RL). Games of learning automata are stochastic
games with incomplete information that have received frequent usage.
Traditional learning automata schemes using in games are parameter-
based schemes which exist a tunable parameter (stepsize) changing
with different environments. In this paper, we proposed Bayesian
method-based parameter-free learning automata (BPFLA) for two-
player stochastic games with incomplete information. The parameter-
free property indicates that a set of parameters in the scheme can be
universally applicable for all configurations of games. Besides, simula-
tion results demonstrate that BPFLA has much faster convergence rate
than traditional schemes using games of learning automata with equal
or higher accuracy.

Keywords: Games of learning automata · Learning automata ·
Reinforcement learning · Bayesian inference

1 Introduction

As a simple self-adaptive decision-maker, learning automaton (LA) plays an
important role in reinforcement learning (RL) [1]. Through interacting with the
random environment, LA can explore the optimal action or maximize the reward
using pure or mixed strategies [2]. Games with complete information indicate
that all players are perfectly informed of all the other players and their payoffs
for all possible action profiles [3], while games with complete information refer
that players are uncertain of the payoffs to other players. Players in games of
learning automata are independent and unware of other players. Thus, they
are games with incomplete information and have received frequent usage [4].

c© Springer Nature Singapore Pte Ltd. 2020
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Zero-sum games and games with identical payoff are two major kinds of games
of learning automata which were first proposed in [5]. There are a tremendous
amount of study targeting on both games. Fixed-structure automata [2], variable
structure automata (LRI) [6], and estimator-based automata (DPL) [7] are all
used to explore the best strategies for each player in games. However, all schemes
are parameter-based schemes. That is, there is a tunable parameter (stepsize)
in schemes and to achieve best performance, the stepsize is tuned by interacting
with environment which is unrealistic in practical applications [8]. Besides, the
convergence rate of the schemes is very slow and cannot meet the requirements
in practice.

In this paper, we proposed Bayesian method-based parameter-free learning
automata (BPFLA) for two-player stochastic games with incomplete informa-
tion. The parameter-free property indicates that a set of parameters in the
scheme can be universally applicable for all configurations of games, rather than
no configurable parameters are involved in the schemes [9]. The scheme achieves
much higher convergence rate and makes parameter-free possibly using Bayesian
inference methods. Our work presents a set of contributions and we summarize
in the following:

1. We proposed Bayesian method-based parameter-free learning automata for
two-player identical payoff as well as zero-sum games. The advantages of
BPFLA embody in two aspects: (1) The scheme can converge with much
higher rate than all the other schemes. (2) The parameter-free property
ensures that the applications of BPFLA in learning automata games do not
need manual parameter tuning.

2. To the best of our knowledge, this is the first time that Bayesian method-
based LA has been applied to the games of learning automata.

3. A comprehensive comparison with both variable structure automata (LRI)
and estimator-based automata (DPL) is given to establish the superiority of
proposed BPFLA scheme.

This paper is organized as follows. In Sect. 2, we introduce the common structure
of LA and describe the semantics of two-player identical payoff games and zero-
sum games. The proposed BPFLA scheme is discussed detailedly in Sect. 3.
Experimental results are shown in Sect. 4 to indicate the advantages of BPFLA
over the previous schemes in various game situations. Finally, Sect. 5 concludes
this paper.

2 La and Game Setup

2.1 A Learning Automaton and an Environment

A learning automaton can be represented by a quintuple < Φ,A,B,F,H >, while
the environment E is represented by a triple < A,B,C >.

• Φ is a set of internal states.
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• A is a set of actions. That is, the outputs of the automaton or the inputs of
the environment.

• B is a set of responses. That is, the inputs of the automaton or the outputs
of the environment.

• C is a set of reward probabilities of actions in A in environment E.
• F is a transition function that maps current state and input into next state.
• H is an output function that maps current state and input into current output.

At each iteration t, the automaton selects an action at according to the out-
put function H to interact with the environment E. Then, the environment E

responses a feedback Ft according to the reward probability ct of action at to the
automaton where Ft = 1 represented a reward and F = 0 represents a penalty.

2.2 Game Setup

In this subsection, the statement of the problem as well as the setup of two-player
stochastic games with incomplete information will be introduced.

Identical Payoff Game In a two-player identical payoff game, both players
(automata) participating in the game get the same payoff (feedback) at each
iteration of the game [2]. Assume each player P (automaton) has r possible
strategies (actions). At each iteration in the game, each player chooses a strategy,
while they have no knowledge about another player and its choice. Then both
players get a common payoff from the environment according to their strategies.
The game is stationary stochastic and the payoff F is a random variable taking
values 0 or 1, with standing for a penalty or a reward.

Define a game matrix D = [di1i2 ] of dimension r1 × r2, where

di1i2 = E[F|P1 choose action ai1 , P2choose action ai2 ] (1)

Suppose that there is a set of strategies me
p for each player Pp; it satisfies that

dme
1me

2
= max(D) (2)

Then, the strategy me
p is called as the Nash equilibrium strategy for player Pp.

The objective of identical payoff game is to make each automaton converge to
the Nash equilibrium strategy.

Zero-Sum Game Similarly, define a two-player zero-sum game matrix D =
[di1i2 ] of dimension r1 × r2, where

d1i1i2 = E[F|P1 choose action ai1 , P2 choose action ai2 ] (3)

d2i1i2 = 1 − d1i1i2 (4)
Considering a two-player zero-sum game, the element d1imin

satisfies that

d1ikin < d1imin < dimil ,∀k �= m, l �= n (5)

Then, d1imin
is called as the saddle point of D. That is, im is the Nash equilibrium

strategy for player P1 while in is the Nash equilibrium strategy for player P2.
The purpose of zero-sum game is to learn the equilibrium strategies for both
automata.
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3 BLA Algorithms

Consider a game with P-model environment E ∼< A,B,C > that we have
no prior knowledge about the random environment. In Bayesian statistics, the
posterior distribution of each action’s reward probability is a beta-distribution,
denoted as E = {e1, e2, . . . , er}, where ei = Beta(αi, βi), the parameters αi and
βi record the rewarded times and penalized times of action ai. The probability
density function (PDF) and cumulative distribution function (CDF) of the beta-
distribution are as follows:

f(x;αi, βi) =
1

B(αi, βi)
xαi−1(1 − x)βi−1 (6)

F (x;αi, βi) =
∫ x

0

f(x;αi, βi)dx (7)

where B(αi, βi) is the beta function, and B(x, αi, βi) is the incomplete beta
function. Meanwhile, the Maximum Likelihood Estimates (MLE) of all possible
actions are denoted as Ē = {ē1, ē2, . . . , ēr}, where ēi = Zi

Si
, Zi is the number

of times that action ai has been rewarded and Si is the number of times that
action ai has been selected. That is,

αi = Zi = Si · ēi, βi = Si − Zi = Si · (1 − ēi) (8)

ēi =
Zi

Si
=

αi

αi + βi
(9)

Thus, we have

ei = Beta(αi, βi) = Beta(Zi, Si − Zi) = Beta(Si · ēi, Si · (1 − ēi)) (10)

According to the law of large numbers, we have

ēi = μi =
Zi

Si
→ ci, as Si → ∞ (11)

In line with the mechanism of beta-distribution, the Bayesian estimate of
action ai is also gradually become reliable as the number of times Si that action
ai has been selected grows. According to [10], we have

lim
Si→∞

∫
|x−ci|≤ε

f(x;αi, βi)dx = 1, ∀ε ∈ (0, 1) (12)

Then, for each player Pp, at each iteration in a game, assume apm
and apn

are the actions with the highest and submaximal maximum likelihood estimate
ēpm

= max{Ēp}, ēpn
= submax{Ēp}. The definition of probability vector Prp is

Prpm
= 1 −

∫ ēpn

0

f(x;αpm
, βpm

)dx = 1 − F (ēpn
;αpm

, βpm
) (13)

Prpi
=

1 − Prpm

rp − 1
,∀api

∈ A� (14)

The automaton converges whenever both Prpm
> τ , where τ is a predefined

threshold. The processes of BPFLA applied in identical payoff and zero-sum
games are summarized in Algorithms 1 and 2.
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Algorithm 1 BPFLA in Identical Payoff Game
Require: τ = 0.999: a convergence threshold
1: Intial For each player Pp, αpi = 2, βpi = 1 for i = 1, 2, 3, . . . , rp
2: repeat
3: for i = 1 to r1 do
4: for j = 1 to r2 do
5: Player P1 chooses action a1i and player P2 chooses action a2j .
6: Interact with the random environment.
7: Receive a feedback from environment and update the parameters:{

α1i = α1i + 1, α2j = α2j + 1 if feedback = 1 (reward)

β1i = β1i + 1, β2j = β2j + 1 if feedback = 0 (penalty)

8: end for
9: end for

10: Update the probability vector Prp by (13) and (14).
11: until Prm ≥ τ

4 Simulation Results

To verify the effectiveness of proposed BPFLA scheme, simulations among
BPFLA, LRI and DPL in different environments are provided in this section.

The definitions of the metrics used in this section are described as follows:

• The accuracy is defined as the ratio between the number of correct conver-
gence and the number of all experiments.

• The iteration is the average number of required iterations for a correct con-
vergence.

Since LRI and DPL are parameter-based schemes, the “best” stepsize param-
eter α in each game matrix is determined as the biggest value with the accuracy
higher than 99.5% which corresponds to the fastest convergence rate.

4.1 Two-Player Identical Payoff Game

The simulations of identical payoff games were generated in the following two
2 × 2 game matrices [2,7].

D1 =
[
0.4 0.9
0.2 0.6

]
D2 =

[
0.8 0.6
0.3 0.1

]

It is clear that game matrix D1 has the mode (1, 2) and D2 has the mode (1, 1).
Figures 1 and 2 show the changes of probability vectors of each action in typi-
cal simulations in game matrices D1 and D2. The accuracy and iteration of all
schemes in game matrix D1 and D2 are summarized in Table 1.

Table 1 indicates that BPFLA converges much faster than LRI and DPL with
higher accuracy in both game matrices. Compared with LRI , BPFLA dramat-
ically improves the convergence rate by 63.2% in D1 and 63.3% in D2, while
outperforms DPL by 69.5% in D1 and 73.3% in D2.
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Algorithm 2 BPFLA in Zero-sum Game
Require: τ = 0.999: a convergence threshold
1: Intial For each player Pp, αpi = 2, βpi = 1 for i = 1, 2, 3, . . . , rp
2: repeat
3: for i = 1 to r1 do
4: for j = 1 to r2 do
5: Player P1 chooses action a1i and player P2 chooses action a2j .
6: Interact with the random environment.
7: Receive a feedback from environment and update the parameters:{

α1i = α1i + 1, β2j = β2j + 1 if feedback = 1

β1i = β1i + 1, α2j = α2j + 1 if feedback = 0

8: end for
9: end for

10: Update the probability vector Prp by (13) and (14).
11: until Prm ≥ τ
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Fig. 1. Action probabilities Prpi for LRI , DPL, BPFLA in identical payoff game D1

Table 1. Performance comparison of LRI , DPL, and BPFLA in identical payoff games

Game matrix LRI DPL BPFLA

α Accuracy Iteration α Accuracy Iteration Accuracy Iteration

D1 0.07 0.998 174 0.02 0.997 210 0.999 64

D2 0.05 0.999 326 0.01 0.996 412 0.999 67
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Fig. 2. Action probabilities Prpi for LRI , DPL, BPFLA in identical payoff game D2
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Fig. 3. Action probabilities Prpi for LRI , DPL, BPFLA in zero-sum game D1
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4.2 Two-Player Zero-Sum Payoff Game

Similarly, the zero-sum games were generated in game matrices D3 and D4 [7],
where D3 has the saddle point (1, 1) and D4 has the saddle point (1, 2).

D3 =
[
0.6 0.8
0.3 0.7

]
D4 =

[
0.9 0.8
0.5 0.3

]

The changes of probability vectors of each action in typical simulations in
game matrices D3 and D4 are demonstrated in Figs. 3 and 4.

In addition, Table 2 demonstrates that BPFLA has faster convergence rate
than LRI and DPL with equal or higher accuracy. The convergence rate of LRI

and DPL are improved by BPFLA with 55.6%, 54.8% in D3 and with 32.6, 52.1%
in D4.
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Fig. 4. Action probabilities Prpi for LRI , DPL, BPFLA in zero-sum game D2

Table 2. Performance comparison of LRI , DPL, and BPFLA in zero-sum games

Game matrix LRI DPL BPFLA

α Accuracy Iteration α Accuracy Iteration Accuracy Iteration

D3 0.08 0.998 223 0.02 0.998 219 0.999 99

D4 0.1 0.998 340 0.01 0.998 478 0.999 229
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5 Conclusion

In this paper, focusing on two-player stochastic games with incomplete informa-
tion, we proposed a Bayesian method-based parameter-free learning automaton.
Compared with previous LA schemes using identical payoff and zero-sum games,
the proposed BPFLA has parameter-free property which indicates that BPFLA
can be applied in games without the process of parameter tuning. Besides, sim-
ulation results demonstrate that BPFLA has much faster convergence rate than
LRI and DPL with equal or higher accuracy in both identical payoff and zero-
sum games.

Nevertheless, the BPFLA scheme is far from perfect, and there are still some
limitations. The exploration strategy in multi-action games and how the scheme
can be extended to multi-player games are the two major challenges.
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Abstract. Learning automaton is considered as one of the most potent
tools in reinforcement learning. The family of estimator algorithms is pro-
posed to improve the convergence rate of learning automaton and has
made significant achievements. However, the estimators perform poorly
on estimating actions’ reward probabilities in the initial stage of the
learning process. In this situation, a lot of rewards would be assigned
to nonoptimal actions. Thus, numerous extra iterations are required to
compensate for these wrong rewards. To further improve the speed of
convergence, we propose a new P-model absorbing learning automaton
using a double competitive strategy to update the action probability
vector. The proposed scheme overcomes the drawbacks of the existing
action probability vector updating strategy. And, extensive experimen-
tal results in benchmark environments demonstrate that the proposed
learning automata perform more effectively than the most classic learning
automaton SERI and the current fastest learning automaton DGCPA∗.

Keywords: Learning automata · Stationary environments · Estimator
algorithms · Reinforcement learning

1 Introduction

Learning automaton (LA) is a decision maker that can update its strategy to
learn the optimal action through interacting with the random environment [1].
As a powerful tool in the adaptive learning system, LA has a wide range of
applications [2–4].

In general, the convergence rate is one of the vital considerations of learn-
ing algorithms. Therefore, Thathachar et al. designed a new class of learning
automata, called estimator algorithms [5,6]. The estimator algorithms have a
faster convergence rate than all the previous ones and SERI is the most estima-
tor algorithm.
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Due to the superiority of estimator algorithms, there are many novel esti-
mators [4,7,8] are proposed in recent years. In 2015, Ge et al. [7] proposed a
deterministic estimator-based LA (Discretized Generalized Confidence Pursuit
Algorithm, DGCPA) and extended the algorithm to a stochastic estimator-
based scheme, of which the estimate of each action is the upper bound of a
confidence interval. The improved stochastic estimator-based DGCPA∗ is the
current fastest LA.

Although the family of estimator-based learning automata has achieved sig-
nificant improvements, there are still some drawbacks. Because of the fundamen-
tal defect, the estimates cannot always be strictly unmistakable. Especially in
the initial stage of the learning process, the estimator may perform poorly on
estimating the reward probabilities of each action. Because the update scheme
of probability vector is discrete and linear, redundant iterations are needed to
compensate for the wrong updates of probability vector whenever the nonopti-
mal action is rewarded. Thus, many extra iterations are required to converge to
the optimal action.

In this paper, to overcome the drawbacks of existing estimator algorithms
and further speed up convergence, a novel double competitive strategy-based
nonlinear method is introduced to update the action probability vector. The
first competitive strategy of DCA is the standard scheme which has been used
in most LA. It is only the action which has the current highest estimate of
reward probability that will be rewarded. And, the second strategy is nonlinear
that whenever the optimal action which has the highest estimate changes, the
probability of new optimal action gets a huge increase while the original optimal
action will be severely punished. Accordingly, the wrong rewards could be cor-
rected instantly. Thus, the DCA can converge rapidly without extra iterations
and outperforms the current fastest LA DGCPA∗.

The fundamental contributions of this paper are summarized as follows.

• To improve the action probability vector updating strategy, we proposed a
double competitive strategy-based learning automata algorithm.

• The proposed DCA is compared with the most classic LA SERI and the
fastest LA DGCPA∗ in various stationary P-model random environments.
The results indicate that the proposed DCA is more effective than both two
schemes.

This paper is organized as follows. In Sect. 2, we introduce the general idea of
LA and the estimator algorithms. The DCA scheme is presented in Sect. 3, and
extensive simulation results are presented to show the superiority of the proposed
DCA scheme over the most classic LA SERI and the fastest LA DGCPA∗ in
Sect. 4. We conclude the paper in the last section.
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2 Learning Automata and Estimator Algorithms

2.1 Learning Automaton

A LA is defined by a quintuple <A,B,Q, F (·, ·), G(·)>, where
• A = {α1, α2, . . . , αr} is the set of outputs or actions, and αt is the action

chosen by the automata at any time instant t.
• B = {β1, β2, . . . , βm} is the set of inputs to the automata, and βt is the

input at any time instant t. The set could be finite or infinite. In this paper, we
consider the case that B = {0, 1}, where β = 0 represents the events that the
LA has been penalized, and β = 1 represents the events that the LA has been
rewarded.

• Q = {q1, q2, . . . , qs} is the set of finite states, and qt is the state of the
automata at time instant t.

• F (·, ·) : Q × B → Q is a mapping in terms of the state and input at any
time instant t, such that, q(t + 1) = F (q(t), β(t)).

• G(·) is the output function which determines the output of the automata
depending on the state qt, such that, α(t) = G(q(t)).

2.2 Estimator Algorithms

The estimator algorithms keep estimating the reward probabilities of actions,
and then the estimates are utilized to update the probability vector. According
to the definition of estimators, the estimator algorithms could be divided into two
classes: deterministic estimator algorithms and stochastic estimator algorithms.

The deterministic estimator D′(t) = [d′
i(t), . . . , d

′
r(t)] can be computed using

the following formula [9,10]:

d′
i(t) =

Wi(t)
Zi(t)

,∀i = 1, 2, . . . , r (1)

where Wi(t) is the number of times the action αi has been rewarded until the
current time t and Zi(t) is the number of times the action αi has been selected
until the current time t.

The implementation of stochastic estimator U(t) [11] is to impose a random
perturbation to the deterministic estimate, such that

ui(t) = d′
i(t) + Rt

i (2)

where ui(t) is the stochastic estimate of action αi’s reward probability at time t.
Rt

i is a random number which is uniformly distributed in an interval. The width
of the interval depends on a design parameter γ and Zi(t). That is, Ri(t) ∈
(− γ

Zi(t)
, γ

Zi(t)
).
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3 Double Competitive Algorithm

The proposed DCA is a learning automaton which updates the action probability
vector with a double competitive strategy. The first competitive strategy of DCA
is that only the action which has the highest current stochastic estimate of the
reward probability gets the opportunity to increase its probability. That is, at
each iteration, if action am has the highest stochastic estimate,

pi(t) = max{pi(t) − Δ, 0},∀i �= m
pm(t) = 1 − ∑

i�=m

pi(t). (3)

where Δ = 1/r/n is the step size. Moreover, the second strategy is nonlinear
that whenever the optimal action which has the highest estimate changes, the
probability of new optimal action αm gets a huge increase while original optimal
action αm0 will be severely punished.

pm(t) = pm(t) + μ ∗ pm0(t)
pm0(t) = (1 − μ) ∗ pm0(t)

(4)

where μ ∈ (0, 1) is an attenuation factor.
With the unique two competitive strategies, the wrong rewards could be cor-

rected instantly. The optimal action would always be changing as the estimator
is not reliable enough in the early stages of learning which will cause the prob-
ability of each action fluctuates continuously. However, when the estimator is
sufficiently reliable, the LA will converge rapidly.

Besides, since the dramatic changes of the probabilities of any possible action
during the learning process, the actions whose probabilities used to be relatively
small get more opportunities to be selected. Then their deterministic estimates
would be further updated. Therefore, during the learning process, the estimate
of each nonoptimal action gets more opportunities to be updated. According to
the Law of Large Numbers, the precision of the estimators would be higher. So
the exploration scheme in DCA would be more effective than other estimator
based schemes.

The procedure of DCA is briefly introduced in Algorithm 1.
Note that, the double competitive strategy is reflected twice in the proba-

bility updating procedures. Line 8–line 11 are the implementation of the first
competitive strategy, only the action which has the highest current stochastic
estimate will be rewarded, and to satisfy

∑r
i=1 pi(t) = 1 the probabilities of all

the other actions decrease. The second competitive strategy is summarized in
line 12–line 15 where whenever the optimal action which has the highest current
stochastic estimate changes (m �= m0), the probability of the original optimal
action αm0 is reduced by μ. Moreover, the new optimal action αm will get an
additional reward which equals to the reduced probability of action αm0 .
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4 Simulation Results

In the following, the proposed DCA scheme is compared with the most classic
LA SERI and the current fastest LA DGCPA∗.

Within the context of LA, the speed of convergence is compared by the
iterations required for convergence under the five benchmark environments [11].
The actions reward probabilities for each environment are as follows:

• E1: D = {0.65,0.50,0.45,0.40,0.35,0.30,0.25,0.20,0.15,0.10}.
• E2: D = {0.60,0.50,0.45,0.40,0.35,0.30,0.25,0.20,0.15,0.10}.
• E3: D = {0.55,0.50,0.45,0.40,0.35,0.30,0.25,0.20,0.15,0.10}.
• E4: D = {0.70,0.50,0.30,0.20,0.40,0.50,0.40,0.30,0.50,0.20}.
• E5: D = {0.10,0.45,0.84,0.76,0.20,0.40,0.60,0.70,0.50,0.30}.

Algorithm 1 The DCA scheme
Require: n, γ resolution parameters, μ attenuation factor

Initialize Δ = 1/r/n the step size
Initialize m0 = a random integer within [1, r]
Initialize pi(t) = 1/r for 1 ≤ i ≤ r

1: Initialization: Select each action for 10 times and initialize Wi(t), Zi(t) for 1 ≤ i ≤ r
.

2: repeat
3: At time t, choose an action α(t), according to the probability distribution P (t).
4: Receive a feedback β(t) ∈ {0, 1} from stochastic environment.
5: Set W i(t) = Wi(t − 1) + β(t), Zi(t) = Zi(t − 1) + 1.
6: Compute the deterministic estimate d′

i(t) according to (1).
7: Compute stochastic estimates ui(t) according to (2).
8: if β(t) = 1 (reward) then
9: Select the action αm that has the highest stochastic estimate of reward prob-

ability, where αm = max{ui(t)}.
10: Update the probability vector P (t) according to (3).
11: end if
12: if m �= m0 then
13: Update the probability vector P (t) according to (4).
14: Update m0 = m
15: end if
16: until Convergence

In all the simulations performed in this section, we have the same setting as
[11] that the parameter tuning process and convergence threshold T are all the
same. The convergence threshold T is set to 0.999 and the attenuation factor μ
for DCA is set to 90%.

Before presenting the overall simulation results, a typical ordinary experiment
would be executed to show the difference between DCA and SEri during the
learning process. The curves that represent the probability of the optimal action
are presented in Fig. 1. The results indicate that the probability of DCA changes
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dramatically in the initial stage of the learning process. With the number of
iterations increasing, the stochastic estimator becomes gradually reliable. When
the estimator is sufficiently reliable, the learning automaton converges rapidly.
And during the learning process of the SERI scheme, once the probability of the
optimal action decreases, a lot of extra iterations are needed to compensate for
the loss probability.

The accuracies (number of correct convergences/number of experiments) of
DCA, SERI and DGCPA∗ in environment E1 to E5 when using the best learn-
ing parameters are presented in Table 1. The results show that DCA always has
better accuracy than the other two algorithms. To ensure that the performance
comparisons between DCA, SERI and DGCPA∗ is fair, let us verify the num-
ber of iterations required to achieve the same accuracy, a series of experiments
have been carried out. The results are shown in Tables 2 and 3 which demon-
strate that the DCA scheme converges with a much faster speed than SERI and
DGCPA∗.

Compared with the most classic LA model SERI , the proposed scheme DCA
achieves a great improvement in the speed of convergence in all benchmark
environments. For example, in environment E2, The DCA converges in 633

Fig. 1. The curves of optimal actions’ probabilities of DCA and SEri when operating
in environment E1. For both schemes, the best learning parameters are used and the
extra 100 iterations used to initialize the estimator vectors are not included.

Table 1. Accuracy (number of correct convergences/number of experiments) of DCA
and SERI in environment E1 to E5, when using the best learning parameters (250,000
experiments were performed for each scheme in each environment)

E1 E2 E3 E4 E5

DCA 0.998 0.997 0.996 0.999 0.998

SERI 0.997 0.996 0.995 0.998 0.997

DGCPA∗ 0.997 0.996 0.995 0.998 0.997
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Table 2. Comparison of the average time required for convergence achieving the same
accuracy as SERI shown in Table 1 in environment E1 to E5 (250,000 experiments
were performed for each scheme in each environment)

Environment DCA SERI DGCPA∗

Parameter Iterations Parameter Iterations Parameter Iterations

E1 n = 10, γ = 6 338 n = 16, γ = 8 426 n = 3, γ = 5 351

E2 n = 18, γ = 8 633 n = 32, γ = 12 834 n = 6, γ = 9 678

E3 n = 30, γ = 16 1990 n = 105, γ = 25 2540 n = 19, γ = 20 2032

E4 n = 9, γ = 5 282 n = 13, γ = 6 325 n = 2, γ = 4 298

E5 n = 28, γ = 7 582 n = 33, γ = 12 729 n = 5, γ = 7 598

Table 3. Comparison of the average time required for convergence achieving the same
accuracy as SERI shown in Table 1 in environment E1 to E5 (250,000 experiments
were performed for each scheme in each environment)

Environment DCA SERI DGCPA∗

Parameter Time (ms) Parameter Time (ms) Parameter Time (ms)

E1 n = 10, γ = 6 0.162 n = 16, γ = 8 0.239 n = 3, γ = 5 3.423

E2 n = 18, γ = 8 0.339 n = 32, γ = 12 0.467 n = 6, γ = 9 7.417

E3 n = 30, γ = 16 1.167 n = 105, γ = 25 1.420 n = 19, γ = 20 26.577

E4 n = 9, γ = 5 0.126 n = 13, γ = 6 0.182 n = 2, γ = 4 2.744

E5 n = 28, γ = 7 0.351 n = 33, γ = 12 0.408 n = 5, γ = 7 7.252

iterations, while the SERI requires 834 iterations. Thus, an improvement of
24.10% in comparison with SERI is obtained.

On the other hand, the current fastest LA model DGCPA∗ performs less
competitively than the proposed DCA scheme. The superiority of DCA is not
only reflected in the fewer number of iterations for convergence but also estab-
lished in the time efficiency. Because of the complexity of DGCPA∗ model when
computing the confidence interval, the time required for convergence increases
rapidly. Thus, the superiority of the proposed DCA scheme is clear.

5 Conclusions

In this paper, a novel P-model absorbing learning automaton is introduced. With
the use of double competitive strategy, the proposed DCA scheme overcomes the
drawbacks of existing estimator algorithms. The benefits of the proposed scheme
are analyzed, and extensive simulations have been performed in five benchmark
environments, and the results indicate that the proposed DCA scheme converges
faster and performs more effectively than the most classic LA SERI and the
current fastest LA DGCPA∗. The future work will focus on proving the proposed
DCA scheme is ε-optimal.
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Abstract. The convolutional neural network has been proved to be the
state-of-the-art technique in image classification problems. In general,
the improved recognition accuracy of the CNN is often accompanied by
the increase of structure complexity. However, apart from the accuracy
issues, computational resources and operating speed need to be consid-
ered on some occasions. Therefore, we propose an efficient compression
scheme based on learning automata, which are usually used to choose
the optimal action as a reinforcement learning method in this paper.
Our proposed method can help the trained CNN to delete insignificant
convolution kernels according to the actual requirements. According to
the results of experiments, the proposed scheduling method can effec-
tively compress the number of convolutional kernels at the expense of
losing weak classification accuracy.

Keywords: Convolutional neural network · Learning automata ·
Redundant convolution kernels

1 Introduction

In recent years, artificial intelligence (AI) has made a spurt of progress with
the help of deep learning algorithm. Therefore, the convolution neural network
(CNN), an indispensable member of the depth learning algorithm, also naturally
draws the attention of many researchers. In 1998, Yann LeCun proposed the
classic LeNet-5 network structure [1] to recognize handwritten numbers and
achieved outstanding experimental results. Then, a number of excellent models
of CNN subsequently emerged in the subsequent years [2], and the substantial
improvements on network structure also have a considerable impact on advancing
the state of CNN which constitute the improvements in performance as well as
application areas.

With the continuous development of artificial intelligence, CNN has also been
used widely in different fields. For example, lots of image retrieval systems tend
to take advantage of the features extracted from CNN. In addition, how to apply
the neural networks in embedded devices is widely concerned as well. In these sit-
uations, operating speed and computational resources must be treated seriously.
c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
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In order to address the above challenges, many researchers have already focused
on simplifying the convolution neural network with different strategies which
turn out to be successful. Reference [3] proposes to prune some weaklyconnected
weights which can be found by LA [4] algorithm during training. Reference [5]
removes insignificant connections according to the set threshold and then train
the network structure again to achieve the effect of compressing the network.

In this thesis, instead of pruning CNN during the training process, we propose
a method that can reduce the redundant convolution kernels as much as possi-
ble under our performance goal on the trained CNN. A reinforcement learning
method called learning automata [6] is used to attain this objective. When setting
a criterion of accuracy, the trained CNN can automatically delete the redundant
convolution kernels and select the appropriate convolution kernel combination
to confirm the current accurate requirements. The contributions of this paper
are as follows:

1. We propose a kernel removing method by combining multiple learning
automatons to reduce the redundant convolution kernels of the trained CNN
for the first time.

2. The dynamic rewards-based scheme is used to improve the performance of
learning automata on reducing the number of convolution kernels.

3. We validated our method on both the MINST dataset and the CFAR-10
dataset, and the simulation results show that the number of convolution ker-
nels has been greatly reduced with tiny accuracy loss.

The rest of this paper is organized as follows: in the Sect. 2, we will briefly intro-
duce the related theory of convolutional neural networks and learning automata,
Sect. 3 gives a particular account of the proposed method. Numerical experiments
are carried out in Sect. 4 to demonstrate the effectiveness of the our approach,
We conclude the paper in Sect. 5.

2 Related Background

2.1 Convolution Neural Network

CNN, a mathematical model, can approximate some complex mathematical func-
tions such as classification function, after the parameters are trained well through
backpropagation algorithm [7]. Although there are lots of structural models of
CNN, all of them generally consist of two parts: feature extraction and classi-
fier. Different from ordinary deep neural networks, the feature extraction part
of CNN is made up of convolution layer and pooling layer. A typical CNN is
demonstrated in Fig. 1.

Convolution layer is illustrated as c-layer in Fig. 1. Except for the input
of the first convolutional layer, the input and output of other convolutional
layers is called feature maps. Each feature map consists of a number of neurons
arranged in a rectangle and the neurons in the same feature map share the
same weights, which is called the convolution kernel. Before we started training
CNN, the convolution kernels of c-layer are generally initialized in the form of a
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Fig. 1. The structure of CNN

random number matrix, then the convolution kernel learns reasonable weights-
based backpropagation algorithm during the training phase. The relationship
between the outputs and the inputs of c-layer can be formalized as

xl = f(cl), cl = W · ml−1
n + b (1)

where xl denotes a neuron of the output feature map. ml−1
n denotes the partial

matric of n input feature maps. W is the convolution kernel and b is a scalar bias
term. f(·) denotes a nonlinearity activation function which is chosen as ReLu
function in this paper.

The essence of pooling layer is actually subsampling, which is depicted as
s-layer in Fig. 1. Pooling layer, following the convolution layer, can extract the
feature from feature map ulteriorly and avoid over-fitting by aggregational statis-
tics of the features in different locations.

2.2 Learning Automata

Learning automata (LA) is a mathematical model that mimics the learning
process of the biology. With a small amount of prior knowledge, the automaton
achieves a certain goal by constantly responding to a predetermined set of rules
or interacting with the environment [8]. As illustrated in Fig. 2, the process
of learning consists of two modules: the random environment and the learning
automata. To ease out the understanding of the principles applied in our solution
approach, we briefly introduce some fundamental concepts of the LA in the
following paragraphs.

The LA is defined by a quintuple {A,B,Q,T(.,.),G(.)}, where:

• A = {α1, α2, . . . , αr} represents a finite output set, and αt is the action chosen
by the automaton at any time instant t.

• B = {β1, β2, . . . , βm} is the set of inputs and βt represents the input at any
instant t.

• Q = {q1(t), q2(t), . . . , qs(t)} is the set of finite states, where q(t) denotes the
state of the automaton at any instant t.

• T(.,.): Q×B×A → Q is the transition function of learning automaton, which
determines the state of the automaton at time t + 1 depending on the A, B,
and the state Q at any time instant t.
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Fig. 2. The automaton-environment feedback loop

• G is a mapping G: Q → A, and is called the output function. According to
the current state, this mapping can help the learning automaton determine
the output at any instant t.

The object interacting with the automaton is the environment, and the environ-
ment is defined by a quintuple {A,B,C}. C = {cij = Pr{β(n) = βj | α(n) = αi}}.
If cij is not a function of time, we call the environment a stationary environment,
otherwise the environment is an nonstationary environment.

3 Methods

In order to improve the usability of CNN, we hope to compress the CNN with
little or no loss of accuracy. Let K be the set of kernels and k denotes a subset,
where k ⊆ K. T is the required accuracy threshold, and F represents the network
structure of CNN. X is the input of CNN. So the problem can be given below as

min{k}, where k ⊆ K,Fk(X) ≥ T (2)

Exhaustive algorithm, evaluating every possible combination of the set kernels,
can be used to find the optimal subsets of kernels. It needs 2n − 1 iterations
and n denotes the number of kernels. However, the complexity of the algorithm
cannot be accepted as n increases. To solve the problem, we propose the method
based on multiple automatons.

Before presenting the LA-CNN scheme, we would explain that the training
set and test set we use to prune kernels are still the same as those of training
convolution neural network. In the LA-CNN scheme, each candidate convolution
kernel is equivalent to a learning automaton, which has two behaviors: KEEP
or REMOVE. For a convolution kernel set, CNN is considered as the interactive
environment which gives feedback B = {0, 1}, where 1 corresponds to reward
and 0 corresponds to penalty.

At the beginning of the algorithm, each LA needs to be initialized. Tk and
Tr denotes the probability of KEEP and REMOVE respectively. Then, the state
Q of each LA can be expressed as Q = {Tk, Tr}. The behavior vector can be
expressed as A = {1, 0}, where a = 1 is the KEEP and a = 0 denotes REMOVE,
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so LA can choose a behavior based on probability vector Q. We define the L =
{ Q1, Q2, . . . , Qn}, where n denotes the number of the kernels. Next, we need to
update the structure F of the neural network. We assume that the parameters of
the convolution kernel are W = {w1, w2, . . . , wn}. Bias are B = {b1, b2, . . . , bn}.
A = {A1, A2 . . . , An}. S represents other parameters of the CNN, such as the
parameters of full link layer. According to the following formula, we can get a
new network structure F at time t.

F ((W t, Bt, S)) = F ((W t−1, Bt−1) · AT , S) (3)

In the learning phase, each kernel in networks work as follows: we need to use the
train data to get a optimal convolution kernel subset that satisfies the condition.
We assume that the threshold is Ta. Once the accuracy of F (train dataset)
exceeds the threshold, we will update the Q. The most important part of the
transition function operates as follows: we increase the Tk of the LA whose action
is KEEP in the A, but the increment is dynamic and depends on the number
of convolution kernels reserved. On the contrary, we take advantage of the fixed
steps to increase the 1 − Tk of convolution kernels with action REMOVE. The
benefit of doing so is to encourage a smaller number of subsets to get higher
chances in the next selection. The steps of transition function at each iteration
can be formalized as

γ = λ · Δ
∑n

i=1 ai
(4)

where Δ denotes the fixed steps, γ is the dynamic steps, and λ denotes the
learning rate. And now, we will present the procedure of LA-CNN scheme in
Algorithm 1.

4 Experiments

In order to verify the effectiveness of the proposed algorithm, two different
datasets: MINST and Cifar-10, are used, which are widely adopted for train-
ing and testing in the field of machine learning. MINST handwritten digital
dataset has the handwritten digit images of 0–9, all of which are taken from
about 250 individuals. The Cifar-10 dataset contains 32 × 32 pixel color images
in 10 categories and each class are 6000 pictures. This dataset is divided into 5
training sets and a test set, each with 10,000 pictures.

4.1 The Results on MINST

First of all, we trained the five CNNs with the same structure but different num-
bers of convolution kernels on the MINST dataset. The total number of convo-
lution kernels is 24, 48, 96, 128, 192, respectively. For all the models, we utilize
the ReLU activation function and stochastic gradient descent (SGD) optimizer.
There are seven layers including two convolution layers in each model which is
similar to the LeNet-5 [1]. Before presenting the simulation results, we will show
the values of the related parameters. We set the same threshold Ta = 0.98 for



A Learning Automata-Based Compression Scheme for CNN 47

Algorithm 1 Learning automata algorithm to prune CNN
input: Given a CNN with n convolution kernels, dataset;
initialize:Ta, Tk, Tr, Δ, λ;
repeat

At time instant t, select an action a according to the probability distribution Qi

for every LA;
update the action set A={A1 ,A2 ,...,An };
According to the set A and new network structure F ((W t, Bt, S)) =
F ((W t−1, Bt−1) · AT , S);
accuracy ←− F (train dataset);
n=

∑
ai,i=1,2...n;

if accuracy >= Ta then
for subet A do

if ai = KEEP then
Update the probability vector Qi according to the following equations:
Tk(t) = max{Tk(t − 1) + λ · Δ/n,1};
Tr(t) = 1 − Tk(t − 1);

else
Tk(t) = min{Tk(t − 1) − Δ,0};
Tr(t) = 1 − Tk(t − 1);

end if
end for
update the statue set L= {Q1 ,Q2 ,...,Qn };

end if
until All convolution kernels (LA) converge ;
Remove the convolution kernels with state REMOVE in the CNN;
Use the final CNN model to make the predict the label of test data.

each model and the learning rate λ1 = λ2 = λ3 = 1, λ4 = λ5 = 5, The step size
Δ = 0.01. Table 1 shows that the CNN with the different numbers of convolution
kernels at the same threshold, the proportion of the convolution kernels which
are removed and the proportion of decline in the accuracy of the test set. From
the Table 1, it can be seen that the method proposed in this paper can remove the
redundant kernels successfully with about 1% loss of accuracy. In addition, the
experiment also shows that simply increasing the number of convolutions have
a minor effect on the improvement of accuracy when the number of convolution
kernels reaches a certain level.

Table 1. The experiment in MINST

CNN LA + CNN Kernels removed (%) Original acc (%) Acc drop (%)

24 18 25.0 98.76 0.79

48 24 50.0 98.77 1.23

96 37 61.4 98.86 1.38

128 63 51.9 98.87 1.15

196 65 66.1 98.84 0.97
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4.2 The Results on Cifar-10

Different from the above experiment, the CNN trained on Cifar-10 dataset is
fixed. Taking into account the complexity and run time of the network, We
make a simple CNN model which is similar to the VGGNet structure and the
concrete structure is shown in Fig. 3. We set Tk = 0.9 and Δ = 0.01 in the
following experiments. The different threshold Ta can be set by decreasing in
steps of 2% original accuracy. Considering the run time of convergence for LA,
we set twenty hundred thousand iterations as a threshold in this experiment.

Fig. 3. The structure of CNN. MP represents the pooling layer

Table 2. The experiment in Cifar-10

Original kernels LA + CNN Kernels removed (%) Accuracy (%)

240 240 0 74.44

205 14.8 73.03

195 18.8 72.09

187 22.1 71.12

174 27.5 70.02

Table 3. The distribution of the redundant convolution kernels

Convolution kernels Kernel 174 Kernel 187 Kernel 195 Kernel 205

Layer-16 2 3 2 1

Layer-32 1 0 0 0

Layer-64 4 3 2 2

Layer-128 59 47 41 32

Table 2 demonstrates the number of redundant convolution kernels at the loss
of different classification accuracy. Compared with the result on the MINST, it
can be seen that the Cifar-10 does need more kernels because there is just 14.58%
kernels removed at expense of about 1% classification accuracy. But it is possible
to get a better result by improving the numbers of iterations. The distribution of
the redundant convolution kernels is shown in Table 3. That is obvious that the
most of redundant convolution kernel generally appears at the last layer, so the
proposed scheme can be also used to verify whether the CNN model designed is
reasonable.
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5 Conclusion

We propose a method-based learning automata to remove the redundant kernels
of CNN in this paper. We adopt the multiple learning automatons to help each
kernel to decide if it is redundant or not. The experiments have been conducted to
show that the proposed scheme can shrink the size of CNN with a little decrease
in performance. What is more, it is entirely possible to further improve the
effect through adjusting parameters. Further work includes testing the method
on different datasets and the diverse models of CNN.
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Abstract. Existing works have revealed that dictionary learning can effectively
preserve the label property when applied to signal reconstruction and face
recognition. As time goes, the methods based on dictionary learning become
increasingly popular due to their superior accuracy and efficiency. Based on this,
an improved dictionary learning model is proposed in this paper to find the
balance between the time cost of operating the algorithms and the residuals
generated when reconstructing signals with the learnt dictionary sparse codes.
Demonstrated by the results of experiments, the proposed method intends to
determine a more reasonable sparse dimension, which can not only obtain
desired classification results but also decrease much of the redundancy in
experimental computation.

Keywords: Cross-label suppression � Computational complexity � Dictionary
learning � Face recognition � Compressive sensing

1 Introduction

Much attention has been focused on dictionary learning over the past a few decades and
has been applied to many aspects of signal processing, such as signal recovery [1–3],
cluster [4], and classification [5]. In essence, dictionary learning is a method to
accurately reconstruct a sparse physical signal from an undetermined linear system of
equations, where the significant representative matrix is called dictionary and each
column of the dictionary is called ‘atom’.

The classic K-SVD algorithm adopts the method of SVD to learn the dictionary one
by one column [6]. To obtain lower computational complexity, a structured dictionary
model has been utilized in [7]. Supervised learning methods have more advantages for
face recognition, and the sparse representation-based classification (SRC) method
proves it [5]. In most cases of the supervised learning methods, ‘0-norm [8] or ‘1-norm
[9] is considered as a prior item. However, the redundancy of computational time is
obviously a major drawback in these works. Thus, ‘2-norm has been adopted in dic-
tionary learning to obtain an iteration solution with closed form, which smooths the
iterative manner. What is more, cross-label suppression as well as group regularization
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(CLS-GR) is utilized in the dictionary learning [10] in order to achieve a higher
accuracy in classification.

In this paper, we propose an improved method which takes both accuracy and
efficiency into consideration with cross-label suppression and group regularization.
Furthermore, the dimension of sparse representation influences the computational
complexity mostly, so that a quantitative relationship is built between sparse dimension
and cost time without traversing the situation of all dimensions. Owing to the purpose
of saving time, a method of estimating the residuals of signal recovery without oper-
ating the algorithms plays a particularly important role of the proposed method.

2 Background

2.1 CLS-GR Dictionary Learning Model

In this section, we will briefly introduce the dictionary learning model—CLS-GR [10].
The image samples of face are linearly combined in the matrix in the form of column
vectors, and the information of labels corresponding to the image samples is given,
assuming that the number of class is C totally. The dictionary learning model—CLS-
GR can be formulated as (1)

min
D;X

PC

c¼1
jj Yc � DXcjj2F þ bjjXcjj2F
� �

þ k
PC

c¼1
jjPcXcjj2F þ ctr Xc~L

cðXcÞ
� �T

s: t: jj dkjj2 ¼ 1; 8k

ð1Þ

This is a general model of dictionary learning with cross-label suppression and
group regularization, where Y 2 Rm�p represents the facial image samples and the
superscript means belonging to the c-th class, D 2 Rm�n is the learnt dictionary
obtained by the training samples, and X 2 Rn�p means the sparse codes corresponding
to the image signals. Pc 2 Rn�n is adopted to the method for the purpose of “cross-label
suppression,” and Pc is defined as (2)

Pcðm; nÞ ¼ 1 m ¼ n&m 62 ðLc [ L0Þ
0 elsewhere

�
ð2Þ

where c ¼ 1; 2; . . .;C, Pc m; nð Þ denotes the m; nð Þ-th entry of Pc, and Lc denotes the c-
th label. The Laplacian matrix of an N-vertex is defined as (3)

~L ¼ M�1
2LM�1

2 ¼ I�M�1
2WM�1

2 ð3Þ

whereW is the adjacency matrix of graph,M is a degree matrix with these K maps, and
the total variance (totalVar fð Þ) can be obtained as (4)
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totalVar ¼
XK

k¼1

fTk ~Lfk ¼ tr

fT1
fT2
� � �
fTK

2

664

3

775~L½f1; � � �; fk�

0

BB@

1

CCA ð4Þ

According to (4), the smaller the value of totalVar fð Þ is, the smoother the map is.
In another aspect, the features of corresponding sparse representations with the same
label shall be more similar.

2.2 Time Complexity of Different Methods

In computer science, time cost of the algorithms is corresponding to the theories of time
complexity. Thus, the analysis of each step in CLS-GR dictionary learning method as
well as their corresponding time complexity has been deeply carried out.

The dictionary learning model named CLS-GR utilizes k-means to initialize the
label-particular dictionary Dc one by one, and the time complexity [6] can be expressed
as O p � T � n � mð Þ, where p represents the number of samples, n represents the number
of clusters as well as the number of atoms in dictionary, m represents the number of
features of each sample, and T represents the number of iteration.

In order to initialize the sparse representation—X, corresponding to all the training
samples, and given the initialized dictionary D0, X0 can be obtained as (5)

X0 ¼ ðDT
0D0 þ bEÞ�1DT

0Y ð5Þ

Its time complexity is O n3ð Þ, and n represents the number of atoms in the dic-
tionary; in another way, it is also the dimension of the sparse codes.

Instead of updating the whole dictionary at one time, the model renews the dic-
tionary atom by atom to fully utilize those that have already been updated. The dic-
tionary is updated by the formula as follows:

~Z ¼ Y�
X

k 62Lc
dk�xk �

X

k2Lc;k 6¼i

dk�xk ð6Þ

d
_c

i ¼
~Z � �xT

jj~Z � �xT jj2
ð7Þ

where d̂ci represents the estimated value of i-th column which belongs to the c-th class,
�xk denotes estimated value of the k-th row in the whole code matrix X. Its time
complexity can be shown as O p � n � mð Þ, where n represents the number of atoms of
the dictionary, m represents the number of features of each sample, p represents the
number of samples. A parameter estimation method of least mean square (LMS) is
adopted to obtain the sparse representation Xc of the c-th class, formulated as (8)
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X
_ c

¼ ½DTDþ kðPcÞTðPcÞþ ðbþ cÞE��1ðDTYc � cXc�LcÞ ð8Þ

As the formula goes, the time complexity is O n3ð Þ and n represents the number of
atoms of the dictionary matrix.

3 An Efficient Dictionary Learning Corresponding
to a Reasonable Sparse Dimension

3.1 Cubic Fitting for Sparse Dimension and Time Cost

A cubic fitting method is adopted to estimate the time cost, in which only a few
experimental samples with low-dimensional sparse codes is demanded by this method.
Make an assumption that the samples are divided into C classes totally, and s can be
defined as (9)

s ¼ n
C

ð9Þ

where n represents the dimension of sparse codes. Given a signal with C classes, the
time cost can be approximatively written as (10)

XC

c¼1

tc � x1 � s3 þx2 � s2 þx3 � s1 þx4 ð10Þ

where x1;x2;x3;x4 represent coefficients of the cubic function, tc represents the time
of operating the samples of the c-th class.

So that the cubic fitting function connecting s to total running time—t̂ can be
obtained as (11).

t
_ � x1 � s3 þx2 � s2 þx3 � s1 þx4 ð11Þ

It is significant to select a reasonable number of samples which are used to fit the
cubic curve. With the aid of it, we can obtain the estimated time cost to substitute the
experimental time cost by any value of sparse dimension without traversing all the
situations.

3.2 Corresponding Dimension to Residuals Based on SVD

On the premise of the CLS-GR dictionary learning model of dictionary learning, the
sparse representations X’s energy are concentrated on some particular parts of the
matrix. So, the residuals can be rewritten as (12)
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jj Yc � DXcjj2F � jjYc � �Dc �Xc
Lc jj2F ð12Þ

Similarly, separate Yc by SVD, so the residuals can be estimated as (13)

jj Yc � DXcjj2F ¼ jjYc �
X

j 62Lc
dj�xcj � DcXc

Lc jj2F

¼ jjEc � �Dc �Xc
Lc jj2F

� jjYc �
Xs

i¼1

Kði; iÞUc¼iVT
c¼ijj2F

ð13Þ

Assume Dc is a matrix with s columns, Yc ¼ UKVT . Based on the classic K-SVD
algorithm, we select the first s columns of U, where Uc¼i represents the i-th column in
U. Furthermore, the diagonal matrix composed of the first s singular values multiplying
the transpose of the first s columns in VT corresponds to Xc

Lc . �X
c
Lc denotes the rows in

�Xc which belongs to the c-th label. The residuals can be formulated as (14)

jj Yc � DXcjj2F �
X

K2ði; iÞ
� �

�
Xs

i¼1

K2ði; iÞ ð14Þ

Based on formula (11) and (14), the residuals of sparse signal reconstruction and
the cost time of CLS-GR algorithm can be estimated to determine a reasonable sparse
dimension without practical experiments.

3.3 Optimization Object

In order to take both residual and accuracy into consideration, the model has been
developed as (15)

min
s

PC

c¼1
jjYc � DXcjj2F þ dtcðsÞ
� �

min
D;X

PC

c¼1
jj Yc � DXcjj2F þ b

PNc

j¼1
jjxcj jj2F

 !

þ k
PC

c¼1
jjPcXcjj2F þ ctrðXc~L

cðXcÞTÞ

8
>>>><

>>>>:

s: t: jjdkjj2 ¼ 1; 8k

ð15Þ

Among it, tc sð Þ represents the cost time of the whole sections, including selecting
training samples, initializing the c-th class sparse representations Xc, and updating of
the c-th class dictionary Dc and sparse representations Xc, where d is a parameter to
decide the influences of time cost in practical applications. Quantitatively, the most
reasonable value of s can be obtained from (16)
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s ¼ argmin
s

XC

c¼1

jjYc � �Dc �Xc
Lc jj2F þ d t

_cðsÞ

¼ argmin
s

1
C

XC

c¼1

1�
Ps

i¼1
ðKcði; iÞÞ2

P ðKcði; iÞÞ2

0

BB@

1

CCA þ d0ðx1 � s3 þx2 � s2 þx3 � s1 þx4Þ
ð16Þ

The learning methods with the solution of closed form by least square include two
steps, obtaining sparse learning of X by (8), and the dictionary is updated atom by atom
by (6) and (7). Repeat the steps above, and the dictionary can be learnt and the sparse
representations can be obtained.

3.4 Global Coding Classifier with Reasonable Sparse Dimension

The recognition scheme with a reasonable value of dimension is named global coding
classifier with reasonable sparse dimension (RSD-GCC). Given an image sample y as
well as the learnt dictionary D, due to the label information is unknown, the sparse
representation with a general model can be defined as

x̂ ¼ argmin
x

jjy� Dxjj22 þ bjjxjj22 ¼ ðDTDþ bIÞ�1DTy ð17Þ

Due to the structure of the dictionary and the learning method, if the image in form
of column vector y belongs to the c-th class, the large coefficients should be distributed
in the particular area of sparse matrix with the c-th label. Considering the analysis, we
can define the following metric for face recognition:

labelðyÞ ¼ argmin
c

jjy� P

k 62Lc
dkxLc jj22

P

k 62Lc
jxLc j ð18Þ

where �XLc represents the rows belonging to the Lc of the sparse code corresponding to
the image signal.

4 Simulation Results

In this section, we conduct several computer simulations to compare the proposed
combination policy with previous combination rules including both efficiency of our
proposed classification and the accuracy of the previous sections. In order to fairly
evaluate the computational efficiency, the proposed approach will be operated on the
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platform of MATLAB2017b applied in one PC with a 64 bit Windows 10 operating
system and equipped with Intel i5-4200H 2.8 GHz CPU and 4 GB memory.

4.1 Face Recognition Based on Extended YaleB Face Dataset

There are 2414 frontal face images with 64 facial images each person belonging to 30
people in Extended YaleB face dataset [11]. On account of comparing the results to the
existing methods, the Eigenface feature [12] is compressed in a dimension of 300.

In our experiment, the number of training samples is increased with a step of 5 from
20 to 40, the parameters b; c; k are, respectively, set to 8� 10�3, 2� 10�3, and
2� 103. We take both the above two aspects into consideration, including time cost
and accuracy of classification, and the performance is shown in Fig. 2a, b.

As shown in Fig. 1, on the premise of the loss of the negligible accuracy in face
recognition, the time cost of learning can be decreased drastically by our proposed
method of determining a reasonable sparse dimension. Compared with GCC [10], on
average of less than 1% of accuracy is sacrificed in classification, the training time
decreases by more than 20%. In another way, the value of sparse dimension in GCC is
not reasonable enough and leads to the redundancy of computation.

4.2 Performance of Cubic Fitting and Estimating Residuals

As shown in Fig. 2, the results of experiments also demonstrate the correctness and
strong robustness of our methods of estimation. In the cubic fitting model, k represents
the number of fitting samples, and the total number of training sample is 40.
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Fig. 1. Accuracies (a) and time cost (b) of face recognition on the extended YaleB dataset
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Considering the time cost in determining the reasonable dimension, the result of
estimation with “k ¼ 15” is the most reasonable to obtain a good performance. On the
other hand, the residuals estimation obtained by SVD also show accurate estimated
values during the process of dictionary learning.

5 Conclusion

In this paper, a cubic fitting model is proposed to substitute the experimental value of
cost time in dictionary learning method—CLS-GR. In addition, a method based on
SVD is utilized to estimate the residuals in signal reconstruction, and we combine the
trade-off between accuracy and computational complexity with the dictionary learning
algorithm—CLS-GR. As shown in the experiments, the learning process becomes more
reasonable due to the decrease in computation redundancy. Furthermore, the results in
the tables compared our method to others, such as SRC [5], LC-KSVD [13], COPAR
[14], and the basic GCC [10], and also demonstrate the advantages of our methods in
computation reduction.
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Abstract. Due to the variety of poses, lighting, and scenes, dynamic face
detection and calibration pose a big challenge under unconstrained environment.
In this paper, we use the inherent correlation between detection and calibration
to enhance their performance in a deep multi-task cascaded convolutional neural
network (MTCNN). In addition, we utilize Google’s FaceNet framework to
learn a mapping from face images to a compact Euclidean space, where dis-
tances directly correspond to a measure of face similarity to extract the per-
formance of facial feature algorithms. In the practical application scenario, we
set up a multi-camera real-time monitoring system to perform face matching and
recognition of collected continuous frames from different angles in real time.

Keywords: Multi-task cascaded convolutional neural networks � Real-time
dynamic face recognition � FaceNet � Facial feature algorithms

1 Introduction

Face detection and alignment are indispensable parts of many face-based applications,
such as face recognition [1] and facial analysis [2]. Dynamic recognition [3] poses an
extreme challenge because of the impact of visual changes on the face, coupled with
the effects of posture and lighting.

Recently, convolutional neural network (CNN) [4] was considered as one of the
effective methods to achieve good result in visual aspects such as image classification
[5] and face recognition [6]. However, these previous face recognition methods often
ignore the effect of face angle and lighting. In order to solve these problems, several
existing algorithms have been proposed but they are still hard to fully deal with the
effect of face angle and lighting [7]. In addition, the performance improvement of the
current training sample classifier has certain obstacles [8]. It is necessary to find a
classifier that can extract facial features to a greater degree to perform face feature
matching in order to achieve a better face recognition effect.

In this paper, we propose a new cascading architecture to improve the dynamic face
recognition efficiency. The algorithm consists of three stages: In the first stage, multiple
cameras are set up, successive frames are taken from different angles, the candidate
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form is retained using MTCNN, and the face part in the video stream is extracted; in the
second stage, FaceNet [9] extraction is used. The 128 feature values of the face part are
stored in an array. In the third stage, face data sets are classified and matched using
KNN [10], and the effect of dynamic face recognition is finally achieved.

2 Algorithm Theory

Multiple cameras are set up from different angles in the scene to collect video streams
in real time. Then face frames of the video stream are extracted and sorted on a frame-
by-frame basis, and face images that can be accurately used for recognition in con-
secutive frames are selected, and these filtered consecutive frames are used as
MTCNN’s inputs, while in the background to detect and correct the face in the picture
(Fig. 1).

MTCNN first uses a full convolutional neural network, P-Net, to obtain candidate
forms and boundary regression vectors. At the same time, the candidate form is cali-
brated according to the bounding box. Then, use the NMS method [11] to remove
overlapping windows. Then the picture containing the candidate form determined by P-
Net is trained in the R-Net network, and the network finally adopts the full connection
method for training. Use the bounding box vector to fine-tune the candidate form and
then use the NMS to remove the overlapping form. Finally, the network structure is
more convolutional than R-Net. The function is the same as that of R-Net. It only
shows the key position of the face while removing the overlapping candidate window
(Fig. 2).

[212, 62, 195,
12, 200, 162]

[125, 100, 86,
23, 85, 102]

[200, 76, 176,
17, 152, 82]

Continuous Frames

Extraction

Features Detection

Fig. 1. Continuous images are acquired in real time by camera in real scene, and the feature
matrix of keyframe face images is calculated by MTCNN algorithm. The source of the
photograph is the photograph taken by the author himself
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The MTCNN feature descriptor mainly includes three parts: face/non-face classi-
fier, bounding box regression, and landmark location.

Ldeti ¼ � ydeti log pið Þþ 1� ydeti

� �
1� log pið Þð Þ� �

; where ydeti 2 0; 1f g ð1Þ

The above formula is a cross-entropy loss function for face classification, where pi
is the probability of the face and ydeti is the real tag of the background.

Lboxi ¼ ŷboxi � yboxi

�� ���� ��2
2; where yboxi 2 R

4 ð2Þ

The above equation is the regression loss calculated by the Euclidean distance.
Among them, ŷ is predicted through the network, and y is the actual real background
coordinates and the quad (upper left x, upper left y, long, wide).

Llandmarki ¼ ŷlandmarki � ylandmarki

�� ���� ��2
2; where ylandmarki 2 R

10 ð3Þ

Fig. 2. The proposed MTCNN-based face feature detection method is divided into three steps:
(1) proposal net, (2) refine net, and (3) output net
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As with the boundary regression, the Euclidean distance [12] between the predicted
landmark position and the actual real landmark is calculated and the distance is min-
imized. ŷ is predicted through the network and y is the actual real landmark coordi-
nates. Since there are a total of five points and two coordinates for each point, y belongs
to the ten-tuple. Multiple input source trainings are set as follows:

min
XN
i¼1

X
j2 det;box;landmarkf g

ajb
j
i L

j
i ð4Þ

b j
i 2 0; 1f g ð5Þ

P� Net R� Net adet ¼ 1; abox ¼ 0:5; alandmark ¼ 0:5ð Þ ð6Þ

O� Net adet ¼ 1; abox ¼ 0:5; alandmark ¼ 1ð Þ ð7Þ

The entire training learning process is to minimize the above function, where N is
the number of training samples, aj indicates the importance of the task, b j

i is the sample
tag, and L j

i is the above loss function.
In the training process, in order to obtain better results, only the gradient of the first

70% of the samples is transmitted backward at a time, so as to ensure that the trans-
mitted numbers are valid. It is similar to latent SVM [13], but it embodies the end-to-
end learning of deep learning (Fig. 3).

FaceNet learns a mapping from face images to a compact Euclidean space where
distances directly correspond to a measure of face similarity. The spatial distance is
directly related to the similarity of pictures: different images of the same person have a

P-Net

R-Net

O-Net

NMS&
Bounding box

regression

NMS&
Bounding box

regression

NMS&
Bounding box

regression

Fig. 3. The flowchart of this method. It can be seen that it is also a three-stage connection
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small distance in space, and images of different people have a large distance in space.
As long as the mapping is determined, the relevant face recognition task becomes
simple. FaceNet directly uses the loss function of LMNN (Maximum Boundary
Neighbor Classification) [14] based on triplets to train the neural network
(Figs. 4 and 5).

Batch DEEP 
ARCHITECTURE L2 EMBEDDIN

G
Triplet

Loss

LEARNING

Ancho
r

Anchor

Positive

Negative
Negative

Positive

FaceNet s  Model structure

The Triplet Loss

Fig. 4. The network consists of a batch input layer and a deep CNN followed by L2 [15]
normalization, which results in the face embedding. This is followed by the triplet loss during
training. The triplet loss [16] minimizes the distance between an anchor and a positive, both of
which have the same identity, and maximizes the distance between the anchor and a negative of a
different identity

Resize

F
E
T
U
R
E
S

FaceNet
Embedding

KNN
Training

Continuous 
Frames Batch

Facial 
Detection128Face Model

P-Net

R-Net

O-Net

Parallel

Mapping If no target
detected

Fig. 5. The flowchart of the entire system
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The network directly outputs 128-dimensional vector space.

xai � xpi
�� ���� ��2

2 þ a\ xai � xni
�� ���� ��2

2; 8 xai ; x
p
i ; x

n
i

� � 2 T ð8Þ

The loss that is being minimized is then L =

XN
i

f ðxai Þ � f ðxpi Þ
�� ���� ��2

2� f ðxai Þ � f ðxni Þ
�� ���� ��2

2 þ a
h i

þ
ð9Þ

where a is the positive/negative boundary. The choice of triplets is very important for
the convergence of the model. For xai , we need to select different pictures of the same

individual xpi making argmax xpi f ðxai Þ � f ðxpi Þ
�� ���� ��2

2. At the same time, we also need to

select different individuals’ images xni making argmin xni f ðxai Þ � f ðxpi Þ
�� ���� ��2

2. In practical
training, it is unrealistic to calculate argmin and argmax across all training samples, and
training convergence is difficult due to incorrect label images. So we filter by calcu-
lating the subset’s argmin and argmax every n steps (Fig. 6).

Fig. 6. The relationship between the number of iterations and the accuracy of four different
algorithms for real-time face recognition
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3 Testing Results

We have set up multiple cameras in the interior to recognize pedestrians from different
angles. The camera captures pedestrian photos in real time, detects and corrects faces
using the MTCNN model, and then uses these corrected faces as inputs sending to the
trained FaceNet model, which make these inputs become a feature matrix with 128
eigenvalues. Finally, KNN training is performed on these feature matrices to achieve
face recognition. To train the data set of KNN, we are using CASIA-FaceV5 [17] 4000
Asian face photos, which also includes 100 face photos of our team members. In the
training process, the Intersection-over-Union (IoU) ratio of ŷ and y is 0.3 nonhuman
face, 0.65 face, 0.4 face part, and 0.3 landmark, and training sample ratio is negative
sample: positive sample: part sample: landmark = 3:1:1:2. We continue to appear in
front of the camera, using the variable n to indicate the number of people identified and
the variable m to indicate the number of times the team members were accurately
identified. We also used some other algorithms to compare the accuracy of recognition
at different angles. The following table is the final test data:

Method Frame rate Validation accuracy (%)

Ours 25 FPS 91.34
CNN 16 FPS 85.62
DL 24 FPS 82.57
PCA 27 FPS 76.15

4 Conclusion

On the other hand, the performance improvement of the training sample classifier is
hindered, and an online sample for face detection and recognition needs to be designed
to train the algorithm to achieve the adaptive training state. This paper proposed an
MTCNN method to use the inherent correlation between detection and calibration to
enhance their performance. In future, we plan to conduct some experiments further
with feature selection, perhaps including more detailed representations of the closed
captions. We plan also to investigate temporal-based features to automatically cluster
images in adjacent frames. Other areas for further investigation include optimizing
automatic selection of the number of clusters (choosing the correct k) by further
refining MTCNN and k-means, especially in concert, as well as improving clustering
accuracy by further tuning hyperparameters.
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Abstract. The popularity of the Internet and the rapid development of the
massive data promote the expansion of the field of cloud computing applica-
tions, which absorb the grid computing, utility computing, and other distributed
technology, through the network sharing platform resources to improve the
throughput of data processing speed and computing power. As the core of cloud
computing virtualization technology, through the construction of multiple vir-
tualization platforms, in order to achieve space expansion, backup, and other
operations to achieve the purpose of efficient integration of resources, but in
practical applications, with the increase in the size of resources, physical and
virtual machine load balance contradiction has become increasingly prominent,
if such problems are not a reasonable solution, both a waste of resources, but
also interfere with the application performance, thus affecting the user experi-
ence. In this paper, we study the process of blocking technology proposed based
on load balancing under the conditions of virtual machine scheduling strategy,
and through experiments to verify its reliability and efficiency.

Keywords: Cloud computing � Virtual machine scheduling � Congestion
prediction � Load balancing

1 Introduction

Load balancing of cloud computing resources mainly exists in two phases of task
allocation and application execution. This article mainly analyzes the application
execution phase. When the virtual machine monitor detects an abnormal load, it adjusts
the resource allocation strategy based on the load information and passes virtually [1].
The machine handles the reconfiguration of resources within the same node or the
dynamic migration between different nodes; it makes the resources rebalanced again,
which makes the application system environment more stable and improves the data
center resource load situation [2].

Virtual machine scheduling strategy is a double-edged sword. The scheduling
strategy is scientific and reasonable; it will balance the resource load. On the contrary,
it will aggravate the imbalance of resources [3]. This is due to the degree of unbalanced
node load relief and the virtual machine that is moved in and out. Released resources
are related [4]. For example, if you move out of a virtual machine, you will release the
resources of the physical node. If the resources released by the outgoing virtual
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machine are few and cannot effectively resolve the load imbalance of the node, you
need to migrate the virtual machine again. This will increase the system overhead [5].
Similarly, moving into a virtual machine will increase the resources of the physical
node. If you increase the load of a moving node, such migration will be counterpro-
ductive and a waste of system resources. Therefore, a scientific and rational scheduling
strategy must not only ensure the normal operation of the application, but also main-
taining the load balance of the system and balancing the load of the system resources
will not only significantly increase resource utilization, but also provide users with a
continuous and stable working environment to maximize user satisfaction [6].

2 Load Forecasting Technology

The load forecasting technology predicts the load of the future period of time by using
the historical data of the load status of the system in the past [7]. If the load forecasting
result is too optimistic, the expected load is lower than the actual, and the idle time is
longer, the system delay after the system restarts will be increased, not only affecting
the performance but also increasing the energy consumption; if the load forecasting
result is too pessimistic, the expected load is higher than actual; although it will not
affect the system performance, it does not contribute to energy saving [8].

Load forecasting technology is mainly divided into two types: static prediction and
adaptive. A fixed timeout strategy is a simple static prediction technique that cus-
tomizes a length of time. When the component idle time exceeds the limit, the com-
ponent transitions to a low-power state. Once a new request arrives, the component is
reactivated [9]. The advantage of this strategy is its adaptability, which can be applied
to any load working state. It disadvantage performance will be affected when the
component is reactivated.

3 Virtualization Technology

Cloud computing virtualization technology is an energy-saving technology that
improves the utilization of server resources [10]. As shown in Fig. 1, on the hardware,
multiple virtual machines (VMs) are created through physical machines to allow
multiple virtual machines to share physics. Machine resources, in software, introduce
the operating system into the abstraction layer between the hardware layer and the
virtual hardware layer; independent hardware resources are provided for the virtual
machine operating system [11]. The advantages brought by virtualization technology
include running multiple operating systems on one physical machine to make full use
of server resources, isolating system failures and security threats from the hardware
level, and the dynamically allocating system resources such as CPU and memory
among virtual machines. Machines are packaged into files that have nothing to do with
hardware configuration, and snapshots of virtual machines can be made at any time.
Online or offline migration of virtual machines can be performed with a simple file
copy [8].
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The virtual machine migration belongs to the data center-level virtualization
technology [12]. Users apply for virtual machine resources through the data center
scheduling system. The scheduling system allocates resources based on the system load
and resource utilization [13]. Figure 2 shows a typical Infrastructure as a Service
(IaaS), data center service model; scheduling system as a key part of the data center
plays a decisive role in the quality of data center services, and unreasonable allocation
of virtual machines will cause additional energy consumption of the data center. The
next section will start from the scheduling algorithm and study virtual machine
selection scheduling technology [14].

Fig. 1. Virtualization diagram

Fig. 2. Data center business process
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4 Migration Virtual Machine Selection Algorithm

Process blocking is a passive behavior when waiting for resources. During task
scheduling, the operating system will take care of the tasks that are in a blocked state.
After blocking the tasks that are waiting for resources in the state, they can change to
the ready state. Therefore, we guide the task scheduling by establishing a predictive
process blocking model, which in turn affects the virtual machine migration strategy.
We first set M equal-length time intervals. The prediction process acquires the resource
time Ti; the actual acquisition resource time is Tj; each process acquires the same
probability and obeys the binomial distribution.

Pk ¼ ni!
k!ðni � kÞ!P

k
ijð1� PijÞni�k

¼ ni
k

� �
pkð1� pÞn�k

ð1Þ

k ¼ 1; 2; 3 . . .; i; j ¼ 1; 2; 3 . . .M, Pk is the probability of acquiring k resources in
ni time Tj; ni is the number of resources acquired in Ti; Pij is the probability of
acquiring resources when Ti is needed, and actually acquiring resources when Ti is
used. The mathematical expectation and variance of Eq. 1 are expressed as

EijðXÞ ¼ niPij ð2Þ

r2ijðXÞ ¼ niPijð1� PijÞ ð3Þ

The probability distribution Tj of the actual number of acquired resources at PNk is
equal to the cumulative probability distribution of the number of resources acquired at
each interval in Tj.

PNk ¼ ni!
k!ðni � kÞ!P

kð1� PÞN�k

¼ ni
k

� �
pkð1� pÞn�k

ð4Þ

And k ¼ 1; 2; 3 . . .N;N ¼ PM
i¼1

ni. The mathematical expectation and variance of

Eq. 4 are expressed as

EðXÞ ¼
XM
i¼1

niPij ð5Þ

r2ðXÞ ¼
XM
i¼1

niPijð1� PijÞ i; j ¼ 1; 2; 3 . . .M ð6Þ
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Assuming that the probability distribution of the actual number of acquired
resources in the Tj-period satisfies a normal distribution, its probability density function
is

f ðxÞ ¼ 1ffiffiffiffiffiffi
2p

p
r
expð� ðx� lÞ2

2r2
Þ ð7Þ

In order to further verify the effectiveness of the load balancing strategy, we chose
OpenStack to use an open source cloud computing platform based on the first exper-
iment. We set up four virtual machines per physical machine, and we simulated the
request spans of 150, 300, 600, 1200, and 2400 units in length, respectively. Taking the
average, the algorithm strategy for comparison is to sort the requests in descending
order of length and allocate virtual machine services (Firstfit) accordingly. As shown in
Fig. 3, on the server total busy processing time index, the improved policy comparison
in this paper compares the virtual machine scheduling policies in descending order of
length and has better practicality.

5 Conclusion

This paper describes the background of the cloud computing environment, physical
load balancing of the load balancing of physical machines, and virtual machines.
Through research and establishment of blocking prediction technology model, a virtual
machine scheduling strategy based on load balancing is proposed and their reliability is
verified by experiments. The overall optimization of the application system makes the
operating environment more stable, and thus effectively improves the data center
resource load situation.

Fig. 3. (Improved) Server processing time comparison
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Abstract. According to classification framework of classical neural network,
contemporary neural network, and soft computing, the basic concepts of the
feedforward neural network (MLP, BP, and RBF), the feedback neural network
(Hopfield, Boltzmann, Elman), the self-organizing neural network (SOM, ART,
CPN), deep and extreme neural network (Deep learning, extreme learning), the
novel neural network (SVM, PNN), and soft computing neural networks com-
bined with various methods are introduced, and the research progress and
typical applications of the neural network in fault diagnosis are given. The
existing problems and future development directions of fault diagnosis are also
discussed.

Keyword: ANN � BP � Soft computing � DNN � Fault diagnosis

1 Introduction

Generally speaking, fault diagnosis includes three aspects: fault detection, fault iden-
tification, and fault location. Fault detection is to gather state information of the
acquisition equipment, and the state information of the equipment can be collected by
self-detection (such as BIT [1]) or external equipment (such as ATE) or the acquisition
of sensor devices (such as sound, light, and electrical sensors). The fault identification
is judged by threshold judgment or parameter matching. Fault location is based on the
detection data and failure mode to determine the location and type of the fault. At
present, the methods of fault diagnosis mainly include artificial neural network, fuzzy
set and fuzzy reasoning, expert system, and evolutionary computation, and contain
model- and data-driven method. Artificial neural network has strong nonlinear function
approximation ability, adaptive learning ability, fault tolerance ability, and parallel
information processing ability. It is an effective way to solve the fault diagnosis
problem in nonlinear systems. It has been widely used in rotating system, valve,
generator, bearing and manufacturing system of electronic and mechanical equipment
[2, 3].
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2 Classical Neural Networks

2.1 Feedforward Neural Network

Multilayer perceptron (MLP) is the basic artificial neural network topology. In an MLP
network for fault diagnosis, the input layer is usually acquired as a device state signal
variable containing the equipment health information and fault information, and the
output layer outputs the related fault judgment information of the input variables. The
purpose of the MLP network is to minimize the difference between the output value
and the expected value, usually by training the hidden layer. The parameters are used to
find the optimal solution. MLP network is widely used in fault diagnosis [4].

BP algorithm is the most commonly used algorithm for training MLP network. It
belongs to the error multilayer feedforward network. The BP neural network has the
advantages of simple network structure, mature algorithm, fast calculation speed, easy
simulation implementation, and easy to change. The standard BP algorithm often
converges slowly. The weight value correction algorithm of the momentum term is
introduced to improve the operation efficiency. Ding et al. [5] improve the convergence
of the BP algorithm by increasing the input nodes of the BP neural network. Adedigba
et al. [6] introduce the fault tree and event tree method to BP to solve the problem of
low efficiency in the complex nonlinear relation. Ma et al. [7] quantized BP neural
network to solve the problem of equipment fault diagnosis with qualitative data.

RBF is a novel ANN model. It is a supervised learning multilayer feedforward
network. Because of the simple network structure and good convergence of the
algorithm, the learning algorithm of RBF network is more complex than BP network,
but the training speed is greatly improved. Lei et al. [8] use BRF network to extract the
fault features and diagnose the mechanical faults. Compared with MLP network, RBF
network has a better performance in recognition accuracy and robustness [9].

2.2 Feedback Neural Network

Hopfield neural network was first proposed by Professor Hopfield of in the United
States in 1982. Davey et al. [10] realize fault pattern recognition in dynamic and stable
environment based on Hopfield networks. Li et al. [11] introduce wavelet packet
analysis and energy calculation as fault feature preprocessing in order to improve the
classification efficiency. Compared to the feedforward neural network, the Hopfield
neural network considers the lag effect of input and output in time. Feedforward neural
networks usually use error correction method, which is slow in computation and slow
in convergence. Hopfield network and its associative memory characteristics have good
effect in fault diagnosis of incomplete symptoms.

Boltzmann machine is a stochastic recurrent neural network proposed by Hinton in
1985. DRBM can be used as an independent classifier; DDRBM-based classification
network can solve multiple classification problems and has better classification per-
formance. The research shows that DRBM has strong ability to extract sample features.
Gaussian restricted Boltzmann machine has the ability to provide a closed-form rep-
resentation of the distribution underlying the training data [12]; He et al. [13] proposed
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a novel bearing fault diagnosis method based on Gaussian RBM, and the proposed
method can realize the bearing fault diagnosis accurately and effectively.

Elman network can be used to solve the problem of multiple fault identification in
nonlinear systems [14]. Combined with rough set and genetic algorithm, the average
fault diagnosis accuracy of fault diagnosis system has been greatly improved [15]. Jun
and Huang [16] propose an improved particle swarm optimization Elman neural net-
work for aero-engine fault diagnosis.

2.3 Self-organizing Neural Networks

SOM network can be effectively used for fault diagnosis in the case of supervised
learning. SOM can be correctly identified with the input signal of the relative decimal
order of magnitude, but BP cannot [17]. Because of its competitive learning mecha-
nism, SOM has a significant advantage in dealing with concurrent failures. The SOM
network can be used to separate them one by one and return to the corresponding
characteristic group [18]. SOM can extract fault features well in offline learning and is
suitable for nearest neighbor classifier [19]. SOM is a class of suboptimal model
classifier, and its generalization performance is not as good as that of supervised
learning model, but it has self-organization and self-adaptive characteristics, and it can
better coordinate the requirements of adaptability, stability, and complexity.

ART is widely used in fault pattern recognition. ART can solve the problem of
stability and plasticity of neural network learning and can be applied to the fault
diagnosis in the manufacturing process [20]. Compared to fault detection and recog-
nition based on rule, ART has the same performance as BP network, but it is easier to
implement [21]. Compared with rule-based methods, ART can effectively identify
known faults and unknown faults, and only needs little model input. But the ART
network depends on the adjustment of the alert parameters. When the alert parameters
are high, the ART network is more inclined to produce a new neuron group, but it is
easier to make mistakes in the recognition of the unknown fault.

Counter propagation neural network can overcome the shortcomings of BP network
which is easy to fall into local minima, slow learning speed, and poor convergence.
With advantages of fast training speed and high diagnostic rate, CPN can simulate the
fault of analog circuits and can accurately determine the fault mode [22]. Some scholars
also set up a fault diagnosis model based on rough sets and colored Petri net and CPN,
to improve the generality and reduce the difficulty of diagnosis for complex faults. The
combination of spectrum analysis and counter propagation neural network is simple
and effective for fault diagnosis and has good robustness and generalization ability.

3 Contemporary Neural Networks

3.1 Deep and Extreme Learning

Deep neural network has been widely used in the fields of pattern recognition and data
classification [23]. Deep learning network has a more complex network structure, and
the fault feature information is extracted by a small error through a variety of nonlinear
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transformations and nonlinear approximations of the unprocessed fault data. Tran takes
the deep learning network as the classifier of the input fault data to extract the fault
information of the reciprocating compressor. Feng uses unsupervised depth learning
network for fault feature mining after training and use supervised learning network for
fault classification. This method is suitable for solving the nonlinear matching problems
of various health states and corresponding measurement signals [24]. Unsupervised
learning of deep neural network also can be used as an automatic encoder for data
dimensionality reduction or fault feature extraction [25]. DNN also used in fault
classification and diagnosis of the complex electronic information system.

The traditional ELM has the problems of low classification precision and poor
network structure stability. Some scholars proposed adaptive chaotic particle swarm
optimization algorithm to optimize the ELM parameters. The algorithm enhances the
stability of the network and improves the accuracy of data classification. Liu et al. [26]
proposed a new method of combining the local mean decomposition (LMD) multi-
scale entropy and the ELM. In view of the slow diagnosis speed and difficult parameter
selection, Wang et al. [27] introduce ELM to the fault diagnosis of the aeronautical
rotating rectifier. Compared with the fault diagnosis method, ELM has better diagnostic
efficiency.

3.2 Novel Neural Network

Pulse coincidence neural network model (PCNN) is proposed by Eckhom on the basis
of the working principle of the biological vision neural system. On the basis of tra-
ditional PCNN, Johnson transforms the two-dimensional image into one-dimensional
time series signal equation through PCNN iteration [28]. In order to solve the problem
of complex PCNN structure and inconvenient application, Zhang proposed a simplified
PCNN model and use PCNN to extract the fault feature of the bearing [29]. At present,
fault diagnosis is only used for fault feature extraction, which needs further study.

Support vector machine (SVM) is an artificial neural network based on structural
risk minimization criterion [30]. Through function mapping, the low-dimensional and
non-separable problems in linear space are converted into a linear problem with high
latitudes, and the optimal hyperplane is constructed. SVM has the characteristics of
small sample dependence, unique solution, and global optimization. It can effectively
solve multi-class classification problems.

4 Soft Computing

Zadeh takes the lead in proposing the concept of soft computing. It is a combination of
fuzzy logic, neural computing, evolutionary computation, and ordinal optimization.
Soft computing can deal with imprecise and uncertain information and has the ability of
perceiving, reasoning, and learning in the environment. Because of its advantages of
easy handling and robustness, the ensemble of neural network and other methods are
widely used in the field of fault diagnosis [31].

Literature [32] combines fuzzy neural network with rough set, wavelet transform,
and least square weighted fusion algorithm. Literature [33] combines the neural
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network with SVM implements for fault classification. Literature [34] gives two ways
of combining neural networks with expert systems. The wavelet neural network
combines the good time–frequency localization characteristic of wavelet transform and
the self-learning function of neural network. Fuzzy neural network for fault detection
and classification is proposed [35]. Neural network is also combined with genetic
algorithm and simulated annealing algorithm. Steve [36] applies genetic algorithm to
network weight training of artificial neural network. Some scholars also introduce
simulated annealing algorithm to Boltzmann machine, which makes it possible to
classify and learn algorithms and expands the application prospect of artificial neural
network in fault diagnosis.

5 Conclusion and Prospect

5.1 Conclusion

This paper gives a comprehensive overview of the development of artificial neural
networks for fault diagnosis. Neural network theory provides a new idea and method
for fault detection and diagnosis of complex nonlinear dynamic systems. Neural net-
works used for system fault diagnosis are mainly used in the following aspects: first,
the neural network is used to identify specific fault modes; second, the neural network
is used as the state estimator for fault diagnosis by using the idea of analytic redun-
dancy; thirdly, using artificial neural network to produce or evaluate the residual; and
fourthly, the nonlinear error of observer can be compensated by neural network with
adaptive error compensation.

5.2 Prospects

Only one kind of theory or one method makes it difficult to realize the fault diagnosis
absolutely, accurately, and timely in complex condition, but the comprehensive
application of various methods can take into account the advantages of many methods
and can improve the real-time and accuracy of fault diagnosis. Therefore, the organic
integration and integration of various methods will become the main direction of the
development of online fault diagnosis technology.

Mixed fault diagnosis of complex systems. Complex systems often consist of
devices at different levels and have diverse functions and complicated information
interaction. System complex composition, complex fault-related relationship, and
complex time series on information flow bring huge challenges to fault diagnosis and
recognition. However, how to ensure that this information can be effectively used to
improve the accuracy of fault diagnosis and reduce false alarm rate, and failure should
be further studied.

Precision and efficiency have always been the goal of the algorithm. With the
emergence need of remote fault diagnosis, distributed fault diagnosis, embedded real-
time fault diagnosis, and portable fault diagnosis, the real-time, diagnostic accuracy and
calculation efficiency of the artificial neural network algorithm under limited com-
puting resources is a major problem for the current fault diagnosis. Therefore, it is an
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important research direction to improve the structure and performance of the neural
network and improve the structure and performance of the neural network on the basis
of the high-speed, parallel, and exponential capacity of the computer or chip.

Compared to fault diagnosis, fault prediction is more challenging. However, the
local minima and overlearning problems of neural networks lead to low prediction
accuracy and are applied only in the fields of battery and mechanical equipment.
Therefore, constructing artificial neural network theory and engineering application
method suitable for fault prediction is also an important research direction in the future.
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Abstract. Convolutional neural networks (CNNs) have been widely
used in image classification task, which is based on the huge amount
of image samples. However, the insufficiency of cloud sample numbers
brings obstacles to classify clouds using CNNs. In this paper, we pro-
pose to apply Wasserstein generative adversarial network (WGAN) to
generate virtual cloud samples via supervised learning. Afterward, we
fine-tune a deep CNN model to evaluate the classification performance
under different number of virtual cloud samples. The experimental results
demonstrate the feasibility of the proposed method.

Keywords: Convolutional neural networks · Generative model ·
Discriminative model · Cloud classification

1 Introduction

Clouds are closely related to the daily activities of the human being and accu-
rate cloud classification has always been pursued in both the research field and
practical application. A number of researchers adopt various methods for auto-
matic cloud classification. Liu et al. [1] regarded the cloud sequences as dynamic
texture and described the cloud in a tensor manner, and also proposed the super-
pixel segmentation algorithm to obtain superpixels could adaptively [2]. Heinle et
al. [3] presented to utilize statical features, such as color and texture, to describe
clouds. Buch et al. [4] used binary trees to distinguish the cloud between clear
sky and other cloud types. Kazantzidis et al. [5] applied multifeatures for cloud
classification, including statistical color, textural features, solar zenith angle,
cloud coverage as well as the existence of raindrops in cloud images. Recently,
convolutional neural networks (CNNs) have shown an outstanding performance
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in image classification and identification tasks [6–9]. Inspired by that, many
researchers [10–13] applied CNNs to extract deep CNN-based features for auto-
matic cloud classification and the promising results validate the great potential
of CNNs for cloud classification.

However, the scarcity of the cloud sample quantities has been a bottleneck for
the further development of the cloud classification. The problem is that superior
properties cannot be learned for classifiers by using a limited number of cloud
samples. Recently, generative adversarial network (GAN) [14] and its multiple
extensions [15,16] have brought significant impact in the research field, which
could generate a substantial amount of images. However, the existing generating
methods are based on unsupervised learning and have difficulty in labeling the
generated samples.

In this paper, we aim to classify cloud images by utilizing virtual cloud sam-
ples which are generated via supervised learning. The rest of the paper is orga-
nized as follows. Section 2 introduces the virtual sample generating model, the
cloud classification network, and the implementation details. Section 3 presents
the experimental results and Sect. 4 makes a conclusion for this paper.

2 Generating Virtual Samples via Supervised Learning

In this section, we first introduce the Wasserstein generative adversarial net-
work (WGAN) [17] that is used to generate the virtual cloud samples. Then, we
introduce the classification network, and finally, we present the implementation
details.

Fig. 1. Illustration of the process flowchart for G and D
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2.1 WGAN

The WGAN consists of a generative model (G) and a discriminative model
(D). G is used to generate fake images and D is responsible for discriminat-
ing whether the input is real or not. Figure 1 illustrates the process flowchart of
G and D. Concretely, G takes a n-dimensional noise z as input and outputs an
image G(z). D takes an image x/G(z) as input and outputs a probability value
D(x)/D(G(z)).

G contains five deconvolutional layers and the kernel size for each layer is
4× 4. A batch normalization layer and a ReLU layer follow the first four decon-
volutional layers, respectively. The tanh function is used on the output of the
last deconvolutional layer. D contains five convolutional layers and the kernel
size for each layer is 4×4. The output of the first convolutional layer is connected
to the Leaky ReLU. The next three convolutional layers are followed by a batch
normalization layer and a Leaky ReLU layer, respectively.

2.2 Classification Network

We modify the ResNet-50 [8] as the classification network. The modifications
include several aspects. First, we replace the last average pooling layer with
an adaptive average pooling layer which is simply used as the transition step
to connect the convolution layer to the fully connected (FC) layer. Second, we
remove the last FC layer and add two new ones and the second one is with the
number of N neurons. Herein, N is the number of cloud classes. In addition,
between the two added FC layers, we also add a batch normalization layer,
a Leaky ReLU layer and a dropout layer sequentially. Note that, the softmax
function is applied to the outputs of the last FC layer and the cross-entropy loss
is utilized to measure the performance of the classification network.

2.3 Implementation Details

In this subsection, we first introduce the implementation details of G and D.
Then, we present the implementation details of the classification network.

We aim to generate virtual cloud images for each class via supervised learning.
That is to say, we only use one class of the cloud samples to train G and D at
each time. When we obtain the trained G, we use it to generate the virtual cloud
images. However, the number of real cloud images in each class is 2000, which
runs the risk of overfitting to train G and D. To overcome this problem, we first
resize the images to 120× 120, then we crop the images twice. In the first time,
the images are centrally cropped to 80×80 and in the second time, the randomly
cropped images are with the size of 64×64. We also apply the random horizontal
flip strategy after each cropping process. Meanwhile, each image is normalized
by Gaussian distribution with the RGB mean values and standard deviation
values computed on a specifical class before it is fed into D. The weights in
deconvolutional layers, convolutional layers, and batch normalization layers are
subjected to the uniform distribution, and the bias in batch normalization layers
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is initialized to 0. The dimensions of noise z are fixed to 100, and the noise obeys
to the standard normal distribution. The coefficient of leakage in Leaky ReLU
is set to 0.2.

The purpose of G is to generate images as real as possible. While the pur-
pose of D is to distinguish the fake images from the real images to the best
of its ability. The training process of G and D is a two-player minimax game.
Specifically, we need to maximize the loss of D and minimize the loss of G at
the same time. We adopt the RMSProp to optimize the training process. The
training epoch is set to 100. The learning rate and weight decay are both set to
0.00005. Meanwhile, during each iteration, the parameters in D are clamped to
the range of −0.01 to 0.01. To improve the efficiency of the training process, the
G starts to be trained after every 100 iterations of D.

For the training phase of the classification network, we fine-tune the parame-
ters of ResNet-50 which is pretrained on the ImageNet. The parameters (weights
and bias) in the two added FC layers are subjected to the uniform distribution.
The weights and bias in the added batch normalization layer are initialized to
1 and 0, respectively. The cloud images in the training set are first resized to
300× 300 and then centrally cropped to 256× 256. Afterward, they are normal-
ized by Gaussian distribution with the RGB mean values and standard deviation
values calculated on all the classes in the training set. The stochastic gradient
descent (SGD) [6] with momentum is adopted to update the parameters. The
momentum value is set to 0.9. The training epoch is set to 50 with the batch
size of 32. The learning rate is set to 0.001, except the added FC layers which
are set to 0.01. The coefficient of leakage in the added Leaky ReLU is set to 0.1
and the drop rate in the added dropout layer is set to 0.5. It should be noticed
that the learning is reduced to one-tenth of that after 30 epochs.

During the test process, the cloud images in the test set are resized to 256×
256. The other preprocessing operations are in accordance with those in the
training stage. Afterward, they are fed to the well-trained classification network
to obtain the classification accuracies.

3 Experimental Results

The cloud samples are taken by a sky camera with fisheye lens. According to the
International cloud classification system criteria published in the World Meteo-
rological Organization (WMO), and the visual similarity in practice, we classify
the cloud samples into seven classes, i.e., cumulus, cirrus, and cirrostratus, cir-
rocumulus and altocumulus, clear sky, stratocumulus, stratus, and altostratus,
cumulonimbus, and nimbostratus. The sample number in each class is 2000.
Hence, there are 14000 real cloud samples in the cloud dataset. We randomly
select 1300 samples from each class as training set and the remaining 700 samples
in each class as the test set. We use the generative model (G) to generate 2000
virtual cloud samples for each class. Figure 2 shows the real and virtual cloud
samples in each class. From the figure, we can see that the generated images pos-
sess many properties of the corresponding class. We equally partition the virtual
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cloud samples into four parts for each class. We first train the classification net-
work without the virtual cloud samples. Then, we merge one part of the virtual
cloud samples with the real ones in the training set and shuffle them to train the
classification network. The emergence process is conducted four times and the
test set is used to evaluate the classification performance of each well-trained
network.

Fig. 2. Cloud samples of the real images and virtual images in each class. Set a repre-
sents the real cloud samples and set b represents the virtual cloud samples. The Arabic
numbers in the bottom denote the corresponding label of the cloud

Table 1. Classification accuracies (%) using different number of virtual cloud samples
in each class

Number Accuracy (%)

0 89.63

500 89.90

1000 86.92

1500 88.06

2000 89.35

The classification results with different virtual cloud sample numbers in each
class are listed in Table 1. From the table, we can see that compared with
the classification results with no virtual cloud samples, the classification results
with virtual cloud samples are competitive. Especially, the classification accuracy
achieves to 89.90% with 500 virtual cloud samples in each class. The results
demonstrate that it is feasible to generate virtual cloud samples under supervised
learning to solve the sample scarcity problem.

4 Conclusion

In this paper, we have proposed to use virtual samples for cloud classification.
The virtual cloud samples are generated by WGAN via supervised learning. We
have evaluated the classification performance under different number of virtual
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cloud samples in each class and the experimental results have validated the
effectiveness of the proposed method.
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Abstract. Optical character recognition (OCR) is considered as one of long-
term and hot research topics due to the fact that OCR technique can change the
documents from paper to computer-readable format by consistently growing.
However, the recognition accuracy of current OCR technique is required to
improve some special applications such as in reimbursement of value-added tax
(VAT) invoices. This paper proposes two OCR techniques by using deep
convolutional neural network (CNN) and residual network (ResNet), respec-
tively. According to our test dataset, the formerly proposed techniques can reach
up to 97.08%, while the latter can increase to 99.38%.

Keywords: Optical character recognition � Value-added tax invoices � Deep
learning � Convolutional neural network � Residuals network

1 Introduction

Optical character recognition (OCR) refers to the process of recognition text data from
image containing text that is not editable by computer [1]. It generally has four steps:
digitization, preprocessing, segmentation, and feature extraction [1].

Step 1. Digitization is the first step of OCR, and we adopt camera or scanner to
convert paper document containing handwriting or machine text to digital
images, which will be used in the next steps of preprocessing.

Step 2. Preprocessing generally includes binarization, tilt correction, and many more.
Binarization is the first step of preprocessing to convert color images to black
and white images, which is aimed at decreasing the amount of information and
speeding up recognition. Tilt correction is correcting text tilt due to shooting
or scanning before segmentation and recognition [2].

Step 3. Segmentation is splitting character sequence into individual characters; it is an
essential step in OCR, the effect of which directly affects the final result of
OCR [2].
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Step 4. Feature extraction is the extraction of single-character feature that distin-
guishes themselves from other characters, and it is the most essential step of
OCR.

OCR has many engineering applications, such as license plate recognition and
business card recognition. We also want to introduce OCR to reimburse value-added
tax (VAT) invoices, due to that VAT is the most important tax in China, which is a tax
levied on the added value of product or service at every stage of production or dis-
tribution, but we generally reimburse VAT invoices manually, which has many dis-
advantages, such as wasting time, being inefficient, and high error rate. However,
traditional feature extraction methods, such as pattern matching [3] and structural
analysis [4], are not very effective, especially in face of Chinese characters and
reimbursement invoices require more accurate OCR that traditional OCR cannot do.
Deep learning can complete this task and provide more precise OCR, if you own
enough datasets [5].

In this paper, we creatively apply Sobel operator to segmentation and creating
datasets. Data augmentation was also used to expand the datasets, aiming to train more
effectively and reduce over-fitting [6]. We adopt deep learning to feature extraction in
OCR and apply it to recognizing the amount of words, which is an economic term and
the most important part of VAT invoices. There are 16 categories of characters, which
are generally used in amount of words, as shown Fig. 1 has been modified.

This paper is organized as follows. In Sect. 2, we introduce Sobel operator and
show how to apply Sobel operator to segmentation and creating our datasets. In Sect. 3,
two algorithms of deep learning are described. Section 4 shows the experimental
results of VAT invoice recognition. We conclude the paper in Sect. 5.

2 Sobel Operator and Production of Datasets

2.1 Sobel Operator

Sobel operator is one of the most important operators in image processing and plays an
important role in machine learning and computer vision. The main role of Sobel
operator is edge detection, and smooth suppression of noise is another function. Sobel
operator weights the gray values of the neighborhood of every point in the image. This
weight value will reach the extreme at the edge, so we can apply it to detecting the edge
of the image [7].

Sobel operator has a pair of 3 � 3 matrices. Convolving them with the image, we
can get the approximate the gradient of the image intensity function in the horizontal
and vertical directions [8].

Fig. 1. Sixteen characters commonly used in VAT invoices and corresponding English
explanations
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2.2 Production of Datasets

The production of datasets is one of the most important parts of the whole experiment,
which can affect the result of networks training. The steps of making the datasets are as
follows.

2.2.1 Positioning
Positioning the location of the amount of words is the first step in production of
datasets. VAT invoices have standard templates, and all characters and seals must be
printed or covered in the specified location. Otherwise, this VAT invoice is invalid. So
their positions are relatively fixed. In this case, it is easy to intercept the amount of
words and get character sequences by fixed template, which record position informa-
tion. The result is shown in Fig. 2.

2.2.2 Preprocessing
Before segmentation, we applied image binarization and Sobel operator to process the
intercepted character sequence. Image binarization aims to reduce the amount of
information and speed up processing [9]. Sobel operator is to reduce the failure rate of
segmentation, due to that many Chinese characters are made up of two parts and if
splitted directly, the character will be splitted into two parts. However, after applying
the Sobel operator, we can detect the edge of a character and turn the character into a
whole, bringing about increasing the rate of correct segmentation (Fig. 3).

Fig. 2. The image of the amount of words obtained from the whole VAT invoice with a fixed
template. In addition, characters in this image are ⊗, two, ten thousand, two, hundred, nine, ten,
five, yuan and integer, and the image represents 2295 yuan
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2.2.3 Segmentation

Step 1. Project the processed character sequences into horizontal and vertical direc-
tions, respectively, and draw histograms of their corresponding pixel distri-
butions, as is shown in Fig. 4. From their histograms, we can easily location
every character.

Step 2. Split horizontally according to the histogram that projected the image to the
vertical direction. The result is shown in Fig. 5.

Step 3. Split vertically based on the histogram that projected the image horizontally.
The final segmentation result is shown in Fig. 6.

Using this method, we can make correct segmentation and about 2500 images of
individual characters were collected, which were divided into 16 categories, everyone
ranging from 100 to 200 images that are datasets. We divide the dataset into two parts
of training datasets and test datasets. Every character in the test datasets has 30 pieces
of images, and the rest are the training datasets.

2.2.4 Data Augmentation
However, the number of every type of image in the training datasets is not equal and
some of types do not have enough data to train, which can lead to over-fitting. To
reduce over-fitting, the most commonly used method is data augmentation, which
artificially enlarges the datasets using label-preserving transformations [10]. We use
random crop, shift, and rotation to, aiming to more effective training, and the number of
images in every category is expanded to about 400 pieces, which is enough to train.

3 Two Deep Learning Algorithms

Deep learning is a branch of machine learning. It is an algorithm that attempts to
abstract data characteristics using multiple processing layers that consist of complex
structures or multiple nonlinear transformations. In this paper, the deep learning
framework used is CNN, as a result of its better results in image and speech recog-
nition. CNN is a kind of feedforward neural network, which consists of three basic
parts of convolutional layer, pooling layer, and fully connected layer [10].

• Convolutional Layer

The convolutional layer is the heaviest and most basic component of a convolutional
neural network and consists of several convolutional units. The purpose of convolu-
tional layer is to extract the different characteristics of the input.

Fig. 3. The image processed by image binarization and Sobel operator
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Fig. 5. The image was splitted vertically based on the histogram projected the image
horizontally, and characters in this image are same with characters in Fig. 2

(a) The histogram projecting the character 
sequence to vertical direction. 

(b) The histogram projecting the character 
sequence to horizontal direction.

Fig. 4. Two histograms projecting a character sequence to vertical and horizontal directions
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• Pooling Layer

Pooling layer is down-sampling in nature. Pooling layer can reduce the input dimen-
sion, thereby reducing the amount of parameters and simplifying the calculation; it also
decreases the possibility of over-fitting. Pooling layers are generally inserted periodi-
cally between two adjacent convolution layers.

• Fully Connected Layer

Fully connected layer is generally the last layer of the network, the main function of
which is classifier.

3.1 Deep CNN

In this paper, the structure of this network is shown in Table 1. Parametric Rectified
Linear Unit (PReLU) has been chosen as activation function for every applicable layer,
except the last output layer selecting Softmax, which is suitable for multiple classifi-
cation problems, as activation function. In addition, we use categorical cross-entropy as
loss function [10].

Fig. 6. The image was splitted vertically by histogram and it is also the result of the final
segmentation, and characters in this image are same with characters in Figs. 2 and 5

Table 1. The type of layer in the deep CNN, along with the activation
function and data dimension of each layer

Layer Dimension Activation

Input 48 � 48 � 3 \
Convolutional 2D 64 � 5 � 5 PReLU
Max pooling 2D 5 � 5 \
Convolutional 2D 64 � 3 � 3 PReLU
Convolutional 2D 64 � 3�3 PReLU
Average pooling 2D 3 � 3 \
Convolutional 2D 128 � 3 � 3 PReLU
Convolutional 2D 128 � 3 � 3 PReLU
Average pooling 2D 3 � 3 PReLU
Flatten \ \
Dense 1024 PReLU
Dropout (0.5) \ \
Dense 1024 PReLU
Dropout (0.5) \ \
Dense 16 Softmax
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3.2 ResNet

Residual network is the classification task champion of ILSVRC2015 [11], created by
Kaming He et al. ResNet, introducing a structure named residual block [11], solves the
problem that even if you increase the number of network layers and make the network
deeper, you cannot improve the accuracy of the network, due to degradation problem
[11]. In this paper, we use a 110-layer residual network.

4 Experimental Result

In this section, we present our experiment results. We use MATLAB R2017a to
complete our datasets created. Deep CNN and ResNet, relying on Keras2.1.5 and
Tensorflow1.6.0, were trained and tested by two NVIDIA GeForce GTX 1080 Ti
GPUs.

The time of every training epoch of Deep CNN ranges from 48 s to 52 s, but
ResNet spends about 6.5 min per training epoch in the same devices and environment,
as shown in Fig. 7. The accuracy of deep CNN reaches to above 95% after the tenth
training epoch, which is so quick, but it rarely improves during the subsequent training
epoch. However, the accuracy of ResNet can continuously rise and reach up to more
than 99%, though it improves slowly, due to the deeper network structure of ResNet.

We use the confusion matrix to show the recognition accuracy in Fig. 8. Confusion
matrix, also known as the possibility or error matrix, is a specific matrix used to
visualize the performance of the algorithm, generally supervised learning [12]. Every
column represents the predicted value, and every row represents the actual category.
Recognition accuracy of Deep CNN and ResNet is, respectively, 97.08% and 99.38%.

Fig. 7. Accuracy changes of deep CNN and ResNet in test datasets
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5 Conclusion

In this paper, we have demonstrated that algorithms of deep learning, which own
outstanding image classification capability, can be applied to OCR, especially the
recognition of amount in words in VAT invoices. We apply Sobel operator and other
image processing techniques to create datasets used to train our network, aiming to
solve the problem of amount of words recognition in VAT invoices and achieve high
recognition accuracy in this problem.

The deep learning methods are applicable to OCR and can be applied to the
recognition of amount of words in VAT invoice with high efficiency and accuracy,
because of that they can automatically extract the features of every class of pictures
from the datasets, if you have huge amount of data. Deep learning has indicated its
strong power and broad application prospects in field of OCR.
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Abstract. SDN is a new type of network architecture. The core technology of
the SDN is to separate the control plane of the network device from the data
plane so as to achieve flexible control of network traffic. Such structure and
characteristics have put forward higher requirements on the security protection
capability of the SDN controller. However, there are still less researches on
malicious applications for the SDN network architecture. This article aims at this
problem, based on the analysis of the existing malicious application detection
methods and on deep learning technology proposed by a detection method for
SDN malicious applications. Finally, under the TensorFlow deep learning
simulation environment Keras, 30 SDN malicious samples were studied and
tested. The experimental data show that the detection rate of this method for
malicious applications can reach 89%, which proves the feasibility and scien-
tificity of the program.

Keywords: SDN � Malicious applications � Deep learning

1 Introduction

Malware is one of the major threats to today’s computer systems. Malware is constantly
evolving, and its complexity is getting higher [1]. At the same time, there are more and
more types of attacks against SDN networks. However, most of the existing SDN-
related research focuses on using of software-defined network control and forwarding
separation features and the network architecture to solve the traditional malicious
attacks, and less research on malicious applications specifically targeted at SDN.

In [2], a dynamic analysis environment (sandbox) was set up to detect malicious
applications. However, this detection system also has its obvious limitations, because
the SDN controller itself in this system is also vulnerable to the SDN model of threats
and attacks. If the controller is compromised, the system will not be able to properly
perform malware analysis functions. And the original intention of this scheme is to
detect malicious code for ordinary computers instead of malicious code for SDN
controllers. Lee et al. [3] propose a framework SHIELD for automatically analyzing
SDN malicious applications, which examines the API calls of SDN applications and
summarizes existing benign and malicious applications and extracts their behavioral
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characteristics to detect malicious behaviors, but it is obvious. The disadvantage is that
the detection of malicious applications that can hide their own behavior is very poor.
Röpke [4] proposed two protection schemes: one is application isolation and domain
adoption method, and the sandbox is used to place important modules on the control in
different domains and isolate each other to ensure that one of them is not affected by
other infections. The other solution is to add a proxy between the controller and the
switch. The proxy controller functions as a policy checker so that the proxy controller
judges each time the controller sends a flow table. Whether the flow table issued by it is
reasonable or not is a normal instruction or a malicious behavior generated by a
malicious application, and then whether or not to isolate the related application
according to the condition. Reference [5] refers to the isolation of SDN applications
through virtualization to protect the control plane, or to take strict measures to separate
malicious SDN applications. At the same time, the policy checking mechanism is
allowed to operate independently of the SDN controller or a behavioral policy detection
module is added at the control layer to give a certain level to each behavior and
operation of the related application. The malicious application and protection can be
detected by judging whether the application behavior is malicious or not. The purpose
of the controller. Such a detection method does not analyze the structure of the
malicious application itself, but only waits for the malicious behavior to trigger after
the sample analysis and extraction rules, so the accuracy and timeliness of the time-
liness are detected of unknown malicious applications, etc. It is obviously deficient.
Reference [6] introduced the detection of malicious applications on the Android sys-
tem, and pointed out that the extracted features include Android installation program,
file MD5 value, package name, startup activity name, permission information, and
other static features, which did not go deep into the malicious application internal
attention. In the case of function calls, these static features may be forged and it is
difficult to accurately describe a malicious application.

This article addresses the security issues of the SDN controller itself, especially the
application layer security that is now weak in protection capabilities. We start from the
function calls inside each application, extract features, and combine the idea of artificial
intelligence about deep learning with SDN’s malicious application detection to provide
a new method for detecting SDN malicious applications.

2 The Difference Between SDN’s Malicious Applications
and Ordinary Malicious Applications

The working principle and trigger mechanism of SDN applications and traditional
applications are different. SDN applications are usually activated by events such as
flow table in forwarding layers, but general malicious applications such as Android
malicious are activated by the user or a specific time or automatically. These differences
also determine that we should adopt different detection methods (Table 1).
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3 Deep Learning Based Malicious Application Detection

The convolutional neural network directly takes the original data as input, automati-
cally learns the representation of features from a large amount of training data, and has
the features such as local connection, weight sharing, and pooling operations, which
can effectively reduce the complexity of the network and reduce the number of training
parameters. It can also make model to have some features of invariability to translation,
distortion, and scaling.

The research shows that the features obtained by convolution neural network are
more discriminative and generalization than those designed artificially. Feature
expression is the research foundation of computer vision. How to use convolution
neural network to learn, extract, and analyze the characteristic expression of infor-
mation, so as to obtain more general features with better discriminant performance and
better generalization performance, and will have a positive impact on the whole
computer vision and even more extensive fields.

3.1 Malicious Application Detection Scheme Design

The main idea of this method is to transform SDN malicious applications into samples
for deep learning. The industry pointed out that deep learning plays an important role in
the field of image recognition. At present, the best system is based on deep learning, so
this method will transform all benign and malicious applications into samples in the
form of images and then imported into the deep learning framework for deep learning.

The scheme has three advantages:

(1) In the past, the static feature extraction of malicious code mainly focuses on its
behavior, label, package name, activity name, permission information, and other
features that are easy to be hidden or forged. This scheme is a high reliability, hard
to forgery sample for the control flowchart of malicious applications (Control
Flow Graph, CFG diagram). This kind of high reliability is difficult to forge
samples greatly increase the authenticity and usability of the sample.

(2) Deep convolutional neural networks are now recognized as the most outstanding
deep learning framework in the field of image recognition.

Table 1. Differences between malicious applications and malicious applications for SDN

SDN malicious applications General malicious applications

Existing form Independent existence Independent or in the form of plug-ins
Way for spreading The Internet All methods including the Internet
Affected objects SDN controller Host or network
Trigger method OpenFlow table Designated or computer user
Call interface Restful API and Ad Hoc API Specific system API
The level of
danger

Harmful Uncertain

Operating platform New network platform Traditional platform, smart mobile
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(3) Convolutional neural network as a deep learning model is with the ability to layer
learning characteristics. Studies have shown that the features learned through
convolutional neural networks have stronger discriminative ability and general-
ization ability than artificial design features (Fig. 1).

4 Method Implementation

4.1 Related Software Introduction

Graph-easy is a Perl module for graphical DSLs that provide customers with an easy-
to-understand, highly readable graphical description language and supports Graphviz,
VCG, and GDL files in a variety of imported formats.

Keras is a high-level neural network API. Keras is written in pure Python (Python
version: Python 2.7–3.6) and supports TensorFlow, Theano, and CNTK backends.
Keras is highly modular, minimalistic, and extensible, supporting CNN and RNN
(Table 2).

Fig. 1. Mainly introduces the workflow of the method. Next, we will focus on the generation of
malicious application samples and the construction and training of convolutional neural
networks. The sequential convolutional neural network uses a sequential model
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Sample source:

(1) 12 samples found from the GitHub open source community.
(2) 20 samples shared by the research team in Reference 3.

4.2 Experimental Implementation

(1) First, we divide the application into two categories (benign, malicious), and IDA
reverse tool, call IDC module, processing the original sample, generate Graph
Description Language (GDL) file.
This article took into account the following points when generating GDL files:
1. Simplify the process, the number of iterations, and function calls to the same

function that does not exceed two times.
2. The picture of this method is just an undirected figure. It only cares about the

structure of the entire program and does not care about the calling relationship
between functions.

3. In order to simplify the call relationship, display the call relationship of all
function interfaces and ignore part of the call for the local library functions.

4. The function entry point is set to green, and the main function entry point is
set to blue. We pay special attention to the functional modules peculiar to
SDN malicious applications just like DataChangeListener(), FlowRuleModi-
fication(), SwitchFirmwareMisuse(), and ReplayingKnownAttack(); the main
function call function is set to pink. Set the API of the SDN controller to be
light green

(2) Graphical transformation model Graph-easy is used to convert GDL files into
CFG flowcharts (as shown in Fig. 2).

(3) Write a script to normalize and batch the generated flowcharts so that they become
256 * 256 PNG format samples for deep learning.

(4) Based on Google’s deep learning framework TensorFlow and Keras, build a deep
convolutional neural network. Based on previous experience, debug various
parameters.

First of all, there is no fixed method for setting various parameters in a convolu-
tional neural network, and there is no so-called optimal method. Therefore, the fol-
lowing parameters are selected after referring to the setting method given in [15, 16].
The optimal combination of efficiency and accuracy is coupled with their own
understanding of the set.

Table 2. Experimental environment configuration

Experimental environment Development environment

Operating system Windows10
Processor Inter i5-4300
RAM 8 GB
Programming language Python 3.6
Deep learning framework TensorFlow
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Stride is the step size, filter is the filter (also known as the convolution kernel),
kernel_size is the size of the convolution kernel, and padding is equal to zero when the

Fig. 2. The original picture is a color picture, and the color setting rule is as mentioned in the
fourth point of step (1). In Fig. 2, the larger image is a complete CFG image, and the small image
is a partial enlarged view of the main function to illustrate

Table 3. Convolutional neural network parameters used in this paper

Stride Padding Filter Kernel_size

Convolution layer 1 1 Same 10 3 * 3
Pooling layer 1 2 0 10 2 * 2
Convolution layer 2 2 Same 20 3 * 3
Pooling layer 2 2 0 20 2 * 2
Convolution layer 3 1 Same 40 3 * 3
Pooling layer 3 2 0 40 2 * 2
Fully connected layer 2 0 120

Note Regarding the choice of step size, if the step length of
the convolutional layer is too long, it will lose a large number
of features, too small will lead to overfitting, so the step length
is 2. The step size of the pooling layer and the parameters of
the convolution kernel are based on previous experience.
Regarding the selection of the filter, the basis for the setting is
mainly the image processing capability of the experimental
platform. Regarding the size of the convolution kernel, the
size of the mainstream convolution kernel now introduced is
usually 3 * 3, 5 * 5, so a 3 * 3 convolution kernel is used, and
the calculation of formula (2) is also considered. The result of
the process can be an integer so there is also a 2 * 2
convolution kernel. The choice of padding is also to enable
the overall structure to be more reasonable and optimized.
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padding is equal. At this time, a value of 1 is assigned. When it is valid, it means that it
is not filled.

outp represents the output after the pooled layer, and outc represents the output
through a convolutional layer (Table 3).

outp ¼ inlength=stride ð1Þ

outc ¼ inlength � kernel sizeþ padding
stride

þ 1 ð2Þ

(5) Put all sample numbers in the same directory, put 80% of the samples into the
deep learning framework as a training set for learning, and use 20% of the samples
as test sets to test the accuracy of the model.

4.3 Comparison of Experimental Results

Result analysis:

In Table 4, loss represents the loss value, acc represents the accuracy of the training set,
and val_acc represents the accuracy of the test set. The loss represents that the loss
value is greater than 1, indicating that the loss of information is serious and there is a
certain overfitting phenomenon, but it tends to become smaller gradually. The accuracy
of this method is set at 0.8966. If the number of samples and the number of cycles are
increased, the result will be more ideal, however. The continuous development of the
deep convolutional neural network makes the number of neural networks more and
more, the longer the calculation time, the more the resources are consumed, and the
accuracy rate is correspondingly improved. However, the overfitting phenomenon may
be more serious, so the convolution of this paper. On the basis of VGG and AlexNet,
the neural network adjusts the design and parameters of each layer according to the
characteristics of the method, taking into account the accuracy and efficiency, and
achieves better results (Table 5).

Table 4. Comparison of different deep learning frameworks

Framework Loss Acc Val_loss Val_acc

AlexNet 0.7821 0.5000 0.6957 0.4643
VGG 5.0369 0.6875 3.3348 0.7931
Described in Table 2 0.6897 0.6429 0.3365 0.8966

Table 5. Different methods for the same malicious application in average detection times

OpenDaylight (s) Floodlight (s)

SHIELD 27.85 45.26
Described in Table 2 4.42 3.52
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Compared with the SDN malicious application detection method mentioned in [3],
the detection accuracy rate of SDN malicious application is not mentioned in [3], only
given the average detection time, so the results are obviously not accurate enough and
rigorous. Since there are few documents related to SDN malicious application detec-
tion; after a comparative analysis based on existing data, this experiment can better
complete the malicious application detection function.

We can achieve a certain goal in the detection of malicious code of SDN through a
deep learning method and achieve an ideal result. However, because there are still few
relevant samples on SDN malicious applications, the highest accuracy rate is only
about 89%.

5 Concluding Remarks

SDN is a new type of network architecture, but its research on security is still relatively
backward. We provide a new method for the detection of SDN malicious applications,
which has important practical significance for the security protection of SDN.

However, because there are few malicious applications of samples for SDN net-
works, the detection accuracy is not high enough. With the progress of follow-up
research, after collecting a large number of SDN malicious application samples, we can
continue to optimize and perfect the detection method and verify the method. At the
same time, due to the complex logic relationship of the application program, the control
flow graph is very complex and the features are too scattered, which is not conducive to
deep learning. Next, we will remove some noncritical calls and retain the key processes
to improve the accuracy.
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Abstract. The era of multimedia big data has a profound and extensive impact
on the field of public security. The application of multimedia data and big data
technology has brought new opportunities to the construction of public security
system, as well as new challenges. This paper summarizes the new character-
istics of various public security risk events, such as violent terrorist attacks,
serious criminal offences, major group events, and network crimes, and analyzes
the main problems existing in the application of big data technology in the field
of public security. The progresses and trends of some essential technologies are
analyzed.

Keywords: Multimedia data � Big data � Public security � Association analysis

1 Introduction

With the fleeting progress of computer technology, network communication, and
digital media, the technology of obtaining, generating, processing, and analyzing
multimedia data has also been developed rapidly. The information society has entered
the era of multimedia big data. Multimedia big data includes but is not limited to text,
image, graphics, audio, video, social, and sensor data that is highly valuable in
decision-making. The application of multimedia big data has brought momentous
changes to the fields of finance, transportation, medical and health, education, safety,
and so on [1–3]. In the field of public security, which is crucial to the national security
system, this change is more profound and extensive. Through satellite communications,
video surveillance, sensor equipment, mobile Internet devices, and other ways, mass
multimedia big data has been generated. It is fundamentally changing the environment,
countermeasures, and even the way of thinking of public security problems [4, 5].

The popularity of multimedia big data and the immediacy of communication make
the problem of public security more complex and diversified [6, 7]. It brings new
characteristics to the public security risks, including violent terrorist attacks, serious
criminal offences, severe group events, and network crimes. The main new charac-
teristics can be summarized as follows:

(1) Dissemination. In the era of multimedia big data, the generation, dissemination,
and acquisition of information are extremely convenient, which improves the
efficiency of the social and economic operation. On the other hand, the extensive

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
https://doi.org/10.1007/978-981-13-6508-9_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_14&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6508-9_14


dissemination and the instant propagation of information can lead to the rapid
spread of false information such as rumors and panic. Moreover, the tremendous
panic and anger would easily induce group events [8, 9].

(2) Concealment. Benefited from the high degree of liberalization and virtualization
of the data space, various kinds of activities that may endanger public security are
conducted through the Internet, including Internet fraud, online theft, the com-
munication of criminals, and so on. The concealment of these activities is mainly
embodied in two aspects. The first is the concealment of the data generation,
because the important information related to the criminal activity is often frag-
mented in the massive raw multimedia data. The second is the concealment of the
data transmission. Compared with the point-to-surface transmission mode, point-
to-point and even point-to-circle transmission mode make it difficult to track the
path and scope of information dissemination [10].

(3) Accessibility. With the fully developed and wide application of multimedia
technology and network technology, information dissemination is not restricted
by space and almost has no boundaries. The impact of the broad outreach on
public security is also reflected in two aspects. One is the wide range of partici-
pation. The criminals can communicate, control, and command remotely, which
drastically reduces the cross-border and trans-regional crime cost. The other one is
the wide range of influence. The spread of public opinion and group events have a
wider audience, which means the problems become more difficult to control and
management.

The characteristics of mass multimedia data for public security risk often exist and
intertwined in the same public security event, which causes difficulty to implement the
traditional prevention and control measures effectively. There is an urgent need to study
latest technologies to prevent, mitigate, and predict the evolution of public security risk.
Therefore, it is an effective means to deal with the new challenges of public security
risk by using big data technology to detect, integrate, and analyze the public security-
related multimedia information from mass multidimensional fragmented data, and to
identify public security risk with a forward-looking view.

2 Analysis of the Application Problems of Multimedia Data
in Public Security

Facing with the massive multimedia data, the key of reducing public security risk lies
in the comprehensive collection, fusion, understanding, mining and analysis of public
security-related information, the discovery of the potential associated relations within
the raw data, the reveal of the patterns of public security events, and the accurate
prediction of the evolution situation of public security events.
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Focusing on these crucial issues, there remain some application problems of
multimedia data in public security:

(1) Insufficient data collection

The concealment and complexity of public security risk result in the high requirement
of data for risk perception. First, to identify all kinds of potential risks, it is necessary to
collect multi-source heterogeneous data that crossing both virtual and physical spaces.
Second, fine granularity of data is the prerequisite for rapid identification of potential
risk sources and promptly disposal of public crisis. At present, in terms of big data
collection in public security, abundant data of human activities, production and facility
operation that related to public security cannot be captured promptly and effectively or
cannot be transferred to the decision-making system in time.

(2) Incomplete data fusion and integration

At present, the collected multimedia data in public security have typical features of big
data which include a wide variety of sources, different structures, and huge volume. But
in practice, the information cannot be shared and integrated since these data are often
widely scattered among various departments, institutions, and enterprises. The so-
called information isolated islands become a common phenomenon. For example, the
public safety management system is often operated based on the “divide and conquer”
principle. And in many cities, several or even a dozen security platforms exist
simultaneously in a safety city system without interconnection and integration
according to practical services. Accordingly, there is a lack of intelligent technologies
to conduct data cleaning and data fusion when facing the multi-source heterogeneous
data that crossed networks and applications in a public security system.

(3) Imperfect data association analysis

The difficulty of applying public security big data lies not only in the huge volume but
also in the hidden complex relations between each other. Only by digging the inherent
laws and relations, can we find the logical consistency behind the scattered information,
and then accurately analyze and predict the evolution trend of public security events
[11]. For example, it is normal that a person bought a pressure cooker or a clock or a
steel ball. But it is definitely abnormal if this person brought all these things together.
However, the current public security multimedia data and its application have the
problems of fragmented information, low-value density, low utilization of data
resources, and limited means of data analysis. To exploit and search for clues in
massive, scattered, chaotic, and seemingly unrelated data, it is necessary to introduce
intelligent data association and analysis techniques comprehensively.

(4) Inefficient assistant decision-making

Through multimedia big data to assist the relevant decision-making of public security
risk, the transformation from “business experience driven” to “data quantification
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drive” can be realized. It not only provides quantitative scientific basis for emergency
decision-making but also provides strong support for early prediction and early
warning [12].

To analyze and process mass public security multimedia data and then assist in
decision-making, we need to establish effective prediction and early warning models
based on data fusion understanding and association analysis, then complete the “data—
information—knowledge—decision” conversion in a short time. At present, in the field
of public security, prediction and early warning models for multimedia data and
assistant decision-making tools are still in the initial stage of application, and there is a
lack of systematic application with practical effect and operability.

3 Progresses and Trends of the Application Technologies
of Multimedia Big Data in Public Security

In view of the mentioned application problems, this section focuses on two key issues,
which are fusion and understanding of multi-source heterogeneous multimedia data and
association analysis of mass multidimensional multimedia data in public security, to
analyze the current progresses and trends of the application technologies.

3.1 Fusion and Understanding of Multi-source Heterogeneous
Multimedia Data

The traditional methods of data fusion and understanding based on static and surface
features cannot adapt to the demand for deep intelligent understanding and computing
applications of multimedia data content. The emergence of big data provides an
opportunity for the deep modeling of multimedia data content and the intelligent
semantic understanding. Because of the characteristics of a wide range of data sources,
different data structures, numerous data categories, long time span of data generation,
and uneven data quality, the application in public security demands higher require-
ments for the organization and management of multimedia data. Currently, in the field
of public security, the fusion and understanding of multi-source heterogeneous mul-
timedia data are not systematic and operational in practice. Therefore, the well-
established technologies like big data fusion technology from other fields can be
adopted.

The universal mode of big data fusion is shown in Fig. 1 [13]. The critical sup-
porting technologies needed in this mode include schema/ontology alignment, entity
linking, conflict resolution, and relation inference and evolution [14–16]. The tech-
nology of schema/ontology alignment is used to deal with heterogeneity of ontology
and heterogeneity of data sources. Entity linking consists of named entity recognition
and record linkage and entity association, which are the basis of big data fusion.
Conflict resolution currently focuses on the authenticity screening and evolution of
entity level. Relation inference and evolution is used to extend and complement
knowledge base and discover hidden knowledge.
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Drawing on the framework of multi-sensor data fusion technology, we can also
divide the public security data fusion into data-level fusion, feature-level fusion, and
decision-level fusion, as shown in Fig. 2 [17]. The framework divides data fusion into
low-, middle-, and high-level fusion according to the type of processed information. The
low-level fusion is data-level fusion, and the main purpose is to integrate variables and
signals collected by different sensors. The middle-level fusion is feature-level fusion, in
which the main features need to be extracted from the collected signals and processed.
High-level fusion is decision-level fusion. The information recognition and integration
can be realized eventually by applying various complex decision algorithms.

For the realistic demands of dealing with mass heterogeneous multimedia data in
the field of public security, the key technical methods of multimedia data fusion and
understanding are mainly concentrated in the middle and high levels, namely, the
feature-level fusion and decision-level fusion. As a typical technique for characteristic
learning, machine learning has been successfully applied to the fields of speech
recognition, image processing, search, and recommendation through automatic learning
of the multilayer representation of data, such as supervised/unsupervised learning and
deep neural networks [18, 19]. These technologies can also be applied to feature
extraction, label generation, and information fusion of multimedia big data in public
security.

Fig. 2. Summarized flowchart of a sensor fusion system [17]

Fig. 1. Universal mode of big data fusion [13]
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3.2 Association Analysis of Mass Multidimensional Multimedia Data

The association analysis technology of big data is used to mine the association rela-
tionship among mass multi-source heterogeneous multimedia data, by combining
applied mathematics, graphics, information science, and other subjects with citation
analysis in documentary metrology, co-occurrence analysis, and association rules
learning technologies. To make it more effective, we need to apply the mining further
on the relationship diagram or knowledge map.

Currently, the main research direction is to improve the robustness of information
inference, improve the ability of mining semantic related objects, and improve the
dynamic incremental updating ability of the relation network, among which informa-
tion inference is widely used to discover implicit knowledge, and inference function is
usually accomplished by extensible rule engine. At present, the results of information
inference are easily influenced by a partial change in object attributes or relations, so it
is necessary to study the stable information inference algorithm based on the holo-
graphic data of the object. The related object search algorithms are mainly based on
traditional connection relations or basic attributes, such as the classic PageRank
algorithm. Therefore, it is necessary to establish semantic association models to mine
semantically related objects. For a relation network, the original network structure
needs to be updated dynamically when the nodes in the relation network appear to be
increased, deleted, changed, or the type of links and link modes are changed. Because
of the large-scale and heterogeneity of multimedia data, the computation cost of
dynamic updating process is very high, so it is necessary to improve the efficiency of
the network update mechanism in the algorithms.

In addition, the related individuals and the relationship between individuals in the
field of public security can be abstracted as a complex social network composed of
multilayer interaction among individuals. As the network has a strong and flexible
representation and association ability, it is the most natural and direct way to model
perceive multimedia big data of public security with inherent relevance. In order to
analyze and process large-scale complex social networks efficiently, a method of

Fig. 3. A comparison between network topology-based network analysis and network
embedding-based network analysis [20]
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network embedding is proposed, as shown in Fig. 3 [20]. This method transforms the
network topology into vector space, and the nodes in the network correspond to the
sample points in the vector space, while the edges of the network are replaced by the
distance metric of the vector space. The characterization of large-scale networks in
vector space can effectively reduce the complexity. On this basis, distributed parallel
computing can be easily proceeded, and machine learning algorithm can also be used to
learn and analyze networked multimedia data directly.

4 Conclusion

The era of multimedia big data introduces new characteristics of dissemination, con-
cealment, and accessibility to the public security risks, including violent terrorist
attacks, serious criminal offences, severe group events, and network crimes. Mean-
while, the application of massive multimedia data and big data technology in the field
of public security creates new opportunities for the construction of public security
system. However, there remain some application problems including insufficient data
collection, incomplete data fusion and integration, imperfect data association analysis,
and inefficient assistant decision-making. Focusing on two key issues, which are fusion
and understanding of multi-source heterogeneous multimedia data and association
analysis of mass multidimensional multimedia data in public security, we analyze the
current progresses and trends of the application technologies. It has reference signifi-
cance for the application and research of public security multimedia big data
technology.
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Abstract. Pedestrian detection is an essential and challenging problem in
machine vision and video surveillance signal processing. To handle the high
cost of training-specific discriminative classifier for pedestrian detection, we
focus on the learning of suitable features for pedestrian detection representation.
A deep neural network is presented in this paper to resolve the above issue. Our
pedestrian detection method has several appealing properties. First, the learning
of features is much more efficient under the configuration of the proposed
framework due to the reduction of training classifier. Second, a K-Nearest
Neighbor (KNN) method is adopted to solve the comparison between the
regions of interest and the templates. Third, due to the less dependency of the
classifier, the performance across different datasets overcomes most traditional
ones. Finally, we perform extensive comparison across different public datasets
and compared with corresponding benchmarks.

Keywords: Pedestrian detection � Deep neural network � Auto-encoding �
Dimension reduction � KNN

1 Introduction

Pedestrian detection is a special case of object detection. Although object detection has
been quickly developed for the last several decades as a fundamental component of
machine vision, pedestrian detection still has lots of challenges in the progress of
research, such as occlusion, variations, and outdoor environment. Several attempts
have been made to improve the performance of the detecting of pedestrians under video
surveillance scenes [5, 19, 22]. This paper has presented an approach for pedestrian
detection under various video surveillance scenes. We have presented a novel model to
detect human object which is to be distinguishable from other sorts of objects. Many
recent papers have used deep neural networks to recognize the pedestrian from the
crowded scenes and to detect them from videos and images [14, 18, 20]. They typically
defined the process of pedestrian detection as two parts, extraction for Regions of
Interest (ROIs) candidates, and discriminative classification of true positive ones from
the others. The proposed method has a much different flavor from the approaches
mentioned above. Our pedestrian detection algorithm mainly focuses on the deep
learning of the representation for pedestrians. In this paper, we apply a fully connected
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convolutional deep neural network based on auto-encoder to learn deep features of
pedestrians by using large datasets at multiple scales to achieve high detection rates and
low false positive rates. Our detection method builds on the auto-encoding work [12]
and distance similarity. Novel contributions of this paper include the following: (i) we
consider the pedestrian detection issue as a feature extraction task, rather than per-
forming two components extraction and classification orderly; (ii) the weights of the
deep neural network being updated during the training phrase would be employed to
extract the representation of the candidate ROIs, which makes it possible to extract
candidates’ features online; and (iii) the distribution of the true positives and false
positives is described by the distance between features, which enables the detection
method has a better generalization ability compared with traditional classifiers.

The rest of this paper is organized as follows. Section 2 introduces the related work
about pedestrian detection problem. In Sect. 3, the proposed detection algorithm is
described. The experiments and results are discussed in Sect. 4. We conclude in
Sect. 4.

2 Related Work

The field of pedestrian detection has been paid much attention since the wide appli-
cation of video surveillance and automatic driving. Methods in pedestrian detection can
be divided into two categories: traditional handcrafted feature-based methods and deep
learning feature-based ones. Viola et al. [19] proposed a detector using both motion and
appearance information; the detector is trained through AdaBoost to detect a pedes-
trian. The combination of multiple sources of handcrafted features in a single model has
been proven to be robust and efficient. Dalal et al. [3] developed grids of Histograms of
Oriented Gradient (HOG) descriptors and linear SVM-based human detection and the
experimental results had shown that HOG features outperformed most other hand-
crafted features for pedestrian detection. Part-based models are broadly adopted in
resolving the pedestrian and object detection issue [2, 8, 18]. A discriminatively trained
part-based model is proposed by Felzenszwalb et al. [8]; bounding boxes around
objects are trained to detect and localize objects from generic categories in static
images. To achieve that, a collection of parts is arranged in a deformable configuration,
latent variables are predefined for the part locations, and parts filter is set at twice
resolution of the root filter. Azizpour et al. [2] utilized deformable part-based models
with additional supervision and explored strong supervised models in terms of anno-
tated object parts; the experiments show that significant improvements had been
achieved compared with other detectors such as LSVM [8].

As for deep learning features, it has recently boosted the progress of many fields in
machine vision including pedestrian detection [1, 14, 15, 18, 20]. A discriminative
deep model is presented by Ouyang et al. [13] for detecting pedestrian with occlusion
handling, with which the visibility relationship can be learned among overlapping parts
at multiple layers. A region proposal network (RPN) that shares full-image convolu-
tional features with the whole detection network is introduced by Ren et al. [17, 21],
which are trained end-to-end to generate high-quality region proposals. In [1], Ange-
lova et al. proposed a real-time approach by exploiting the efficiency of cascade
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classifiers with the accuracy of deep neural networks; the proposed approach is able to
run in real time and achieves high accuracy. Tian et al. [18] paid attention to the
transfer learning of learned features of ConvNet to pedestrians and developed the
DeepParts which consists of extensive part detectors. Apart from these detection and
segmentation work, most of the object detection methods are facing the general object,
not specified for pedestrian or human, such as Regions with Convolutional Neural
Networks (R-CNN) [10] and YOLO [16] et al.

Based on the above traditional handcrafted features and deep features trained by
deep learning neural networks for pedestrian, various classification methods including
statistical methods and deep learning discriminative approaches are employed. In this
paper, we use the deep auto-encoding techniques to learn the representation for the
regions for pedestrians and non-pedestrian. Alternatively, we calculate the distance
between the learned features of candidates and templates rather than training a new
classifier to distinguish the true positive candidates from negative ones.

3 The Proposed Algorithm

3.1 Siamese Network Based on Auto-encoding

We perform the Siamese network learning in the training process, where the positive
ROIs are from the annotations of the training set, and the negative ones extracted by
sliding windows on multiple scales. On one hand, auto-encoder as the basic component
is to use the current network to infer a coding representation of the input data, through
encoder and decoder to learn the optimal value of weights and biases. The optimization
goal is to reconstruct the original image using the learned coding representation. An
auto-encoder is to make the output as possible as close to the input, and the parameters
of the network are usually optimized by the backpropagation algorithm. On the other
hand, the Siamese network structure enables the weights that could be shared during
the training of the coding for two input images. The structure of the Siamese network is
presented as in Fig. 1, where X1 and X2 denote the two separate input raw image
patches,W represents to the sharing weights, AC(X1) and AC(X2) denotes to the auto-
encoding vectors for the original input images. The final output is the distance between

Fig. 1. The network structure of the proposed algorithm
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these two input image regions. This network is trained to minimize the global loss of
the total output. The global loss is calculated based on the minimization of distance
between true positive samples and on the maximization of distance between true
positive sample with false positive sample or true negative sample.

3.2 Distance-Based Classification

In the training step, image pairs of true pedestrian regions with annotation are put into
the deep model as positive samples, and pairs of true pedestrian region and false ones
are taken as negative samples. Through the optimization of the network weights, the
features of true pedestrian regions are much closer and features between true pedestrian
regions and false pedestrian regions are distributed far away in the encoded new feature
space.

In the test step, sliding window is widely used in ROI extraction for object
detection problem [5, 6, 17, 21], and we adopted the sliding window technology in
multiple resolution levels to get ROI candidates. These ROI candidates are further put
into the deep model as inputs. After the encoding features for candidates are extracted,
the distance between the candidates and the annotated true positive sample are mea-
sured to verify whether the candidate ROI is pedestrian or not. The distance-based
classification can be viewed as K-Nearest Neighbor like process. Due to the large
amount of the candidates, hashing similarity [9] is additionally performed to achieve
high efficiency during the comparison.

4 Experiment

4.1 Datasets and Configuration

The training sets in Caltech Pedestrian [5] dataset are selected as the training set, and
the performance is validated on the testing set. Moreover, the INRIA [3] and ETH [7]
datasets are often used for verifying the generalization capability of the models; our
algorithm is also tested on these two datasets.

Following the settings in this section, our model is trained on the positive and
negative images in the Caltech training set. The models are evaluated on the partial
testing images in Caltech, INRIA, and ETH, evaluated by Missing Rate. We chose to
use the 3� 3 filters with four convolutional layers, and the channel size is set to 16, 8,
and 8. Rectified Linear Unit (ReLU) [11] is employed as the activation function of
hidden units and 2� 2 max-pooling is used. The full connected structure is adopted to
build the convolutional layers and the downsampling layer to compose the encoder, the
decoder is composed of deconvolution layers and upsampling layer. As shown in
Fig. 1, to achieve the optimization goal, the coding features are connected to the final
decision layer.

116 B. Zhang et al.



4.2 Experimental Results

To investigate the proposed algorithm in terms of candidate quality, experiments are
performed and evaluated by the recall rates under different Intersection over Union
(IoU) thresholds. On average, 1, 4, or 100 candidates per image are evaluated. Figure 2
shows that in general our detection algorithm performs better than its counterparts,
HOG + SVM [3], and ACF [4]. With 100 proposals per image, more than 70% recall
has been achieved by our proposed detection at an IoU of 0.5.

The comparison of HOG + SVM, ACF, and our algorithm is evaluated by missing
rate (MR) across the Caltech, INRIA, and ETH datasets; all the indices are listed in
Tables 1, 2, and 3. From the detection results, we can figure out that our proposed
pedestrian detection method has a robust performance and good generalization across
extensive datasets.

(a) 1 candidate (b) 4 candidates (c) 100 candidates

Fig. 2. Number of candidates and corresponding recall (Ours vs. HOG + SVM [3] vs. ACF [4])

Table 1. Comparison of different detection methods on the selected
subset of Caltech

Method MR (%) Ref.

HOG + SVM 47.1 [3]
ACF 33.6 [4]
Ours 22.5 Ours

Table 2. Comparison of different detection methods on the selected
subset of INRIA

Method MR (%) Ref.

HOG + SVM 39.3 [3]
ACF 31.2 [4]
Ours 21.5 Ours
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From the examples of the pedestrian detection results shown in Fig. 3, it is easy to
figure out that the disadvantages existing in the proposed method: (i) For some frames
in the video, the location of the segmented candidates may be not corresponding to the
exact area of the target pedestrian; (ii) When there are several targets being nearby, the
number of the segmented candidates may be inaccurate, and this problem would
become more prominent in the case of the increment of pedestrian; (iii) The pedestrian
far away from the camera would have a larger probability of missing detected.
Additionally, the resolution is chosen manually which is highly dependent on the initial
parameters setting. To promote the usage in intelligent multicamera video surveillance
and real-world application such as automatic driving, the problems mentioned above
still have to be resolved.

Table 3. Comparison of different detection methods on the selected
subset of ETH

Method MR (%) Ref.

HOG + SVM 43.2 [3]
ACF 33.1 [4]
Ours 21.9 Ours

Fig. 3. Examples of the pedestrian detection results on Caltech pedestrian dataset
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5 Conclusion

In this paper, we present a novel pedestrian detection deep neural network framework
via auto-encoding and distance calculation. The Siamese framework is adopted to
optimize the weights and parameters of the network. Detection performance is
improved through the learning of representation for true positives and non-pedestrian
regions. To handle the high cost of training-specific discriminative classifier for
pedestrian detection, we target on the learning of suitable features for pedestrian
detection representation. Extensive experimental evaluation shows that the proposed
framework can significantly improve the detection accuracy with high recalls and low
missing rate. Our approach is more efficient than the comparison methods. In the
future, we would focus on improving the accuracy of the detected pedestrian number
and pedestrian detection under low-resolution scenes.
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Abstract. Character recognition and classification is considered one of the
most important parts of current LPR systems. Because of low recognition
quality and poor robustness of traditional character recognition techniques, those
techniques were gradually replaced by powerful deep learning modules such as
convolutional neural networks. Convolutional neural networks (CNNs) show
satisfying ability in character recognition and outperform most of other available
models. Since Chinese license plates contain Chinese characters in addition to
ordinary alphanumeric characters, a robust, powerful, and efficient CNN is
needed to accomplish character recognition task efficiently. In this paper, we
have proposed an efficient CNN model based on Darknet architecture to perform
character recognition. Through convolutional and max pooling layers, features
of input character images will be extracted and then sent to softmax layer for
classification. To avoid overfitting problem in the training process, the dropout
regularization technique is adopted. We have used a dataset of 84,000 character
images for training and testing our model. The experimental result shows sat-
isfactory outputs and eventually achieves test accuracy of 99.69%.

Keywords: Character recognition � CNN � License plate recognition �
Dataset � Darknet � Softmax

1 Introduction

License plate recognition system (LPR) [1, 2] is a key component of intelligent
transportation system ITS. It has been extensively used in numerous applications such
as traffic law enforcement, unattended parking lots, and so on. Although there are many
techniques and methods which have already been proposed for recognizing Chinese
license plates, the existence of Chinese characters in these plates still makes the
recognition task more challenging and cumbersome. The special characteristics of
Chinese characters stimulated many researchers to modify existing algorithms and
invent new methods to increase and enhance performance and accuracy of Chi-
nese LPR systems. Character recognition and classification module is an important
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component of LPR systems. This module is responsible for identifying and classifying
all characters of license plates. Therefore, improving and optimizing performance and
accuracy of character recognition modules will surely enhance and increase perfor-
mance and accuracy of whole LPR systems.

In recent years, researchers have implemented many techniques for license plate
character recognition. Template matching [3–5] is considered the most popular method
used in character recognition area. In template matching, similarities between template
characters and input characters are calculated. Template character with highest simi-
larity with input character will be selected as recognition outcome. Another method
used for character recognition is the feature matching method [6, 7]. In feature
matching method, a comparison between extracted character features and standard
features is performed, and characters are identified by similarity.

In addition, several CNN [8, 9]-based character recognition models have been
suggested. One of these models is proposed in [10]. It consists of seven-layer network
architecture with three convolutional layers, two pooling layers, and two fully con-
nected layers. A coarse-to-fine strategy is used for extracting features of input character
images. Another CNN-based character recognition model called shared hidden layers
CNN (SHL-CNN) is introduced in [11]. In this model, a CNN model which has shared
hidden layers and two distinct softmax layers for Chinese and alphanumeric characters
have been implemented to solve the problem of Chinese characters shortage.

The contribution in this paper is that we have proposed an efficient CNN model
based on Darknet architecture [12] to perform character recognition task. Proposed
architecture contains 18 convolutional layers, five max pooling layers, and one softmax
layer which achieved satisfactory results in character recognition. Dropout regular-
ization technique is used to avoid overfitting during training process. We have
employed a dataset of 84,000 character images for training and testing our CNN model.
Experimental result shows satisfactory results of our CNN model with high accuracy
and excellent performance.

2 Proposed Model

Generally, Chinese license plates contain 31 kinds of Chinese characters, 10 kinds of
numbers, and 24 kinds of English letters (except “O” and “I”). Typically, every Chi-
nese license plate contains only one Chinese character representing the province
issuing the license plate, while the remaining characters of license plate are alphanu-
meric characters. Typically, for one Chinese license plate, the ratio between Chinese
characters and alphanumerical characters is almost 1:6. So, it is obvious that number of
samples of alphanumeric characters is often much larger than number of samples of
Chinese characters. Therefore, powerful, efficient, and robust character classification
architecture is required for identifying Chinese characters and classifying them cor-
rectly. Our CNN-based character recognition model uses robust architecture with
excellent feature extraction ability to identify, distinguish, and classify Chinese and
alphanumeric characters into 65 classes.
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2.1 Architecture of CNN Character Recognition Model

Architecture of the proposed character recognition CNN is based on the “Darknet”
architecture proposed in [12]. Darknet architecture consists of a sequence of convo-
lutional and max pooling layers in which the numbers and parameters were set in a
manner that accelerates training process and improves feature extraction. Our proposed
character recognition CNN architecture uses 18 convolutional layers and five max
pooling layers, and will be given the name “Darknet-18”. A full description of Dark-18
architecture is shown in Table 1.

The outputs of the last convolutional layer of Darknet-18 must be reshaped and
flattened to a single vector which can be used as an input to the softmax layer. Softmax
layer of this CNN has 65 classes representing all characters of Chinese license plate (31
Chinese characters, 10 numbers, and 24 English letters). A dropout regularization
technique is used after the flattened vector to reduce overfitting and enhance training
and accuracy of CNN model. The whole structure of the character recognition CNN is
depicted in Fig. 1.

Table 1. Description of Darknet-18 architecture

Type Filters Size/Stride Output

Convolutional 32 3 � 3 96 � 96
Max pool 2 � 2/2 48 � 48
Convolutional 64 3 � 3 48 � 48
Max pool 2 � 2/2 24 � 24
Convolutional 128 3 � 3 24 � 24
Convolutional 64 1 � 1 24 � 24
Convolutional 128 3 � 3 24 � 24
Max pool 2 � 2/2 12 � 12
Convolutional 256 3 � 3 12 � 12
Convolutional 128 1 � 1 12 � 12
Convolutional 256 3 � 3 12 � 12
Max pool 2 � 2/2 6 � 6
Convolutional 512 3 � 3 6 � 6
Convolutional 256 1 � 1 6 � 6
Convolutional 512 3 � 3 6 � 6
Convolutional 256 1 � 1 6 � 6
Convolutional 512 3 � 3 6 � 6
Max pool 2 � 2/2 3 � 3
Convolutional 1024 3 � 3 3 � 3
Convolutional 512 1 � 1 3 � 3
Convolutional 1024 3 � 3 3 � 3
Convolutional 512 1 � 1 3 � 3
Convolutional 1024 3 � 3 3 � 3
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2.2 Training of Character Recognition CNN Model

In the training process of character recognition CNN, cross-entropy loss function is
used to measure differences between predicted and true classes. Adam optimizer is used
to optimize loss function. The learning rate for Adam optimizer is 0.0001 which gives
better optimization by experiment. The training batch size was 50 images per batch,
and the training process lasts for more than 600 epochs.

3 Experimental Results

In this section, we will describe the dataset used for training and testing proposed
character recognition CNN module. In addition, the classification results and accuracy
of character recognition CNN will also be introduced.

3.1 Used Dataset

For achieving reliable and satisfying results, datasets used for training and testing
character recognition CNN must be prepared well and labeled correctly. Character
samples were taken directly from Chinese license plate images. License plate images
were preprocessed before splitting them into individual characters. First, RGB to
grayscale conversion and skew correction were performed on license plates, and then
those license plates were divided manually into their individual characters. Character
sample images were reshaped into 96� 96 and converted into grayscale to simplify

18 Convolutional Layers
+

5 Maxpooling Layers

(Darknet-18 Architecture)
Input Character 

(96 x 96)

Flattened Vector
+

Dropout Regularization

Softmax Layer
65 classes

Fig. 1. Structure of character recognition CNN model
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structure of character recognition CNN model. After that the labels were added to each
character image so that they become ready for training and testing CNN. The labeling
process was performed manually with the assistance of MATLAB software.

The total dataset used for training and testing character recognition CNN module is
about 84,000 character images. About 70,000 character images were used as a training
set, and 14,000 character images were used as a testing set. We must point out that the
selection process of the training set images and testing set images was performed
randomly to avoid subjective effects. Table 2 and Fig. 2 show details about distribution
of used dataset.

3.2 Achieved Results

The test set used for evaluating accuracy of character recognition CNN model consists
of 14,000 character images. According to testing results, the maximum achieved test
accuracy of character recognition CNN is 99.69%—(13957/14000). This maximum
accuracy is achieved after more than 550 epochs of training. The results show that
among 14,000 test images, 13,957 images were truly evaluated by the character
recognition CNN, while only 43 images were falsely evaluated. Figure 3 shows test
accuracy of character recognition CNN for every 50 epochs of training.

Table 2. Distribution of characters used in dataset

Training set Testing set Total set

Letter 21,019 4235 25,254
Number 38,981 7765 46,746
Chinese 10,000 2000 12,000
Total 70,000 14,000 84,000

56%

30%

14%

Le er
Number
Chinese

83%

17%

Training Set
Tes ng Set

Fig. 2. Composition of Dataset
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4 Conclusion

In this paper, we have introduced a robust, powerful, and efficient character recognition
CNN-based model. By adopting architecture similar to Darknet-19 and using dropout
regularization technique, learning and feature extraction ability of our CNN model have
been greatly improved. Experimental results show that our character recognition CNN
model has achieved satisfying classification ability and high recognition accuracy so
that it can be used to increase performance of current LPR systems.

In future, our work can be improved by adopting dataset augmentation methods
such as blurring and rotating sample characters to increase the size of datasets and
improve test accuracy.
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Abstract. Being one of the most fundamental embranchments of deep learning
theory, scene categorization technology has been extensively researched
because of its great value in engineering application, especially in the field of
remote monitoring and intelligent fault detection. To bridge the gap between
theoretical accuracy and practical performance of relevant classification models
which is mainly caused by nonstandard labeling information, this paper builds a
normative dataset composed of 10,000 high-quality manual labeled images from
the power sector, and proposes a high-performance multi-label classification
model utilizing deep convolutional neural network (CNN) inspired by
Inception-v4 [1] on this basis. Experiments demonstrate that the model proposed
achieves an accuracy of 94.125% on the test set and thus can be deployed into
practical intelligent surveillance scenarios.

Keywords: Multi-label � Scene categorization � CNN

1 Introduction

Before the prevalence of deep CNN, there were several mature business solutions in
image classification based on machine learning algorithms, such as the successful
application of LeNet in handwriting character recognition [2]. However, restrained by
the deficiency of computing resources and the absence of efficient model training
means, large-scale application of automatic scene categorization technology was not a
preferred solution in intelligent surveillance, for example, manual fault detection has
been a predominant monitoring means in power sector for decades, which is of
unsatisfying real-time capability and accuracy.

Owing to the productive development of deep learning theory, training deep neural
networks with billions of undetermined parameters becomes feasible [3], and the
breakthrough in convolutional network structure significantly improve the performance
of classification model, laying a solid theoretical foundation for the commercial
application of scene categorization models. Furthermore, with the large-scale imple-
mentation of high-definition cameras and automatic line inspection equipment like
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unmanned aerial vehicles, building diverse high-quality dedicated image dataset is now
practicable and economical.

This paper focuses on the automatic scene categorization problem in the power
sector. Compared to general image classification tasks, scene categorization in the
power sector is challenged by the redundancy of homogeneous images and the dis-
proportion of label distribution. Besides, high demands of efficiency, accuracy, flexi-
bility, scalability, and robustness are imposed to lower the cost of deployment and
maintain categorization performance in a complicated environment.

To meet the requirements, this paper proposed a multi-label image classification
model utilizing convolutional network structure enhanced by inception modules, which
meets the state-of-the-art performance. Compared with the existing methods, the model
proposed is reinforced from three aspects. First, as the quality of train set is a significant
determinant of classification accuracy [4], we established a manually labeled dataset
selected from more than 30,000 images of 12 typical scenes in the power sector. As
shown in Fig. 1, all images are scaled into 400 � 400 pixels with multiple scene
labels. Second, considering the absolute number of images in our dataset is far less than
that of some public dataset like ImageNet, we doubled the number of a portion of high-
quality images to expand our dataset, as well as to mitigate the impact of label dis-
tribution imbalance to strengthen the generalization ability of the classification model.
Lastly, we adopted the inception module, an efficient sparse convolution structure, to
reduce computational complexity remarkably while maintaining excellent classification
performance.

2 Related Work

This section presents a concise review of the evolution of CNN and inception module
that have yielded extraordinary achievements in image classification, oriented by the
development of scene categorization technology.

Scene categorization. In traditional machine learning methods, as same as the other
image classification tasks, the mainstream approach of scene categorization uses
Support Vector Machine (SVM) to learn classification rules [5] from low-level and
mid-level hand-crafted features, such as gradient histogram and speed-up robust fea-
tures [6]. However, due to the limited characterization ability of hand-crafted features,

Fig. 1. Example images of our multi-label dataset

A Multi-label Scene Categorization Model 129



known as semantic gap, traditional methods are not competent to handle intra-class
variations [4]. With the ascendance of deep learning theory in image classification field,
convolutional network structure gradually becomes predominant in scene categoriza-
tion models, which extracts high-level semantic features of images automatically
through efficient model training algorithms like stochastic gradient descent and thus
gives categorization models powerful expression capabilities [7], resulting in their
excellent classification performance and robust generalization ability.

CNN. Inspired by the pioneering work of Hubel and Wiesel in neural network [8],
Fukushima constructed an original structure of Artificial Neural Network (ANN),
Neocognitron [9], which is an embryonic form of CNN. However, due to the deficiency
of feature extraction means and model training algorithm, Neocognitron has not
become a mainstream solution. In the 1990s, Lecun et al. summarized previous
researches and accordingly proposed a typical CNN structure characterized by local
receptive field, pooling layer, and shared weights [2], which was the best solution in
handwriting character recognition. In 2006, Hinton et al. demonstrated an efficient
training algorithm in feedforward neural networks evolved from restricted Boltzmann
machine [3], laying a solid foundation of deep neural network. Afterward, Krizhevsky
et al. built a deep CNN named AlexNet that achieved unprecedented classification
accuracy in ImageNet in 2012 [10], marking the maturity of CNN.

Inception. The typical structure of CNN that continuous convolutional layers with
pooling and local contrast normalization layers are followed by several fully connected
layers has been established by LeNet-5 [11], and to acquire superior classification
capability, most recent researches concentrate on deepening network structure by
adding convolutional layers or utilizing the structure of network in network [12].
Considering deeper network tends to significantly increase the computational com-
plexity, Szegedy et al. focuses on broadening the width of the network by proposing a
module named inception, in which dense convolutional structure is replaced by sparse
one as Fig. 2 shows to accelerate training process. Subsequently, Ioffe et al. proposed
three improved versions of inception, Inception-v2 adopts batch normalization layer to
inhibit internal covariate shift [13], Inception-v3 increases the nonlinear level of the
network via factorization technique [14], and Inception-v4 introduces residual con-
nection structure for further improvement model performance [1].

previous layer

1×1
convolution

3×3
convolution

5×5
convolution

3×3
max pooling

filter concatenation

Fig. 2. The structure of inception module [11]

130 G. Zhao et al.



3 Proposed Method

This section demonstrates the details of the proposed scene categorization model,
including the physical structure of convolutional network and the definition of loss
function, as well as the concrete process of building a high-quality train image dataset.

Dataset. Since there is no existing high-quality dataset consisting of images from
the power sector, we establish a dedicated database to train the categorization network,
for the quality of dataset is critical to model the performance. We select 10,000 images
with 12 kinds of typical scenes from more than 30,000 samples captured by high-
definition surveillance device, and each image is tagged by specialists with a 12-digit
label indicating the presence or absence of each scene. To increase the variety of our
dataset while maintaining acceptable computational complexity, we resize the images
into 400 � 400 pixels and generate 299 � 299 crops randomly during training phase.
Moreover, as Table 1 shows the range between the absolute number of different labels
is so large that will cause severe under-fitting or over-fitting problem, so we redouble
some of the selected images to obtain uniformly distributed labeled images. Notably,
the doubling operation is after the division of train set and test set to guarantee their
independence.

CNN architecture. The architecture of our deep CNN is inspired by Inception-v4
network [1], a state-of-the-art classification model. As Fig. 3 shows the physical
structure of our scene categorization network is similar to typical CNN structure that
several stacked convolutional layers optional with enhancement technologies like
pooling and Rectified Linear Unit (ReLU) activation are followed by a few fully
connected layers, furthermore, to improve categorization accuracy, standard convolu-
tional layers are replaced by network-in-network modules including three kinds of
inception components and two kinds of reduction components, which are evolved from
the original inception module as shown in Fig. 2. These variations of the original
inception module are reinforced by the implementation of residual connection [15] and
more flexible choices of convolutional kernels, as Table 2 shows, while the absolute
number of convolutional kernels in different network-in-network components is

Table 1. The number of images with different labels

Label Original
number

Resulting
number

Label Original
number

Resulting
number

Transmission
line

2741 2741 Bird nest 258 1806

Insulating
switch

1949 1949 Tree 1850 1850

Illegal building 160 1600 Frozen wire 196 1960
Unclosed switch 188 1880 Meter 1419 1419
Rusty device 170 1700 Transformer 711 1422
Insulator
flashover

155 1550 Substation 4276 4276
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notably large, due to the well-organized network architecture and the preference of
small convolutional kernels like 1 � 1 and 1 � 3 ones, the model is of high training
efficiency and outstanding classification accuracy.

Loss function. To overcome the learning slowdown problem caused by the derivative
term of traditional loss functions like quadratic cost with Sigmoid activation function,
we adopt cross-entropy cost function to accelerate gradient backpropagation. Assuming
that Y ¼ fy1; y2; . . .; y12g denotes the actual label of the input image X, in which yn ¼ 1
indicates X belongs to the category n while yn ¼ 0 indicates the opposite, A ¼
fa1; a2; . . .; a12g denotes the output of our classification model when the input image is
X, we can define the cross-entropy loss as the following Eq. 1.

Loss ¼ � 1
12

X12
i¼1

½yi ln ai þð1� yiÞ lnð1�aiÞ� ð1Þ

Since the output of our model can be arbitrary values, binarization is essential to
gain the meaningful predictive label of the input image Â ¼ fâ1; â2; . . .; â12g, so we
choose 0 as the threshold according to the normal practice, the binarization equation
can be written as Eq. 2.

ân¼ 0; an\0
1; otherwise

�
ð2Þ

4 Experiment

In this section, we illustrate the deployment details of our scene categorization model
and analyze the experimental results to evaluate it.

Deployment details. The size of the input image of our scene categorization model
should be 299 � 299 pixels, and to strengthen noise resistance, we resize the images
into 400 � 400 pixels and sample their 299 � 299 sub-images randomly as input
images via crop generation technology, rather than input the entire resized images to
our network directly. Moreover, ReLU activation function is adapted to avoid output

input Stem I.-A×5 R.-A I.-B×10 R.-B I.-C×5 average
pooling dropout output

35×35
×384

299×299
×3

35×35
×384

17×17
×1024

17×17
×1024

8×8
×1536

8×8
×1536 1536 1536 12

Fig. 3. The architecture of our deep CNN. I is short for inception, R is short for reduction
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saturability, dropout layer with a drop rate of 50% is adopted to strengthen general-
ization ability, and our dataset is divided into two independent parts as train set and
validation set, with a proportion of 90 and 10% separately. To efficiently train the
network, the initial learning rate is set to 0.00001 with step updating strategy,
momentum is set to 0.95, weigh decay is set to 0.0005, and batch size is set to 32.
Besides, to accelerate the training process, we choose high-performance GPU to train
the network.

Results analysis. During the test phase, accuracy is strictly defined as the per-
centage of test images that are correctly categorized in each of the 12 labels, and after
100,000 iterations of train, we obtain a competent scene categorization model that
achieves an overall accuracy of 94.125%, exceeding the 90% baseline of the technique
request in the field of intelligent surveillance. Moreover, when considering the cate-
gorization performance of single scene, as Table 3 shows, the categorization accuracy
rises dramatically to near 98%, even 100% in insulator flashover and frozen wire, this
result is counterintuitive but can be exemplified by the sources of our image dataset. As
been discussed, we choose images mainly from surveillance data of power sector, and
similar sources will inevitably lead to strong correlation between different images, more
specifically, though stochastic partition yields nonoverlapping train set and test set, the
close resemblance between them results in their virtual overlap, for example, the
contents of different insulator flashover images are almost the same in practice, partially
explaining its 100% test accuracy. In ordinary classification tasks, the strong correlation
between train set and test set will reduce the credibility of experimental results,
however, our scene categorization network is a dedicated model instead of a universal

Table 2. Number of convolutional kernels in different network in network components, cons. is
short for convolutional kernels

Inception-A Inception-B Inception-C Reduction-A Reduction-B

Number of
cons.

1088 2272 3264 1056 1056

Table 3. The accuracy and missing alarm rate of each label

Label Accuracy Missing
alarm rate

Label Accuracy Missing
alarm rate

Transmission
line

0.999375 0.00155 Bird nest 0.999375 0.00000

Insulating
switch

0.988750 0.00852 Tree 0.986250 0.00866

Illegal building 0.974375 0.00743 Frozen wire 1.000000 0.00000
unclosed switch 0.986875 0.00068 Meter 0.998750 0.00125
Rusty device 0.980625 0.00753 Transformer 0.988750 0.01010
Insulator
flashover

1.000000 0.00000 Substation 0.999375 0.00062
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one, it will only be deployed into surveillance scenes in power sector, meaning that its
input images are confined to highly correlated sample images with similar back-
grounds, therefore, the experimental results do demonstrate our model is a competent
dedicated model in power sector.

5 Conclusion

This paper establishes a dedicated image dataset of 10,000 high-quality images from
the power sector, and proposes a multi-label scene categorization model on this basis.
This categorization model is a concrete application of classical algorithms of deep
learning theory such as error backpropagation and stochastic gradient descent, as well
as is inspired by cutting-edge achievements like Network in Network architecture and
inception module. Since our categorization model reaches an outstanding classification
accuracy of 94.125% with strong robustness and scalability, it is feasible to deploy it
into intelligent surveillance and fault detection scenarios in power sector, and it can be
applied into other classification tasks conveniently via transfer learning technique.
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Abstract. For a few years, plenty of face recognition algorithms, such as deep
learning, have been in hot pursuit with the trend of the technology, while
dictionary learning algorithm is still out of the woods for the sake of its higher
robustness to occlusion and light. In this paper, we propose to learn a dis-
criminative structured dictionary with constraint named as multi-label to sup-
press representations for different classes, as well as Laplacian Eigenmaps to
encourage the representations for the same class to be close to each other.
Demonstrated by the results of the experiments, our proposed dictionary
learning methods intend to achieve better classification performance and higher
computational efficiency compared to the existing algorithms.

Keywords: Dictionary learning � Supervised learning � Face recognition �
Laplacian Eigenmaps

1 Introduction

In recent years, face recognition [1] technology has been gradually applied in many
fields such as identity authentication [2] and remote control because of its accuracy and
convenience. Sparse representation [3] is a newly developing method that is exten-
sively used in face recognition, which is based on the prior condition that the repre-
sentation of signals on a suitable basis is sparse. This method has better robustness to
noise and occlusion compared to some traditional clarification algorithms.

Many of methods [4, 5] have been provided for sparse coding using defined
transformation matrices. In [5], joint Haar and Gabor basis is used as a dictionary, and
the obtained sparse code is used as features to train the SVM classifier to recognize
faces and numbers. However, the dictionary does not include the semantic information
of the original signal that people are more interested in. The sparse representation-
based classification (SRC) method is proposed in [6], and it has made a significant
breakthrough in face recognition field for the reason that it creatively adopts the sparse
linear combination of the training samples to represent the test images. Nevertheless, it
is time consuming for SRC to sparsely encode with a large dictionary, thus it is
extremely essential to learn a compact and discriminative dictionary.
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Based on the aforementioned researches, a discriminative structured dictionary
learning algorithm for face recognition is presented in this paper. The algorithm
integrates the reconstruction error and regularization into the objective function so that
the learnt dictionary contains both reconstruction and discriminative characteristics. In
order to improve the accuracy of classification, and obtain a stronger ability to dis-
tinguish, we can enlarge the gap between different classes and, on the other hand,
narrows the gap between similar classes. That is, let the representation coefficients of
signals from the same class concentrated on their specific atoms and shared atoms,
while the other atoms need to be suppressed to a certain degree. The experimental
results on The Extended Yale face and The Yale Face demonstrate that the proposed
approach can indeed achieve promising performance in face classification.

The organization of this paper is as follows. First, in Sect. 2, we briefly introduce
the general dictionary learning model, and then review the related work on it. The
objective function of the proposed algorithm is clarified in detail in Sect. 3. We conduct
extensive experiments on two classical face datasets to demonstrate the effectiveness of
our model in Sect. 4. Finally, we conclude our paper in Sect. 5.

2 Background

2.1 Dictionary Learning Model

Dictionary learning algorithms [7] are generally divided into two steps: the calculation
of sparse coding X when dictionary D is known and the update of dictionary D when
sparse coding X is calculated. Considering the general dictionary learning model, [8]
which is expressed as

min
D;xi

Xm
i¼1

yi � Dxik k22 þ k
Xm
i¼1

xik k1 ð1Þ

where Y ¼ y1; . . .; yn½ � 2 Rm�n is a set of input test signals, D ¼ d1; . . .; dk½ � 2 Rm�k

donates the learnt dictionary, and X ¼ x1; . . .; xn½ � 2 Rk�n is the sparse codes based on
D.

The first cumulative term in the above formula indicates that the first goal of
dictionary learning is to restore the samples as much as possible by the linear com-
bination of dictionary matrix and sparse representation. The second term shows that the
sparse codes X should be as sparse as possible. Unfortunately, the optimization
problem of l0-norm is an NP-hard problem, and l1-norm has been proved theoretically
to be the optimal convex approximation of l0-norm and that regularization of l1-norm is
much easier to obtain sparse solutions, as a result of which l1-norm is extensively
adopted instead of l0-norm. In general, the fundamental purpose of the dictionary
learning algorithm is to achieve the dictionary and the sparse representation of the input
samples that satisfy the above optimization problems.

So far, the sparse representation of signals is transformed into solving the sparse
regular optimization problem. The overall strategy for solving the optimization prob-
lem is to alternately and iteratively optimize the learnt dictionary D and the sparse
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representation X. When D is fixed (so-called sparse coding), it is an l1-regularized least
squares problem, and usually it gets solved by the way of LASSO regularization [9],
such as Proximal Gradient Design method. When X is fixed (so-called dictionary
learning), it is an l2-norm constraint least squares problem. Plenty of approaches have
been applied on it such as KSVD method [10, 11] and stochastic gradient algorithm.

2.2 Related Work

In order to obtain some classification characteristics, a great deal of algorithms have
been proposed by the way of restricting dictionary or sparse encoding or both of them.
Mairal et al. [9] applied softmax discriminative loss function to the reconstruction error
of signal and dictionary in 2008. Yang et al. [12] applied Fisher discriminant to sparse
coding in 2011. Both methods made sparse coding have smaller interclass spacing and
larger outer-class spacing. In 2010, Ramirez et al. [8] add a penalty of irrelevance to the
subdictionary to make the dictionaries of different classes independent of each other.
By learning a sub-dictionary for each class, these algorithms can reconstruct the cor-
responding classes well, but they do not have such characteristics for other classes.
Then, the reconstruction errors between signals and subclasses are used to classify
them. But the algorithm of this model is especially time consuming when the number
of classes is large.

Some other methods classify signals by training classifiers. Wang et al. [7] pro-
posed in 2010 to learn a dictionary, and then train an SVM linear classifier with sparse
coding as a feature to classify images. In 2008, Pham et al. proposed an algorithm
putting the learning parameters of classifiers in the objective function and optimizing
the dictionary learning by the feedback of classification accuracy. These two algorithms
separate dictionary learning from the training of classifier, so that it is difficult to obtain
global optimal solution. In 2011, Zhang et al. [10] proposed that the dictionary and
classifier be combined to be solved by K-SVD model, but this method cannot have
promising discrimination. It is proved that the sparse coding obtained by Jiang et al.
[11] in 2011 increases the regularity of sparse coding discrimination, so as to ensure
that similar sparse coding has a similar representation. This method classifies the
detected signals directly with the classifier we have learned.

3 Optimization of the Objective Function

Supposing dictionary learning is expressed as an optimization problem, the simplest
form of expression can be formulated as

min
D;xi

Xm
i¼1

yi � Dxik k22 þ b
Xm
i¼1

xik k22 s:t: dkk k ¼ 1; 8k ð2Þ

where Y 2 Rm�p represents the facial image samples and the superscript means
belonging to the cth class, D 2 Rm�n denotes the dictionary to be learnt, X 2 Rn�p

means the sparse codes corresponding to the input image signals. The first term rep-
resents the reconstruction error of training samples, while the left part denotes the
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sparse regularization constrained by coefficient b. As we mentioned above, lp-norm
applied in sparse regularization is always set as l0 or l1 [3] as a general rule. In order to
optimize the classification efficiency without depressing the discriminative ability of
classification, we employ a simpler l2-norm instead in our proposed algorithm.

We propose two new methods: the multi-label suppression and the Laplacian
Eigenmaps to make the learnt dictionary more discriminative and constructive for
classification. Inspired by [13], we will not only focus on the shared atoms of all the
classes, but specific atoms that mostly bound up with some specific classes in our
method. Thus, the dictionary learning model we proposed is formulated as

min
D;X

PC
c¼1

Yc � DXck k2F þ b
PNc

j¼1
Xc
j

��� ���2
2

( )
þ k

PC
c¼1

PcXck k2F þ ctr X~LXT
� �

s:t: dkk k2¼ 1; 8k
ð3Þ

This is a general model of dictionary learning with multi-label suppression together
with Laplacian Eigenmaps, where the two last terms with parameters k and c represent
them, respectively. Pc 2 RK�K is adapted to the algorithm for the sake of multi-label
suppression with scalar k, and Pc is defined as follows:

PC m; nð Þ ¼ 1;
0;

m ¼ n andm 2 Ln L0 [Lc� �
;

elsewhere,

�
ð4Þ

where c ¼ 1; 2; . . .;C with PC m; nð Þ indicates the m; nð Þth entry of PC. Then

ðPCxci Þ mð Þ ¼ xi mð Þ;
0;

m 2 Ln L0 [Lc� �
;

elsewhere,

�
ð5Þ

in which ðPCxci Þ mð Þ and xi mð Þ denotes the mth components of the corresponding
vectors, respectively. This kind of constraint makes large coefficients to basically locate
on their relevant atoms, thus suppresses the occurrence of those large coefficients at
label-specific atoms.

As regard of Laplacian Eigenmaps part, it is assumed that the total graph consisted
of C groups that are separated from one another. Thus, the formula of the normalized
Laplacian matrix can be derived as

~L ¼
~L1

~L2

. .
.

~Lc

2
6664

3
7775 2 RN�N ð6Þ

where ~Lc 2 RNc�Nc
c ¼ 1; 2; . . .;Cð Þ denotes the normalized Laplacian of the subgraph

that is mapped with the cth class. For the reason that the Nc training samples of the cth
class, as well as each of the two vertices are all connected, ~Lc will be deduced as
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~Lc ¼ 1
Nc � 1

Nc � 1 �1 � � � �1
�1 � � � �1
..
. ..

. ..
. ..

.

�1 �1 � � � Nc � 1

2
664

3
775 ð7Þ

Thus, we can finally reformulate the objective function in (2) as below

min
D;X

PC
c¼1

Yc � DXck k2F þ b
PNc

j¼1
Xc
j

��� ���2
2
þ k PcXck k2F þ ctr Xc~Lc XCð ÞT

� �( )

s:t: dkk k2¼ 1; 8k
ð8Þ

4 Experiments and Analyze

In this chapter, we will proceed several simulation experiments on two commonly used
face databases to compare our proposed algorithm with developed dictionary methods
including SRC [13], FDDL [9], KSVD [10], and DLSI [12]. To gain more insights into
how the proposed method works, discussion and analysis of the function of the pro-
moted multi-label suppression and Laplacian Eigenmaps will be shown at the end of
this section.

4.1 Datasets

The Yale database is a facial set with only 165 grayscale images from 15 individuals,
and that means each person owns 11 images. All the images are resized into 576-
dimensional vectors with normalization for representation. In the experiment, we
randomly select half of the images for training and the other half for testing.

The Extended YaleB contains about 2414 frontal face images of 38 individuals,
about 64 for each individual. It is more challenging for a reason that the original signals
were cropped to 192 � 168 pixels, as well as their varying illumination conditions and
poses. For the better performance in our experiment, the dataset will be converted as
column vectors, normalized into a unit norm, and in the end, projected into a dimension
of 300 by the way of PCA. As usual, we randomly split the database into two halves,
and that one-half will be used for training while the other is used for testing.

4.2 Accuracy Comparison

Due to the limitation in the size of facial dataset and great changes in facial expression
and light, the standard deviation of the experimental results is large and the fluctuation is
large. Hence, the experimental results of our algorithm listed in Table 1 are 50 times
more that of the independent training splits on an average. The best accuracy result
attained by the method we propose is 1.3% and 1.8% higher than that of the linear SVM
in two common facial datasets, separately. From the results, we can clearly discover that
the global coding classifier outperforms all the other compared algorithms, even the local
coding classifier, which proves that our model has strong classification performance.
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Moreover, for the sake of further estimate, the algorithm is proposed, and we
evaluated the above methods under more difficult conditions where only 32, 20, or even
10 training samples of each class is used for learning, while the rest of the data is used
as the test set. The result of the direct comparison is listed in Table 2, which indicates
that our method still achieves the highest recognition accuracies compared with the
competing methods under all situations. As shown in the above experimental results,
the global coding classifier still over performs the local coding classifier in classifi-
cation accuracy. Analyzing the reasons for this situation, the scale of class-specific
dictionaries being relatively small, as well as the collaboration of these sub-dictionaries
brings up the satisfactory results, which is consistent with the observation.

Table 1. Accuracy on the Yale face and the extended YaleB face
dataset separately

Method Accuracy (%)

Yale face
DLSI 72.7
D-KSVD 73.2
LC-KSVD 73.6
FDDL 77.2
SVM 94.42
Ours 95.73
Extended YaleB face
DLSI 71.4
D-KSVD 72.9
LC-KSVD 75.2
FDDL 79.4
SVM 92.8
Ours 94.68

Table 2. Accuracy on the extended YaleB dataset

Method Accuracy (%)

Number of training set 10 20 32
DLSI 83.08 91.36 94.04
D-KSVD 80.53 88.77 94.39
LC-KSVD 81.57 92.36 94.92
FDDL – 92.04 –

Ours 93.16 96.48 97.93
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Another noticeable feature of the results is that even when fewer training samples
were adopted, the accuracy we obtained is still much higher than that of the other
dictionary methods with more training samples. The trend goes that as the number of
the training samples gets smaller, the standard deviation obtained in the experiments
increases. This kind of phenomenon reveals such a fact that if the scale of the training
set is small, the figures that composed to it play a fatal role in recognition.

4.3 Analysis

In order to show the effect of multi-labeling suppression and Laplacian Eigenmaps
more clearly, we adopt the method of keeping the other experimental conditions same,
and detecting the effects separately by fixing a scalar at zero and changing the other
scalar at the same time on the extended YaleB dataset. The role of the two proposed
terms in recognition will be reflected in the following two experiments.

Figure 1 illustrates the performance of the proposed multi-label suppression on the
condition of scalar ! set as 0 in the cases of tNum set as 20 and 32 while tNum means
the quantity of training samples each class. We can clearly see that the tendency of the
curves is consistent, especially when k is larger than 50. The accuracy gets very
surprised improvement, and then it almost appears a plateau. Furthermore, the classi-
fication accuracy of the proposed Laplacian Eigenmaps without the multi-label sup-
pression is shown in Fig. 2. On the condition that scalar k set as 0 in the cases of tNum
set as 20 and 32, the improvements brought by the Laplacian Eigenmaps is obviously
stated.

Fig. 1. Accuracy with ! ¼ 0 while tNum = 20 and 32, respectively
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5 Conclusion

In this paper, face recognition is realized by learning a discriminative structured dic-
tionary effectively. In order to make the learnt dictionary contain both reconstruction
and discrimination characteristics, the algorithm also learns a linear classifier while
learning the dictionary. We propose to add two constraints to the classical dictionary
learning algorithm: multi-label suppression used to enlarge the gap between different
classes and Laplacian Eigenmaps to make sure that the representations of the same
class to be similar to each other. As the supervised learning algorithms goes, most
methods adopt l0-norm or l1-norm as a prior item despite the fact that they are com-
putationally expensive. Thus, l2-norm is taken instead in the proposed dictionary
learning method to obtain an iteration solution based on closed form. To evaluate our
method, we extensively conduct several experiments using two common facial data-
sets, the results of which demonstrate the advantages of our methods in recognition
accuracy and computation reduction. Our work cannot only be applied to face
recognition, but also extended to some other classification tasks, such as scene clas-
sification and hand-written recognition.

However, although the classification methods based on dictionary learning have
achieved promising classification performances, they may still encounter some com-
mon problems. Because of the diversity of facial expressions, angles and occlusion
degree, new, and significant face data sets will appear constantly after the dictionary is
learnt. It would be time consuming if we had to relearn the dictionary. One possible
solution is to extend the existing work to online dictionary learning with large-scale
dataset, which will be extended as a future work.

Fig. 2. Accuracy with k ¼ 0 while tNum = 20 and 32, respectively
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Abstract. With the continuous development of science and technology, many
application fields of data belong to the data stream type. Data stream classifi-
cation is one of the most important analysis methods of data stream processing.
The neural network algorithms have no complicated models and reasoning, and
have great advantages in data stream classification. In this paper, data stream
classification, neural network algorithm, and improved BP neural network
algorithm are studied. The neural network toolbox provided by MATLAB is
used for data stream classification and simulation.

Keywords: Data stream � Classification � BP neural networks

1 Introduction

In an ever-increasing number of information processing applications, the form of
information presentation is no longer a cutoff state, but appears in the form of
“streaming”. It is characterized by infinity, unpredictability, non-reproducibility, and
changeable. We call them data stream [1].

It requires that processing model of data stream is different from the traditional data
processing model. Because the data stream has to be selective [2], it is just a piece of
information that stores a portion of the data stream, and then continuously updates the
configuration file in the data stream model based on the input data. Finally, the
approximate results are provided according to the user requirements [3].

Data stream classification is an important branch of data mining. The traditional
classification algorithms mainly include decision tree algorithm, SVM algorithm,
Bayesian algorithm, k-nearest neighbor algorithm, and neural network algorithm [4].
This paper mainly chooses neural network algorithm to classify data stream.

Neural network is a mathematical model based on the abstract understanding of
biological neurons. BP neural network is a multilayer feed-forward neural network,
which is trained according to the error reverse propagation algorithm. It is the most
widely used neural network at present. It is also the core part of the forward network
and embodies the essence of artificial neural network [5]. It has been experimentally
shown that as long as the constructed neural network is large enough, the BP neural
network can approximate any continuous function with high accuracy. Data stream
classification using BP neural network algorithm, and the neural network algorithm has
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strong intelligence, generalization ability is superior to other methods, can use classi-
fication software simulation, operable. This dissertation will discuss the basic principle
and algorithm process based on the traditional BP neural network algorithm, discover
the deficiency, improve, and complete the data stream classification simulation [6]. The
specific research process and conclusions will be discussed in the following.

The rest of this paper is organized as follows: In Sect. 2, we introduced the tra-
ditional BP neural network algorithm and gave an improved algorithm, Sect. 3 pre-
sented the data stream classification experiment based on BP neural network algorithm.
Section 4 concluded the paper.

2 BP Neural Network Algorithm

2.1 The Standard BP Neural Network Algorithm Steps

BP neural network consists of three parts: input layer, hidden layer, and output layer
[7]. The model of BP neural network is shown in Fig. 1.

The calculation process consists of forward propagation and error backpropagation.
In the forward propagation process, the input mode is processed layer by layer from the
input layer through the hidden unit layer and is turned to the output layer. The state of
each layer of the nerve only affects the state of the next layer of neurons. If the output
layer does not get the desired output when it outputs, it performs backpropagation and
the error signal returns according to the original propagation path by modifying the
weight of each neuron, the error signal is minimized. The standard BP neural network
learning algorithm [8] is as follows:

Step 1: Network initialization
The initial value of each connection weight is set to the random number
within the (−1, 1) interval. Set the error initial value e = 0, calculate the
accuracy value e, and the Maximum learning frequency is M.

Fig. 1. The model of BP neural network
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Step 2: The Kth input vector and the corresponding expected output vector are
randomly selected.

XðkÞ ¼ ðx1 kð Þ; x2 kð Þ; . . .; xn kð ÞÞ ð1Þ
doðkÞ ¼ ðd1 kð Þ; d2 kð Þ; . . .; dq kð ÞÞ ð2Þ

Step 3: Calculate the input and output of each neuron in the hidden layer.
Step 4: Using the results of step (3), calculate the partial derivative of the error

function for each neuron in the output layer do (k).
Step 5: Compute the partial derivative of the error function for each neuron in the

hidden layer dh (k).
Step 6: Use do (k) and the output of each neuron in the hidden layer to correct the

output layer connection weight.
Step 7: Correct the connection right using dh (k) and the input of each neuron in the

input layer
Step 8: Calculate global error E.

E ¼ 1
2m

Xm
k¼1

Xq
o¼1

doðkÞ � yo0ðkÞð Þð Þ2 ð3Þ

Step 9: Determine whether the model meets the requirements. When the error
reaches the preset precision or the learning frequency exceeds the maximum
number, the algorithm is terminated. Otherwise, select the next learning
sample to return to the third step and enter the next round of learning.

2.2 The Advantage of BP Neural Networks

Nonlinear mapping capability: BP neural network can learn and store a large number of
input/output mapping relationship, and there is no need to know in advance mathe-
matical equation describing function relationship, only need to provide the training
samples, can complete the multidimensional input nonlinear mapping.

Generalization ability: BP neural network simulation of the human mind has the
memory function. If the network has given a sample training, then it sees a strange
sample, still can accurately map, and this is the BP neural network generalization ability.

Fault tolerance: When there is a large error in the input sample, BP neural network
can be selectively ignored and will not have a great impact on the result. BP neural
network has a certain fault tolerance capability.

2.3 The Limitation of BP Neural Networks

The speed of convergence is slow: In order to guarantee the stability of the neural
network algorithm, the general fixed learning rate vector should be smaller, which leads
to slower speeds of convergence. The more complex problems, the convergence of the
longer, the more training time, for the need to deal with the problems of fast, time is too
long can lead to the result is not ideal.
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It may fall into a local minimum: The traditional BP algorithm uses a gradient
descent method, it has a weight adjustment only along the direction of the local
improvement, and weights of neural network could be local to the error of plane stop
training. So it is obvious that the error is going to be greater.

Network learning is unstable: BP network every learning is, in effect, adjustment of
weight, if the learning ability is insufficient, the application will be not ideal, when
there is a limit of the trend, technically known as “fitting”, that is to say, because the
sample details of neural network learning are too much, it affects generalization.

2.4 The Improvement of BP Neural Networks

For the limitations of the BP neural network algorithm, the researchers explored different
improvements. The main purpose of the improvement is usually to speed up the training
and avoid falling into a local minimum solution [9]. Common methods are as follows.

Increase momentum item: Each time the weight is adjusted, a small amount of the
previous adjustment is added to the adjustment. At present, many BP neural network
systems have increased momentum terms to overcome local minimums and improve
accuracy. With the introduction of momentum errors, the function of the error surface
will be effectively reduced.

Adjust the learning rate adaptively: The learning rate is the step, which is a con-
stant. The best learning speed is difficult to determine. In order to speed up the con-
vergence of the function, the learning rate can be changed in an adaptive manner. The
criterion for adjustment is whether the adjustment of the weight really affects the
reduction of the error.

Momentum-adaptive learning: Combining these two improved methods together is
a momentum-adaptive learning algorithm, which combines the advantages of both and
has been widely used in practical applications.

3 Data Stream Classification Experiment

3.1 Data Sources and Normalization

The experimental data comes from the iris data in UCI dataset. There are three cate-
gories of iris, namely Iris Setosa, Iris Versicolour, and Iris Virginica, each with 50 sets
of data. Each set of data includes four sets of attributes, namely the length of the calyx,
the width of the calyx, the length of the petals, and the width of the petals. Because the
results of data collection data are often varied, after normalization, the data can be in
the same order of magnitude for comparison. Normalization can also accelerate the
velocity of gradient descent and improve the accuracy of the results.

3.2 Data Stream Classification

In order to make the data more representative and generic, the data needs to be
scrambled and divided into training and testing. The training data are used for training,
and the test data are used to test the accuracy of the model. The sample size of the
training data should be moderate, too little to be representative of the characteristic
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data, too much emphasis on the study burden, and possibly because of too much
learning, has produced the fitting.

In this experiment, the training data has 120 groups, while remaining as test data.

3.3 Experimental Parameter Selection and Comparison

In practical application, it is especially important to establish a proper neural network.
It mainly includes setting the number of input layer and hidden layer, node number of
output layer, transfer function, training function, parameter setting, etc.

3.3.1 Determination of Number of Hidden Layer Nodes in BP Neural
Networks
The number of input layer nodes is 4, the number of output layer nodes is 3, and there
is no clear formula for the number of neurons in the hidden layer. The heuristic method
can be used. (Refer to the formula m ¼ ffiffiffiffiffiffiffiffiffiffiffi

pþ q
p þ a, where m is the number of hidden

layer nodes, p is the input layer node, q is the output layer node, and a is any integer
between 1 and 10.)

The number of hidden layer nodes is set to 10 first. The neural network adopts an
improved algorithm and adopts a gradient descent algorithm that incorporates
momentum and adaptation. The activation function from the input layer to the hidden
layer is “logsig”. The transfer function between the hidden layer and the output layer
uses a pure linear function. The training times are set. For 1000 times, the target error is
0.01, and the learning rate is 0.01. Then, change the number of hidden layer nodes to 9
and 11, respectively, run 10 times, record the time of running the results and the
number of errors in the operation, take the average, the time is accurate to two decimal
places. Classification results of different hidden layer nodes are shown in Table 1.

The above experiments show that when the number of nodes is 9, the effect is best,
the accuracy is higher, and the running time is shorter. Therefore, we set the number of
hidden layer nodes to 9.

Table 1. Classification results of different hidden layer nodes

Net
number

1 2 3 4 5 6 7 8 9 10 Average

9 Time 3.44 3.53 3.63 3.78 3.54 3.61 3.61 3.54 3.75 3.63 3.6
Error 0 0 0 0 0 0 0 0 1 0 0.1

10 Time 4.03 3.73 3.68 4.14 3.91 3.64 3.72 3.74 3.64 3.54 3.78
Error 0 0 0 0 0 0 0 0 0 1 0.1

11 Time 3.7 3.61 3.52 3.73 3.51 3.61 3.53 3.6 3.63 3.68 3.61
Error 0 0 0 0 1 0 1 0 0 0 0.2
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3.3.2 The Selection of PB Neural Network Maximum Training Times
The number of nodes in the hidden layer of the fixed neural network is 9, and the error
function for opening the neural network operation is shown as Fig. 2.

From the error curve, when the maximum number of training times is 996, the best
error is 0.032, which does not reach the set target error, and the error between 200 and
1000 changes slowly. Therefore, our maximum number of trainings can be reduced, or
the learning rate can be increased so that the function converges quickly. Change the
maximum number of trainings to 800, 500, 200, 150, and 100. Each data is run 10
times, and the running time and the average number of errors are recorded. The results
are shown in Table 2.

Fig. 2. Neural network error function with node 9

Table 2. Comparison of results of different maximum training times

Maximum
number

1 2 3 4 5 6 7 8 9 10 Average

800 Time 3.03 2.91 2.92 3.28 2.85 2.97 3.1 2.73 2.95 3.04 2.978
Error 0 0 0 0 0 0 0 0 1 0 0.1

500 Time 2.01 1.99 1.94 1.91 1.87 1.86 1.94 1.84 1.85 1.99 1.92
Error 0 0 0 0 0 1 0 0 0 1 0.2

300 Time 1.26 1.32 1.35 1.29 1.28 1.23 1.24 1.28 1.32 1.35 1.292
Error 0 0 0 0 1 0 1 0 0 0 0.2

200 Time 1.07 1.01 1 1.02 1.02 1.02 0.96 0.99 0.98 0.93 1
Error 0 0 0 1 0 0 0 0 0 1 0.2

100 Time 0.7 0.64 0.67 0.67 0.69 0.7 0.69 0.67 0.72 0.7 0.685
Error 1 1 1 1 1 0 1 0 0 2 0.8
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By comparison, the best maximum number of trainings is set to be about 300 times
the best, the accuracy is high, and the running time is short. Therefore, this experiment
sets the maximum number of trainings to 300.

3.3.3 Comparison Between Standard BP Neural Network and Improved
Neural Network Method
Keep the existing parameters unchanged, change the training function, use the standard
gradient descent training function “traind”, add the momentum training function
“traindm”, adaptive learning rate training function “traindx”. Record experimental
results and images. The results are shown in Table 3.

From Table 3, it can be known that the traditional BP algorithm error only con-
verges along the gradient, and sometimes, it easily falls into the local minimum,
leading to inaccurate results. By adding the momentum factor, this situation can be
avoided, but the running time will increase. To increase the learning step, we use a
variable learning rate to make BP neural network training converge faster. Therefore,
we use the improved BP neural network algorithm to classify the data stream.

3.3.4 Improved BP Neural Network Classification Result Verification
The program was run using an improved BP neural network algorithm and the drawing
function in MATLAB [10] was used to show the error of the iris flower classification
result and to show the result of the classification. The final result image of the
experiment is shown in Figs. 3 and 4.

It can be seen from the figure that red represents the first kind of flower, blue
represents the second kind of flower, green represents the third kind of flower, and the
classification accuracy rate reaches 100%.

Table 3. Attribute parameter values

Maximum
number

1 2 3 4 5 6 7 8 9 10 Average

traind Time 1.27 1.31 1.26 1.33 1.29 1.44 1.34 1.25 1.24 1.19 1.292
Error 0 0 1 0 0 1 1 0 1 1 0.5

trainm Time 1.22 1.31 1.23 1.21 1.23 1.23 1.24 1.21 1.26 1.22 1.236
Error 0 0 0 0 0 0 1 1 0 1 0.3

traindx Time 1.28 1.26 1.26 1.28 1.3 1.25 1.27 1.27 1.26 1.28 1.271
Error 0 0 0 0 0 0 0 1 0 0 0.1
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4 Conclusions

This paper discusses the basic knowledge of data stream classification and neural
network, chooses BP neural network as the main model of classification, and uses
MATLABs own neural network toolbox to simulate and realize. Through experimental
comparison, the neural network can achieve higher accuracy. The deficiency of this
experiment is that it only imitates the classification status of the data stream after
processing. When the data stream is dynamic, it needs to undergo data preprocessing
to extract dynamic data features. This process is not expressed in this experiment,

Fig. 3. BP neural network prediction error

Fig. 4. Schematic diagram of BP neural network classification
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but it does not affect the final conclusion: The data stream classification algorithm
based on neural network has high accuracy, has strong generalization ability, and can
handle nonlinear problems well.
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Abstract. One of the most important reasons for productivity decline
and accidents is work fatigue. Work fatigue research has become more
and more important in modern society. This paper proposes a method to
detect fatigue, Build new features, propose new compensation methods,
and combine the existing models to make the method adapt to the com-
plex environment. As a result, it effectively improves the work fatigue
detection efficiency and accuracy under the production environment.

Keywords: Work fatigue detection · Features · Compensation method

1 Introduction

The “overwork” problem has aroused widespread public concern due to its seri-
ous hazards. Work fatigue refers to the discomfort that people gradually appear
in the work. It is a recognized occupational harmful factor that can endanger
the workers’ health and ability to work [1].

At present, there are many methods for work fatigue detection including self-
rating method, physiological testing method, and biochemical testing method [2].
It is difficult to choose which method because it is difficult to balance between
objectivity and price.

In this study, we refer to the method of driving fatigue detection [3–6] and
found some shortcomings of it: (1) The dimension of the feature vector is low.
(2) There is no processing for data changes caused by dynamic angles and
dynamic distance. (3) The existing method cannot adapt to the discrete short-
time windows in production. In view of the above drawbacks, this paper builds
new features which are suitable for the discrete short-time window, propose a
compensation method to preprocess the data changes. Combine decision tree
with SVM for model training. The experiments show that this method can be
used to perform work fatigue objectively, efficiently, and accurately.
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2 Data Processing

2.1 Feature Extraction

In this paper, AAM algorithm is used to collect the eye and mouth feature
points [7], and three new features are proposed on the basis of the five features
(as shown in the first five items in Table 1) commonly used in the past.

Table 1. Feature vector parameters

Type Name Description

EYE heye Eye height

EYE perclos Perclos (P80)

EYE MECD Maximum eye close duration

EYE BT Blink times

EYE AECS Average eye closure speed

EYE AREA Average area

EYE ratioe Eye aspect ratio

MOUTH ratiom Mouth aspect ratio

Average Area and Average Eye Aspect Ratio The two new feature AREA
and ratioe are proposed in order to weave the changes on the length of the eye
into the eye height.

AREA =
∑

heye × leye
frames

(1)

ratioe =

∑ heye

leye

frames
(2)

where leye represents the eye’s max length and frames represents the number
of frames extracted in the time window.

Mouth Aspect Ratio Yawn is a conditioned reflex deep breathing activity.
We defined the ratiom to describe and determine it as

ratiom =
hm

lm
(3)

where hm and lm represent the max height and the max width of the mouth.

2.2 Feature Compensation

This paper proposes a compensation method based on distance mapping and
Euler angles.
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Research shows that the PD of adults is generally constant and between 58
and 64 mm [8]. So, we can quantize the single pixel distance as

lpixel =
PD

lpd
=

PD

‖lpixel − rpixel‖ (4)

where the lpixel and rpixel represent coordinate of the left and right eye.
The Euler angles can be used to describe the head posture, as shown in Fig.

1a., we can infer that heye and AREA is approximately:

heye =
m × lpixel
cos (αp)

=
m × PD

cos (αp) × lpd
(5)

area = heye × n × lpixel
cos (γy)

=
m × n × PD2

cos (αp) cos (γy) × l2pd
(6)

where m, n represents the eye height and width in pixels.

2.3 Decision Tree and SVM

We combined decision tree with SVM in this paper as shown in Fig. 1b in order
to improve the accuracy and efficiency when detecting.

(a) αp for pitch angle, βr for roll
angle, andγy for yaw angle

(b) Model

Fig. 1. Euler angles and model



Facial Fatigue Detection Based on Machine Learning 157

3 Experiments

3.1 Feature Verification

Average Area and Average Eye Aspect Ratio P-tests were performed on
100 groups of the AREA and ratioe. The result is Parea = 6.684×10−41, Pratio =
1.185 × 10−47, far below 0.001. It shows that there is a significant difference
between fatigue and non-fatigue data.

Mouth Aspect Ratio This paper processes the yawning data with single-rule-
based classification. If the worker yawns, we can infer that he is in a fatigue
state. Fig. 2a shows the changes on ratiom when yawning and speaking.
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Fig. 2. Mouth and compensation research

From the comparison in Fig. 2a, we can infer that the worker is yawning
when ratiom is greater than 0.7 or more.

3.2 Compensation Function Verification

A video of dynamic distance and dynamic head posture was collected for verify-
ing as shown in Fig. 2b. The curve tends to be stable through the compensation.

Do experiments on compensated and uncompensated eye data with fivefold
cross-validation method, the results are shown in Table 2.

As we can see from Table 2, the accuracy rate is generally improved through
compensation when using linear and polynomial kernel and it is much larger than
that of RBF and sigmoid kernel. The compensation does not make any sense
when using RBF or sigmoid kernels. It is fully demonstrated that polynomial
kernel and linear kernel are more suitable for work fatigue detection in workshop
and the compensation method can significantly improve the accuracy rate.
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Table 2. Effect of compensation on accuracy (OD: right eye, OL: left eye, OU: both
eye)

Kernal OD OD compensated OL OL compensated OU OU compensated

Linear 0.836 0.985 0.857 0.937 0.901 0.971

Polynomial 0.835 0.985 0.857 0.951 0.904 0.975

Sigmoid 0.615 0.615 0.615 0.615 0.615 0.615

RBF 0.615 0.615 0.620 0.620 0.615 0.615

3.3 Model Training

The model is trained by 3000 data in which there are 1170 fatigue samples
and 1830 non-fatigue samples. The experiment shows that the precision rate is
99.83% and it increased 3% over traditional SVM method.

4 Conclusion

This paper builds some new features, which are suitable for work fatigue detec-
tion in workshop and raises the dimension of the feature vector. The compen-
sation method proposed can effectively deal with the data changes caused by
dynamic angle and dynamic distance. It allows the fatigue detection to adapt to
the complex environment. Combine decision tree with SVM for model training,
and the experiments show that it can improve the accuracy rate significantly.
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Abstract. To solve the beamforming problems of small-scale array, this paper
describes a new method using power pattern function and genetic algorithm.
Compared with the traditional antenna beamforming methods which utilize the
envelope of the radiation pattern, this method can control all the sidelobes
quantitatively and form the desired array pattern. For a small-scale array, its
envelope is difficult to be quantified and obtained. The proposed method in this
paper is more intuitive and reliable to control the sidelobe levels. Using the
power pattern optimization method, it can obtain an improved array pattern and
fast convergence in small-scale arrays design. Numerical results are presented to
verify the convergence and computational efficiency of the proposed method.

Keywords: Beamforming � Power pattern function � Genetic algorithm �
Small-scale arrays design

1 Introduction

The goal of antenna array synthesis is to determine the appropriate physical layout of
the array, phases, and amplitudes to produce the radiation pattern close to the desired
one. For many applications, there are requirements to suppress the sidelobe level
(SLL) of the beam pattern, which can be achieved by adjusting the phases and
amplitudes of the elements, just as the Dolph–Chebyshev and Taylor methods do.
However, they cannot obtain arbitrary radiation pattern.

Other methods of controlling the array pattern employ evolutionary algorithms, for
instance, Simulated Annealing (SA) [1], Genetic Algorithm (GA) [2–8], and Particle
Swarm Optimizations (PSO) [1, 9] to optimize the cost function depending on the
radiation pattern. Inspired by Darwin’s theory of evolution and the concept of the
survival of the fittest ones, GA achieves its goals by simulating the processes of
reorganization and mutation of genes in the human evolution. During multiplication
and crossbreeding, the fittest is chosen to produce more offspring so that they can
homogenize the population.

Genetic algorithm is a global random search optimization algorithm [5], which has
been widely used in many domains. In [10], GA is applied to the beamforming of a
linear sensor array and its cost function is related to envelope. This method uses
Dolph–Chebyshev distribution as a reference, and searches the best pattern in the
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global range. However, the GA in [10] adopts the traditional Simple Genetic Algorithm
(SGA), which has the problems of low convergence rate, low computational efficiency
[11, 12] and poor stability of the calculation results, which is not conducive to
approving the performance of beamforming. Moreover, as for small-scale array, it is
hard to determine the positions of null, sidelobe, and the ideal beam pattern, which may
result in non-convergence.

As for the optimization of the beam pattern, the traditional genetic algorithm uses
the envelope as the cost function [12], which is defined by the sum of the part of the
pattern outside the limit of the given envelope, the same as [10]. It is very easy to
operate for large-scale arrays, but it is not the same case for small-scale arrays.
Therefore, this paper presents an improved power pattern calculation model, which can
improve the convergence speed and the stability of the optimization results. We use this
model to build the cost function which gives the relation between the SLL and the
amplitudes. The GA algorithm is applied to minimize the cost function due to the
simplicity. As a result, the drawback of the envelop methods is avoided and faster
convergence is gained.

The organization of the paper is as follows: Sect. 2 presents how to use the power
pattern method to obtain the SLL expression and the optimization model. In Sect. 3, the
optimization procedure of the GA is discussed. The simulated results of traditional
envelop strategies and our modeling strategies are presented in Sect. 4. In Sect. 5,
summaries and conclusions on the performance of the strategies are mentioned.

2 Power Pattern Based Method

When describing the characteristics of the radiation pattern of antennas, engineers use
the radiation pattern in many situations. However, in further study, the power pattern
method is adopted to analyze the problem. As is known, although more complex, the
power pattern shows effectiveness and efficiency when describing several characters,
such as the position of SLL, the magnitude of SLL, etc. To simplify the analysis,
isotropic elements are adopted in the arrays in the following.

For a linear array (LA), its beam pattern can be written as

S h;uð Þ ¼
XN�1

n¼0

In
�
ejkzn cos h ¼

XN�1

n¼0

Ine
jn kd cos hþ að Þ ð1Þ

where In
�
describes the complex excitation coefficient of nth element, and In

� ¼ Inejna, a
is the phase of the nth element. zn is the coordinate of the nth element, d is the distance
between the antenna elements, and k is the propagation constant. To simplify the
expression, we define

u ¼ kd cos hþ a z ¼ e�ju ð2Þ
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Using (2) into (1), we obtain

SðzÞ ¼
XN�1

n¼0

In
�
z�n ð3Þ

Take the N elements linear array as an example, the power pattern can be written as

S zð Þj j2¼ S zð ÞS� zð Þ ¼
XN�1

n¼0

Inz
�n

 !
XN�1

n¼0

Inz
n

 !

¼
XN�1

m¼0

I 0m zm þ z�mð Þ ð4Þ

where

I 0m ¼ PN�1�m

n¼0
InInþm 1�m �N � 1

I
0
0 ¼ 1

2

PN�1

n¼0
I2n

ð5Þ

Make the following substitutions:

zþ z�1 ¼ y; z2 þ z�2 ¼ zþ z�1� �2�2 ¼ y2 � 2;

z3 þ z�3 ¼ zþ z�1� �3�3 zþ z�1� � ¼ y3 � 3y; z4 þ z�4 ¼ � � �
ð6Þ

Then, (4) can be reformulated as

P yð Þ ¼ S zð Þj j2¼
XN�1

m¼0

I 0my
m ð7Þ

Here, I 0m is determined by (5). It is widely known that

S zð Þj j2¼ S uð Þj j2¼ 2
XN�1

m¼0

I
0
m cosmu ð8Þ

Equation (8) implies the extreme points of the radiation pattern. And, rewrite them
as follows:

dPðyÞ
dy

dy
du

¼ �2 sin u
dPðyÞ
dy

¼ 0 ð9Þ

For a physically achievable array, its power pattern function PðyÞ has to satisfy:

PðyÞ ¼ 0 � 2� y� 2 ð10Þ
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According to the power pattern theory, an array has a power pattern with one of the
two following forms, which has excitation of nonnegative symmetric and the maximum
number of zero points [13]:

Po yð Þ ¼
YN�1ð Þ=2

i¼1

yþ cið Þ2 N is oddð Þ

Pe yð Þ ¼ yþ 2ð Þ
YN�2ð Þ=2

i¼1

yþ cið Þ2 N is evenð Þ
ð11Þ

The corresponding beam pattern is given by

So zð Þ ¼
YN�1ð Þ=2

i¼1

1þ ciz
�1 þ z�2

� �2
N is oddð Þ

Se zð Þ ¼ 1þ z�1� � YN�2ð Þ=2

i¼1

1þ ciz
�1 þ z�2� �2

N is evenð Þ
ð12Þ

where the coefficient ci can be obtained directly from I1.
Take the nonnegative symmetric array of five elements as an example, if the nor-

malized excitation coefficients are ½1 I1 I2 I1 1�, then from (3), we can gain:

So zð Þ ¼ 1þ I1z�1 þ I2z�2 þ I1z�3 þ z�4 ð13Þ

Compared (12) with (13), c1; c2 can be easily obtained and expressed by the
amplitudes of elements.

From (9), we can figure out the extreme points, but the null points of y ¼ �c1; y ¼
�c2 should be cleared out to obtain the position of sidelobe. Though y ¼ �2 does not
satisfy (9), it is the position of the second sidelobe. They are presented as follows:

ySL1 ¼ � 1
2

c1 þ c2ð Þ ySL2 ¼ �2 ð14Þ

Take them into power pattern equation, SLL can be obtained as

SSLi ¼ P ySLið Þ=P 2ð Þ i ¼ 1; 2 ð15Þ

From the above analysis, the power pattern PðyÞ can be obtained. The position of
the sidelobes can be calculated so as to the SLL. When an array has excitation of
nonnegative symmetric and the maximum number of zero points, the direct relationship
between the amplitudes and the SLL can be obtained accurately.

162 S. Wang et al.



So, the SLL can be presented as a column vector with amplitudes as variables:

sidelobereal ¼ f ðInÞ ð16Þ

where In means the amplitudes of elements.

3 Steps of Optimization by GA

In the optimization of small-scale array, the SLL is the only parameters to be known
rather than the position of them.

To build a tractable optimization problem, we compute the difference between the
SLL gained from amplitudes and the expected SLL, then take the l − 2 norm as the
cost function. This is expressed as

arg
In

min sidelobecount � sidelobeidealk k2 s:t: 0\ In\1 ð17Þ

where sidelobecount is the column vector of the computed SLL and sidelobeideal is the
column vector of the expected SLL. GA can be used to solve this problem and find a
set of amplitudes which fit the requirement.

The procedure of GA is as follows [14]:

(1) Generate initial population: The initial population is generated using random
number generation, the initial weight vector W ¼ x1 x2 . . .xN�1 xN½ �, where
xi ¼ I1 I2 . . . In�1 In½ �T and satisfies the symmetry. N is the population size, and n
is the number of array components.

(2) Calculate and sort individual fitness values: Use the cost function:

funccost ¼
X

sidelobecount � sidelobeidealk k2 ð18Þ

Calculate the fitness value of each individual weight vector and sort them, where
�k k2 represents l − 2 norm of *.

(3) Choose individuals: Choose a better weight vector xi ¼ I1 I2 . . . In�1 In½ �T , and
eliminate relatively backward individuals.

(4) Cross and alienation: In the new generation of populations, to generate new
individuals, in other words, a new weight vector, crossover, and alienation
operations are implemented according to the set crossover rate and alienation rate.

(5) Judge, circle, or end: Put new individuals from the step into Eq. (18), and
determine whether the cost satisfies the criterions or whether the maximum
number of iterations are reached. If so, comes to the end. If not, turn to step 2 for
further optimization. After those criterions are satisfied, the optimized vector
xopt ¼ I1 I2 . . . In�1 In½ �T would be obtained.

Genetic Algorithm-Based Beamforming Using Power Pattern Function 163



4 Simulation Results

In order to illustrate the effectiveness of the stated approach, two examples for syn-
thesizing linear array are presented in this section.

4.1 Arbitrary SLL

First, we consider a small-scale linear array composed of k=2-spaced with eight iso-
tropic elements in the array, and use the cost function defined as the sum of parts
beyond the upper limits of restricts. It is expressed in (18). The second cost function is
defined as what we mentioned in the previous section, and its expression is so as (18).

It is hard to quantify envelope for small-scale arrays, so we can only roughly determine
the relative positions of different sidelobes. From u = −1 to u = 0, the SLL is set to 12, 16,
and 20 dB. The GA uses discrete values for amplitude. And, its population size is equal to
500 and there are 500 generations. The stopping criterion is the average relative change in
the best cost function is equal to or less than 10−5.

The convergence of the normalized cost function value versus the number of iterations
is shown in Fig. 1. The figure shows that the fitness value of cost function 2 starts at a
normalized value of about 1 and quickly drops to the value of about 0.02 in about 40
iterations. Comparatively, after about 90 iterations, the mean values of cost function 1 are
settled to nearly 0.3. The optimization of the cost function 2 converges faster and better.

Figure 2 shows the comparison of far-field radiation pattern of the best results using
different cost function by GA. The results of the cost function 2 fit our requirement
better. For small-scale arrays, it is difficult to determine the envelope of the radiation
pattern. If the envelope is not set well, the optimization result may not converge.
But, when the cost function computed by power pattern is used, a better approximation
of the desired pattern will be obtained.

Fig. 1. Convergence of the average normalized cost function versus the number of iterations
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4.2 Chebyshev SLL

In the second example, a small-scale linear array is synthesized. The array is arranged
with uniform spacing d ¼ k=2. Due to the symmetric structure of this array, only half
of the elements in the array are optimized. The ideal amplitude distribution is obtained
through the Dolph–Chebyshev method, which is [0.5799, 0.6603, 0.8751, 1]. The two
cost functions, which are the same as example 1, are determined for GA optimizer.

Figure 3 shows the comparison of the best results of far-field beam pattern using
different cost functions by GA for Chebyshev weight. Note that, the SLLs of the
synthesized pattern of cost function 1 (after 100 iterations) achieve 16.7, 20, and

Fig. 2. Comparison of far-field radiation pattern using different cost functions by genetic
algorithm

Fig. 3. Comparison of far-field beam pattern using different cost functions by genetic algorithm
for Chebyshev weights

Genetic Algorithm-Based Beamforming Using Power Pattern Function 165



18 dB. While the results of cost function 2 are nearly 17.6, 20, and 20 dB (after 50
iterations), which are very close to the result of triple 20 dB optimized by the Che-
byshev weight.

5 Conclusion

This paper presents a novel GA-based beamforming method, which applies the power
pattern to construct the cost function, in which the SLL can be efficiently determined.
The proposed method is much faster than the method of applying envelops as the cost
function to find the amplitudes of elements of small-scale arrays, while maintaining a
similar or even better pattern performance. Also, the cost function is easier to realize in
small-scale arrays. This advantage has been validated in the examples of synthesizing
the small-scale arrays. Applying this model, the algorithm converges faster because we
optimize the exact SLL rather than the envelope. However, this method seems difficult
when applied to large-scale arrays, because finding the expression of SLL would be
intractable.
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Abstract. The traditional text sentiment analysis directly inputs syntactic fea-
ture or word vector to model. It fails to consider the characteristics of time series
in sentiment. Considering that product reviews are short text, this paper comes
up with the method of windowed word vector and classifier fusion in the
decision layer. The results indicate that the proposed method can achieve better
performance than several existing methods.

Keywords: Sentiment analysis � Windowed word vector � Classifier fusion �
Short text

1 Introduction

The text sentiment analysis aims to explore the emotional tendency of texts. The
traditional text sentiment analysis methods are mainly divided into two types: senti-
ment lexicons method and machine learning method [1]. The early work is mainly
based on the lexicon, by constructing sentiment lexicon such as HowNet or WordNet
[2]. Keshavarz et al. combined corpora-based and lexicon-based to build adaptive
sentiment lexicons in order to improve polarity classification of sentiments [3]. The
words in emotional lexicons can clearly reflect a person’s emotional tendencies, while
emotional lexicons cannot include all emotional words. The method of sentiment
analysis based on machine learning is usually through the training of the labeled corpus
to generate a tendency classifier and to classify the test text [4]. Currently, more mature
classification methods have Support Vector Machine (SVM) [5], Naive Bayes
(NB) [6], and Maximum Entropy (ME) [7]. It is necessary for machine learning method
to convert the text into a vector form. The dimensions of the traditional Vector Space
Model (VSM) [8] are usually thousands or even ten thousand. For short texts such as
product reviews, this method can lead to the sparsity of VSM. Mikolov et al. [9]
proposed the Word2Vec framework, which can generate word embedding, which
represents a text word. It can solve dimensional problems, and discovery the similarity
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between words. While the Word2Vec also fails to consider emotional time series
information changes. There are also some researches on the sentiment analysis based
on the depth study. Certainly, some scholars used the knowledge of the neural network
to conduct sentiment analysis [10].

Inspired by the recent success of word vector, this paper proposes a method of
windowed word vector. First, adding different size of window on the word vector, in
order to consider the characteristics of time series in sentiment. Second, through
window operation, the model can obtain different combined features. Then, put these
combined features to classifiers fused in the decision layer, and finally uses a grid
search algorithm to find the best weight belongs to each classifier.

This paper is organized as follows. The experiment methodology is proposed in
Sect. 2. In Sect. 3, we provide the simulation results and the detailed analysis. Finally,
conclusions and the future works are drawn in Sect. 4.

2 Method Construction

This section will explore the method construction of short-text sentiment analysis. Our
model has two distinctive characteristics: (i) it carries out window operation on the
word vector, enabling it to take full account of changes in emotional time series
information in short text. (ii) It has classifier fusion at the decision-making level, using
the grid search method to find the optimal weight. Furthermore, the sentiment classi-
fication results are obtained.

The overall architecture of the experimental methodology is shown in Fig. 1. It
consists of several parts: feature selection, word vector training, word vector conversion,
window operation, independent classifier model, and classifier fusion at the decision-
making level. We describe the details of different components in the following sections.

Experimental
corpus

Word vector
training

Feature extrac onText preprocessing

Large-scale 
corpus

Text preprocessing

Word vector 
conver on

Final result

Classifier 1

Classifier 3

Classifier 2

Classifier 5

Classifier 4

Classifier 6

Ge ng word vector Window opera on Classifier fusion

...
...

...
...

...
...

Fig. 1. Methodology adopted in this research
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2.1 Windowed Word Vector

This paper uses the Word2Vec [11] to train word vector. In this experiment, the
window size is 2, 3, 4, 5, 6, and 7. The windowing operation in Fig. 1 indicates that the
former seven words in a sentence are operated. When the window size is 3, a 100-
dimensional word vector early used to represent one word, the combined dimension
will change from the original 100–300. For the same sentence, we use six different
window size independently, so we can get word vector in six-dimensional combina-
tions. Figure 2 shows window operation with a window size of 2, window shift of 1,
used for a text with 7 words, then six combined dimensions will be gained.

2.2 Classifier Fusion

The classifier fusion diagram is shown in Fig. 3. In this paper, the weights obtained by
the grid search algorithm are multiplied by the corresponding probability—Pij by each
classifier, and then sum to obtain the final probability—Pj of the corresponding text.
A text label with a probability value more than 0.5 is denoted as a positive text. A text

window shi

••••••

service     enthusiasm shopping tra c    convenience   decora on fine

Fig. 2. Window operation, W = 2 (W is the window size)

Word2Vec

Text training Window
opera onWord vector Final resultWeighted fusion 

scoring

Feature 1 Classifier 1

Feature 2 Classifier 2

Feature 5

Classifier 4Feature 4

Feature 3 Classifier 3

Classifier 6

Classifier 5

Feature 6

W=2

W=3

W=4

W=5

W=7

W=6

Fig. 3. Classifier fusion diagram
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label with a probability value less than 0.5 is marked as a negative text. The final
classification formula is as follows:

Pj ¼
XM

i¼1

Wi � Pijði ¼ 1; 2; . . .;MÞðj ¼ 1; 2; . . .;NÞ ð1Þ

3 Experiments Methodology

3.1 Feature Extraction

The text data needs to be processed into a form understood by the computer. First, the
Jieba (a tool for word segmentation) [12] is used to segment and part-of-speech tag-
ging. This paper selects several features commonly used in text sentiment classification,
unigram features, syntactic features, and lexicon-based features. Table 1 gives an
example of “The Hotel’s environment is very good” to explain various features, where
n denotes: noun, a denotes: adjective, and ad denotes: adverb.

Text features that contribute a lot to the sentiment classification are preliminarily
selected. If the feature’s dimensional space is too large, it will bring great calculations
in the experiment. This paper uses Information Gain (IG) and Mutual Information
(MI) to select features, which can not only reduce the dimension but also select the
most distinguishing features. The experimental data comes from the Chinese emotional
mining corpus—ChnSentiCorp, organized by Songbo, Tan [13]. The dataset contains
4,000 hotel review sentences, half positive, and half negative. After word segmentation
on hotel reviews, the 2000-dimensional text features were selected by IG and MI.

3.2 Data Processing

In the experiment, the number of words in a sentence cannot be less than 7, due to the
maximum window size of 7. Therefore, the sentence with less than 7 words is deleted,
and the final experimental corpus includes 2175 review sentences in total, there are the
training set, which includes 1957 samples, and the test set includes 218 samples.

The large-scale corpus which crawled from the internet is 15 GB. The dimension of
word vector is 100, 200, 300, and 400 after word vector conversion. The experimental
framework is shown in Fig. 1. For word vector in the same dimension, add the window
size is 2, 3, 4, 5, 6, and 7, respectively. Thus, our model can obtain six different
dimensional combinations, which are sent to the later classifiers in the decision layer.

Table 1. Feature representation

Features Representation

Unigram Hotel, environment, very, good
Syntactic Hotel/n, environment/n, very/ad, good/a
Lexicon-based Good
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3.3 Classifier Setting

In the experiment, SVMs and Logistic Regression (LR) were used for classifier fusion.
SVM is a machine learning method proposed by Vapnik [14], and it has achieved good
results in many classification problems. Support Vector Machines (SVMs) has been
shown to have better results in sentiment analysis than other methods in practical
research and experiments. In order to achieve the best classification results, after lots of
experiments, the parameters of six classifiers models are set as in Table 2.

3.4 Results Analysis

The best classification results are selected as the baseline of the experiment, while the
four different dimensional word vector without window. The Acc (Accuracy) on
sentiment analysis results about using different dimensional word vector, and different
window size in the experiment shown in Table 3. The results in Table 3 can be ana-
lyzed from two aspects. First, when the window size is constant, with the increase of
the dimension of the word vector, the window size of 2, 3, 5, and 7, all show a
significant improvement in accuracy rate. The accuracy rate of 88.1% was achieved at
400 dimensions. Because, a performance advantage of Word2vec is to discover the
similarity between words. As the dimension of word vector gradually increases, its
performance characteristics are more prominent. High-dimensional word vector com-
pared with low-dimensional word vector can better capture the correlation between
words and semantic connections.

Table 2. Classifier setting

Dimension w = 2 w = 3 w = 4 w = 5 w = 6 w = 7

100d SVCa SVCa SVCa LR SVCa LR
200d SVCa LR LR SVCb SVCb SVCb

300d SVCa SVCa LR LR LR SVCb

400d SVCb SVCa LR LR SVCb SVCb

Note The SVCa kernel function is rbf, gamma = 1; SVCb kernel function
is poly, degree = 1, gamma = 1, and coef0 = 10; LR represents a logistic
regression model with the default parameters

Table 3. Acc on sentiment analysis using different dimensions and window

Dimension Baseline
(%)

w = 2
(%)

w = 3
(%)

w = 4
(%)

w = 5
(%)

w = 6
(%)

w = 7
(%)

100d 79.0 84.9 83.9 83.5 82.6 81.7 79.8
200d 79.5 85.3 84.9 84.4 82.6 81.2 80.3
300d 79.5 85.8 84.4 85.3 83.9 82.6 81.7
400d 80.3 88.1 85.3 84.9 84.4 82.1 80.7
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Second, when the dimension of word vector is fixed, the correct rate presents a
decreasing trend as the window size increases. We can explain this phenomenon from
the perspective of the sparsity of feature vector space. For example, when window size
of 7 on a 200-dimensional word vector, its dimension changes from 200 to 1400, while
the amount of test corpus just only in 100. It is difficult for high-dimensional word
vector to accurately capture the correlation between words in feature vector space. This
leads to a deterioration of our final emotional classification results.

From the classification performance of each classifier in Table 2, in this research,
the weight range is set to (0, 0.5), the step size is 0.05, the grid search method is used to
find the optimal weight combination, and then calculate by formula (1) to obtain the
final result in Table 4.

From the right part of Table 4, when the word vector dimension is 400, the highest
accuracy, precision, recall, and F1: 88.5, 89, 88.2, 88.6% is generated. Compare to
benchmarking datasets validates the effectiveness of our method in sentiment analysis.
The results indicate that the proposed method can achieve better performance than the
existing methods.

4 Conclusion

This paper proposed a sentiment analysis method for windowed word vector and
classifiers fusion in the decision layer. This approach can make full use of the com-
bined dimensional information to represent the characteristics of time series in senti-
ment. The experimental results clearly show that the precision rate is improved by
approximately 4% compared with the baseline. It is more effective to use combined
information in word vector in short-text sentiment analysis task.

As for future work, it is worth to detect the product review’s sentiment is negative
or positive, by reducing the dimension after windowed word vector. This approach can
eliminate dimension sparse, and it may bring a more accurate sentiment classification
result.

Acknowledgements. The paper is supported by the National Natural Science Foundation
(61673108), China Postdoctoral Science Foundation (2016M601695), and Jiangsu University
Natural Science Research Project (17KJB510018).

Table 4. Evaluation on sentiment analysis after classifier fusion

Dimension Baseline Windowed word vector
P
(%)

R
(%)

F1
(%)

Acc
(%)

P
(%)

R
(%)

F1
(%)

Acc
(%)

100d 82.3 76.1 79.1 79.0 84.2 87.3 85.7 85.3
200d 83.2 76.1 79.5 79.5 86.1 84.5 85.5 85.3
300d 82.6 76.6 79.6 79.5 88.2 88.2 88.2 88.1
400d 84.2 76.6 80.0 80.3 89.0 88.2 88.6 88.5
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Abstract. Due to the nonuniform scale variations and severe occlusion,
most current state-of-the-art approaches use multicolumn CNN architec-
tures with different receptive fields to tackle these obstacles. We design
a single-column network to verify the necessity of multicolumn network,
and we find that under similar number of parameters and size of receptive
field, single network is able to perform as well as multicolumn network.
Following that, we propose a single-column network called FFnet based
on residual block. FFnet is a fully convolutional network and easy to
train. We perform extensive experiments on Shanghaitech dataset and
the UCF CC 50 dataset, and the results show that our method achieves a
better performance than Switch-CNN with nearly half number of param-
eters, and a closing performance to the state-of-the-art model CP-CNN
with almost one-tenth parameters.

Keywords: Crowd counting · ResNet · Density map estimation ·
Multi column · Receptive field

1 Introduction

Crowd counting aims to count the number of people in various density situa-
tions. On some occasions such as large sporting events or political demonstra-
tions, accurate crowd counting provides an effective guidance for the arrange-
ment planning and space design. Meanwhile, the method developed for crowd
counting can also be extended to other counting tasks in other fields such as cell
counting [1], vehicle counting [2,3], livestock management, etc. Today, the task
of crowd counting benefits from ubiquitous monitoring devices and the rapid
development of computer vision algorithms. Like other computer vision tasks,
crowd counting also confronts the extreme nonuniform distribution number of
people and severe occlusions.

Motivated by the success of Convolutional Neural Networks (CNN) meth-
ods in computer vision tasks, many CNN-based methods have been developed
c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
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to address the problem of crowd counting. One of the most representatives is
multicolumn convolutional neural network (MCNN) [4]. Different columns use
different kernel sizes to capture the characteristics of crowd density at differ-
ent scales. The follow-up works such as Switch-CNN [5], CP-CNN [6] keep this
idea, achieving state-of-the-art results. The key point of using multiple CNN is
that convolutional layers with different kernel size owns different receptive fields.
However, the Inception net [7] revealed that large-kernel-size convolutional layers
can be replaced by stack of convolutional layers with small kernel size. Follow-
ing the above idea, this paper designs a single-column CNN network which has
similar model complexity and receptive fields with MCNN to verify effective-
ness of multicolumn architecture. It turns out that multicolumn architecture is
not necessary. Then, this paper proposes a novel single-column network based
on residual block called FFnet. The experimental results show FFnet achieves
a closing performance compared with state-of-the-art methods with fewer
parameters.

2 Related Work

There has been a long history of scholars trying to achieve better performance
with several kinds of crowd counting algorithms. In the past decade, some tradi-
tional methods such as detection-based approaches, regression-based approaches,
and density estimation-based approaches take charge for most of the circum-
stances.

2.1 Detection-Based and Regression-Based Approaches

In Wu’s work [8], he presented an approach that could detect multiple people
in a video stream. With part detectors, it has been proved to work with some
people partially occluded. Ge et al. [9] designed an algorithm that can learn the
shapes from videos. The framework they present can search targets with flexible
shapes, able to detect and count people in crowded scene.

For the reason that detection-based methods work not very well when the
crowds are extremely dense or background noise exists, regression approaches
are used to increase algorithms stability. Chan et al. [10] designed a Bayesian
Poisson regression approach to solve crowd counting problems from low-level
features, deriving a approximation to the predictive distribution of the model.
Since problems such as perspective, occlusion, and clutter make crowd counting
problem too complex to be done, Idrees et al. [11] brought a new approach. In
his algorithm, information from multiple sources is conflated. Their algorithm
proved a better result on extremely dense crowd than other regression-based
approaches.

2.2 CNN-Based Approach

To mitigate the influences from occlusion, the above methods choose to
avoid considering some spatial information. But in density estimation-based
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approaches, such information is included. Recently, CNN-based methods have
been achieving much higher performance in all kinds of computer vision tasks
than the old ones. Therefore, researchers are including CNN methods to solve
crowd counting problems. Zhang et al. [12] designed an approach using CNN for
crowd counting. By using a data-driven approach, they managed to solve prob-
lems of people occluded. Also, a dataset including various kinds of crowd was
used. Zhang et al. [4] developed a method with Multicolumn Convolutional Neu-
ral Network (MCNN) to describe crowd density, and the model is tested with a
new dataset. Sindagi et al. [6] created an end-to-end cascaded network of CNNs
for crowd counting and density estimation, achieving a lower count error and
better quality density maps. Last year, Sam et al. [5] proposed a model using
Switching-CNN, so that the variation of crowd density is leveraged. By using
such a network, crowd scene can be mapped to its density, solving problems of
extreme crowding and high similarity.

3 Proposed Method

In this section, ground truth generation and data augmentation will be intro-
duced first, and the following network training and evaluation are both based on
them. The experiment on single-column network compared with MCNN will be
shown in Sect. 3.2. Then, a deep network single-column network called FFnet
will be discussed in the Sect. 3.3. The training details will be shown as well.

3.1 Data Preprocessing

The annotated datasets usually consist of two parts: the image and the coordi-
nate of each head in the image. If there is a head at pixel xi, it can be represented
by the delta function δ(x − xi), hence the whole image can be represented by
the following function:

H(x) =
N∑

i

δ(x − xi) (1)

the ground truth density map can be encoded by blurring each head annotation
using a Gaussian kernel which is normalized to 1. More precisely, the density
map is

F =
N∑

i=1

δ(x − xi) ∗ G(x) (2)

since the network may use the pooling layer, the output size of network may
be inconsistent with the original shape. Therefore, down-sample (by bilinear
interpolation) might be used when getting loss between predicting density map
and ground truth.

Each image is randomly cropped to nine patches with 1/4 size of the original
one, and all the patches are used to train the model. The multi-patches training
ensures that the network adapts both high-density scene and low-density scene.
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3.2 Comparison Between Single Network and MCNN

The network proposed by MCNN [4] consists of three branches with different
convolutional kernel size. The maximal receptive field among three branches is
50, and the number of total parameters is 133.4 k. In contrast, we propose a
single-column network that is nearly the same as MCNN in terms of the number
of parameters and the size of receptive field (see Table 1). The single-column
network also uses two layers of max pooling, so the spatial resolution is reduced
by 1/4 for each image. Similarly with MCNN, the single-column network is full
convolution network too, which means there is no limitation on input image size.
We initialize the model using Gaussian distribution with standard deviation of
0.01. The loss function is defined as follows:

L =
1

2N

N∑

i=1

‖Fi − F gt
i ‖22 (3)

The comparison evaluated on Shanghaitech between our model and MCNN
dataset part B is shown in Table 1. Under the approximate number of parameters
and similar receptive field, our network outperforms the MCNN, reducing MAE
by 3.7%, which indicates that multicolumn architecture is actually unnecessary
for crowd counting problem.

Table 1. Comparison of single-column network and MCNN. The convolution layers
are denoted as “conv(kernel size)-(number of filters)”, “/2” refers to stride of 2 and
for pooling layer and convolution layer. The number of parameters, receptive field, and
their behaviors on SHB are shown as well

MCNN Single column

Architecture First column Second column Third column

conv9-16 conv7-20 conv5-24 conv3-32
conv3-32

Max pool, /2

conv7-32 conv5-40 conv3-48 conv3-64
conv3-64

Max pool, /2

conv7-16
conv7-8

conv5-20
conv5-10

conv3-24
conv3-12

conv3-64
conv3-32
conv3-16
conv3-8

Receptive field 50 36 24 49

Parameters 60,336 347,940 25,128 126,432

133,404

MAE 26.4 25.4

MSE 41.3 41.5
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3.3 FFnet Architecture

Inspired by the above results, we propose a simple but deep single-column
network called FFnet based on the residual block [13]. We remove the fully
connected layers thus FFnet is also fully convolutional network. Batch normal-
ization [14] layers are not included in the network. Similarly, the output of FFnet
is 1/4 of the input image size, which means the down-sample still need to be
done at the training state. What is more, the reducing of output size is not
fully caused by max pooling. Instead, it is replaced by a convolution layer with a

Fig. 1. Architecture of FFnet, Each convolution layer which is not shown in this figure
follows an activation layer
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stride of 2. Data augmentation and optimization method are the same with Sect.
3.2. The result of different datasets will be shown in the next section (Fig. 1).

4 Experimental Results

In this section, we evaluate the FFnet in two public datasets: ShanghaiTech [4]
and UCF CC 50 [11]. Mean Absolute Error (MAE) and Mean Squared Error
(MSE) are used to evaluate the performance of model. They are defined as

MAE =
1
N

N∑

i=1

∣∣Fi − F gt
i

∣∣ (4)

MSE =

√√√√ 1
N

N∑

i=1

∣∣Fi − F gt
i

∣∣ (5)

where N is the number of images and Fi is the prediction of ith density map and
F gt
i is ground truth density map corresponding to the ith sample. MAE measures

the accuracy of model and MSE measures the stability of model (Table 2).

Table 2. Comparison of the number of parameters between several state-of-the-art
models. M refers to million. Our proposed FFnet is 17% of Switching-CNN and 9% of
CP-CNN

Method Switching-CNN CP-CNN FFnet

Params 15.1 M 29.1 M 2.6 M

4.1 ShanghaiTech Dataset

The ShanghaiTech dataset was introduced by [4], and it consists of two parts:
Part A and part B. There are 482 images with different resolution which is
divided into a training dataset of 300 images and a test dataset of 182 test set,
which comes from internet in Part A. Part B contains 716 images mainly taken

Table 3. Comparison results of different methods on Shanghaitech dataset

Part A Part B

Method MAE MSE MAE MSE

Zhang [12] 181.8 277.7 32.0 49.8

MCNN [4] 110.2 173.5 26.4 41.3

Switching-CNN [5] 90.4 135.0 21.6 33.4

CP-CNN [6] 73.6 122.2 20.1 32.7

FFnet (ours) 90.3 122.2 20.3 32.7
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from the busy streets in Shanghai with the same resolution of 768×1024, and also
Part B is divided into a training dataset of 400 images and a test dataset of 316
images. The whole dataset have annotated 1198 images with a total of 330, 165
people annotated. Our model is compared with some typical CNN-based network
of crowd counting issue (shown in Table 3). Most of these work use MCNN as
their backbone, and combine the multi-task learning.

Table 4. Comparison results of different methods on UCF CC 50 dataset

Method MAE MSE

Idrees [11] 419.5 541.6

Zhang [12] 467.0 498.5

MCNN [4] 377.6 509.1

Switching-CNN [5] 318.1 439.2

CP-CNN [6] 295.8 320.9

FFnet (ours) 310.4 367.2

Fig. 2. Density map estimation results of FFnet. a Oiginal. b Ground truth. c Pre-
diction of density map. The first row is from Shanghaitech Part A, the second row is
from Shanghaitech B, and the last row is from UCF CC 50
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4.2 UCF CC 50 Dataset

The UCF CC 50 is a extremely challenging dataset introduced by [11]. There are
only 50 images with different resolution. The distribution of the number of people
is so imbalanced that the head counts range from 94 to 4543 per image. There are
63974 individuals in total annotated in the UCF CC 50 dataset. Fivefold cross
validation is performed following the standard setting in [11]. It can be observed
from Table 4 that our approach, though using fewer parameters, achieves close
MAE and MSE with the approach mentioned above (Fig. 2).

4.3 Conclusion

In this paper, we show that multicolumn networks with different receptive fields
are actually unnecessary for crowd counting issue. Then we propose a novel
single-column network FFnet based on residual block. FFnet is a simple, easy-
trained, and end-to-end network. Compared with networks applying multicol-
umn architecture as backbone such as Switching-CNN and CP-CNN, our FFnet
uses one-sixth number of parameters to achieve a better performance than
Switching-CNN and close behaviors with one-tenth parameters as CP-CNN.

Acknowledgement. This work was supported in part by the National Sciences Foun-
dation for the Distinguished Young Scholars of China under Grant 61525103, and the
Shenzhen Fundamental Research Project under Grant JCYJ20150930150304185.
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Abstract. The development of cooperative intelligent transportation
systems brings new challenges to wireless communication technologies,
where the channel estimation becomes more and more important. In
this paper, a novel data-driven channel estimation method based on deep
learning framework is adopted. Based on the feedforward neural network,
the VNET neural network based on the convolutional neural network is
proposed. The simulations and practical measurements are also provided
to verify the performance advantages. The results show the achieved
performance advantages of the proposed VNET-based method, which is
shown to be an effective solution.

Keywords: Channel estimation · Neural network · OFDM ·
Deep learning · CNN

1 Introduction

With the advancement of urbanization, traffic has become an increasingly serious
problem in urban areas. In order to effectively deal with these issues, the network
among vehicles came into being [1]. With the help of the Internet of Vehicles, on
the one hand, smart driving can be achieved more quickly and safely, and the
number of car accidents caused by human operations can be effectively reduced.
On the other hand, it can be unified to prevent congestion and save resources
[2,3]. However, due to the high-speed motion and high real-time requirements of
vehicles, a more severe test has been put forward for wireless communications.
These challenges are everywhere. Among the most difficult to solve is the estima-
tion of the wireless channel. In the car networking environment, the hypothesis
of the generalized stationary channel is no longer valid. Traditional pilot-based
channel estimation methods such as LS and MMSE have been unable to compete
in a real multivariable environment. At this time, an effective channel estimation
method is urgently needed to promote the further development of car networking.
In recent years, the deep learning method has made great progress in various
fields such as image processing, speech recognition, and machine translation.
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Similarly, deep learning methods have long been introduced in the traditional
communication field and have achieved good results [4–6].

Based on the performance of the feedforward neural network in wireless chan-
nel estimation, this paper proposes the application of convolutional neural net-
works to deal with the problem of wireless channel estimation in high-speed
moving vehicle scenarios for the first time, and validates the performance of the
algorithm in simulation and measured data. It further proves the great potential
of deep learning methods in wireless channel estimation. The following organi-
zational structure of the article is as follows. The second chapter introduces the
basic content of deep learning, mainly for the feedforward neural network model;
the third chapter focuses on the VNET convolutional network model proposed
in this paper, and introduces the wireless vehicle communications system model
used; the fourth chapter describes in detail the results of the model based on
simulation data and measured data; the fifth chapter briefly summarizes the full
text.

2 Deep Learning Basics

Neural network is a kind of network structure based on neurons. According to the
different ways of connections between neurons, it can be converted into different
network models [7]. Unit neurons can be illustrated in Fig. 1. The output of the
unit neurons z can be mathematically expressed as

z = σ

(
I∑

i=1

xiwi + b

)
(1)

where I stands for the number of inputs, wi denotes the weights and b is the
bias. Function σ is called activation function, which can be the Sigmoid function
or the Relu function [8].

Fig. 1. One hiden layer neuron network architecture

One of the most classic network structures in neural networks is feedforward
neural networks which are also known as fully connected network [9]. In the fully
connected network, every two neurons have the weights to connect except the
same layer neurons as shown in Fig. 2.
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Fig. 2. Fully connected neuron network architecture

3 Learning-Based V2V Channel Estimation Method

3.1 System Model

The wireless vehicle communications system model used in this paper is shown in
Fig. 3. The OFDM waveform is used in this paper, which can be mathematically
expressed as

x(t) = ej2πfct
Ns−1∑
m=0

Nc−1∑
n=0

an,mej2πnΔftrect(
t − Tsym

Tsym
) (2)

where fc denotes the carrier frequency, Ns stands for the number of OFDM
symbols, Nc is the number of subcarriers, an,m is the transmitted symbol, Tsym =
T + Tg is the total OFDM symbol duration composed of an elementary symbol
duration T and a cyclic prefix(CP) duration Tg, Δf = 1/T is the subcarrier
separation, rect(t/Tsym) = 1 for 0 ≤ t ≤ Tsym and zero elsewhere. The baseband
OFDM signal model is the same as the traditional one.

Fig. 3. The system model
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3.2 Feedforward Neural Network

For typical applications of vehicle communications, the input of the deep feed-
forward neural network is the received communication signal, and the output is
the original transmission sequence after demodulation [10]. The entire network
has five layers, and the number of neurons in each layer is 128, 55, 38, 25, and
64 in order, where the activation function used is the Sigmoid function except
the last layer, and the function used in the last layer is the Sign function. In the
process of designing the feedforward neural network, the main considerations
are the form of the cost function, the choice of the optimization algorithm, the
regularization method, and the generation of the test set.

The form of the cost function Since the cost function formed by BER is
discrete, so in the actual training process, we choose an indirect indicator, that
is, the cross-entropy of the ideal output value and the predicted value as the cost
function of the entire neural network, mathematically expressed as

C = − 1
N

∑
x

[y− ln y + (1 − y−) ln(1 − y)] (3)

where N denotes the number of data in the dataset, y− stands for the ideal
output value, and y is the neural network predicted output value.

The choice of the optimization algorithm The main neural network opti-
mization algorithms are gradient descent methods based on backpropagation
[11]. Because the cost functions to be optimized in the neural network are almost
all non-convex functions, these optimization algorithms can only obtain a local
optimal solution, which means that the performance of the algorithm depends
heavily on the selection of initial value weights. To solve this problem, we add the
pretraining process before the formal training as shown in Fig. 4, and completes
the selection of initial value weights through an automatic encoder, effectively
improving the performance of the optimization algorithm [12].

The regularization method Because of the high complexity of the neural
network model, the overfitting phenomenon tends to occur during the training

Fig. 4. The pretrain process
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process, which reduces the generalization ability of the model and fails to achieve
the expected results. One way to effectively reduce the overfitting is regulariza-
tion, also known as normalization. The regularized form chosen in this paper
is L2 regularization (weight decay). The idea of L2 normalization is to add an
extra item to the cost function. This item is called the normalization item. The
following is the normalized cross-entropy:

C = − 1
N

∑
xj

[y−j ln yj
L + (1 − y−j) ln(1 − yj

L)] +
λ

2N

∑
w

w2 (4)

where the first term is the conventional cross-entropy expression and the second
item is the sum of squared weights. Then, use a factor λ/2N to quantize the
adjustment, and λ > 0 can be called the normalization parameter, and N is the
size of the training set.

The generation of the test set Due to the existence of overfitting, it is
impossible to use training error as a standard of generalization ability. In prac-
tice, we can evaluate the generalization errors of the network model through
experimental tests and make further choices. At this time, a “validation set”
will be introduced to test the network model’s ability to predict new samples,
and then “validation error” will be used as an approximation of the general-
ized error. The assumption is that the validation sample is also derived from an
independent and identically distributed sample from the true distribution of the
sample. The validation set should be mutually exclusive with the training set.
Under normal circumstances, we only have one data set containing m samples,
which need to be trained and validated. We need to perform appropriate pro-
cessing to generate training sets and validation sets. The selection method used
in this paper is cross validation.

3.3 VNET Model

In a fully connected network, we do not premeditate the property of the input
data itself. Meanwhile, the numbers of the parameters of weights and biases in
the network tend to be spanking huge which can make the training process diffi-
cult to converge. Therefore, the convolution neural network is more suitable for
wireless channel estimation problem in the vehicle communication scene. Based
on the understanding of the communication system and the outstanding per-
formance of the feedforward neural network in wireless channel estimation, in
order to improve the performance of wireless channel estimation in the car net-
working environment, we designed a convolutional neural network for recovering

Fig. 5. The architecture of VNET
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transmitted information, namely VNET. The structure of the VNET is shown in
Fig. 5. For VNET, only some nodes are connected between two adjacent layers.
In order to show the dimensions of each layer of neurons, the nodes of each layer
of the convolution layer are usually organized into a two-dimensional matrix.

There are two important structures in VNET, namely convolution layer and
the pooling layer. Convolution layers, also known as filters, can transform a sub-
node matrix on the current level of neural networks into a single unitary node
matrix on the next level of neural networks as illustrated in Fig. 6. After the
filter operation, the first sub-node matrix becomes a unit node matrix with a
value of

∑9
i=1 xiwi. Next, as shown in Fig. 7, a series of unit node matrices is

Fig. 6. The convolution process

Fig. 7. The moving process



190 Q. Song et al.

obtained from the range of the movable sub-node matrix, and finally get a brand
new two-dimensional matrix.

Pooling layers can be very effective in reducing the size of the matrix, reducing
the parameters in the final fully connected layer. Using a pooling layer can
both speed up calculations and prevent overfitting. Convolution layer forward
propagation is done by moving the filter, but the pooling layer directly selects
the maximum or average of the sub-node matrix elements to complete the move
with no complicated calculation. In this article, the maximum pooling is used.

3.4 Model Training

In the model training process, we regard the inter-vehicle communication envi-
ronment as a black box. Whether it is feedforward neural network or VNET,
their generalization ability depends heavily on the data. In this paper, the train-
ing data and test data are from not only simulations, but also practical mea-
surements. In the feedforward neural network, the input data is the received
signal vertical arrangement of the formation of a one-dimensional vector, the
output is the recovered transmission symbols; for the VNET, the input data is
also received signal, but need to be transformed into a square matrix form, the
output is still the recovered transmission symbols.

In order to ensure the generalization ability of the model, we deal with the
data set accordingly. First, the data set is divided into 100 similar-sized mutually
exclusive subsets, each subset as much as possible to maintain the consistency
of data distribution, that is, are obtained through hierarchical sampling. Then,
each time regards 99 subsets of the union as a training set, the remaining subset
as a test set; so we can get 100 sets of training and test set, which can be 100
training and testing process, the final return is the average of 100 test results.

In the testing process, the performance of the model is evaluated using the
classic bit error rate of communication metrics.

4 Results Analysis

4.1 Simulation Data Section

Based on the particular application scenario of the OFDM wireless commu-
nication system and vehicle-mounted communications, the simulation process of
generating training data was performed under the DSRC protocol. The specific
parameters are as follows: the carrier frequency is 5.9 GHz, the bandwidth is
10 MHz, the number of subcarriers is 64, and the communication distance is
about 400 m. After the training data is generated, the feedforward neural net-
work and the VNET model are respectively applied to training, and the results
are compared with the traditional LS channel estimation method, as shown in
Fig. 8.

It can be seen that the channel estimation method based on deep learning is
obviously better than the traditional channel estimation method. At the same
time, the VNET model proposed in this paper is also superior to the feedforward
neural network in performance.
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Fig. 8. The performance comparison among FFNN, VNET, LS

4.2 Measured Data Section

We were fortunate to have an opportunity to actually collect data, totaling
100,000 samples. We applied the feedforward neural network and VNET model
to the measured data. After a difficult training process, we finally got a bit error
rate of nearly 0.005. The VNET model is better than the feedforward neural
network in the measured data regardless of the training process or the gener-
alization ability. Because it is measured data, the results cannot be compared
with the traditional methods, but the resulting performance has far exceeded
our expected.

5 Conclusion

This paper proposes a new data-driven channel estimation method for the special
scenarios of vehicle-mounted wireless communication. It can effectively improve
the BER performance when the conventional pilot-based wireless channel estima-
tion method cannot cope with it well. Based on the feedforward neural network,
the VNET model based on the convolutional neural network was innovatively
proposed and verified on the simulation data and the measured data, which con-
firmed the effectiveness of the proposed algorithm. Limited by the difficulty of
acquiring datasets, future research will focus on the construction of datasets in
specific scenarios to further enhance the generalization capabilities of the VNET
model.
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Abstract. Evacuation path has an important influence on emergency evacua-
tion efficiency at open space, but the evacuation path based on the shortest path
is not the best choice. Such environmental variables as coverage effect of 5G
signal is an important basis for intelligent guiding signs to dynamically guide the
stream of people for evacuation, with bigger intervention effect with a choice of
evacuation path of crowd, influencing the science of planning of evacuation
path. In the paper, Yulin open block of Chengdu City is taken as the object of
empirical study, and layout of guiding signs is adjusted using fuzzy control and
intelligent agent technology to improve distribution of the stream of evacuated
people in the space, screen out the evacuation path with high pass rate, and low
congestion rate. Research result shows that the effect of the evacuation signs at
the existing congestion point is not obvious at all. Fuzzy control can optimize
spatial distribution of the stream of evacuated people by adjusting and con-
trolling the degree of familiarity of evacuated crowd with different exits.

Keywords: Open block � Intelligent agent technologies � Fuzzy control �
Evacuation simulation

1 Introduction

Reasonable evacuation sign guidance and control can effectively increase evacuation
efficiency of space, help people to quickly recognize the direction and location of
evacuation [1], speed up the evacuation of evacuees, reduce congestion [2–4].
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However, in practice, many evacuation signs have poor diversion effect, unscientific
location of crowd diversion, and incomplete coverage of wireless signals such as 4G,
resulting in the overall evacuation efficiency has not improved with the increase of
guidance signs. Existing studies mainly planned paths from the perspective of the
shortest path but neglect the impact of environmental variables on human behavior. As
a result, the shortest path is often not the best path. Such paths have the problems of
space congestion and low evacuation efficiency, which make it difficult to effectively
guide practice. Therefore, in this paper, evacuation signs are used as the intervention
variables of crowd path selection. Fuzzy control and intelligent agent technology are
used to simulate the intervention of evacuation signs on crowd migration path, so as to
improve the scientific of evacuation path.

Evacuation sign is spatial evacuation environmental information. Its transmission
efficiency is influenced in two aspects including visibility of signs and readability of
contents. Visibility refers to whether the object can see and recognize evacuation sign,
including visible range, light condition, location of evacuation, readability of contents
refers to whether the object can accurately understand the direction information
transmitted by signs, including the color, graph, text of evacuation signs. Evacuation
sign visibility and content readability can produce certain fuzziness when they interact,
for example, how to judge if the information is transmitted accurately in the case where
visibility is strong but readability is weak. So, fuzzy control and intelligent agent
methods are adaptive when they are used distribution and adjustment of evacuated
human flow. On this basis, in this paper, with Yulin open block Chengdu as an
example, by using fuzzy control and intelligent agent technology to adjust and control
the variable value of the familiarity with exits, the influence of adjustment and control
of guiding signs on evacuation path is researched.

2 Research Method

2.1 Intelligent Agent Evacuation Model

Crowd evacuation model includes macro model and micro model, macro model mainly
uses hydromechanics concept to explain and predict human flow, including the famous
queen model, random model, and transition matrix model. With the development of
computer technology, evacuation model enters micro phased, putting the focus of
simulation on the individual, accurately predict the location and speed of every person
at every moment, including cellular automation model and social force model which
begin to consider the behavior characteristics of the crowd as evacuation variable.
Intelligent agent has functions as follows: (1) sensing environment information and the
cooperation information of other users, (2) with its own knowledge base and rule base,
can constant evolve by learning such knowledge, (3) makes decision on its own
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according to sensed information, (4) with response capability, etc. On the basis of fully
analyzing the detail of behavior of people during evacuation and the influencing
factors, by using the methods of mapping the evacuated people as the agent, mapping
individual characteristics of evacuated people as the status attribute of the agent,
mapping various behaviors spontaneously taken, or taken due to motivation of external
events by the evacuated as the rule of the agent, we establish a person evacuation
model at public place which comprehensively considers the influence of external
factors such as competitiveness and judging ability of evacuated people, herd behavior
between evacuated people during evacuation, as well as the effect of guidance,
occurrence of fire, passage clogging, random event, etc. on evacuated people.

2.2 Fuzzy Control

In order to explore the judgment result of the crowd toward the information of evac-
uation sign, in the research fuzzy control model is introduced. Fuzzy control is a
method using the knowledge of fuzzy set theory, fuzzy linguistic variable, and fuzzy
logical reasoning to simulate fuzzy thinking of people, which can simulate inaccurate,
nonlinear information processing capability of human brain to understand objective
world [5], is widely used in the field of image identification. In the research two fuzzy
factors are described with language, conditional statements (rule) corresponding to
different fuzziness are set, output control result is judged by fuzzy control, where fuzzy
control value adopts the variation value of exit familiarity.

3 Research on General Situation of Object and Distribution
of Crowd

3.1 General Situation of Research Object

Located in the northeast of Wuhou District Chengdu City, Yulin open block is a
traditional open block of Chengdu forming earlier, with the characteristics of early
form of “small block”. Because it was built earlier, the street is narrow, inside liveli-
hood roads and traffic roads interweave, under emergency situation the path for internal
residents to excavate outward is not clear. According to field survey, there are 8
evacuation signs, 6 target evacuation exits in Yulin block currently, forming internal
evacuation path network (as shown in Fig. 1).
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3.2 General Situation of Distribution of Population

In the form of questionnaire and observation at a fixed point based on zone, a survey on
the spatial distribution of population and exit familiarity of Yulin open block is con-
ducted. Data collection work was conducted from February to March 2018, totally
select four working days and four weekend days (Fig. 2).

In order to accurate observation of population distribution of the block, this
research on distribution adopts observation method, dividing the west street into four
subregions to observe in turn in weekends with fine whether, ensuring every round of
observation to cover the whole block. The time frames for observation are 10:00–
12:00, 12:00–14:00, 14:00–16:00, 17:00–20:00, respectively, recording the data on
actors in the same subregion in the same time frame every time, taking the highest
value in different time frames as the data on population in the round, adding the number
of people of 4 subregions and averaging the sum to obtain the number of population.
Through six rounds of observation and statistics, the number of evacuated people at
west street under emergency situation is 2,850.

Fig. 1. YULIN open block evacuation situation
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4 Guiding Sign Adjustment and Control Based on Fuzzy
Control and Intelligent Agent Technology

4.1 Input/Output Variable and Rules of Fuzzy Control

Input two variables of “content visibility of sign” and “content readability of sign”,
with every variable classified as four fuzzy classes: “very good”, “good”, “poor”, “very
poor”, being represented with NB, NS, PS and PB respectively. Assume content vis-
ibility of sign to be V whose quantified field is {4, 3, 2, 1}, assume content readability
of sign is P whose quantified field is {4, 3, 2, 1}. Output variable is the increment of
exit familiarity E, being represented with “very high”, “high”, “common”, “low”, “very
low”, with quantified field of {40, 30, 20, 10, 0}. The increment of output exit
familiarity can be represented by rule matrix as shown in Table 1.

Fig. 2. Yulin open block people distribution

Table 1. Rules of fuzzy control

V E
NB NS PS PB

NB NB MB MB PS
NS MB MB MB PS
PS MB MB PS PB
PB PS PS PB PB
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4.2 Fuzzy Control Model Used for Controlling Exit Familiarity

According to subordinating degree function of input/output variables and fuzzy control
rule, content visibility of sign is represented with x1, content readability of sign is
represented with x2, increment of exit familiarity is represented with y, then the
mathematic model of exit familiarity increase control system after evacuation signs are
added at the intersection can be represented with the following equation.

y ¼
PM

l¼1 y
�l � lAl

1 � x1ð Þ � lAl
2 x2ð Þ

PM
l¼1 y

�l � lAl
1 � x1ð Þ � lAl

2 x2ð Þ

The equation is the mathematic model of sign visibility x1 and sing readability x2 on
variation value of exit familiarity, through MATLAB simulation software, the three-
dimensional graph of its corresponding evacuation variation value is shown in Fig. 3.

4.3 Dynamic Precise Evacuation Model Based on Intelligent Agent
Technology

Choice of evacuation path is the key to people evacuation model. Assume that in
virtual planar space of public place, the conversion locus of Agent grid location status
constitutes its evacuation path, with attraction probability of grid as the main basis of
agent selecting evacuation path, then the basic rule of agent behavior of evacuated
people can be established.

Definition 1 Grid attraction probability when Agent itself adopts the shortest path is

P i;jð Þ ¼ a i;jð Þ � Pdis i;jð Þ

where Pdis i;jð Þ represents the location attraction probability of grid N(i, j), a(i, j) is the
adjustment coefficient of attraction probability P(i, j) decided by grid attribute, when a

Fig. 3. 模糊控制数值函数图
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(i, j) = 1, it indicates that grid N(i, j) is usable; when grid is occupied by other Agent,
wall or barrier, then a(i, j) = 0, indicating that the grid cannot be chosen. Location
attraction probability Pdis(i, j) is determined according to the distance of the path from
every grid to evacuation exit, with computational formula as follows:

Pdis i;jð Þ ¼
max D i;jð Þ

� �� D i;jð Þ
� �

max D i;jð Þ
� ��min D i;jð Þ

� �� �

where, D(i, j) is the distance of grid N(i, j) to the closest exit along the shortest path,
max(D(i, j)) and min(D(i, j)) represent the maximum value and minimum value of all
grids to the closest exit along the shortest path. It can be found from the equation that
the closer to evacuation exit the grid is, the bigger its location attraction probability; on
the contrary, the farther from evacuation exit a grid is, the smaller its location attraction
probability.

Definition 2 Grid attraction probability when Agent itself adopts herd behavior
completely is

P i;jð Þ ¼ a i;jð Þ � Pdir i;jð Þ

where, a(i, j) is the adjustment coefficient of attraction probability P(i, j) decided by
grid attribute. Pdir(i, j) represents direction attraction probability of grid N(i, j), which
can be obtained by the following equation:

Pdir i;jð Þ ¼
Ndir kð Þ

P8
k¼1 Ndir kð Þ

The equation indicates that the more the people moving in a direction, the bigger
the attraction of the direction.

5 Evacuation Simulation and Evacuation Path Analysis

5.1 Influence of Evacuation Sign Optimization on Crowd Evacuation
Path

According to the calculation based on intelligent agent formula, adjust the location of
existing eight evacuation signs and conduct evacuation simulation. It is known from
comparison of evacuation efficiency that the evacuation velocity of the open block after
improvement is higher than that of the scenario before improvement, overall evacuation
time decreasing from previous 458 to 389 s; at the same time the crowd evacuation
efficiency of the unused idle path before improvement increases dramatically, indi-
cating that those emergency exits often neglected under guidance of evacuation signs
are made full use of (see Figs. 4 and 5).
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Fig. 4. Evacuation simulation before improvement

Fig. 5. Evacuation simulation after improvement
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Input fuzzy set through fuzzy control toolbox of MATLAB simulation software,
add the conditional statement rule of Table 1, calculate the degree of variation of
evacuation familiarity of every exit, (see Table 2), after improvement the familiarity
and perception of people with exit change obviously, on one hand, the familiarity of
people with original exit is homogenized dramatically, avoiding the situation of large
amount of people flocking to a few exits, reducing the possibility of congestion and
stampede during evacuation; on the other hand, people perceive five newly added
evacuation destinations, further distributing human flow to more evacuation exits,
increasing path choice of crowd evacuation.

5.2 Evacuation Path

From comparison of crowd evacuation distribution diagram before and after crowd
evacuation (Figs. 4 and 5) it can be found that after adjustment crowd evacuation path
changed to some extent, more fully using the access roads of open block for evacua-
tion, increasing evacuation path by 6, increasing evacuation exit selected by people by
5. After adjustment the area covered by evacuation network increases by
24%, increasing the safety and reliability of evacuation for whole Yulin community
(Fig. 6).

Table 2. Comparison of familiarity with evacuation exit before and after adjustment and control

Evacuation target
exit

1 2 3 4 5 6 7 8 9 10 11

Familiarity with
exit before
improvement

75 15 12 13 60 65 0 0 0 0 0

Variation value of
familiarity with
exit

−27.5 +36.6 +36.6 +36.6 −27.5 −27.5 18.5 21.5 15.5 10.5 14.5

Familiarity with
exit after
improvement

47.5 51.6 48.6 49.6 32.5 37.5 18.5 21.5 15.5 10.5 14.5

Note Familiarity with exit before improvement was obtained according to questionnaire
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6 Discussion and Conclusion

Through simulation and comparison before and after simulation and verification, it is
found that the evacuation efficiency, congested area and exit utilization of Yulin open
block can be improved by adding evacuation signs, and the following can be
concluded.

6.1 Fuzzy Control Can Optimize Reasonability of Spatial Distribution
of Evacuated Human Flow

In the evacuation case of Yulin open block existing “main passage—access road”,
“main passage—emergency exit” two-level guiding signs, “access road—emergency
exit” are absent, the crowd lost in access road will be attracted to flock to main road due
to herd effect, some closer secondary exits are ignored by the crowd. After improve-
ment based on fuzzy control, part of people are guided to the exits closer to access
roads, reliving the pressure on main evacuation paths, playing a role of separating some
people from the main road exit with higher human traffic.

Fig. 6. Sketch of evacuation path after optimization
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6.2 The Effect of Evacuation Sign at Congestion Point Is Not Obvious

Existing research has confirmed that in the same evacuation environment, there is an
inflection point for the number of effective evacuation signs, to set up evacuation signs
more than a certain number cannot change the overall evacuation effect [6], so it is
needed to reasonably distribute the location for evacuation signs in the block. It is
found in the research that original evacuation sign location and the location congested
overlap highly, but the cause of congestion at congestion point is the convergence of
human flow from upstream several adjacent human flows, so evacuation signs set up at
the upstream of evacuation point play more obvious role than evacuation sign at
congestion point. Evacuation simulation can be used in planning for various historical
blocks as the technologic support of judging the location of congestion point and
direction of evacuated human flow.

6.3 Limitation of Research and Outlook for Future

In this research optimization of distribution of evacuated people using fuzzy control in
the case achieved a good result, but there are still some imperfect parts, during sim-
ulation people’s judgment to path not only includes the variable of evacuation sign
controlled this time, psychological variables including group psychology, relatives
effect also influence people’s choice for path, this research did not include these factors
in fuzzy model considering operability of data acquisition. In the future, fuzzy control
model can be perfected by combining 3D simulation technology and VR visual
technology to quantify psychologic factors, so as to help further optimize the visual
presentation of evacuation sign, improve safety management level of the outdoor
public place.
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Abstract. We present the problem of click-through-rate (CTR) for
search advertising in ALiMaMa, which displays user information, item
information, shop information and trade results. Traditionally, people
use logistic regression (LR) to predict it. However, because of the lack of
learning ability and the sparse feature matrix, the prediction results are
always not so satisfying. In this paper, we mainly propose some feature
engineering methods based on gradient boosting decision tree (GBDT)
and Bayesian smoothing to obtain a wonderful feature, which has more
useful information and is not so sparse. Also, we use xgboost (XGB)
instead of LR as our prediction model. The proposed methods are evalu-
ated using offline experiments and the experiment results prove that the
log loss drop near 5% after using these feature engineering methods and
XGB. Obviously, it is an excellent performance.

Keywords: CTR · Feature engineering · GBDT ·
Bayesian smoothing · XGBoost

1 Introduction

CTR is a term commonly used in Internet advertising, referring to the click to
reach rate of online advertisement, i.e. the actual number of clicked times of an
advertisement dividing by the amount of displayed times of this advertisement.

CTR is very important in e-commerce and web-scale applications, but the
extremely unbalanced samples make it difficult to be predicted. Although many
machine learning (ML) algorithms such as deep neural network (DNN), GBDT
and LR are used to deal with this type of problem, the performance will just
improve a little if there is no good feature engineering. Therefore, feature engi-
neering plays a vital role in CTR prediction.

Feature engineering can transform raw data into features which has a better
performance in prediction models. So, wonderful feature engineering means an
improved model accuracy on unseen data [1]. The quality of the features deter-
mines the upper limit of a model. Hence, how to obtain available features by
feature engineering becomes significant.
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Using GBDT to process features may be a helpful way [2]. Also, Google pro-
vided another online learning algorithm called FTRL-Proximal (FTRL) [3,4]. It
is like stochastic gradient descent, but a much sparser model. Apart from these
models, the end-to-end model [5,6] such as DNN, especially convolutional neu-
ral network (CNN), is also used to automatically process features. What is more,
manually crafted combinatorial features [7] are still the most useful in the industry.

In this paper, we divide CTR prediction into two steps. First, we need to use
feature engineering methods to preprocess raw data. In Sect. 2, we introduce how
to make artificial features at first. After having artificial features, we use GBDT
to automatically separate continuous values into different levels, and merge these
levels into existed features. Then, because there are so many ’id’ features which
obviously have some hidden information but make the feature matrix massive
and sparse, we proposed to replace them with the results of Bayesian smoothing.
Second, having finished feature engineering, there are n samples and m features
for each sample. In Sect. 3, we briefly introduce XGB which is famous recently,
and then we send a n × m matrix into this prediction model. To prove that
our feature engineering is useful, in Sect. 4, we repeatedly calculate log loss by
adding the methods in Sect. 2 one by one, and the experiment results are evident.
Finally, in Sect. 5, conclusions are presented.

2 Feature Engineering

2.1 Artificial Features

Artificial features are necessary due to the fact that raw features may be not
suitable for predicting.

First, one-hot encoder is necessary to make some discrete features whose digi-
tal form is meaningless be meaningful. For example, a feature such as ‘student id’
has three possible values ‘01’, ‘02’, ‘03’. One-hot encoder divides this feature into
three features ‘student id 01’, ‘student id 02’, ‘student id 03’ and each feature
only has two values 0 and 1. This step is important, but it absolutely makes the
feature matrix be very massive and sparse.

Second, using standardization Y = (X − μ)/σ to disperse close data is also
useful to make the performance be better.

Third, analyse the relationship between features and labels, then divide the
features into different levels and merge the level features to raw data.

Fourth, adding some cross features by multiplying or adding two features
together sometimes shows wonderful performance. However, one thing that
designers should pay attention to is that improper cross features have a bad
influence on your model.

2.2 New Features Designed by GBDT

The features designed by people must be subjective. An advanced method is
using GBDT to train the training data and the outputs of leaf nodes are the
new features. The principle of GBDT adopts the linear combination of decision
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trees. The boosting tree model can be represented as the addictive model of
decision trees

fM (x) =
M∑

m=1

T (x;Θm) (1)

where T (x;Θm) means decision trees; Θ is the parameter of decision trees; M is
the number of trees.

GBDT adopts forward stagewise algorithm. First, confirm initial boosting
tree f0(x) = 0. Later, the mth step model can be written as

fm(x) = fm−1(x) + T (x;Θm) (2)

where fm−1(x) is the current model. The parameters of next decision tree is
confirmed by using empirical risk minimization:

Θ̂m = arg min
Θm

M∑

i=1

L (yi, fm−1(xi) + T (xi;Θm)) (3)

where L(y, f(x)) is loss function. When we use square error as loss function,

L(y, fm−1(x) + T (x;Θm))

= [y − fm−1(x) − T (x;Θm)]2

= [r − T (x;Θm)]2
(4)

where r = y − fm−1(x) is residual, and the purpose of boosting tree is to make
residual as small as possible.

GBDT uses an approximate method of the steepest descent method. The key
is to use the negative gradient of the loss function in the current model as the
approximate value of the residual in the boosting tree algorithm. This value can
be written as

rmi = −
[
∂L(yi, f(xi))

∂f(xi)

]

f(x)=fm−1(x)

(5)

where m is the mth tree and i is the ith sample. Later, use rmi to fit a tree.
Now, the question becomes how to use GBDT to train new features? The

idea is that use existed features to train a GBDT model. Then, when we have
new data, we can put these data into the trees of this GBDT model and the
values of leaf nodes are new features. Finally, new features merge with existed
features as the features used to train the final model.

2.3 Bayesian Smoothing

Another difficult problem is how to use hidden information such as ‘id’. Bayesian
smoothing is a very useful method.

Bayesian smoothing comes from probabilistic machine learning. There are
two assumptions. First, all advertisements have their own ctr, and these ctr
obey Beta distributions. Second, for a specific advertisement, given its impression
count and its ctr, the clicked times obey Binomial Distribution (I, ctr).
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p (r|α, β) =
Γ (α + β)
Γ (α) Γ (β)

rα−1 (1 − r)β−1 (6)

P (C|I, r) ∝ rC (1 − r)I−C (7)

where r is sample ctr and r ∼ Beta (α, β), C is sample clicks and C ∼
Binomial (I, r), and Γ (x) =

∫ +∞
0

tx+1e−tdt is Gamma distribution.
Assume that there are N advertisements, the likelihood function can be writ-

ten as follows:

P (C1, C2, . . . , CN |I1, I2, . . . , IN , α, β) =

N∏

i=1

P (Ci|Ii, α, β) =

N∏

i=1

∫

ri

P (Ci, ri|Ii, α, β) dri

=

N∏

i=1

∫

ri

P (Ci|Ii, ri) p (ri|α, β) dri ∝
N∏

i=1

∫

ri

rCi

i (1 − ri)
Ii−Ci rα−1

i (1 − ri)
β−1 dri

=

N∏

i=1

Γ (α + β)

Γ (Ii + α + β)

Γ (Ci + α)

Γ (α)

Γ (Ii − Ci + β)

Γ (β)

(8)
Then, the gradient of log likelihood function can be written as follows:

∂logP (C1, C2, . . . , CN |I1, I2, . . . , IN , α, β)
∂α

=
N∑

i=1

[Ψ (α + β) − Ψ (Ii + α + β) + Ψ (Ci + α) − Ψ (α)]

∂logP (C1, C2, . . . , CN |I1, I2, . . . , IN , α, β)
∂β

=
N∑

i=1

[Ψ (α + β) − Ψ (Ii + α + β) + Ψ (Ii − Ci + β) − Ψ (β)]

(9)

where Ψ (x) = d
dx lnΓ (x) is digamma function. The iteration optimization func-

tion can be written as follows:

αnew = α

∑N
i=1 [Ψ (Ci + α) − Ψ (α)]

∑N
i=1 [Ψ (Ii + Ci + α) − Ψ (α + β)]

βnew = β

∑N
i=1 [Ψ (Ii − Ci + β) − Ψ (β)]

∑N
i=1 [Ψ (Ii + α + β) − Ψ (α + β)]

(10)

After calculating the value of α and β and the prior probability of each “id”
C/I, the posterior probability of the “id” can be calculated by using the formula
r = (C + α)/(I + alpha + beta).

According to experiments, when I is large enough, the correction by using
Bayesian smoothing has just a little influence on ctr. However, when I is small,
the correction is very useful to improve ctr [8].

Finally, after having Bayesian smoothing feature, in order to avoid to have
an overfitting model, we should divide it into different levels and use the levels
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as a new feature. Even, we can just use the levels as our new features and delete
the original ‘id’ features to make the matrix not so sparse.

3 Prediction Model

3.1 Loss Function

In CTR, the common loss function is cross entropy:

l = − 1
N

N∑

i=1

(yilog(pi) + (1 − yi)log(1 − pi)) (11)

where N is the number of test samples, yi is actual label of ith sample and pi is
the predicted rate of ith sample. Absolutely, the smaller log loss means a better
performance.

3.2 Xgboost

GBDT is a wonderful algorithm to predict CTR. However, when we use GBDT
to train nth tree, we need the residual of n − 1th tree. Therefore, GBDT is
difficult to be parallel computing. XGB is an improvement of GBDT, which can
be parallel computing. Also, XGB has more developments than GBDT.

The objective function can be written as

Obj(t) =
n∑

i=1

l
(
yi, ŷi

(t−1) + ft(xi)
)

+ Ω(ft) (12)

where l is the loss function, and Ω(ft) is the regularization which includes l1 and
l2. Then, use Taylor expansion to approximate this objective function. Taylor
expansion can be written as

f(x + Δx) � f(x) + f ′(x)Δx +
1
2
f ′′(x)Δx2 (13)

Then, we can define that as follows:

gi = ∂ŷ(t−1)l(yi, ŷ
t−1)

hi = ∂2
ŷ(t−1)l(yi, ŷ

t−1
i )

(14)

So, the objective function can be written as

Obj(t) �
n∑

i=1

[
l(yi, ŷ

t−1
i ) + gift(xi) +

1
2
hif

2
t (xi)

]
+ Ω(ft) (15)

If we split the tree into structure part q(x) and weight part wn, we can obtain
ft(x) = wq(x). Also, the regularization can be written as
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Ω(ft) = γT +
1
2
λ

T∑

j=1

w2
j (16)

where γ is the number of leafs and λ is the penalty coefficient of l2 regularization.
Finally, the new objective function is

Objt �
n∑

i=1

[
gift(xi) +

1
2
hiw

2
q(xi)

]
+ Ω(ft)

=
n∑

i=1

[
gift(xi) +

1
2
hiw

2
q(xi)

]
+ γT + λ

1
2

T∑

j=1

w2
j

=
T∑

j=1

⎡

⎣

⎛

⎝
∑

i∈Ij

gi

⎞

⎠ wj +
1
2

⎛

⎝
∑

i∈Ij

hi + λ

⎞

⎠w2
j

⎤

⎦

(17)

where Ij = {i|q(xi) = j}, and the function can be simplified as

Obj(t) =
T∑

j=1

[Gjwj +
1
2
(Hj + λ)w2

j ] + γT (18)

According to ∂Obj(t)

∂wj
= 0, w∗

j = − Gj

Hj+λ is obtained. Then,

Obj = −1
2

T∑

j=1

G2
j

Hj + λ
+ γT (19)

where Obj represents the maximum reduction of the objective function when we
assign a tree structure, which is called structure score. The smaller this score is,
the better the tree structure is. Later, we use greedy algorithm to try to split
existed leafs.

Gain =
1
2

[
G2

L

HL + λ
+

G2
R

HR + λ
− (GL + GR)2

HL + HR + λ

]
− γ (20)

where the first to third part in bracket means the score of left subtree, right
subtree, whole tree without split, respectively. γ is the cost of complexity by
adding a new leaf node.

Finally, enumerate all possible scenarios to get the result. Therefore, the
parallelism of XGB is feature parallelism.

4 Experiment Results

Finally, we use two experiments to prove the efficiency of our methods. First, we
add different feature engineering, respectively, and then we train them by using
our prediction model to obtain their log loss. Second, we use different prediction
models to show that our model is useful.
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Fig. 1. The performance by adding new features

Figure 1 shows the training performances by continually adding different
feature engineering methods. We can easily find that the performance increases
dramatically after doing feature engineering.

Figure 2 is the testing data performance. It demonstrates that dnn which is
an end-to-end memory network has the ability to select features to some extent.
This is the reason why it has a wonderful performance than traditional machine
learning algorithms. However, dnn is not suitable for CTR because there is a
high dimension feature matrix after one-hot encoder. It may make the network
too time consuming to be trained. Also, we can find that if a good feature
engineering is done, the prediction performance will increase dramatically.

Fig. 2. The performance of different model
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5 Conclusions

In conclusion, we can easily find that cross features have the best performance in
artificial features. They make log loss reduce from about 0.0089 to near 0.0088.
Also, even if GBDT do just a few contributions to prediction result, it certainly
reduces log loss. Amazingly, log loss drops from 0.088 to 0.085 by using Bayes
smooth. What is more, we can find that even if LR will obtain a better perfor-
mance than DNN, if effective feature engineering is processed. Finally, if we use
our feature engineering methods and prediction model, the log loss will reduce
5% than that with LR and no feature engineering.
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Abstract. In the field of forensic science, image segmentation is required as a
basic and significant stage in forensic image analysis. It is very important to
segment the stamp impression image with a complex background precisely. This
paper puts forward a feasible and efficient approach for complex background
stamp impression image segmentation based on Fuzzy C-Means (FCM) algo-
rithm. The fuzzy feature of forensic image can be handled efficiently using
Fuzzy C-Means (FCM) algorithm in the forensic science field. The results of the
experiments demonstrate the validity and accuracy of Fuzzy C-Means
(FCM) algorithm.

Keywords: Image segmentation � Fuzzy C-Means � Forensic science � Stamp
impression � Complex background

1 Introduction

The stamp impression, one of the most commonly examined objects in the field of
forensic science, is the reflective image of structural morphology of seal surface of the
stamp on the receiving body. In our daily life, stamp impressions are sealed on all kinds
of contracts and bills to prove their validity. However, the cases of forging seals occur
frequently because people are driven by interests. Because of the limit of other external
conditions, such as the complex background, it is impossible to detect the case by using
traditional inspection instruments. Based on the principle and method of image seg-
mentation, segmenting the specific parts of stamp impressions with a complex back-
ground and extracting relevant features is of great significance on the analysis and
verification of subsequent stamp impression.

As an important part of artificial intelligence and the critical link of image pro-
cessing, image segmentation has been extensively applied to the fields of transporta-
tion, pattern recognition, etc. With the purpose of dividing an image into several
regions sharing certain uniformity, image segmentation is the process of clustering all
similar pixels in an image, so as to extract people’s interested objects from complex
scenes for further analysis and processing. Based on laboratory work, the commonly
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employed methods of image segmentation include image threshold value segmentation
method, image edge detecting method, method based on neural networks, etc.

Fuzzy C-Means (FCM) algorithm as an unsupervised fuzzy clustering technique
has been widely applied in the field of image segmentation since the fundamentals of
this theory proposed by J. C. Dunn was established. FCM algorithm is an approach of
flexible partition, which has proper local convergence. As an improvement of the Hard
C-Means (HCM) algorithm, its image segmentation effect is superior to the results of
the HCM algorithm segmentation. This algorithm is based on the key idea: it makes
objects divided into several clusters, making a cluster of objects in connection with
high similarities and different clusters with the minimum similarity.

In forensic science, there are only a few researches focusing on the image seg-
mentation of stamp impression under complex background. On the basis of Fuzzy
C-Means clustering algorithm, this paper segments the stamp impression images with
complex background. Meanwhile, it provides a method for analyzing and verifying the
stamp impressions in forensic science, which plays high realistic and innovative sig-
nificance to the development of forensic document and image examination technologies.

2 Methodology

There are various kinds of clustering analysis algorithms, amongwhich FCMalgorithm is
one of the widely used and successful algorithms. We use FCM algorithm in this paper.

2.1 Principle of FCM Algorithm

According to the membership function, FCM algorithm determines the degree to which
each pixel belongs to a cluster. Using the initialization method to determine several
initial clustering centers, this algorithm is an iterative optimization which continuously
adjusts and optimizes the clustering centers to achieve the minimal variance within
clusters. The basic idea is as follows.

The iterative optimization’s objective function is defined as

Jf ðtÞ ¼
XC
j¼1

XN
i¼1

Uj xið Þ� �q
dij
� �2 ð1Þ

where the following constraints:

Uj xið Þ2 0,1½ �; 8j; i
XC
j¼1

Uj xið Þ� �
= 1; 8i ð2Þ

where X ¼ x1 , x2, . . . ,xNf g 2 RN�q denotes a data set consisting of N samples of
dimension q to be divided into C classes. xi represents features data is a q-dimensional
vector; q q[ 1ð Þ is a constant representing the weighted index that controls fuzziness
of the resulting partition. The value of q q[ 1ð Þ is usually set to q ¼ 2:
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Using the Euclidean norm, the distance metric dij means the distance between
sample xi and a cluster center Zj. The Euclidean distance dij = xi � Zj

�� ��. Z ¼
z1; z2; . . .; zCf g 2 RN�q denotes the set of C cluster centers.

The membership functions and cluster centers are updated by the following
expressions:

Uj xið Þ ¼
ð 1

xi�Zjk k2Þ1= q�1ð Þ

PC
j¼1 ð 1

xi�Zkk k2Þ
� �1= q�1ð Þ q

=
1

PC
j¼1

xi�Zjk k
xi�Zkk k

	 
2= q�1ð Þ

ð3Þ

and

Zj ¼
PN

i¼1 Uj xið Þ
h iq

xi
PN

i¼1 Uj xið Þ
h iq ð4Þ

2.2 Steps of FCM Algorithm

The implementation steps of FCM algorithm is described as follows:

Step 1: Initialize the input parameters C, q; Select e[ 0; that denotes a threshold of
stopping the iteration; Set maximum permission iterative number to a specific value.
Step 2: Initialize the input membership function Uj xið Þ.
Step 3: The center for each cluster Zj is calculated with reference to Uj xið Þ.
Step 4: Calculate the Euclidean distance dij for every pixel in each cluster with
reference to Zj.
Step 5: The objective function Jf ðtÞ and Jf ðtþ 1Þ is calculated for each cluster.
Step 6: If Jf tþ 1ð Þ � Jf tð Þ�� ��\e; the clustering stops; otherwise t ¼ tþ 1 and it goes
back step 2.

3 Experiment Results and Discussions

For testing the effect of FCM algorithm to complex background image segmentation of
forensic science. The experiment of FCM algorithm was analyzed using stamp
impression image with a complex background.

The FCM algorithm was implemented under the software MATLAB 2016a envi-
ronment and experiment sample, a stamp impression image with a complex back-
ground, obtained from the case of forging seals was taken as a test image. Change the
default parameter value, and set some parameters to a specific value. The weighted
index q q[ 1ð Þ that controls fuzziness of the resulting partition was fixed as two. The
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parameter e e[ 0ð Þ denoting a threshold of stopping the iteration was fixed as +1e−5.
Maximum permission iterative number is fixed as 100.

A3 

A1                                                            A2

A 
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In order to test the reliability of FCM algorithm, the number of clusters was varied.
In all experiments, we set the different number of clusters C = 2, C = 3, and C = 4.
The results are shown as follows.

In the results, picture (A) portrays the original stamp impression image. The pic-
tures (A1)–(A3) depict the different results of stamp impression image segmentation
with different number of clusters: for picture (A1), the number of clusters were fixed as
2; for picture (A2), the number of clusters were fixed as 3; for picture (A1), the number
of clusters were fixed as 4.

As shown in the resulting graph, the setting of different cluster quantities generates
various results of image segmentation are different. When the number of clusters is
two, the stamp impression presents poor edge sharpness, so that it cannot be distin-
guished from the complex background. When the number of clusters is three, image
segmentation reaches an ideal result, the outline of stamp impression is relatively clear
and it can be properly distinguished from the complex background, which meets the
requirements for image segmentation of stamp impression. When the number of
clusters is four, the stamp impression can be distinguished from the complex back-
ground, but the segmentation of details is undesirable.

Therefore, with respect to the stamp impression under complex background in
forensic science, FCM algorithm helps obtain a satisfactory effect in segmenting
forensic image and meet relevant requirements.

4 Conclusion

The results of the experiment show that Fuzzy C-Means algorithm has better pixel
clustering for the stamp impressions under a complex background with prominent
effect of image segmentation. Experiments have proved the feasibility of this method in
image segmentation of forensic science. In addition, it can achieve the ideal effect for
most of the stamp impressions under a complex background, which gives convenience
for the inspection and identification of stamp impressions in forensic science.
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Abstract. The quaternion-valued least mean squares (QvLMS) adaptive algo-
rithm has been proved valid for the adaptive filtering in quaternion domain.
However, there have been few researches on its performance. This paper firstly
deduces the energy conservation relation in quaternion domain and then ana-
lyzes the steady-state performance of QvLMS algorithm in stationary and non-
stationary environment by using the quaternion energy conservation relation.
The relevant expressions are deduced and then the step-size range which can
guarantee the algorithm convergence is obtained. Simulation results demonstrate
the rationality of the analysis.

Keywords: Steady-state performance � Quaternion adaptive filter � Quaternion
energy conservation relation

1 Introduction

The quaternion-valued least mean squares (QvLMS) adaptive filtering algorithm has
been successfully employed in the statistical signal processing [1]. It is an extension of
the LMS algorithm to quaternion-valued signals. Although QvLMS algorithm has been
shown desirable properties for different applications, such as wind profile prediction,
channel equalization and beamforming [2–4], it is still lack of research on its perfor-
mance, especially the steady-state performance. In this paper, we firstly extend the
energy conservation relation proposed by Sayed [5] to quaternion domain, and then
analyze the steady-state performance of QvLMS algorithm in stationary and non-
stationary environment by using the quaternion energy conservation relation. The
relevant expressions are deduced and then the step-size range which can guarantee the
algorithm convergence is obtained. Simulation results demonstrate the rationality of the
analysis.
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2 Quaternion Energy Conservation Relation

The quaternion is an extension of the real and complex. It includes a real part < �½ � and
an imaginary part = �½ � which contains three imaginary components, that a quaternion
variable q 2 H(where H denotes quaternion domain) can be expressed as

q ¼ < q½ � þ= q½ � ð1Þ

where < q½ � ¼ qr is the real part and = q½ � ¼ qiIþ qjJþ qkK is the imaginary part
including three imaginary elements qi; qj; qk , K, J and I are imaginary units that follow
the rules of operation IJ ¼ �JI ¼ K, JK ¼ �KJ ¼ I, KI ¼ �IK ¼ J and
I2 ¼ J2 ¼ K2 ¼ �1. Multiplication of quaternion is noncommutative, that is for
quaternions q1 and q2: q1q2 6¼ q2q1.The quaternion conjugate is defined as q� ¼
< q½ ��= q½ � and we have q1q2ð Þ�¼ q�2q

�
1. qj j ¼ ffiffiffiffiffiffiffi

qq�
p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2r þ q2

i þ q2j þ q2
k

q
is defined

as the quaternion modulus.
The update equation of the QvLMS adaptive algorithm is defined as [6]:

W iþ 1 ¼ W i þ leðiÞS�i ð2Þ

where l is the step size, W i 2 HL is the quaternion weights vector of length L at time
instant i, Si 2 HL is the input quaternion signal vector, eðiÞ ¼ dðiÞ �WT

i Si is the
quaternion error where dðiÞ is the reference quaternion signal which can be defined as
dðiÞ ¼ Woptð ÞTSi þ nðiÞ, Wopt is the optimal quaternion weights and nðiÞ is the
quaternion noise.

Define the priori and posterior quaternion estimation error as eaðiÞ ¼ ~WT
i Si and

epðiÞ ¼ ~WT
iþ 1Si, respectively, where ~W i ¼ Wopt �W i donates the quaternion weight

error vector and the three errors eaðiÞ; epðiÞ and eðiÞ are related via

eðiÞ ¼ eaðiÞþ nðiÞ ð3Þ

eðiÞ ¼ ðeaðiÞ � epðiÞÞ
.
ðl Sik k2Þ ð4Þ

Use Wopt to subtract the Eq. (2) from both sides and then substitute Eq. (4) into it,
we can get

~WT
iþ 1 þ

eaðiÞS�i
Sik k2 ¼ ~WT

i þ
epðiÞS�i
Sik k2 ð5Þ
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Evaluating energies of both sides of (5) and applying the statistical expectation
operator on the equation, the quaternion energy conservation relation can be
represented

E ~WT
iþ 1

�� ��2 þ eaðiÞj j2
Sik k2

" #
= E ~WT

i

�� ��2 þ epðiÞ
�� ��2
Sik k2

" #
ð6Þ

The Eq. (6) shows the relationship between the quaternion priori and posterior
estimation errors energies and the two successive time instants quaternion weight error
vectors energies. It can be seen that (6) is the quaternion domain direct extension of the
energy conservation relation for complex signals. But this extension only holds for the
update equation defined in (2) and does not hold for the other version of the QvLMS
algorithm which were discussed in [6] due to the noncommutative characteristic of the
quaternion multiplication.

3 Steady-State Performance Analysis

The criterion that is widely used to analyze the steady-state performance of the adaptive
filtering algorithm is excess mean square error (EMSE) which is defined as

nEMSE¼ lim
i!1

E eaðiÞk k2
h i

. To analyze the EMSE, we assume that the noise nðiÞ is an i.

i.d. zero-mean noise with variance r2n and is independent of the input signal Si and the
priori estimation error eaðiÞ. Substitute (4) into (6) and take the limitation of both sides,

as lim
i!1

E ~WT
iþ 1

�� ��2h i
¼ lim

i!1
E ~WT

i

�� ��2h i
when in steady-state, we can get the following

formula

2 lim
i!1

E eaðiÞj j2
h i

¼ l lim
i!1

E½ Sik k2 eaðiÞj j2�
h i

þ lr2nE Sik k2
h i

ð7Þ

Define Tr Rsð Þ ¼ E Sik k2
� �

and further assume Sik k2 is statistically independent of

eaðiÞj j2. We can obtain

nEMSE ¼ lr2nTr(RsÞ
2�lTr(RsÞ ð8Þ

Under a non-stationary environment, the variation of the optimal weights follows a
random-walk mode Wopt

iþ 1 ¼ Wopt
i þV i, where V i is an i.i.d. quaternion vector with

quaternion positive-definite autocorrelation matrix Q ¼ EðV iVH
i Þ and is independent of

Si and nðiÞ. The posterior estimation error can be redefined as epðiÞ ¼ ð ~WT
iþ 1 � V iÞSi.

Using a method similar to the above, we can get the EMSE of the QvLMS algorithm in
a non-stationary environment is
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nEMSE ¼ lr2nTr(RsÞþ l�1Tr(QÞ
2�lTr(RsÞ ð9Þ

Comparing the Eq. (9) which is the nEMSE in a non-stationary environment and the
Eq. (8) which is the nEMSE in stationary environment, we can see that there is an
additional term l�1Tr(QÞ which reflecting the influence of the non-stationary character
of the weight vector to the filter steady-state performance. As the definition of the
EMSE indicated, the denominator of (8) and (9) must be positive to guarantee EMSE
positive, therefore, we can get a approximately estimate range of the value of step-size
l for QvLMS algorithm as

0\l\lmax ¼
2

Tr(RsÞ ð10Þ

It also can be observed that there exists an optimum step size to minimize the nEMSE

in a non-stationary environment which can be deduced as

lopt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tr(QÞ

r2nTr(RsÞ þ
ðTr(QÞÞ2

4r4n

s
� Tr(QÞ

2r2n
ð11Þ

4 Simulations

In this work, the length of the QvLMS adaptive filter is 15 and the optimal quaternion
weights Wopt is a random quaternion weight vector. The four elements qr; qi; qj; qk of
the input signal and noise is zero-mean Gaussian sequence with variance 1 and 0.0025,
respectively. So the covariance matrix of the signal is Rs ¼ 4I where I defined as the
identity matrix and the variance of the noise is r2n ¼ 0:01. Figure 1 shows the steady-
state EMSE against the step-size l in the stationary environment. The theoretical
EMSEs come from the expression of (8). The experimental EMSEs were obtained from
the average of 200 independent simulation runs which the individual EMSE is the
ensemble-average of 4000 iterations after the QvLMS algorithm convergences. It can
be seen that the EMSE increases with the step size l and the experimental results match
the theoretical results reasonably well.

Set Q ¼ r2vI and r2v ¼ 10�8, Fig. 2 demonstrates the experimental and theoretical
EMSEs under non-stationary environment which are very consistent. In this case, there
is no proportional relationship between EMSE and the step size l, but there is an
optimal step size lopt that makes EMSE minimum which is very close to the theoretical
value 4:9256� 10�4 that is calculated by the formula (11).

To confirm the step-size scope of (10), we define the probability of divergence
as [7]

Steady-State Performance Analysis of Quaternion-Valued 221



Pd ¼ Ndi

Nexp
ð12Þ

where Nexp is the number of Monte Carlo simulation experiments which are starting
from the same initial condition and Ndi is the number of curves diverging in the Nexp

simulation experiments. The curve is considered as diverged if WNitk k� 103 after Nit

iterations. Figure 3 shows the estimated Pd changing with the step-size l ¼ dlmax with
d 2 0:1; 1:2½ � in a stationary environment, and Nexp ¼ 100;Nit ¼ 1000. We can find
that, to ensure the convergence of QvLMS algorithm, the value of the step-size l is
supposed to be chosen less than 0:9lmax.

Fig. 1. Theoretical and experimental EMSE in stationary environment.

Fig. 2. Theoretical and experimental EMSE in non-stationary environment.
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5 Conclusion

In this paper, an effective method to analyze the steady-state performance of QvLMS
adaptive algorithm had been introduced in both stationary and non-stationary envi-
ronments. The quaternion energy conservation relation was derived and used to deduce
the relevant EMSE expressions which had the similar forms as the complex LMS
adaptive algorithm. In the meanwhile, the rough interval of step-sizes to ensure the
convergence of QvLMS algorithm was obtained. Finally, the simulation results have
been provided to support the analysis.
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Abstract. With the arrival of the era of big data, a large amount of data stream
generates in the real world. However, the existence of concept drift has brought
great challenges to data stream classification. Therefore, this paper proposed an
ensemble classifier system based on fuzzy integral to solve the above problem.
And after the experimental evaluation, we can approve the proposed algorithm
outperforms other algorithms in terms of classification performance and the
ability to adapt to new concepts efficiently.

Keywords: Data stream � Concept drift � Fuzzy integral � Ensemble
classification

1 Introduction

As a new data form, data stream is different from static data, which has dynamic
variability. As time goes on, the context content it contains also changes. And, this
feature is defined as concept drift. This characteristic not only requires that learning
algorithms on the data stream should have a high classification accuracy, but also the
ability to processing and decision-making adaptively to dynamic environment.
Therefore, in recent years, lots of effective learning algorithms have been proposed for
detecting the concept drift in data streams.

From the perspective of the error variance between concepts, in [1], it predefined a
threshold based on Bernoulli data distribution to detect concept drift more clearly, and
this method was named Drift Detection Method (DDM). Reference [2] used entropy to
judge whether drift occurs, and this method calculated the used entropy value to
evaluate the difference of the data distribution between training sets. Reference [3]
combined information degree and detection methods, and established a classifier
model. On the other hand, the Accuracy-Weighted Ensemble in [4] is a general
framework for mining concept drift using weighted ensemble classifiers. Reference [5]
integrated the idea of ensemble classification into the flow field creatively, and pro-
posed the SEA algorithm. Reference [6] proposed an online ensemble classifier, which
can shorten training time of the existing ensemble classifiers. These methods have good
effects to adapt to concept drift, however, they need a long time period in the dynamic
process.
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From the research above, the idea of integrating multiple base classifiers has been
proved to be effective in processing the drift of concepts. The key goal is to discover
the occurrence position and time point timely, and to minimize the fluctuation of
classification accuracy. Considering this, the paper focuses on analyzing the concept
drift’s influence on classifier, exploring the concept change based on degree of drift,
and combining this approach with fuzzy integral ensemble learning algorithm, so as to
build an ensemble classifier which is able to adapt to the concept drift.

The other parts of the article are conceived as below: the second part mainly puts
forward a quantitative index to measure whether concept drift occurs, and expounds the
basic theory of ensemble classifier constructed using fuzzy integral. In the third part,
we summary the implementation process of the new model presented in this paper, and
demonstration of experimental results employing real and simulated datasets are shown
in the next part. The last part summarizes the full text and looks forward to further
research directions.

2 Theory

2.1 Detection Method Based on Degree of Drift

To detect concept drift, in this paper, we proposed a judgment indicator of degree of
drift and introduce the Euclidean distance to achieve the goal.

For each of the current data block, we calculate the Euclidean distances of all
instances in previous chunk, and compare their values, and the instance with minimum
value is been regarded as its nearest neighbor.

dE x1; x2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm

a¼1
d2a

x1a � x2a
rangea

� �s
ð1Þ

where x1 is the instance in current chunk, and x2 is the nearest neighbor of all instances
in previous data chunk, m represents the number of instance attributes. For the
numerical attribute a, rangea is the largest difference of the corresponding attribute, it
can be normalized by the width of the value.

Then, we compare the labels of xi and its nearest neighbor, if they have the same
label, dis ið Þ ¼ 0, otherwise, dis ið Þ ¼ 1.

dis ið Þ ¼ 1 if xi and its nearest neighbor haven different label
0 if xi and its nearest neighbor have the same label

�
ð2Þ

From this, DE is proposed to describe the degree of concept drift, and it can be
given as

DE ¼
Pn

i¼1 dE ið Þ � dis ið ÞPn
i¼1 dE ið Þ ð3Þ
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where dE ið Þ means the minimum value, mentioned in Eq. (1), dis ið Þ is drawn from
Eq. (2), n is the size of data chunk. We can easily understand that the significant
increase of DE indicates that the high likelihood of the occurrence of the concept drift.

2.2 An Ensemble Algorithm Based on Fuzzy Integral

2.2.1 Fuzzy Measure and Choquet Integral
The fuzzy measurement and integration theory, as a fuzzy measure that describes the
degree of importance of a generalized framework, it can better integrate basic infor-
mation and explore the relationship between fuzzy measurement and fuzzy integration.
It has great practical significance in classification technology, comprehensive evalua-
tion, and other issues.

In this paper, we choose gk fuzzy measure, one kind popular method, as the major
learning tool. We call a fuzzy measure l on F(X) a gk fuzzy measure, if there exists
k 2 �1;1½ Þ such that make Eq. (4) holds:

l X1 \X2ð Þ ¼ l X1ð Þþ l X2ð Þþ kl X1ð Þl X2ð Þ ð4Þ

where, X1;X2 2 F Xð Þ. The parameter k is determined by

kþ 1 ¼
Yn

i¼1
1þ klið Þ ð5Þ

Assuming X is a finite set, we record fuzzy measure in the subset as l ¼ lðfXigÞ.
In multiple classifiers learning system, li indicates the degree of each base classifier’s
function in classification. The value of li can be given as

li ¼
piPL
j¼1 pj

dsum ð6Þ

Here, dsum is a constant parameter, L represents the number of classifiers. Hence,
using Eq. (5) to calculate the value of k, and the gk measure is determined.

In a variety of fuzzy integral methods, this paper selects excellent Choquet fuzzy
integral. For X, l is regarded as a fuzzy measure of h(X), then resort the set element by
their values, denoted as x1�; x2�; . . .; xn�; to maintain hðx1�Þ� hðx2�Þ� � � � � hðxn�Þ:
Consequently, Choquet fuzzy integral can be simplified using the Eq. (7):

Cð ÞZ hdu ¼
Xn
i¼1

h x�i
� �� h x�i�1

� �� 	
l Aið Þ ð7Þ

where Ai ¼ xi�; . . .; xn�f g; specify hðx0Þ ¼ 0. In this definition, the increase of func-
tion h or l will cause the increase of integral.

2.2.2 The Ensemble System Based on Choquet Integral
As for the proposed ensemble classifier model, the gk measure and base classifier
output is taken as the input of the Choquet integral. The construction process of the
specific model is as follows.
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A total of L classifiers are used hypothetically, and is denoted as E1;E2; . . .;EL.By
learning instance X, we get an m-dimensional vector from each classifier’s output. In
this paper, the matrix can be used to describe classification results of all classifiers on
current instance X, this matrix is called the decision profile:

DPðXÞ ¼

d1;1 d1;2 . . . d1;k . . . d1;m
. . . . . . . . . . . . . . . . . .
dj;1 dj;2 . . . dj;k . . . dj;m
. . . . . . . . . . . . . . . . . .
dL;1 dL;2 . . . dL;k . . . dL;m

2
66664

3
77775 ð8Þ

where the jth line indicates the output vector of the jth classifier and the kth column
indicates the possibility of current instance X belonging to the kth class according to
each classifier.

We use the kth column of DP Xð Þ as the function h(x) of Choquet integral, then
calculate its value, and send the corresponding class to output CX ¼ arg max

1� i�L Eif g� �
according to the Maximum principle.

The integration process of classifiers based on Choquet integral is shown in Fig. 1.

Fig. 1. The framework of ensemble system based on Choquet integral
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3 Fuzzy Integral Ensemble System Adapted to Concept Drift

Since testing the change of concepts in time, and maximizing the prediction accuracy
are the main goal in data stream classification algorithm, the method in our paper
proposes an ensemble classification system based on Choquet integral.

The construction of the ensemble algorithm for concept drift is as follows (Fig. 2).

4 Experimental Analysis

4.1 Data Sets

(1) UCI datasets (Table 1).
(2) SEA dataset: The structure of the SEA dataset is (f1, f2,…,C), where f1, f2 is the

attributes related to classification, C is a category attribute containing two cate-
gory labels. When f1 + f2 � h, classifying the instance in category “1”, else

Input
data chunk 1, 2, … , , …, chunk size =N; 
(x1, x2, x3,..., , xn Cm ): n instances in the data with class Cm ;
ensemble classifier E = {E1, E2, … , EL};
Output
updated model; errori; degree of drift DE(i); prediction output. 
Process
1:  partition ← segment the data into chunks based on arrival order, size =N
2:  μi ← 0, DE(i) ← 0
3:  for each chunk D
4:  classify with the Naive Bayes algorithm

5:  calculate the Euclidean distances by dE(x1, x2) = ∑ da2ma=1 x1a −x2arangea
6:   then calculate the degree of drift by DE =  ∑ dE (i)∗dis (i)ni=1∑ dE (i)ni=1
7:    if DE(S) > DE(D)
8:      determine that concept drift has occurred
9:      μi ← 0; retrain instances
10:      update μi based on classifier's prediction
11:      obtain a new classification model
12:   end if  
13: call the classification system
14:  for each classifier of E 
15:  classify the instances and return the accuracy and determine the 
16:  output prediction: CX = arg( {Ei}1≤i≤Lmax )

Fig. 2. The construction of the ensemble algorithm for concept drift
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category “2”. To simulate the drift of concepts, we set threshold h to 9.5, 9, 8, 7,
respectively. Randomly generating 10 k instances, contains four concepts and
three drifts, the noise rate is 10%.

(3) Electricity grid dataset: To verify the wide availability of the algorithm, we apply
the real dataset about electricity in the experiment, and the dataset is downloaded
from the Official website of Swedish power grids. After our arrangement, it
includes 2190 instances and covers the electricity consumption of 3 years in
Swedish power grids, and it has 12 attributes and records every hour of days.
Those recorders involve two classes, day time and night time.

4.2 Ensemble Classifier Algorithms on UCI Datasets

Table 2 shows the results of different ensemble classification algorithms using the three
datasets in the UCI library. In terms of the overall classification accuracy, the gener-
ation model has better performance, and ensures its effectiveness.

4.3 Analysis of Classification Accuracy

In this part, three other algorithms, the Naïve Bayes algorithm, the Accuracy-Weighted
Ensemble (AWE) algorithm and the Ozabag, are the comparative methods to assess the
capability of new generation model.

Figure 3 shows the test result on SEA dataset. For all algorithms, the accuracy will
decrease significantly as the occurrence of concept drift. Secondly, at the early training
phase, comparing with the stable period, the accuracy rate will at a lower level.

For the electricity grid dataset, in Fig. 4, there is a clear sign of improvement on
accuracy of the proposed algorithm. But the curve of proposed algorithm is not smooth
enough, that’s because the partition of dataset into chunks lead to a smaller size of data
chunk, therefore cause the fluctuation of accuracy even though there is just one instance
which can make a difference.

Table 3 records the accuracy of algorithms on different datasets. In terms of the
accuracy value, we can see that the AWE algorithm is superior to processing the data

Table 1. Dataset description of UCI library

Dataset Instance Attribute Class

Iris 150 4 3
Hypothyroid 3772 29 4

Table 2. Accuracy of fuzzy integral ensemble classifier and other
ensemble classifiers

Ensemble classifier Iris (%) Hypothyroid (%)

Vote 96.67 94.41
Bagging 94 95.28
Proposed 96.67 94.54
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streams with noise. For the real dataset about electricity, the advantages of the use of
the proposed algorithm in the accuracy performance are more obvious. On the whole,
the proposed algorithm achieves the desired effect in performance.

Fig. 3. The predictive accuracy on SEA dataset

Fig. 4. The predictive accuracy on Swedish electricity grid dataset
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5 Conclusion

This paper proposed a judgment indicator of degree of drift to improve reliability of the
detection method, meanwhile applying a new kind of algorithm based on fuzzy integral
adaptively updating the model to get the corresponding classification result. According
to the experimental results, results have verified the proposed algorithm can effectively
improve the classification accuracy while also exerting a good demonstration effect on
the solution of the concept drift problem. The change can be detected in time, and
quickly adapt to the new environment and maintain a high classification accuracy. In
addition, when the occurrence of concept drift has been identified, there exists a short
period that the classification accuracy is at a low value, it’s still challenging and
necessary to improve in our future work.
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Abstract. Statistical parameters speech synthesis typically relies on context-
dependent Hidden Markov Model (HMM) that is based on decision tree clus-
tering. However, the shortcomings of clustering decision tree, restricted to a
feature rigid subdivision model space, results in smooth speech parameters
generated from HMM. In this paper, Deep Neural Network (DNN) is put for-
ward to replace clustering decision tree, and we propose a post filter-parameter-
based speech synthesis improvement algorithm. This method enhances the
formant region of synthesized speech spectrum by selecting the most optimized
filter parameter according to the flatness of spectrum. The experimental results
show that DNN effectively can modify the deficiency of two smooth parameters.
Furthermore, the improved post filter algorithm increases the naturalness of
synthesized speech.

Keywords: HTS � DNN � Post filter � HMM � Naturalness

1 Introduction

In recent years, Deep Neural Network (DNN) which won an unprecedented success in
the field of speech recognition has significantly improved speech recognition [1].
DNN-HMM has become one of the most advanced acoustic models in the field of
speech recognition. Compared with the Gaussian Markov Model (GMM-HMM) based
on hybrid Gaussian model, DNN-based speech recognition method achieves long span,
high dimension, and strong correlation of feature input. Meanwhile, this method can
find the highly nonlinear mapping of input and output characteristics through DNN
structure, and train the model parameters by using error backpropagation algorithm and
cost function of the gradient [2].

Speech synthesis is a technique that translates text into sound. HMM-based statistical
parametric speech synthesis has become one of the most popular technologies for its high
fluency and flexibility. However, the HMM synthesized speech also causes problems,
such as low naturalness, serious decline in sound quality, etc. Several approaches have
been proposed to solve these problems, which have two main directions: one is to
improve the statistical parameter model and the other is to optimize vocoding.
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Due to the success of DNN in speech recognition, some DNN-based statistical
parameter speech synthesis methods have been tried to improve the performance of
speech synthesis. Zen et al. listed the limitations of HMM models, e.g., decision tree-
based contextual state clustering, and suggested using DNN to overcome these limi-
tations [3]. In the case of a large training corpus, DNN outperforms GMM-HMM with
similar parameters in synthesizing higher quality speech. Qian et al. examined various
aspects of DNN-HMM model with a medium-sized corpus, which makes the statistical
parametric model easier to train [2]. Yoshimura et al. proposed the application of the
Mel-cepstrum post filter in linear predictive coding to the method of speech synthesis
[4]. Takamichi et al. introduced a post filter based on a modulation spectrum [5]. Ling
et al. adopted an LSP-based post filter [6], which enhances the formant by the rela-
tionship between LSP and the formant. But due to the fixed post filter parameters in the
existing algorithm, it cannot match voice signals with different degree of distortion.

This paper further investigates an improved post filter on DNN-based speech
synthesis. Formant is first enhanced by the post filter with different parameters, which
are based on the different distortion degree of speech synthesized by DNN. And then, it
is compared with natural voice, and the optimal solution of post filter parameter can be
determined by Barker spectrum distortion measure. Additionally, the exponential
relationship between optimal post filter parameter and speech distortion is concluded.
In the process of synthesizing speech, optimal post filter parameters are calculated in
accordance with the distortion of current speech, and the enhancement of formant
region is realized ultimately. Verified by the experimental results, this method effec-
tively improves the natural degree of synthetic speech.

2 System Architecture

2.1 Deep Natural Network

DNN is a feedforward artificial neural network, having enough hidden layers between
its input and output. For each hidden unit j, a nonlinear activation function f(x) is used
to map all inputs from xj in the next layer to a scalar state yj which is subsequently
delivered to the previous layer:

yj ¼ f xj
� �

xj ¼ bjþ
X
i

yiwij

where bj represents the bias of unit j, i is the unit of the next layer, wij is the weight of
connection between unit j and unit i in the layer below, while the sigmoid function is
selected as the activation function:

f xj
� � ¼ 1

1þ e�xj
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The hyperbolic tangent function is used as the mapping between input and output:

f xj
� � ¼ exj � e�xj

exj þ e�xj

Since a hyperbolic tangent function is a regulated version of the sigmoid function,
the two activation functions own the same modeling capability. The output range of a
sigmoid function is (0, 1), which contributes to the expression of sparse algebra, but it
results in the asymmetry of activation value. On the other hand, the output range of a
hyperbolic tangent function is (−1, 1), so it is symmetrical, which will help training [7].

Fig. 1. A speech synthesis framework based on DNN
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All weights and biases are initialized before model training [8] and trained with an
optimized cost function. The function uses the backpropagation algorithm to measure
the discrepancy between predicted output and target vector [9]. Given a training set

x 1ð Þ; y 1ð Þ� �
; . . .; x Tð Þ; y Tð Þ� �� �

, the minimized cost function is defined as

C ¼ 1
2T

XT
t¼1

f x tð Þ
� �

� y tð Þ
��� ������ ���2

To prevent over-fitting, the weight decay term is added to the right of the equation
[10] and the model is trained by using batch gradient descent algorithm:

Wl; bl
� � Wl; bl

� �þ e
@c

@ Wl; blð Þ 0� l\L

where e represents a preset learning rate.
Figure 1 illustrates a speech synthesis framework based on DNN, including both

training and synthesis. In the process of synthesis, the input text is fed into a trained
DNN after being analyzed to generate acoustic features.

In order to produce relatively smooth parameter trajectories, the speech parameter
generation will be constrained by dynamic features, where predicted features of DNN
are used as average vectors and the global variances of training data are used as
covariance matrix to maximize the probability.

2.2 Filter Parameter

To match the parameters of post filter with the distortion of speech spectrum adap-
tively, it is necessary to set a parameter to characterize the distortion. Compared with
zero-crossing rate, gradient index, spectral dynamics, spectral flatness, is selected to
better describe the degree of speech distortion. Spectral flatness is defined as

fn ¼
exp 1

2p
Rp
�p lnPn xð Þdx� �

1
2p

Rp�p Pn xð Þdx

where P xð Þ represents signal power spectral density and n is the number of the frame.
Considering the differences in pronunciation duration and rate, natural voice and

synthetic speech cannot be compared with each other directly. Accordingly, this paper
adopts DTW to reduce the influence of the differences between pronunciation duration
and rate, so that they can be eliminated.

Subjective evaluation is consistent with the actual feeling of voice quality. But it is
complex, awkward and vulnerable to subjective feelings. In this paper, Barker Spectral
Distortion (BSD) is used as an objective evaluation method to determine the optimal
filter parameters. BSD, with good objective evaluation performance, is widely used in
speech distortion evaluation. Only with respect to the spectral distortion perceived by
the human ear, BSD has a better performance than other spectral coefficients of
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distortion measure [7]. The Bark spectral discrepancy between natural voice and
synthetic speech is defined as

BSDn ¼
X15
i¼1

bLn ið Þ � Ln ið Þ
h i2

where bLn ið Þ and Ln ið Þ are, respectively, the ith loudness value of the nth Bark band of
natural speech and synthesized speech, and n is the number of the frame.

Through the comparison between natural voice and synthesized speech which is
processed by the post filter with different parameters, BSD discrepancy is calculated
and a series of the optimal filter parameters with the smallest BSD discrepancy is
obtained as a sequence of the spectral flatness of the speech. The correlation between
the optimal filter parameters and the speech spectral flatness can be established by
polynomial fitting [11] or exponential relationship [12]. This paper chooses the last
one. The relationship is defined as

b ¼ a1þ ea2fþ a3

where coefficient a1, a2, a3 can be gained by the LM method [13].

2.3 Post filter

When enhancing the formant of synthesized speech, the spectral flatness of synthesized
speech needs to be calculated first, then the optimal filter parameters are obtained by
fitting the relationship between filter parameters and spectral flatness, and finally, the
synthesized speech is filtered by the improved post filter. The transfer function of post
filter is defined as

HS zð Þ ¼ GsDb zð Þ

where Gs is the gain correction factor and Db zð Þ represents the formant enhancement
filter.

Emphasizing formants by using a post filter enables the improvement in the nat-
uralness of synthesized speech. In this paper, Mel-cepstral coefficients, considered as
the spectral parameters in synthesis, are applied to the post filter. The spectral model
with Mel-cepstral coefficients represented by c(m) is expressed as [4]

D zð Þ ¼ exp
XM
m¼0

c mð Þ~z�m

because

b mð Þ ¼ c mð Þ m ¼ 0
c mð Þ � ab mþ 1ð Þ 0�m\M
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so

D zð Þ ¼ exp
XM
m¼0

b mð Þ/m zð Þ

where /m zð Þ represents as:

/m zð Þ ¼ 1 m ¼ 0
1�a2ð Þz�1
1�az�1 ~z� m�1ð Þ m� 0

	
where

~z�1 ¼ z�1 � a
1� az�1

where c(m) is Mel-cepstral coefficient,M is dimensionality of the Mel-cepstral analysis,
~z�1 is Mel frequency deflection function, and a is a parameter to approximate the Mel
scale. In order to avoid emphasizing the spectral overall trend, we set c(1) to 1. And, b
represents the filter parameter calculated from spectral flatness, when b = 0, the post
filter is not applied, when b > 0, it is used to enhance the spectra. The post filter is
expressed as

Db zð Þ ¼ exp
XM
m¼1

bc mð Þ~z�m

The gain correction factor Gs allows that the energy of the output signals is equal to
that of the input signals which avoids the changes of the speech signal energy in the
filtering process [14]. We set x(n) as the input of the emphasizing formant filter, y(n) as
the output and N is the frame length. The gain control factor is expressed as

Gs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

n¼1 x2 nð ÞPN
n¼1 y2 nð Þ

s

3 Experiment

3.1 Database

A database of two native US English speaker sampled at 16 kHz was used for the
GMM-HMM experiment [15]. There were 1000 utterances (500 males and 500
females) in the database, among which 900 were applied as training data, and 100 were
used for subjective and objective evaluation. Speech signals are windowed by a 25-ms
window and shifted every 5-ms. Meanwhile, 24-order Line Spectral Pair (LSP) plus
delta, which is transformed into static LSPs and their dynamic counterparts, and delta–
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delta were extracted to represent the spectrum. Log F0 plus delta and delta-delta were
used to model pitch.

3.2 DNN Training

In DNN-HMM model training, the input feature vector contains binary features for
categorical linguistic contexts and numerical linguistic contexts. And, the output fea-
ture vector includes a voiced/unvoiced flag (a binary feature that indicates the voicing
of the current frame), log F0, LSP, gain, their dynamic counterparts, and Mel-cepstral
coefficients. DNN is set with 4 hidden layers and 1024 nodes for each layer. The
deflection parameter of Mel-cepstral coefficients is 0.55. An exponential decay function
is used to interpolate F0 in unvoiced speech regions. 80% of silence frames are
removed from the training data to balance the training data and to reduce the com-
putational cost [16]. The input and output features of DNN are normalized to zero mean
and unified variance. At the same time, the backpropagation algorithm based on the
small batch stochastic gradient descent algorithm is used to train the weight, the
minimum and maximum output of DNN are normalized at (0.01, 0.09). The output of
DNN is fed into the speech parameter generation algorithm (MLPG) to produce smooth
characteristic parameters with dynamic feature constraints.

3.3 Filtering

The natural voice compared with the corresponding synthesized speech by using DTW
to align them in the time domain, and the spectral flatness between each other was
calculated every 20 frames [14]. The BSD discrepancy between natural voice and
synthesized speech was gained through post filter with different parameters. The BSD
discrepancies were superimposed every 20 frames, and minimized BSD discrepancy,
which means optimal filter parameters, was received. Spectral flatness and the optimal
filter parameters are fitted to obtain the relationship of them. Post filter parameters were
determined according to the spectral flatness of synthesized speech. The post filter is
used to optimize synthesized speech formant to obtain the final synthesized speech.

4 Results

4.1 Objective Evaluation

Figure 2 shows the logarithmic amplitude spectrums of natural voice, the synthesized
speech of traditional post filters and improved post filters. As can be seen from the
figure, the peak and valley of natural voice are easily distinguished, but the spectrum of
the synthesized speech by using traditional post filters is relatively flat, especially
reflecting in the expansion of the high-band formant. On the contrary, there are rela-
tively clear formants in the spectrum of the synthesized speech by using improved post
filters, accompanying with less speech distortion. However, it still lacks some details
that can cause a certain degree of speech distortion (Fig. 3).
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Perceptual Evaluation of Speech Quality (PESQ) is an objective approach to assess
Mean Opinion Score (MOS). This paper compares natural voice with 40 correspondent
utterances that are dealt with the traditional and improved post filters. Figure 5 illus-
trates the mean of PESQ. It can be concluded that the improved post filter performs
better than the traditional one.

Figure 4 illustrates the trajectory of LSP coefficients of a randomly selected test
utterance. In natural voice (a), remarkable details, especially in the high-frequency
band, can be acquired in the process of observing the trajectory. By contrast, the
trajectory of synthesized speech based on the traditional post filter is comparatively
smooth (b). Compared with the former one, the level of fluctuation is augmented in the
high order LSPs.

Fig. 3. Naturalness MOS results of synthesized speech (male and female) with traditional and
improved post filter

Fig. 2. Log magnitude spectrum for a frame from an utterance in the test set
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(a) Natural

(b) Traditional Postfilter

(c) Improved Postfilter

Fig. 4. LSP trajectory for an utterance in the test set, b and c synthesized with features generated
by using aligned duration
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4.2 Subjective Evaluation

Subjective experiments were conducted by using a contrast selection method. 30 syn-
thesized sentences, respectively, selected from the traditional post filter and the
improved one, was randomly played to 100 testers. Each tester is given three prefer-
ences, and they can only have one choice: the former is better, the latter is better or no
difference (difference between natural voice and synthesized speech is difficult to
perceive). After the test, the concluded statistic proportion, which represents the choice
results of three preferences, can be gained. The preference scores are presented in
Fig. 5 (male and female).

It shows that the improved post filter can yield more satisfying synthesized speech
than the traditional post filter. Its preference score (51%) is conspicuously higher than
the traditional one (29%). However, there are still 20% testers holding the view that the
difference between the two is negligible. Based on the above results, a conclusion can
be drawn that the improved post filter generates synthesized speech with better sound
quality and higher naturalness.

5 Conclusion

In this paper, a DNN-based improved speech synthesis with post filter is proposed to
deal with the problem of smoothness and low naturalness existing in HMM-based
speech synthesis. Currently, the speech synthesis based on DNN has outperformed the
HMM-based speech synthesis. Therefore, in this paper, DNN is applied to the speech
synthesis model. The synthesized speech deals with the post filter with different
parameters, and after comparing with natural voice, exponential relationship can be
obtained between the optimal filter parameter and the spectral flatness. After using the
optimal parameter post filter to filter the test speech, the speech’s formant was
enhanced. Both objective and subjective evaluations showed that the method proposed
in this paper effectively improved the smoothness and low naturalness of synthesized
speech, which better matches the human’s hearing. In future work, we will refine the
DNN-based speech synthesis model to reduce computations and introduce more input
features including more weak features such as emphasis tone.

Fig. 5. The preference scores of synthesized speech (male and male) with traditional and
improved post filter
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Abstract. Machine Translation is an important part of Natural Language
Processing. The model based on convolution neural network and attention
mechanism (Fcnn model), which was proposed by Facebook in 2017, has been
successful. We use this Fcnn model as the baseline model of this subject, and on
the base of this model, we try to improve it by the combination of bytes pair
encoding method, model ensemble method. In this issue, we use Bilingual
Evaluation Understudy (BLEU) as a criterion to measure the quality of trans-
lation. After testing, these methods can improve the translation quality of the
model. Finally, the overall translation quality increased from 0.28 of the baseline
Fcnn model to 0.32.

Keywords: Machine translation � CNN � BLEU

1 Background

In recent years, with the rise of the deep learning method represented by the convo-
lution neural network, recurrent neural network and the efficient computing means
represented by the GPU, deep learning has begun to combine with many fields such as
computer vision and Natural Language Processing, and the performance of the method
is greatly exceeded. Machine Translation, as an important topic in Natural Language
Processing, naturally attracts the interest of machine learning workers. The purpose of
this study is to improve the existing problems on the basis of the existing domestic and
foreign research results.

Before the convolution neural network entered the field of vision [1], the main-
stream of Machine Translation was based on the rules and the statistical model. Rule-
based approach tries to translate from the vocabulary, grammar and other aspects by
artificial rules. This method is often too rigid. According to the method of statistics,
translation is considered as a kind of probability problem. For the same sentence, many
translations may be translated, but the probability of being selected as the final
translation is different according to the quality of the translation. Statistical Machine
Translation’s representative model is Och’s model, which was based on the maximum
cross entropy [2]. In addition, as a common standard for evaluating the quality of
translation, BLEU is the main evaluation standard used in this paper, and it can also be
classified as a kind of statistics model-based method [3].
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After the rise of neural network represented by deep learning, researchers have
begun to combine Machine Translation with neural network. After the proposed
word2vec method [4], the researchers can describe words or words with one-
dimensional vector, which is easy to calculate and be rich in description ability, which
paved the way for the application of neural network to the field of Natural Language
Processing. After that, the encoder–decoder structure, as an end-to-end [5] learning
framework, puts forward a fairly standard model building method for Machine
Translation and other Natural Language Processing problems. On this basis, CNN,
RNN, and other networks have been tried for Machine Translation, and have achieved
some results. But an important problem is that when dealing with long sentences,
neural network is hard to “remember” the information in the foregoing, which leads to
the phenomenon of less translation. In terms of network architecture, the attention
mechanism is proposed to solve this problem [6]; in the terms of network unit, the unit
structure with “memory” represented by LSTM [7] is proposed, and the two methods
have achieved significant performance enhancement.

The main research content of this topic is how to optimize the Machine Translation
based on neural network to meet the practical application needs. In this paper, we
regard the BLEU index as a measure of the quality of the translation, and the
improvement of the translation effect is quantified to improve the BLEU evaluation
index of the translation results. On the base of Fcnn model, we try to improve it by the
combination of bytes pair encoding method and model ensemble method.

2 Fcnn Model

In this paper, we use the Fcnn model as the basic model, and optimize the existing
problems of the basic model combined with a variety of optimization methods. Next,
we will briefly review the model first.

When a translation of the original text x = (x1, x2, …, xn) is input, the model first
translates it into s = (s1, s2, …, sn) through the source language word embedding,
where si is the word vector representation of xi, si2Rd, d is the word vector dimension.
In this paper, we use word2vec as the word embedding method. To put it simply,
word2vec is a way to express words in a vector way that computers can understand.
The transformed s is encoded as context vector c by the encoder volume layers. In
vector c, the semantic information of the source text x is included. Then, go into the
decoder stage. At this stage, the attention mechanism is set up between each layer of
volume. By calculating the vector c and s, the decoder can correctly assign the weight
to each word and focus on the important semantic part. After the last layer of decoder is
completed, the model obtains the word vector of the translation result to represent
t. Finally, through the word embedding operation of the target language, the t is
translated into readable language, and the translation ends. The above is the basic
translation process of the Fcnn model. Next, we will focus on the two parts of the
model, the operation of convolution neural network layer and the attention mechanism
set up in decoder.
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2.1 Convolutional Neural Network

For encoder and decoder networks, they have the same algorithm for calculating the
intermediate state for a fixed length input. We mark the output of the lth layer of the
encoder network as hl ¼ ðh1l ; h2l ; . . .; hnl Þ, and the output of the lth layer of the decoder
network as jl ¼ ðj1l ; j2l ; . . .; jnl Þ. Each layer consists of a convolution function and a
nonlinear activation function. For a convolution kernel with a width of k, each inter-
mediate state hil contains information about k elements in the input vector. Obviously,
when multiple layers are stacked up, the number of primitive input elements that can be
represented by the intermediate output state will increase.

The Fcnn model chooses GLU as activation function. We mark the output of the
convolution function as Y = [A B]. Then, we have Eq. (1):

V AB½ �ð Þ ¼ A� r Bð Þ ð1Þ

Here, A, B 2 Rd, they are the input of the activation function; V ([A B]) is the
output of the activation function; � is the dot product; r Bð Þ is a control gate.

After the calculation of the last layer of the decoder, we could calculate the vector
presentation of the final result. Finally, we use word embedding again to transform the
vector into the target language.

2.2 Attention Mechanism

An input of the encoder is handled by the encoder network into a context vector. As for
the calculation in decoder network, we have Eq. (2):

yiþ 1 ¼ f1 y1; y2; . . .; yi; c; hið Þ ð2Þ

Here, yi is the ith word of the translation result, c is the context vector, and hi is the
mediate state of the decoder network. It can be seen that c remains unchanged while i
changes. This makes the output sequence of the output sequence lose contact with the
output sequence. It can also be understood as that the translation model at this time can
only focus on the part and lack the understanding of the integrity of semantics. In this
case, the accuracy of decoder translation for long sentences will be significantly
reduced.

Aimed at the intermediate state vector is invariable when the encoder–decoder
model generating each element, a weight parameter is added to allocate the weight for
the intermediate state vector. In this way, when the different parts of the input sequence
are processed, the decoder can give up the weight of the larger part of the current
element, thus improving the translation effect.

Figure 1 shows the equation of decoder network changes into Eq. (3) with the
attention mechanism.

yiþ 1 ¼ f1 y1; y2; . . .; yi; ci; hið Þ ð3Þ
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ci is calculated as Eq. (4)

ci ¼
XTx

j¼1
aijhj ð4Þ

hj is the state of the last layer of the decoder network; a is a weight parameter; Tx is
the number of layers.

3 Optimization Methods

The idea of the basic Fcnn model is unique, and has achieved good results in the
English–German test dataset, but its effect in the English–Chinese dataset is not sat-
isfactory. We think the main problems existing in the basic Fcnn model are: difficulty
when dealing with low-frequency words, the phenomenon of gradient disappearance
when the number of network layers increases, and the phenomenon of low training loss
but not high BLEU value. In view of low-frequency words, we use bytes pair encoding
method to optimize. In addition, the model ensemble method is an effective way to
improve the performance of the model, so it is also used to optimize the basic model.

3.1 Bytes Pair Encoding

Bytes pair encoding can be regarded as a participle operation with granularity between
characters and words. Frequently used words with high frequency are still in the form
of words and phrases. Low-frequency words are segmented by sub-words. Finally, new
words can be formed through stitching. For example, if word “solarsystem” is used in
the BPE method, it will be divided into two words: solar and system. After using the
BPE method, the translation of the rare words such as organization names and personal
names and the translation of combinatorial words will be effectively improved.

First, the Chinese and English corpus is segmented separately. The processing of
English corpus is simple, only according to the space participle between words, and

Fig. 1. Diagram of attention mechanism
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then the unification of the lowercase, the English word list vocab_en_1 is obtained. The
Chinese corpus needs to be the first participle. Here, we use the word segmentation
mode of Jieba word segmentation to divide, and then divide the result statistics to get
the Chinese word list vocab_cn_1. In these two dictionaries, when generating, the word
needs to be sorted according to the frequency of occurrence.

Next, we are going to make the BPE character dictionary. First, take the English
corpus as an example. First, we initialize the BPE character dictionary in English
letters, and express each word as a string and add a special terminator, which is used as
“@ @”. The function of this special character is to reconvert the BPE character to the
normal word after the translation. Next, we count the most frequent character pairs
(“A”, “B”) and replace them with a new character “AB”. Repeat this merge until the
number of merging operations reaches a preset parameter. This parameter is used to
describe the granularity of BPE participle. Drawing on the previous work related to
BPE and Natural Language Processing, we set the number of BPE characters to 32,000.

The main purpose of the BPE method is to improve the phenomenon of low-
frequency words. However, the BPE method cannot completely avoid the emergence
of <unknown> words. In fact, for several sources of <unknown> words, untrained or
poorly trained low-frequency words, decoder-decoded vectors can correspond to no
words, the source text has not appeared in the corpus of corpus, after BPE treatment,
the first and third conditions can be improved. However, because the degree of BPE
segmentation is limited by the number of BPE parameters, it is possible that some low-
frequency words cannot be fully trained. The second case is generally due to inade-
quate training of the model. As for the third case, knowledge that has not been learned
is still unavoidable for human beings, and Machine Translation is the same. After the
combination of the basic Fcnn model and the BPE method, the BLEU of the translation
result is worth upgrading.

3.2 Model Ensemble Method

Model ensemble, the basic idea is for the same task, training a variety of solution
models, and then the results of multiple models are weighted average, so that multiple
models can be made up and improve the quality of the final results. In this paper, we
use the following methods to get different Machine Translation models.

• For the basic model of Fcnn model, we have saved multiple checkpoint files with
different iterations and different network parameters in the training process, and
different models are obtained.

• The tensor2tensor model of Google [8].
• Traditional NMT model based on neural network for Machine Translation

RNN + LSTM [9].

The above model is in the decode stage, the process begins with the start character,
and the output of the last layer of the decoder is obtained through the decoder, and the
output is softmax to get the probability distribution of the length of the word list. This
probability distribution is the probability of the word to be translated into individual
words. Then, beam search is updated according to the probability distribution, and
candidate list is updated, and then the next word is translated. Finally, after translating
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the terminator, one of the candidates with the greatest probability in the list is chosen as
the final translation result. Our ensemble method is in the decode process of each
model. After calculating the probability distribution of softmax, the weighted average
of the softmax vector is weighted, and the average result is unified as the softmax
probability distribution of all the current time of the model, and then the translation
process is continued according to the new average distribution.

4 Experiment

In Table 1, the base Fcnn model is trained to be convergent under different model
parameters (including the number of encoder and decoder network layers, convolution
kernel parameters), and the training loss value of the model and the BLEU index value
of the model translation results. The 5 and 7 selection of the network layer and the 3
and 5 of the convolution kernel width are chosen. However, the optimal model
parameters are generally different for different source language–target language pairs,
which should be related to linguistic characteristics. In addition, because there is only
one computer, the training time is more intense, so there are not many parameter
combinations.

According to the data in the table, the convolution kernel width 5 is a better choice
than 3. On the network level, the 7 level of theory expression ability should be better
than the 5 level, but training loss and BLEU values are all worse. This may be because
the learning rate is not good enough, or the training time is not optimal, so that the
model does not converge to the best state. In summary, we use the encoder–decoder
network layer 5 layers, the convolution kernel width 5, BLEU value 28.13 as the basic
model. Then we add BPE.

The number of BPE characters in Table 2 illustrates the particle size of participles.
32,000 of the best results here, we think the low BPE number makes low-frequency

Table 1. Fcnn model’s test data

Encoder Decoder Width Training loss BLEU

5 5 3 2.791 27.87
7 7 3 3.880 26.52
5 5 5 2.722 28.13
7 7 5 3.874 26.78

Table 2. Test data of Fcnn model with BPE

Encoder Decoder BPE Training loss BLEU

5 5 16,000 8.9 26.2
5 5 32,000 2.9 28.7
5 5 48,000 12.6 22.8
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words did not improve very well, and the high BPE number requires longer training
time, perhaps more complex model structure. After selecting the BPE number of
32000, the BLEU value of the model increases.

Next, we add the model fusion method on the basis of the BPE method. The test
results of the Fcnn + BPE + model fusion method are shown in Table 3.

It can be found that the model fusion method has a significant effect on BLEU value
enhancement, and the addition of each new model is improved. It is also proved that the
previous model fusion theory, that is, different types of models or the same type of
different parameter combination models, can be used to model fusion.

5 Conclusion

In this paper, we use Fcnn Machine Translation model as a basic model, and carry out a
series of optimization for its shortcomings. We think the main problems existing in the
basic model are: it is difficult to deal with low-frequency words, the phenomenon of
gradient disappearance when the number of network layers increase, and the phe-
nomenon of low training loss but low BLEU value. We use this Fcnn model as the
baseline model of this subject, and on the base of this model, we try to improve it by
the combination of bytes pair encoding method, model ensemble method. After testing,
these methods can improve the translation quality of the model. Finally, the overall
translation quality increased from 0.28 of the baseline Fcnn model to 0.32.
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Abstract. Erasure codes can improve the reliability of modern Dis-
tributed Storage Systems (DSS) by preventing data loss and nodes fail-
ure. Regenerating code is a class of erasure codes that allow for repair-
ing of failed nodes. However, regenerating code increases the amount of
the participating nodes and its coding parameters are difficult to deter-
mine. In addition, it has huge computational overhead and low repair
efficiency that prohibit its applications. Hence, we first propose a frac-
tional regenerating code combined with prior replication with uncoded
repair. Simulation results show that it can reduce repair bandwidth
and computational complexity by increasing the number of high prior
nodes. Second, we formulate the problem of computing multiple fail-
ure repairs cost using the proposed code as a redundancy scheme. We
model the problem as an Integer Linear Programming problem (ILP) and
solve it by Genetic Algorithm Particle Swarm Optimization (GA PSO)
algorithm. We present results of repairing bandwidth cost for our pro-
posed algorithm in two scenarios to evaluate the effectiveness of the solu-
tion approaches. Simulation results demonstrate that GA PSO can get
smaller repair bandwidth cost than GA.

Keywords: DSS · Fractional regenerating code · Multi-node repair ·
GA PSO

1 Introduction

With the arrival of the era of big data, global data traffic presents explosive
growth, which puts forward higher requirements for the data storage capacity
of the systems. Compared with traditional centralized storage systems, DSS
has been widely used due to their low cost, large storage capacity, and strong
scalability.
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Redundancy must be introduced into DSS to improve reliability against node
failures. Increasing redundancy through replication is simple and easy to imple-
ment but reduces disk utilization [1]. In 2007, Dimakis proposed regenerating
code on the basis of network coding. Regenerating code can solve the problem
of excessive recovery costs of traditional erasure correction schemes, however, it
needs to increase the number of helping nodes and has high computational com-
plexity [2]. To perform repair, the system downloads some data from a subset
of the surviving nodes, called help nodes [3]. To save energy, distributed storage
systems are required to periodically replace some of the dormant nodes. There-
fore, the number of helping nodes cannot be too large [4]. Thus, in this paper,
we first propose multi-node repair fractional regenerating code combined with
prior replication with uncoded repair. It can reduce repair bandwidth cost and
has zero computational complexity.

Achieving high reliability in distributed storage systems at a reasonable cost
can be challenge because they are built from large numbers of ordinary devices
which suffer frequent failures. Reed–Solomon (RS) codes have to reconstruct the
entire file in order to repair a single node failure, resulting in large consumption
of bandwidth and network resources [5]. Although regenerating code is optimal
in terms of repair bandwidth, reduction of the imposed computational complex-
ity remains a challenging task [6]. To get the reasonable repair bandwidth cost,
we formulate the problem of computing multiple failure repairs cost using the
proposed code as a redundancy scheme. We model the problem as an ILP prob-
lem. It is an NP-hard problem and we solve it by GA PSO. Simulation results
show that GA PSO can get smaller repair bandwidth cost than GA.

2 System Model

2.1 Fractional Regenerating Code Combined with Prior Replication

Fractional regenerating code combined with prior replication is based on the
traditional regenerating code, so it also meets the Maximum Distance Sepa-
rable (MDS) characteristics. First, the original data of size M is divided into
k data blocks. After encoded, the data blocks are distributed to n nodes and
each storage node stores data size as α = M

k . We taken k from any n nodes
to reconstruct the original data. Then, the n nodes are divided into two dif-
ferent priorities according to the access frequency of the nodes. The high-
priority nodes replication multiplier is p2, otherwise the replication multiple
is p1, p1 ∗ (n − m) + p2 ∗ m (p2 ≥ p1). Where m is the number of nodes with
high priority. When a node fails, a new node downloads data from a replica node
that stores failure data and repair bandwidth is α. When all replica nodes fail, a
new node downloads size β from d helper nodes respectively (β ≤ α) and repair
bandwidth γ = d ∗ β(γ ≥ α). Where (n,m,p1,p2, k,d) are nonnegative integers,
(α, β, γ) are nonnegative real numbers. In particular, when m = 0 and p1= 1, it
is traditional regenerating code.



254 N. Wang et al.

For arbitrary α ≥ α∗(n, k, d, γ), any node (n, k, d, γ) is feasible and linear
network coding can be achieved [3]. The threshold function is shown in Eq. (1)

α∗(n, k, d, γ) =

{
M
k , γ ∈ [f(0),+∞)

M−g(i)γ
k−i , γ ∈ [f(i), f(i − 1))

(1)

α indicates the amount of data stored in each node, the new node connects d
helper nodes and downloads data of size β to repair the failed node. Its recovery
bandwidth γ = d ∗β, where f(i) is defined as shown in Eq. (2) and g(i) is shown
in Eq. (3).

f(i) =
2Md

(2k − i − 1)i + 2k(d − k + 1)
(i = 1, 2, · · · k − 1) (2)

g(i) =
(2d − 2k + i + 1)i

2d
(i = 1, 2, · · · k − 1) (3)

According to Eqs. (1)–(3)we can get:
As for an eight-tuple (n, k, d, α, γ, p1, p2,m), according to the minimum cut

capacity lower bound in the information flow diagram, the following formula can
be obtained. Where α∗ (n, k, d, γ,m) is the threshold function of α [7]:

α∗ (n, k, d, γ,m) =

{
M
k , γ ∈ [p(m),+∞)
M−g(i)∗γ+g(m)∗γ

(k+m)−i , γ ∈ [p(i), p(i − 1))

p(i) = 2f(i)∗md
2md+f(i)∗(2mi−m2+m)

(4)

where f(i) is defined as shown in Eq. (2) and g(i) is shown in Eq. (3).

2.2 Minimum Storage Regenerating (MSR) and Minimum
Bandwidth Regenerating (MBR)

Fractional regenerating code combined with prior replication is similar to the
regenerating code. That means there are also two special points of MSR and
MBR. MSR is a point that can reach the lower bound of storage cost and has
the smallest bandwidth cost. MBR is the point with minimal storage cost under
the condition of optimal bandwidth cost. In the traditional regenerating code,
the minimum storage cost equals to α = M

k . Under this condition, the minimum
bandwidth cost is γ = f(0) = Md

k(d−k+1) . We can get the minimum storage cost
of the MSR as shown in Eq. (5).

(αMSR, γMSR) = (
M

k
,

Md

k(d − k + 1)
) (5)

The bandwidth cost γ is a decreasing function of the number of helper nodes d,
which is the minimum value reached when connecting to d = n − 1 nodes [8], as
shown in Eq. (6).

(αMSR, γmin
MSR) = (

M

k
,
M

k
· n − 1
n − k

) (6)
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Another extremum point is the MBR that achieves the lowest bandwidth cost. In
the traditional regenerating code, γ ∈ [f (i) , f (i − 1)), and f (i) is a decreasing
function of i. So when i takes the maximum i = k − 1, γ = f (k − 1) reach
minimum value, the storage and bandwidth cost of the MBR code are as shown
in Eq. (7).

(αMBR, γMBR) = (
2Md

2kd − k2 + k
,

2Md

2kd − k2 + k
) (7)

According to Eqs. (5), (6), we can get MSR of the proposed code, minimal
storage cost αMSR = M

k . Under this condition, the minimum bandwidth cost:

γMSR = p(m) =
2f(m) ∗ md

2md + f(m) ∗ (2m ∗ m − m2 + m)
=

Md

k ∗ (d − k + m + 1)
(8)

According to Eq. (7), we can get MSR of the proposed code. γ ∈ [p(i), p(i − 1))
and p(i) is a decreasing function on i. So when i takes the maximum i = k − m
and γ = p (k − m) get the minimum value:

αMBR = γMBR =
2Md

2kd − (k − m)2 + k − m
(9)

3 Problem Formulation and Algorithm

3.1 Numerical Example

Consider a distributed storage system with six nodes and encoded data with four
distinct blocks are to be stored. As for fractional regenerating code combined
with prior replication, we assume m = 4, p2= 3. It means that we repeated
four distinct blocks for three times and each node can store two distinct blocks.
Assuming different communication link costs, link transmission speeds, I/O, disk
access, and network load can affect the communication cost between distinct
nodes. A random data blocks assignment matrix D where rows correspond to
nodes and columns correspond to blocks together with a given communication
cost matrix cost, is shown in Eq. (10).

D =

n1
n2
n3
n4
n5
n6

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 0 1
0 1 1 0
1 1 0 0
1 0 1 0
0 1 0 1
0 0 1 1

⎤
⎥⎥⎥⎥⎥⎥⎦

n∗k

Cost =

n1
n2
n3
n4
n5
n6

⎡
⎢⎢⎢⎢⎢⎢⎣

0 8 3 6 4 1
8 0 7 2 4 6
3 7 0 4 9 8
6 2 4 0 2 6
4 4 9 2 0 1
1 6 8 6 1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

n∗n

(10)

where Dn,k =
{

1, block.k ∈ node.n
0, otherwise

, Costn1,n2 = 8 indicates that the communi-

cation cost between node 1 and node 2 is 8. Node 1 is help node and node 2 is
fail node.
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For all possible two-node failure repair patterns, we first check where failure
nodes have at least one block in common, because the order of repair affects
the repair cost unless the common lost block has its replica available on two
helper nodes. For example, when node 2 and node 3 fail at the same time, node
2 and node 3 have one block in common, so only node 5 can repair the common
block. We repair failed node 2 through node 5 and 6, and repair failed node 3
by node 5 and 1. In this condition,we get the system repair cost (SRCost),
SRCost = C13 + C53 + C52 + C62 = 3 + 9 + 4 + 6 = 22. If we first use node
5 repair node 2,then we use node 2 repair node 3. In this case, we can get
SRCost = C52 + C23 + C42 + C13 = 2 + 9 + 2 + 3 = 16. The total repair cost
of the system is to repair the cost of two failed nodes by selecting the optimal
repair order.

3.2 Mathematical Formulation of Multiple Failure Recovery Cost

To select the node allocation scheme and get the optimized SRCost, we model
it as the ILP [9]:

RCostx,y = min
α=1,2,···N
α/∈x,α/∈y

N∑
n=1

K∑
k=1

Cα,n ∗ Dn,k ∗ Dα,k, (y = x + 1, x ∈ 1, 2, · · · N − 1)

(11)

min
N∑

y=x+1

N−1∑
x=1

RCostx,y

s.t. (1) :
N∑

n=1
Dn,k = p2 (k = 1, 2, · · · K)

(2) :
K∑

k=1

Dn,k = d (n = 1, 2, · · · N)

(3) :
K∑

k=1

Sk ≤ SC (n = 1, 2, · · · N)

(12)

Assume that the DSS is for 2-node failure scenarios. RCostx,y is the minimum
required cost for failed node x, y. Cα,n indicates the communication cost of the
helper node and other nodes. The constraint conditions are depicted as follows:

(1) set the limit on the total number of replicas every block on all nodes.
(2) set the limit on the total number of blocks that can be stored on any

given nodes.
(3) set the limit on the total storage size every node to be below a given

Storage Capacity (SC).
When the network node is large, the problem is NP-hard problem. So we use

the GA PSO to solve this problem.

3.3 Genetic Algorithm Particle Swarm Optimization (GA PSO)
Algorithm

Using GA PSO to optimize the function, it can enhance the global optimization
ability, speed up the evolution of the algorithm and improve the convergence
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accuracy of the algorithm. First, the data blocks are randomly allocated to the
nodes as initial members. Each member has an initial speed and has a cor-
responding fitness value by calculating the fitness function. Then, speed and
population are updated based on fitness values. Next, the selection, crossover,
and mutation of the genetic algorithm is performed. Finally, the individual and
the population are updated optimally until the convergence rule is satisfied. The
flowchart of the GA PSO algorithm is shown below (Fig. 1).

Generate initial
population

and speed randomly

Compute fitness
values

Speed and
population update

Selection
Crossover
Mulation

Individual,popul-
ation optimal

update

Whther to
meet the termination

condition

Output
result

NO

YES

Fig. 1. Flow chart of GA PSO

4 Simulation Results and Analysis

4.1 Fractional Regenerating Code Combined with Prior Replication

According to Eqs. (2)–(4), we can get stored-bandwidth cost trade-off curve.
Figure 2 is the case of M = 1,n = 10, k = 5,p1 =p2 = 1,m = 0, 1, 2 and d takes
a trade-off curve when it is 6 or 9.
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Fig. 2. Stored-bandwidth cost curve
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Fig. 3. (6, 4, 3) distributed storage system

In Fig. 2, it is the optimal curve that can be achieved by the traditional
regenerating code when m = 0, d = n − 1. When the number of helper nodes
d is equal, the bandwidth cost decreases as the number of high-priority nodes
increases. So, we can decrease the bandwidth cost by increasing the number of
high-priority nodes.

To illustrate much more, the operation of fractional regenerating code com-
bined with prior replication, a (6, 2, 3) DSS is depicted in Fig. 3. The system
has six nodes. A file of M=4 systematic packets (D1,D2,D3,D4) needs to be
stored in the system. After a (7, 4) MDS code, we obtain three parity packets
(C5, C6, C7). Systematic packets are accessed frequency, so we repeated three
times. Parity packets have a repetition degree of 2. That is, p1= 2,p2= 3. When
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node 6 fails, a data block is downloaded from node 1, node 3, and node 5 to help
node 6 recovery. At this time, the number of helper nodes is 3, and the number of
general regeneration code helper nodes is at least 4 for (6, 4) distributed storage
system.

4.2 Multi-node Repair Cost Based on GA PSO

The convergence curves in Fig. 4 are the optimized system recovery cost for all
generations. They are for the case of a DSS with 50 storage nodes and 50 distinct
data blocks are replicated three times. The data blocks are distributed on the 50
nodes in an optimized scheme for multiple failure recovery. The probability of
crossover is 0.9 and the probability of mutation is 0.1. The example is for 2-node
failure scenarios. The two curve decreases in every generation except for the case
of mutation, this illustrates the fact that better solutions are being generated in
newer population. In addition, from Fig. 4, we can get that GA PSO tends to be
more stable than GA and GA PSO can get smaller repair bandwidth cost.
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Fig. 5. SRC for n = 50, k = 50, p2 = 6

To avoid being stuck in a local optima , we increase the probability of muta-
tion equals 0.3. At the same time, we increase p2= 6. It means that we make the
system can tolerate much more failures. We get the resulting curve in Fig. 5 by
GA PSO and the repair bandwidth cost is smaller than in Fig. 4.

5 Conclusions

In this paper, we propose fractional regenerating code combined with prior repli-
cation. It can effectively reduce the repair bandwidth and computational com-
plexity. For the problem of computing multiple failure recovery cost with frac-
tional regenerating code combined with prior replication, we solve it by GA PSO.
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Simulation results demonstrate that GA PSO can get smaller repair bandwidth
cost than GA.
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Abstract. In view of the problem of edge blurring and slow reconstruction
speed in the existing super-resolution reconstruction of learning-based images,
this paper proposes an improvement to the original learning-based reconstruc-
tion algorithm and applies Markov random fields to image super-resolution. In
the rate reconstruction, during the dictionary training phase, training image
blocks are randomly selected, and the texture part of the image is learned and
reconstructed. The bicubic interpolation method is used to enlarge the image
structure part and color information, the final reconstructed image and the
interpolation-amplified image are merged. That is the final result. The experi-
mental results show that the peak signal-to-noise ratio (PSNR) is used to
objectively evaluate the image reconstruction effect, and it is concluded that the
algorithm of this paper reconstructs the image better, and the reconstruction time
also has a certain increase.

Keywords: Learning-based � Super-resolution reconstruction � Image
decomposition � Markov random field

1 Introduction

There are many ways to perceive the world. Images are one of the indispensable ways
for humans to obtain outside information. The quality of images is closely related to the
resolution of the images. With the rapid development of information technology,
people’s requirements for image resolution have also been greatly improved. However,
due to the influence of multiple link factors such as imaging system and graphics
acquisition, many image resolutions were not able to meet people’s requirements.
Therefore, we constantly explore ways to improve image resolution. Image super-
resolution reconstruction is one of the effective methods. This technology has very
good practicality, has been widely used in many areas of image processing, and has a
wide application prospect. Therefore, research on this technology has very important
practical significance.
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Image super-resolution reconstruction is a reconstruction technique that uses low-
resolution images to recover high-resolution images. Nowadays, there are two main
types of reconstruction methods. One is a reconstruction-based image super-resolution
reconstruction [1].The other is learning-based image super-resolution reconstruction [2,
3]. The learning-based method is a new reconstruction method that has emerged in
recent years. This method can increase the multiples of resolution more. Such methods
mainly include Freeman [4] on the basis of low-order visual problems and propose an
example-based reconstruction method. Yang [5] proposed reconstruction using sparse
representation of image blocks. Tang [6] proposed a local learning method to recon-
struct a single image.

This paper improves on the basis of Freeman [7] algorithms reconstruction. This
method relies on the relationship between low-resolution images and their corre-
sponding high-resolution images to estimate the high-frequency details are lost in low-
resolution images. This paper randomly selected training. In the image block, the
obtained block image is used as a training database in the training stage, and the low-
resolution image block and the high-resolution image block are simulated in a Markov
network. In the reconstruction stage, an interpolation method is used to enlarge the
image structure part and the color information. The final reconstructed image and the
interpolated magnified image are merged to obtain the final result.

2 Learning-Based Image Super-Resolution Reconstruction
Algorithm Improvement

2.1 Preprocessing of Training Images

First, preprocessing of training images is performed. In this preprocessing step, a group
of HR images is selected to form a high-resolution image set, and then all the HR
images are, respectively, taken to be blurred and down-sampled. One-quarter of the
original image can be called an input image. The same size is called the output image.
The input image is interpolated to obtain a low-resolution image (LR) without high-
frequency details. The following Fig. 1a is the result of the original HR downsampling
and Fig. 1b is Fig. 1a LR image obtained after interpolation. Figure 1c is the original
high-resolution image, Fig. 1d is the result of the band-pass filtering, that is the
intermediate frequency information about the LR image to be reconstructed. Figure 1e
is high-frequency information to be supplemented for the LR image.
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2.2 Training Phase

At this stage, the intermediate and high-frequency images obtained by preprocessing
are used to build a database, and the image blocks of the images in the database are
randomly selected. During the process of generating the training database in blocks,
overlapping sampling is needed to obtain training data. On the one hand, with over-
lapping sampling, so block-like blurring can be avoided, and on the other hand, the
relationship between adjacent high-frequency blocks can be limited to obtain more
effective data. As shown in Fig. 2a is part of the IF block, Fig. 2b is part of the high-
frequency block.

(a) Input image

(b) Low-resolution image (c) High-resolution image

(d) Intermediate frequency 
information    

(e) High-frequency information

Fig. 1. Preprocessing of training images

(a) Intermediate frequency 
image block 

(b) High-frequency image 
block

Fig. 2. Image blocks in training
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In this paper, the Markov network will be used to simulate the relationship between
image blocks to facilitate the clearest expression of the relationship between high-
resolution images and low-resolution images.

2.3 Reconstruction Stage

2.3.1 Texture Image Reconstruction
First of all, the color and space need conversion. Because there is a possibility that the
color information of the training set image and the color information of the LR image to
be reconstructed may not be consistent, in order to reduce the influence of this factor,
the gray information of the image should be reconstructed.

Second, the image is decomposed. After the YCbCr transformation is performed on
the image to be reconstructed and trained, the gray component (the Y component) of
the image is selected, and the total variation decomposition based on the L2 norm is
performed to obtain the structure and texture information of the image. Then, the
texture part in the high-resolution image block is selected to be used as a high-
resolution image in the training set, and the texture part of the input image is inter-
polated to obtain a low-resolution image as the low-resolution image to be recon-
structed in this paper. The following figures show the texture decomposition of HR and
LR images. The texture and structure of HR and LR are obtained. Figure 3a is an HR
image, Fig. 3b is an LR image, Fig. 3c, d are the image structure parts obtained by HR
and LR decomposition, and Fig. 3e, f are the image texture parts obtained after
decomposition.

(a) HR image                   (b) LR image

(c) The structural part of HR (d) The structural part of LR

(e) Texture part of HR (f) Texture part of LR

Fig. 3. Image decomposition
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Third, texture image learning. First, during the training phase, a training image set
is acquired. The selected HR image is preprocessed, such as color space conversion,
and then the image is decomposed by texture to obtain a high-resolution image in the
training set. The high-frequency image and the intermediate frequency image are
divided into blocks by training the database. Finally, an image training database is
constructed by using the intermediate frequency image block and the high-frequency
image block, and all the image blocks are normalized. The Markov network simulation
was also used to train the relationship between the image blocks.

The next step is the reconstruction phase. The main contents are as follows: the
input image is obtained by downsampling the test image, and YCbCr conversion is
performed; the Y component of the image can be processed by texture decomposition,
the structure and texture information can be obtained by this method; the input part of
the texture into interpolation processing to get the desired low-resolution texture image
and its high-frequency information; the high-frequency information obtained by the
block processing,it can be found at the same time in the training set to find the most
similar image block, and corresponding high-resolution texture image blocks can be
obtained; merges the texture areas of all the high-frequency image blocks and the high-
resolution blocks, and takes the average of all the high-resolution texture image blocks
in the overlapping portion as a result of the reconstruction of this block region. The
reconstruction results are shown below, as shown in the following Fig. 4.

Finally, the images are combined to combine the structure of image texture
decomposition, image color information, and texture reconstruction structure to obtain
the final reconstruction results, as shown in the following Fig. 5.

Fig. 4. Texture reconstruction results

Fig. 5. The final results of the reconstruction of this method
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3 Analysis of Experimental Results

This paper selects some images in the BSDS database for image reconstruction to
verify the effectiveness of this method. The bicubic interpolation algorithm was used to
process the original algorithm based on the learning algorithm and the method of this
paper to process the input low-resolution image. The main parameters of the algorithm
in this paper are as follows: The size of the image block is 5 � 5, the number of image
blocks that are trained is 100,000, and the overlapping pixel setting is 4.

First, select the tiger (108073) image in the BSDS image library, as shown in
Fig. 6a is the input LR tiger image, Fig. 6b is the original HR image, Fig. 6c is the
Bicubic-derived image, and Fig. 6d is the original image based on the obtained image
of the learning algorithm, Fig. 6e is the image reconstructed in this paper.

Next, select the Lena image in the BSDS graphics library, as shown in Fig. 7a is the
input LR image, Fig. 7b is the original HR image, Fig. 7c is the Bicubic image, and
Fig. 7d is the original result image, Fig. 7e is the image reconstructed in this paper.

This paper extracts the PSNR to objectively evaluate the reconstruction results of
the image during the experiment. The greater the PSNR value, the better the image
results obtained with this method.

The expression is as follows:

PSNR ¼ 10� log10
2552

MSE r � fð Þ ð1Þ

In the above equation, r denotes the reconstructed HR image; f denotes the original
HR image; MSE denotes the mean squared error (MSE) function of r and f.

(a) LR image

(b) HR image                   (c) Bicubic results

(d) Results based on learning  (e) Results of this article

Fig. 6. Super-resolution reconstruction experiment results of the tiger (108073)
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MSE ¼ 1
MN

XM

i¼1

XN

j¼1
rij � fij
� �2 ð2Þ

In the formula, MN represents the total number of pixels in the image; rij and fij
represent the pixel values at the point (i, j) of the reconstructed HR image and the
original HR image.

Comparing the reconstruction results of this paper with the results of the bicubic
interpolation method and the original learning-based reconstruction method, the PSNR
values are calculated, respectively. The calculated results are shown in Table 1.

Furthermore, considering the application of super-resolution technology in practice,
the actual running speed of various algorithms is also an indicator of the merits of the
evaluation algorithm. The original learning-based method and the method of this article
are compared on the same platform and the running speed of the same input. The
results are shown in Table 2.

(b) HR image  (c) Bicubic results

(d) Results based on learning (e) Results of this article

(a) LR image

Fig. 7. Super-resolution reconstruction experiment results of the Lena

Table 1. Comparison of reconstruction results of different methods under PSNR (unit: decibel)

Image name Bicubic
interpolation

Original learning-based
approach

Method of this
article

Tiger
(108073)

21.8328 22.2340 25.3436

Lena 26.3842 25.5427 27.3952
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By comparing the results of Table 1, we can see that the method in this paper is
much better than the original learning-based method in terms of image reconstruction
quality. It can be seen from Table 2 that this method can greatly improve the speed of
image reconstruction and is relatively accurate for detailed information. Fewer tigers
(image 108073) can speed up to eight times faster; for Lena images that contain much
more detailed information and less relevant information in the training set, the speed
can be increased by more than four times, which shows that this method has better
timeliness. It can be seen that only the texture information after image decomposition is
reconstructed, which can effectively improve the speed of image reconstruction and
improve the stability and accuracy of the reconstructed image.

4 Conclusions

This paper improves the original learning-based super-resolution reconstruction
method and effectively compensate for the original method’s time-consuming and
fuzzy edges of the reconstructed image. At the same time, it not only improves the
image quality, but also increased the speed of reconstruction.

However, the effectiveness and real-time nature of reconstruction methods have
always been the focus of research on the super-resolution reconstruction. Under the
same conditions of training images, the larger the amount of data in the training set
after block partitioning, the better the reconstruction effect will be, but this time, the
image blocks in the matching and fusion process takes longer, leading to slower
reconstruction speed; conversely, if the amount of data in the training set is small, the
reconstruction speed will increase, and the reconstruction effect will decrease. There-
fore, how to establish an effective training set, that can guarantee image quality, which
also can increase the reconstruction speed, remains to be further studied.
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Table 2. Rebuild time of this article and original learning-based method (unit: second)

Image name Original learning-based approach Method of this article

Tiger (108073) 66.7347 8.2574
Lena 78.3643 17.6563
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Abstract. As intelligence is popularized in the life of people and technology
develops continuously, intelligent plant become the main development direction
of the modern enterprises. By taking intelligent plant of small-sized traditional
factories as the case, the paper explains the conception of intelligent plant,
shows the necessity of intelligent plant and establishes the systematic frame of
an intelligent plant. A small-sized factory is constructed intelligently based on
analysis of the systematic frame of the intelligent factory; a large database is
established through an MES system, and various information flows are settled,
so that intelligence of production management is realized, intelligent produc-
tions are established, an intelligent logistics system develops, and then intelli-
gent improvement exploration of small-sized plant can be finished.

Keywords: Intellectualized � Intelligent plant � MES � Database

1 Introduction

In this century, with the development of science and technology, more and more new
things have appeared in people’s daily life. The Internet of Things, big data, and smart
power grids have linked people together through various networks to build up broad
environment of intelligent modern production and life. Artificial intelligence enters the
era 2.0. Our life is glutted with the Internet of Things and large data. Traditional basic
factories should continue to develop, and positively respond to the pulse of times and
technology to enter the era of intelligent factories.

When mentioned intelligence, many products now include the concept of intelli-
gence, e.g., smart homes, alpha dogs, robot arms, as small as light bulbs, and as large as
the Internet, our life is fully glutted with intelligence. What is intelligence, it is still a
problem, it seems that intelligence is a kind of mechanical behavior, not only
mechanical movement, but also being full of certain thinking, For example, sweeping
robots that can help people sweep the floor, welding robots that can weld themselves,
or large computers that take on core operations. Technological developments have
enabled rigid machinery to have a flexible thinking ability and help human in daily life.
These are all examples of entities, and for further development, through an operating
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mode that the Internet of Things, the big data and the like are connected by different
types of networks, so that the Internet of Things and the big data generate thought
fluctuations in operation to build a complex network system, so that an intelligent
operating pattern is generated, which is like that the human brain controls every nerve
thread.

The development of intelligence is successful and has epoch-making significance.
Under the operation mode of intelligence, complex system construction and industrial
processes that could not be completed before can be realized, which makes production
more efficient and convenient, and also vigorously promotes the development of a new
social model.

On the life and the networks the development of intelligence is quite rapid, but the
traditional factory, which is the foundation of society, has developed slowly. In order to
pursue higher efficiency and production capacity, the traditional factories must be
intellectualized. In this paper,through the analysis of the concept and system of
intelligent plant, he small-sized factory intelligence transformation is carried out, and
the advantages and disadvantages of the current stage of intelligent plant transformation
are preliminarily explored. It will provide some reference for future development.

2 Intelligent Plant

2.1 Conception of Intelligent Plant

Intelligent plant mainly constructs intelligent production system, intelligent distribution
equipment, and intelligent logistics system to realize intelligent production process.
This intelligent system includes physics, information, data, and logistics.

The core of intelligent plant construction is “intelligence”, and the frontier tech-
nology of various disciplines. “Intelligent” is the core of smart factories. What is
“intelligent”? “Intelligent” means that the factory has sensitive and accurate perception
ability, correct thinking judgment ability and effective execution method.

From a scientific point of view [1], intelligent plant is defined as follows: the
production of each link of the factory, in some way integration, through the information
system to simulate the production management expert intelligent activity, analyzed the
problems of the production and business operation, judgment, reasoning, planning and
decision-making, replace or extend the production and business operation environment
in part of the mental work and intelligence activities of human expert to collect, store,
perfect, sharing, inheriting and developing. Realize the transformation from human
intelligence activity to information system intelligence activity.

From the point of view of engineering practice: intelligent plant dominated by
information technology, combined with other related disciplines technology, realize
factory production operation, production management, management decision three
levels all closed-loop management of business process, and achieved the integration of
the whole factory business process and business operation decision-making, imple-
mentation of automation.

Construction of the Intelligent Small-Sized Plant 271



2.2 The Functional Structure of Intelligent Plant

Intelligent plant can be divided into three levels, business intelligence, intelligent
production management, making intelligent, these three levels can corresponding to the
enterprise information integration model of ERP, MES, and PCS. These three levels
influence each other and restraining each other, and promote each other. Intelligent the
construction of plant is aimed at the three levels of intelligent building. The intelligent
construction of technology also further enhances the information construction of the
factory, making the three relations promote and develop mutually under the cohesion of
MES (Fig. 1).

In factories Past by raising the ERP to improve its management level and enterprise
competitiveness [2]. However, this method is easy to cause the gap between ERP and
PCS to increase more. The MES process plan management system in the upper and
bottom control system, promote the building of MES system, effective coordination of
the relationship between them, to build a good solid business model system [3].

Traditional enterprises have strengthened the construction of ERP, MES, and PCS,
promote the application of a level and deepen, but also effectively carry out the layers
of comprehensive construction, has completed each link of the data and information
collection, arrangement work. But in order to realize intelligent plant construction but
also to the level that the data collecting, sorting, information fusion, and finish the ERP,
MES—PCS, PCS—MES and ERP information transmission, two lines scattered data
information, collection into big data process, complete intelligent enterprise informa-
tion flow in closed loop, makes the summary data to form large data form, embodies
intelligence concept.

Figure 2 is an intelligent factory architecture that combines the entire production
system. In this diagram, wisdom factory implements digital product design, digital
manufacturing, digital management processes and business processes, as well as the
comprehensive integrated optimization process, can use the engineering, manufactur-
ing, supply chain intelligent plant model of three dimension description.

ERP

PCS

MES

Fig. 1. The three layers of intelligence
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2.3 Analysis of the Intellectualized Small Plant

Through the architecture of intelligent plant, this paper analyzes the intelligent con-
struction method of small plant.

With the instance of domestic all kinds of intelligent plant construction, the
intelligent information construction of the small processing plants, mainly to MES
construction as the main body, and as a basis, the coordination of ERP and PCS, at the
same time to establish intelligent processing of intelligent production line and logistics
construction.

3 Example of Construction

In this paper, the factory that needs to be intellectualized is a traditional manufacturing
midget factory. It is small in scale, has a variety of products, and is rich in orders.
However, because of the small number of processing equipment and the uneven busy
schedule throughout the year, orders are often overbooked and have a negative impact.
Because of the lower productivity, efficiency has not always improved.

Through intelligence system construction, we should analysis the problems need to
be solved from top-down. First the problem of the whole processing management
network, the second problem is layout of new intelligent production line, finally
establish intelligent logistics network, complete the intelligent construction of the
factory.

ERP

PCS

MES

Fig. 2. The architecture of intelligent plant
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3.1 MES

Introduces MES system for construction of intelligent plant.
MES [4] is Manufacturing Execution system, this system is a manufacturing pro-

duction management ides and management tool, that fully integrates manufacturing
resources production, quality, equipment and personnel performance.

The main functions of MES include production scheduling, resource allocation,
man-hour management, document control, data acquisition, quality management,
equipment management, etc. it is a bridge connecting ERP and PCS. On the one hand,
MES provides timely data and information for the ERP system. On the other hand,
through the bottom data collection and analysis of PCS, it provides basis and guarantee
for optimizing and controlling the operation of the production line.

The entire system structure of MES system is shown in the Fig. 3. There are five
basic modules in this system, including database, technology, OA, project, and
inspection. Database module contains all the data content in the whole production
process. Technology module contains the processing technology and product design.
OA system is the whole MES system coordination office. Project module enables the
system to plan and quota normal operation. Inspection module to monitor the pro-
cessing and the survival rate of the product.

The MES system connects with the top-level data and management plan, interacts
with ERP, and completes a complete MES production system by interacting with the
production control PCS through five basic modules.

3.2 Database Construction

Establishing database of MES, the analysis of the need to build a factory organization
structure, the decomposition process scheduling, material management, quality

System of MES

ERP

PCS

Data of Top layer

database

technology

OA

Project

inspection

Fig. 3. System of MES
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management processes, the labor process of auxiliary equipment management,
equipment management process, collect all kinds of data information, build a large
database. Large database is the basis of MES intelligent analysis.

In the database construction, it should be as comprehensive as possible to ensure
the correctness of MES intelligent analysis (Fig. 4).

3.3 Intellectualized Production Management

The purpose of using MES in the target construction of production management is to
make the factory realize intelligent management.

This on the basis of the construction management target of the main research object
is based on the operation and management of monthly production plan, according to
the processing condition of the factory, production capacity short-term operation plan,
monthly plan can be divided into short-term assignments are usually for days, weeks
work plan, and coordinate factory scheduling completed the requirements [5].

After MES based intelligent production management, the plan of the layer to adjust
according to the actual production situation, fully reflect the actual production situation,
timely feedback the problems arising from the operation management, and through the
management to adjust work plans, implement intelligent system of production man-
agement level.

Shown in Fig. 5, the intelligent simulation combined with monthly plan according
to actual condition, the use of MES system data intelligent simulation, simulation
results after the combination of knowledge base, correlation analysis and give a short-
term operation plan, send the management process, management to confirm the results,
modified short-term operation plan, and short-term operation plan in actual application.

Intelligent Analysis

of data

Database

Organizationg

structure

equipment

management

control

management

Material

management

quality

management

Tools

management

Intelligent Analysis

of data

Database

Organizationg

structure

equipment

management

Fig. 4. Database construction
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3.4 Conception of Intelligent Product Line

Intelligent production line construction based on industry 4.0. If the MES is the brain of
a smart factory, intelligent production line is the heart of the smart factory, with the
wisdom of MES, intelligent production line of strong operational capacity to achieve a
truly intelligent plant [6].

According to the small factory in this paper, the processing product types of this
factory are analyzed, and several simple intelligent production lines are preliminarily
designed, which are axle processing, box processing, and assembly intelligent pro-
duction lines respectively. When applied in the intelligent production line should have
automatic extraction program, fault alarm, automatic detection, flow process, key
points, such as automatic logistics, elastic interval set according to the key process and
equipment layout, to ensure production line smart plan is completed (Fig. 6).

intelligent
simulation

Database Management

Analysis

The knowledge
Base

Correlation
analysis

Actual
situation

Plan to
correct

Plan of monthly

Fig. 5. The intelligent architecture of manufacturing management level
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Fig. 6. The architecture of intelligent plant
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3.5 Conception of Intelligent Logistics

Logistics has moved from simple goods flowing to the Internet of things [7]. The
Internet of things is increasing innovation and intelligence, and then changed our way
of life. The development of the Internet of things has also become a practical and
effective way for enterprises to effectively reduce costs and increase efficiency, improve
efficiency and reduce waste. The construction of intelligent plant cannot be separated
from the construction of intelligent logistics.

This case of small-sized plants need to undertake the construction of logistics is
divided into two main classes, a class for the outer zone, outside the district logistics is
divided into two lines, the first for the supplier to the factory to provide spare parts,
accessories, etc., the second production after the completion of the transportation to the
customer for the factory, construction for the second category of logistics area, the
main flow of logistics system for parts.

According to the above analysis, intelligent logistics system construction is carried
out for external supply logistics and internal circulation logistics [8].

For external supply logistics lines, supplier logistics route analysis, combined with
the product manufacturing cycle, to offer stable supplier logistics information platform,
according to the shortage of the beat to communicate in advance, according to the
requirements of manufacturing tempo send orders in manufacturing cycle, make the
supply of raw materials, parts, accessories do not take up the inventory, and can
guarantee supply.

Logistics for internal circulation, in view of the difficult to change the factory
construction, each factory content reorganize, cooperate on downstream processing
order, will undertake work position reasonable arrangement, and the processing route
planning into MES construction, set up professional logistics, and logistics in the car
with the intelligent data acquisition, real-time query the car number put in storage, such
as working status information. Organic coordination among processes to ensure the
fastest mobilization of internal logistics within the inventory capacity (Fig. 7).

External2

Customer
logistics

External1

Supplier
logistics

Internal

Materialflow
semi-finishedproductsflow

External2

Customer
logistics

External1

Supplier
logistics

Internal

Material flow
semi-finished products flow

Fig. 7. The flow of logistics
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4 Conclusion

(1) In the modern era when intelligent development is rapid, the development of
smart factories is urgent;

(2) Changing the inherent development model of the factory is a very difficult thing.
This smart factory construction is a positive attempt to change the original
operating mode and improve efficiency;

(3) The development of smart factories should fully mobilize the joint development of
management, production lines and logistics;

(4) In China, the development of production management intelligence gradually
formed a development model with mes as the main body, but the construction of
smart production lines and smart logistics should also be diversified;

(5) The development path of smart factories should also be explored in many ways to
vigorously develop the automation, informatization, and intelligence of modern
factories.
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Abstract. Rapid collection of data sources, varying in volume and
structure poses a challenge for scientists to establish a practical app-
roach to manipulating heterogeneous data sources. A multimodal learn-
ing and an integrated analysis make it possible to extract much worth-
while information from a collection of multiple simple raw data. There-
fore, data integration can lead to a more reliable and robust result. High-
throughput sequencing technologies, especially next-generation sequenc-
ing, leave us with multi-platform genomic data such as gene expression,
SNP, CNV, DNA methylation, and miRNA expression. In this paper,
we represented a multimodal deep neural network to exploit the mutual
information between three different modalities to classify breast can-
cer patients into two groups based on their survival rate. Experimental
results indicate that our method improves the classification accuracy and
performs better on imbalanced data compared to the other single-modal
state-of-the-art methods.

Keywords: Data integration · Omics · Deep learning

1 Introduction

Nowadays high-throughput technologies such as microarrays [1] and array Com-
parative Genomic Hybridization (aCGH) [2] make available to scientists an
extensive collection of different types of omics data such as Gene Expression
(GE), Single-Nucleotide Polymorphism (SNP), Copy Number Variation (CNV),
protein–protein interaction, DNA methylation, micro RNA, messenger RNA,
noncoding RNA, etc. With these advances in data collection, scientists are faced
with a plethora of heterogeneous omics datasets.

It has been demonstrated that one can get a more reliable and robust result by
gathering all the inter-modality information [3]. Data integration was defined as
combining data from different sources and representing them in a unified view [4].
However, due to the heterogeneity, the massive scale of data, and the presence
of uncertainty, errors, and missing values in the data integration has become an
arduous task. Previously, methods like Bayesian Networks [5] and Kernel-based
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methods [6,7] have been applied on multi-platform genomic datasets. However,
for capturing the correlation between different data modalities with high dimen-
sions, direct application of classical machine learning algorithms does not give
satisfactory results. Hence, specialized machine learning methods such as deep
learning are required for the analysis of such high-dimensional multimodal data
with higher degrees of accuracy.

As opposed to the old-fashioned methods that directly train the model from
the original data and therefore are not able to aggregate distinct forms of inputs,
it has been proved that deep learning can be used for exploiting data integration
as it transforms each modality to an abstract representation [3]. In this paper,
we implemented a discriminative multimodal deep neural network to integrate
two different types of genomic data and clinical data to categorize breast cancer
patients into two groups based on their survival rate. The result of a stratified
fivefold cross-validation indicates that our model surpasses three state-of-the-art
methods according to accuracy, precision, and recall scores. We also demonstrate
how deep learning can cope with the unbalanced datasets.

2 Methodology

In this paper, a Deep Neural Network (DNN) architecture is used to create a
multimodal network in order to integrate and exploit the information carried by
three different data types at the same time. Considering the purpose of this study
which is to integrate different data modalities and obtain the inter-modality
information, DNN is a suitable tool to reach the abstract representation within
each modality and then combine them to achieve a comprehensive result.

Previously, deep learning based architectures have been applied to join dif-
ferent modalities. Liang et al. [8] applied used a deep belief network for unsu-
pervised clustering. Sun et al. [9] applied an ensemble learning and integrated
the result of different networks for each modality. However, to our best knowl-
edge, there has not been a supervised learning model that does the training part
using the whole network from the input to the output. Even in the cases that the
integration takes place in the middle stage, first, each modality is pretrained indi-
vidually and then more layers are added on top of the trained modality-specific
layers to finalize the classification task [10]. On the contrary, our Multimodal
Deep Neural Network (MDNN) integrates the inter-modality information while
training the parameters of the model.

Using a concise notation, the values of the nodes in each layer can be calcu-
lated by the nodes in the previous layer:

h(i) = σ(W (i)
mj

× h(i−1)
mj

+ b(i)mj
) (1)

where W
(i)
mj is the weight matrix between ith and (i− 1)th hidden layer, σ is the

ReLU activation function, and b
(i)
mj is the bias for ith hidden layer for modality

mj .
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In our model, the fusion layer is calculated by joining the last modality-
specific hidden layers:

h(f) = σ(W (f)
m1

× h(f−1)
m1

+ W (f)
m2

× h(f−1)
m2

+ W (f)
m3

× h(f−1)
m3

+ b(f)) (2)

Consecutively, the output layer that is counted as predicted labels by our
model is computed as below:

output = σ′(W (o) × h(f) + b(o)) (3)

where W (o) is the weight matrix between output layer and fusion layer, σ′ is the
Sigmoid activation function, and b(o) is the bias for the output layer.

Fig. 1. An illustration of our integrative multimodal deep architecture

Table 1. Summary of the parameters of our model

# of hidden layers per modality 4

# of shared layers 1

# of hidden nodes per modality [1000, 500, 500, 100]

# of hidden nodes in the shared layer 200

# of classes 2

Batch size 128

train\test split 0.2

train\validation split 0.2

Loss function Binary crossentropy

Optimizer Adadelta with initial lr = 0.1

# of epochs 100

Output layer activation function Sigmoid

Other layers activation function ReLU



282 F. Khoshghalbvash and J. X. Gao

We build a network containing four modality-specific hidden layers for each
modality with 1000, 500, 500, and 100 nodes, one fusion layer with 200 nodes (A
schematic illustration is shown in Fig. 1). The detailed parameters of our model
are described in Table 1.

3 Data

In this study, we use three different modalities of METABRIC breast cancer
dataset for 1980 that was preprocessed by Sun et al. [9] and categorized into two
groups of short-term (491 patients that survived less than 5 years) and long-term
(1489 patients that survived more than 5 years).

Moreover, in order to diminish the dimensionality prior to learning a model,
Sun et al. [9] applied mRMR [11] on Clinical (Cli), Gene Expression (GE), and
Copy Number Alternation (CNA) to reduce the number of original features.
The final dataset which has been used in this paper consists of 25 features
for clinical data such as age at diagnosis, size, histological type, menopausal
status inferred, lymph nodes positive, stage, and mutation status, 400 features
for gene expression, and 200 features for CNA. Furthermore, we normalize all of
the features in these three modalities by min-max normalization and set them
between 0 and 1.

4 Result

To comprehensively evaluate the performance of our model, a stratified fivefold
cross-validation was applied to the aforementioned data set which left us with 396
test samples within each iteration. Following that, each training fold is divided
into two groups of train (%80) and validation (%20) data.

We compare the performance of MDNN with three long-established methods:
Support Vector Machines (SVM), Random Forest (RF), and Logistic Regression
(LR) by calculating accuracy, precision, and recall for each model. Since the last
three methods do not fulfill multimodal learning, the scores are computed for
each individual modality separately.

As expected, among these four learning models, MDNN outperforms the
other three as it captures the shared representations between different modalities
(Table 2). Moreover, Fig. 2 illustrates the ROC curves for different methods using

Table 2. Comparison of Accuracy, Precision, Recall, and F1-Score by different methods

MDNN SVM RF LR SVM RF LR SVM RF LR

CNA CNA CNA GE GE GE Cli Cli Cli

Accuracy 0.83 0.76 0.75 0.75 0.79 0.75 0.80 0.81 0.80 0.80

Precision 0.83 0.72 0.66 0.70 0.78 0.57 0.78 0.80 0.79 0.79

Recall 0.83 0.76 0.75 0.75 0.79 0.75 0.80 0.81 0.80 0.81
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(a) MDNN vs. SVM, RF, LR for clinical data

(b) MDNN vs. SVM, RF, LR for CNA data

(c) MDNN vs. SVM, RF, LR for GE data

Fig. 2. The ROC curves of MDNN, SVM, RF, LR
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different inputs. While the AUC value for MDNN is 0.904, it is much lower for
other single-modal learning methods.

It may seem that using SVM for clinical data will lead to a significant result.
However, if we further scrutinize the performance of these models, Table 3 indi-
cates that MDNN best copes with unbalanced data as opposed to SVM, RF,
and LR which mostly intend to vote for the group with the higher population.

Table 3. Comparison of number of samples of each class in the original test data and
predicted labels by different methods

Original MDNN SVM RF LR SVM RF LR SVM RF LR

CNA CNA CNA GE GE GE Cli Cli Cli

Long-term

patients

298 302 385 395 367 330 396 329 348 370 328

Short-term

patients 98 94 11 1 29 66 0 67 48 26 68

5 Discussions and Conclusions

In order to integrate the latent information in distinct data modalities and
exploit the shared representation for classifying breast cancer patients into two
groups of short-term and long-term based on their survival rate, this paper
proposes a discriminative multimodal deep architecture. This deep architecture
transforms each input modality to an abstract representation which is suitable
for integration. As opposed to previous work in which the learning of each modal-
ity was done individually, and the integration took place at a late stage, the
proposed architecture learns the parameters of the whole model simultaneously.

It has been demonstrated that compared to other methods, the aforemen-
tioned approach overcomes three state-of-the-art methods (SVM, RF, and LR)
according to the average accuracy, precision, and recall scores resulting from
fivefold cross-validation. Moreover, by taking the performance of each model
under scrutiny, it can be concluded that the proposed method can also cope
with unbalanced data while the other three fails to do so.

For furture work, we would like to apply multimodal learning to categorize
unlabeled data or utilize a semi-supervised approach and build a hybrid discrim-
inative/generative model.
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Abstract. Deep Neural Network-based methods have recently shown an
outstanding performance on object detection tasks in 2D scenarios. But
many tasks in real world requires object detection in 3D space. In order
to narrow this gap, we investigate the task of detection and localization
in 3D human body in this paper, and propose a multi-view-based deep
learning approach to solve this issue. The experiments show that the
proposed approach can effectively detect and locate specific stuff in 3D
human body with high accuracy.

Keywords: Multi-view convolution neural network ·
3D object detection · Airport security

1 Introduction

Nowadays, airport security is an indispensable requirement for safe travel, which
consumes a great number of manpower, forces the passengers to wait in the
long lines and waste time. Quickly and accurately detecting suspicious stuff
camouflaged in human body or luggage via machine learning algorithm is one
promising solution.

During the past two decades, most countries have attached great importance
to the security of transport infrastructure. Scanner machines with new technol-
ogy and programs are invented to enforce protection in the airports. According
to the reports of Transportation Security Administration (TSA), tens of thou-
sands of High- Definition Advanced Image Technology (HD-AIT) system had
been deployed in USA airports [1], which can generate 3D millimeter wave scan
data of about 2 gb per person. In the practical applications in airports, we have
to predict whether any suspicious stuff is present in the human body and which
part of the human body contains them. This problem can be solved as a multi-
label binary classification task, while the difficulty with this problem is taking
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Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
https://doi.org/10.1007/978-981-13-6508-9_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_36&domain=pdf
https://doi.org/10.1007/978-981-13-6508-9_36


A Multi-view Deep Learning for Detecting Threats on 3D Human Body 287

such high-dimensional data as input. For 3D model, the dimension of input data
is almost three or four orders of magnitude more than the 2D image data, posing
great challenges to design the algorithm.

The convolution neural network (CNN) could efficiently classify 2D image
data because it is locally connected with weight sharing structure and highly
nonlinear model function [2]. But when it comes to 3D data with much higher
dimension, we need to take more consideration. In 3D scenario, the classification
task has been investigated by a number of works [3–5]. The state-of-the-art
method MV-CNN [3] applies the multi-view strategy, which reduces the input
dimension by taking multiple 2D views of 3D model as input. But when we
applying the MV-CNN to the passenger screening task, we find that the network
is confused by the high-dimensional 3D data because the stuff we want to detect
only takes a small part in 3D image. So, we resort to efficient detection methods
in 3D scenario.

For object detection and localization in 2D scenarios, He Kaiming et al. has
proposed Faster R-CNN algorithm [8], which has been used extensively and
investigated by various research papers [8–10]. But there is little research in the
field of object detection and localization in 3D scenarios.

For the above reasons, in this paper, we propose a network architecture that
can detect and locate suspicious stuff in 3D human body, which adopts the multi-
view strategy in MV-CNN [3] as well. We incorporate the detection strategy to
the network to make it capable of detection and localization in 3D space. Further,
in order to train this network, we split the network into two stages. In the first
stage, a pretrained deep CNN is used to extract score maps from images by
different views of 3D human body, predicting score maps at each view, which only
contain the position information of suspicious stuff. Then in the second stage,
we aggregate those maps into a single feature and use a regularized Multilayer
Perceptron (MLP) network for detection. This two-stage architecture ensure that
only the interested objects are detected by the network. The contributions of this
paper are as follows:

1. First, we describe a two-stage approach that allows the network to perform
detection in 3D space.

2. Second, we validate our approach on the Passenger Screening Dataset, and
the result shows that the proposed approach can efficiently detect and locate
suspicious stuff in 3D human body.

The rest of this paper is organized as follows: In the Sect. 2, we provide the
related research work. Section 3 describes the proposed approach in detail. In
Sects. 4 and 5 we provide the experiment results and conclusion of this paper.

2 Previous Work and Literature

Our method is related to prior work on image-based CNNs and object detection
methods. Next, we discuss representative work in these areas.
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2.1 Convolution Neural Networks

Our work has employed the convolution neural networks, which have recently
enjoyed a great success in large-scale image and video recognition. In particular,
CNNs have been used as a general-purpose image feature extractors for lots of
tasks, such as object classification, object detection and semantic segmentation
[2,11,12,15]. Without handcrafted features, CNN is easy to train with backprop-
agation algorithm. The Resnet [11] network and VGG [12] network structure is
now the most popular CNN structures in image classification task. We choose
the VGG16 network and Resnet-101 network as the base network because they
offer a balance between computation and network generalization capability.

2.2 Deep Network for Object Detection

With the development in both architecture and train methods of deep CNNs,
object detectors like OverFeat [13] and R-CNN [6] showed dramatic improve-
ments in accuracy compared with traditional methods. OverFeat simply applying
CNN as a sliding window function on an image pyramid. and R-CNN introduced
a region proposal-based strategy, where only the interested regions can be kept
and scale-normalized before classifying with a CNN, which greatly improved
compute efficiency. the recent proposed Fast R-CNN [7] and Faster R-CNN [8]
methods achieved more accurate result and compute efficiency, In Faster R-CNN,
the selective search of interested region is altered to a region proposal network,
in which a objectness score map was generated by adding an extra convolutional
layer to the base network and the region proposal box was generated by this score
map. In this research, we adopt this score map to help us locate the suspicious
stuff in image.

2.3 View-Based 3D Shape Recognition

There has been existing work on recognizing 3D shape with CNNs, some methods
resort to CNNs to extract features from multiple 2D representations [3,4], for
there are a number of advantages of using 2D representation. One main reason
is the trade-off between resolution and compute efficiency [3], for example, a 16
× 16 × 16 grid of 3D voxels input shares the same input size with a more refined
64 × 64 2D image input, so the multi-view CNN can capture more details. In
addition, there are many other ideas. Charles R.Qi et al. proposed the PointNet
to directly process the original point cloud data and classify the model data using
an RNN-like network [5]. The slice-based CNN method proposed by F.Gomez-
Donoso takes slices of the 3D models as the CNN input, which alleviates the
resolution trade-off [14]. In this research, we adopt the multi-view-based 3D
shape descriptor and process each view of the models individually.

3 The Proposed Approach

In this section, we present the approach of this paper. In order to predict which
part of the body contains suspicious stuff, we propose a two-stage algorithm. In
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the first stage, a pretrained deep CNN is used to extract score maps from images
by different views of 3D human body, predicting objectness score maps at each
view. Then in the second stage, we aggregate those maps into a single feature
and use a regularized MLP network for detection. The complete architecture is
depicted in Fig. 1.

Fig. 1. The proposed two stage approach for object detection in 3D images.

3.1 Predict Score Map

We employ the VGG16 [12] network and Resnet-101 [11] network as the base
network to predict a score map from each image input, which is in lower reso-
lution than the input image. As in the original Faster R-CNN [8], the top fully
connected layer in base network are removed, then RPN network is concate-
nated behind the lase convolution layer, in which the score map prediction and
bounding box regression are performed. In this task, we are not interested in the
exact position of the suspicious stuff, so we remove the bounding box regression
branch in RPN network.

For training RPNs, Faster R-CNN adopted anchor-based method in which
every spatial location of score map was assigned an anchor box and classify each
anchor box to positive or negative based on their overlap with ground truth box.
But actually in the experiments, we find this method is inclined to produce false
alarm. In this scene, we utilize CNN as probability regression function with the
regression target of each position is defined as

p(p|G) = max
gi∈G

{
1 − (xp−cxi

wi
)2(yp−cyi

hi
)2, if p in gi

0, otherwise
(1)
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Fig. 2. In the first stage, we employ a single network to predict the score map of each
view of images. we append a 1 × 1 convolution layer to base network, and a sigmoid
activation layer to clamp the output value within (0, 1).

Here, G is the set of ground truth boxes and gi is the i-th ground truth box.
xp and yp is the pixel position in score map w.r.t the input image. In the train
phase, we apply the Mean Square Error (MSE) loss and Adam optimizer with
learning rate of 10−4 at initial. The scheme of this stage is depicted in Fig. 2.

3.2 Detect with Multi-view Representations

In the first stage, the score maps contain the position information of suspi-
cious stuff in multi-view representations, we claim that those information is rich
enough for us to locate the suspicious stuff in human body. In the second stage,
we take score maps generated from multi-view representation of a single sample
as input, and introduce a MLP network with softmax activation to produce the
probabilities of each body zones. In experiments, we introduce lasso regulations
to reduce overfitting. So the target loss function is defined as

L(x, l) =
1

NM

N∑
i=1

M∑
z=1

[
lzi log fz(xi, ω) + (1 − lzi ) log(1 − fz(xi, ω))

]
+ λ‖ω‖2 (2)

where lzi denotes the label of the z-th zone in i-th sample, f is the MLP function
while ω denotes the weight parameters, and λ is the weight of optional lasso
penalty.

4 Experiments

In this section, we provide the training details of our models, results achieved
on the split validation set, and test set result in the leaderboard.
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4.1 Dataset

The Passenger Screening dataset used in this research comes from Kag-
gle competition at https://www.kaggle.com/c/passenger-screening-algorithm-
challenge, This dataset contains thousands of body scans acquired by the HD-
AIT system. The competition task is to predict the probability that a given
body zone (out of 17 total body zones) has suspicious stuff present. For how
much views are needed for efficient detection, we select 16 views as the same
as in MV-CNN [3] which can balance between detection accuracy and compute
efficiency. So, we rendered each human body models in 16 different views which
are equally spaced around the model in advance. Figure 3a shows the rendered
images of a human body and Fig. 3b shows the partition of body zones.

Since we only knew which part of body hiding suspicious stuff, the exact
position of them is difficult to calculate based on the labels in the dataset. The
stuff may be occluded by the human body in some views. In order to guide
the algorithm to predict probabilities based on the suspicious stuff it finds, and
prevent the algorithm from overfitting to the background, we hand labeled the
position of suspicious stuff in the train image set, which takes 80% of the total
dataset and the validate set takes the rest 20%. The position of each suspicious
stuff is annotated as a box with four scalars gi = (cxi,cyi,wi,hi) which mark the
center and size of the box.

(a) (b)

Fig. 3. Overview of passenger screening dataset. a A 3D sample from passenger screen-
ing dataset, which rendered in different views in 16 directions. b 17 different zones of
human body.

https://www.kaggle.com/c/passenger-screening-algorithm-challenge
https://www.kaggle.com/c/passenger-screening-algorithm-challenge
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4.2 Training and Implementation

We training the two networks of different stages sequentially. In stage one, we
construct VGG16 and Resnet-101 network and initialize them with ImageNet
[2] pretrained weights. In order to make the model more robust to various object
size, we apply random scaling, cropping and flipping to the input image, and
resize the images to the fix size of 400 × 224 in both training and testing. After
training the network, we fixed the network parameters and stacked an MLP
classification network on it as described before. Then we optimized the target
function in Eq. 2 until it converged.

We use Tensorflow as the deep learning framework, The models are trained
on a single NVIDIA GTX1070 GPU within 12 h.

Fig. 4. The training and evaluating loss in different time of training progress and
different penalty weight λ.

4.3 Results

Validation Data. We validate our method using randomly split dataset for
validation, which takes 20% of the total dataset. While training stage one, we
save the model parameters after training 20, 40, 60, and 80 epochs, and we
train stage two with those four parameters and different regulation parameter λ.
The train error and validate error with respect to λ is depicted in Fig. 4, which
indicates the network of stage one starts to overfit after training 40 epochs. It
also shows that the MLP detection stage needs moderate regulation to reduce
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overfitting. In the end, we choose network parameters in 40th epoch and λ =
0.0001 as the final model. The result is shown in Table 1, where we compare the
result of using VGG16 or Resnet-101 as base network in stage one and the result
of using weight regulation or not in stage two. In all experiments, we use 0.5 as
positive threshold for calculating accuracy.

From Table 1, we find the model with Resnet-101 network and regulation
achieves the best performance, where the model with VGG16 network is slightly
worse. From this table, we can conclude that our approach can efficiently detect
and locate the suspicious stuff in 3D human body.

Table 1. Results on validation data set

Method Validate loss Accuracy

VGG16 0.220093 96.7263%

Resnet-101 0.179851 97.0844%

VGG16 + regulation 0.110845 97.4005%

Resnet-101 + regulation 0.086878 97.9028%

Test Data. In order to test our model in the practical application scenario, we
applied our model to the test dataset which contains 2,000 new samples collected
from the real world and uploaded the prediction result to kaggle server, and the
result from kaggle website is listed in Table 2. The test loss is sightly larger than
validate loss, which demonstrated the effectiveness of our model.

Table 2. Results on test data set

Method Validate loss

VGG16 + regulation 0.166223

Resnet-101 + regulation 0.145261

5 Conclusion

We propose a two-stage approach based on multi-view convolution neural net-
work to detect and locate object in 3D images, and we apply our approach to
detect suspicious stuff in 3D human scan images from airport security scanner.
The experiments demonstrated the proposed approach can efficiently detect and
locate suspicious stuff in human body scans. Furture work includes generalize
this approach to different 3D images and various targets.
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Abstract. Deep neural networks have present state-of-the-art results in many
different machine learning tasks. In the traditional machine learning task, we
train models on the formerly prepared dataset. However, in the real-world
scenarios, training data are always collected in an incremental manner, in which
new samples and new classes will be added to the training data gradually. Since
the traditional training method with stochastic gradient descent will suffer from
catastrophic forgetting problem when training on the new data set, in this paper,
we proposed a new scheme to train deep neural networks incrementally. We first
train the deep model on the original dataset with a weight-pruning manner, then
on the newly added training data, we train the former pruned weights while
remaining the former trained core-part weights unchanged. Experiments on
MNIST demonstrated that our method is efficient and can even get better per-
formance than training from scratch on the whole dataset in the traditional
manner.

Keywords: Deep neural network � Catastrophic forgetting � Weight pruning �
Incremental scheme

1 Introduction

In recent years, deep neural networks have shown strong ability to learn abstract
features automatically from raw data, and have dramatically improved the state of the
art in many machine learning tasks such as image classification [1], object detection
[2], speech recognition [3], natural language processing [4], and so on. These successes
benefit from the multilayer architecture of deep neural networks, which is similar to the
architecture of neural systems including optical nerves in the human visual system [5].

Most of the works on deep learning in the former literature consider the problem
with a specific and complete training dataset, i.e., all of the training samples with
assigned classes and associated labels are available before we start training. A variety
of deep models with well-designed network architecture have presented excellent
performance under such problem setting [6–8]. However, in the real-world scenarios,
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since its a cumbersome work to sort out and annotated the training data manually,
classes and their associated labeled data are always collected in an incremental manner.
This suggests a totally different manner of training deep neural networks as illustrated
in Fig. 1. Take the multiclass classification problems for instance, new classes may be
added to the original classification problem during training. In these cases, the deep
neural network needs to be further trained on the new data while still containing much
of the knowledge it has learned from the old data.

Unfortunately, directly training the existing neural network on the new labeled data
may results in a total disaster [9] indicates that when directly retrained the deep neural
network on new data, it would raise “catastrophic forgetting” problem, which refers
that the existing features learned from earlier data will be destroyed while retraining on
the new data. After a few training epochs, almost all the previous knowledge will be
disappeared. This can be interpreted by the cascaded architecture of deep model, a
slight change on the parameters in the former layer can be amplified through the
following layers.

On account of the former mentioned technical challenges, there has been a rela-
tively little study on putting learning in such a dynamic and evolving context [10]
proposed a creative algorithm that grows a deep convolutional neural network incre-
mentally. It utilizes the kernel characteristic of the deep convolutional neural network
and organizes the network in a hierarchically way. However, this method can be
difficult to extend to apply to other architecture types of deep neural networks. In this
paper, we considered the more general feedforward deep neural network and proposed
a new method to train deep neural networks incrementally.

Our works are partially motivated by the recent works on model compression.
A serious of works on model compression [11–13] have demonstrated that a large
amount of weights in deep neural networks are redundancy and the models with a
smaller number of parameters could perform as good as the complex model with much
more parameters. Some parameter reduction methods have been proposed, one of the
most succinct is to find the weakly connected weights and pruned them iteratively
during training. In our method, instead of pruning the weakly connected weights,

Deep model Retraining modelTraining data

Data with new
classes

Fig. 1. Training deep neural networks in an incremental manner
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we divide the deep neural network into two parts: the core part that contains the
important weights and the edge part that contains the unimportant weights. While the
data with new classes involved, we retrain the edge part of the model while keeping the
core part weights unchanged. In this way, the model could learn features of the new
data before the most important part of the learned features are completely destroyed.
The experiment results on MNIST dataset show that our method can overcome the
catastrophic forgetting problem and address the incremental learning for deep neural
networks effectively.

The rest of this paper is organized as follows: in Sect. 2, we introduce the fun-
damental of the deep neural network and the model compression method which
motivated our works. The details of our method are described in Sect. 3. And the
experiments have been conducted to demonstrate the effectiveness of our method in
Sect. 4. We conclude our work in Sect. 5.

2 Background

2.1 Deep Neural Network

Deep neural networks are generally cascaded by linear weighted summation layer and
nonlinear activation functions alternately, followed by a classification layer at the end.
The outputs of the last layer were feed into the next. Each layer can transform the
feature in the last layer to a more abstract level. Through training on the dataset, the
deep model can learn features which are beneficial for solving the specific tasks
automatically.

In the model, each layer consists of several neural units. Let ‘ denotes the current
layer, then the relationship between the outputs and the inputs can be formulized as

x‘ ¼ f ðu‘Þ;with u‘ ¼ W � x‘�1 þ b ð2:1Þ

where x‘ denotes the output vector of the current layer. x‘�1 denotes the input vector to
the current layer, which is simultaneously the output of the last layer. W is the weight
matrix, and b is a scalar bias term. f ð�Þ denotes an element-wise nonlinearity activation
function which can be chosen as rectifier linear max(�, 0), or sigmoid function.

Let X and Y denote the input and output matrix of the model, then the overall
calculation of the whole model can be formalized as

Y ¼ f ðh; xÞ ð2:2Þ

where h denotes the ensemble of the parameters W and b. For a specific task, Y should
be matching to the target vector y, and the gap between them can be measured by a loss
function EðY ; yÞ, such as Euclidean distance or cross-entropy loss. The learning process
can be formalized as the minimization of the loss function. Parameters should be
adjusted to fit the training data and get less training error as well as generalization error
on the test data.
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Since the loss function is complicated and non-convex with millions of parameters.
We cannot solve the optimization problem analytically. The optimization of the
parameters is generally executed iteratively through stochastic gradient descent.

2.2 Training with Model Compression

Though the recent deep neural networks have present the state-of-the-art results in
many machine learning tasks, these models with millions of parameters made it difficult
for training and the real-world implementation. A smaller model may have the
advantage of faster training and less storage. Recently, several works focus on the
model complexity reduction problem [11–13], these works demonstrated that for most
of the widely used model architecture, the large amount of weights are not all neces-
sary. They believe that the models with a smaller number of parameters could perform
as good as the complex model with much more parameters. Some parameter reduction
methods have been proposed to simplify the model while preserving the performance
[11] presented a parameter pruning method with weight norm regularization and weight
pruning. The training steps are illustrated in Fig. 2. They remove all connections after
an initial training phase, then retrain the sparse network so the remaining connections
can compensate for the connections that have been removed. The phases of pruning
and retraining may be repeated iteratively to further reduce network complexity. This
training method can improve the energy efficiency and storage of neural networks
without affecting accuracy by finding the right connections. In this paper, we utilize a
similar training process in our first phase of training on the original task.

3 Methods

We sequentially train our model on the original task and the incremental task. There are
additional training data which belong to new classes in the incremental task. For the
original task, we train our deep neural networks on a similar process with the pruning
method introduced in Sect. 2. After the parameter update with each mini-batch of
training data, we find out the low-weight connections with weights below a threshold.
Once a connection is continuously marked as low weight for a critical time, we identify
the connection as weakly connected and prune it in the following training process, i.e.,
set the value of the weight to zero in the feedforward propagation and set the gradient
to zero in the backward propagation. The prune operation should proceeded all the way
with the training process until the performance on the valid set stops improving.

Fig. 2. Training steps with weight pruning
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Through the first phase of training, we get a sparse connected deep neural network
with the proper amount of parameters. The redundant weights were pruned and the
remaining weights were trained sufficiently on the currently given dataset. We denote
the remaining weights as a core part of the neural network and the pruned weights as
edge parts. For the new involved data of new classes, in order to contain the well-
learned features through training on the early dataset as more as possible, we retrain the
former pruned weights and keep the core part of the model unchanged. So new features
can be learned to adapt the newly involved data while the former learned knowledge is
destroyed in a tiny degree. The training process is shown in Table 1.

To accelerate the pruning process, we adopt the L2 regularization in the pruning
phase. Since L2 regularization can penalize large parameters, and push the weights to
be weak connections. Apart from the hyper-parameters on the traditional neural net-
works, like momentum rate, L2 rate and so on we have two new parameters: threshold
value and critical time for the identifying of the weak connections. All the hyper-
parameters needs to be tuned on the valid set to get the best performance.

The threshold values can seriously impact the amount of pruned connections when
the prune operation was first processed. If they are set to be too large, a huge amount of
weights will be pruned after the first prune process, while much of them are still around
the initial values and have not been fully trained. Since our prune operation is irre-
versible, it can get a bad connected architecture. And if the threshold values are set to
be too small, the effect of pruning the redundancy connection will be weakened. So we
should tune the threshold values properly on account of the mean value of the weights
for each layer and the ultimate sparseness we want to achieve.

Table 1. Training processes of our method

Train model on the original task
Step 1: the follow steps are processed iteratively to prune the weak

connections
(a) select a stochastic mini-batch from the training data set
(b) calculate the gradients of the weights and biases by

backpropagation
(c) update the weights and biases with a proper learning rate
(d) identify the weak connections and prune them until the

desired sparseness being achieved
Step 2: train the pruned model with the conventional SGD method
Train model on the new added task

(a) assigned the former pruned weights as edge-part of the
model and the remaining weights as core-part of the model

(b) train the edge-part of the deep neural network with the new
added training data while remaining the core-part
unchanged
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4 Experiments

We test our method on deep neural networks for classification problem on the MNIST
data set. The MNIST data set consists of 28 � 28 pixel handwritten digit images of 0–9.
The task is to classify the images into 10 digit classes. There are 60,000 examples in the
training set and 10,000 in the test set. We select 10,000 examples from the training set
for validating, which can help us find the optimal hyper-parameters (learning rate,
threshold values for pruning and L2 parameter in our experiments). Some examples of
the data set are shown in Fig. 3. Our deep models have the input layer of 784 dimensions
and we employ the z-score operation before they are fed into the input layer.

4.1 Analysis of Catastrophic Forgetting

First, we demonstrate that our proposed method can overcome the catastrophic for-
getting problem when training on the new data. We divided the whole training set into
two parts: the samples with label 0–4 as the original part and the samples with 5–9 as
the newly added part. For the original part, we train the deep neural network with
weight-pruning method described above. The pruned weights were assigned as edge
part of the model and remaining weights were assigned as the core part of the model.
Then for the newly added part data, we train the edge part of the model while keeping
the core part of the model unchanged. We also compared with the traditional manner
which to retrain the model straightly, i.e., the former model was used to initialize the
parameters. The contrast experiments were implemented for deep neural networks with
different hidden layers, each with 512 units. Table 2 shows the test error rate for
retraining with the two different manners, respectively. We can see that if we retrain the
model straightly, the test error rate can get better on the new data, however, the test
error on the original data fall extremely. With our proposed method, we get a com-
parative test error on the new data, while the test error on the original data is about 10%
suppress the former manner. It demonstrates that our method can overcome the
“catastrophic forgetting” problem to some extent.

Fig. 3. Some examples in the MNIST dataset
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4.2 Incrementally Training on the Whole Dataset

In the section, we will demonstrate that our method of incrementally learning can get
better performance than the traditional training manner of training on the whole dataset
straightly. For the incremental learning process, we first train the model on the samples
with labels 0–4 with the weight-pruning manner. Then we train the edge part of the
model on the whole dataset. As a comparison, we compare our method with the
traditional method of training on the whole dataset from scratch. Table 3 shows the test
error on deep neural networks with 3–5 hidden layers, each with 512 neural units. It’s
obvious that our method can suppress the traditional training method slightly. How-
ever, our incremental training manner is more accord with the real-world scenario.

5 Conclusion

In this paper, we present a new scheme to train deep neural networks which is similar to
the learning process of human beings in the real-world scenario. We first train the deep
neural network with weight pruning on the existing dataset and the pruned weak
connections will be denoted as edge-part of the model. When new samples and new
classes of data are added to the training data, we train the edge-part of the model while
remaining the core-part unchanged. In this manner, we can adjust the model to fit the
new samples while avoiding loss knowledge we have already learned. The experiments
results demonstrate that our proposed method can defeat the catastrophic forgetting
problem to some extent and the incrementally training manner can even get better
performance than the traditional manner of training on the whole dataset straightly.

Table 2. Analysis for catastrophic forgetting on deep neural networks with different hidden
layers

Hidden
layer

Test error on the
original data

Retraining straightly Retraining with the
proposed method

Original
data

New
data

Original
data

New
data

512 * 3 0.66 62.4 1.33 52.1 1.45
512 * 4 0.64 62.5 1.39 47.8 1.41
512 * 5 1.70 63.8 1.33 50.6 1.45

Table 3. Test error for incrementally training versus training from the
scratch

Hidden
layer

Incrementally training with the
proposed method

Training from
the scratch

512 * 3 1.56 1.81
512 * 4 1.61 1.97
512 * 5 1.70 1.93
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Abstract. The Doppler spectrums of radar echoes of targets can reflect the
change of the instantaneous velocity of targets. Therefore, it can be used for
analyzing the motion state of the target and classifying them. Besides, deep
learning is widely used in the classification of images. This paper proposes a
deep learning based method of classifying targets in sea clutter. First, we
introduce the motion model of targets and analyze their Doppler spectrum, based
on which, we stimulate the time–frequency images of targets’ radar echoes.
Since clutters in echoes usually obey Weibull distribution, we add Weibull
clutter (Mezache and Soltani) to a novel threshold optimization technique for
far-away detection in Weibull clutter using fuzzy neural networks, 2007, [1]) to
the echo signals. Then we classify targets with different networks using
NVIDIA DIGITS, based on the images and analyze the results of classification.

Keywords: Doppler spectrum � Weibull clutter � Target classification � Deep
learning

1 Introduction

Target detection in clutter has great application value in both military and civilian fields.
In recent years, the use of the micro-Doppler theory in target detection has gradually
gained people’s attention. Micro-Doppler reflects the changing of Doppler, and the
geometric structure of the target and the integrated modulation characteristics of the fine
motion of the radar echo are reflected in the micro-motion characteristics of the target.
Therefore, it provides a new approach for radar target detection and feature extraction
[2]. Since the Doppler spectrum of echoes of targets, such as ships, are the results of their
translation and micro-motion, we can detect and classify different targets by modeling
their motion and analyzing their echoes’ Doppler spectrum. Besides, deep learning
theory is also widely used in the field of radar, such as gesture detection and classifi-
cation, UAV target detection and autopilot. The main techniques include clutter sup-
pression, clutter estimation CFAR detection, and so on. Among all the networks, CNN
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is one of the most widely used one, which effective in feature extraction. Since the
difference between targets can be reflected on their radar echo signals and deep learning
is effective in classification, we can classify targets with deep learning methods.

In this paper, we introduce the motion model of the target and stimulate time–
frequency images of echoes based on the model. Then we classify targets using deep
learning method, including 3 different networks, and analyze the results.

2 Motion Model of Targets

In this part, we introduce two kinds of motion models, both of which are the focus on
the variety of instantaneous distance between target and radar [3].

2.1 Radar Echo Model of Nonuniform Translational Target

Take marine target as an instance, radar and target are in the same horizontal plane
approximately when the observation distance is long or the height of radar is low. And
we assume there is no migration of target echo in a short time. Then we construct the
following model.

The model consists of a target-fixed coordinate system Cref ¼ X; Y ; Zð Þ, coordinate
system of target motion Cmov ¼ x; y; zð Þ, and RLOS coordinate system Crlos ¼ q; r; hð Þ.
In the target-fixed coordinate system Cref ¼ X; Y ; Zð Þ, the origin is set at the centroid of
the hull and the distance between the origin and the radar is constant. In the coordinate
system of target motion, the origin in the set at the centroid of the hull and axis ox, the
vertical axis, is parallel to the roll axis, pointing to the bow. The axis oy, the horizontal
axis, is parallel to the pitch axis, pointing to the port side. The axis oz, the altitude,
points directly above the target. The axis ox, oy and oz are set as the roll axis, pitch axis
and the yaw axis of the target. The coordinate x; y; zð Þ means the relative position of the
observation point and the centroid. In the RLOS coordinate system, the line of sight is
on the XOY plane. The axis h is perpendicular to axis r, and axis q meet the right-hand
rule.

In order to meet the demand for remote detection and high resolution, radar
emission LFM signal is used.

When the target moves toward radar, we only observe the radial velocity compo-
nent. The distance is a polynomial of time, and it can be rewritten in Taylor series form,
preserving only first four monomials.

rs tmð Þ ¼ r0 � v0tm � ast
2
m=2� as2t

3=6 ð2:1Þ
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In the formula, v0 is the initial speed, and as is the. Parameter as2 is the rate of
change of acceleration. After modulation and pulse compression, the output of the echo
signal is

sPC t; tmð Þ ¼ Arsinc B t � sð Þ½ � exp �j2pfcsð Þ ð2:2Þ

Ar is the amplitude of signal, replace s with 2rs tmð Þ=c, and calculate the derivative
of time for the phase.

ft ¼ � 2
k

d r0 � v0tm � ast2m
2 � as2t3

6

� �

dtm
¼ 2

k
v0 þ astm þ as2t

2=2
� � ð2:3Þ

Parameter k is the wavelength of transmitting signal. The formula above shows that
after modulation and pulse compression, the echo signal is a function of velocity,
acceleration and the rate of change of acceleration, and can be seen as an LFM signal.

2.2 Radar Echo Model of Three-Axis Rotation Target

We still take marine target as an example and assume that radar and target are in the
same horizontal plane and the motion of target includes pitching, rolling and yawing.
Then the rotation can be described as the rotation matrix Rz�y�x:

Rz�y�x ¼ R hxð ÞR hy
� �

R hzð Þ ¼
a11 a12 a13
a21 a22 a23
a31 a32 a33

2
4

3
5 ð2:4Þ

The R hxð Þ, R hy
� �

, R hzð Þ [3] are the matrix of rolling, yawing and pitching,
respectively. And hx, hy, hz are corresponding rotation angles.

In order to get the movement state of the target in RLOS coordinate system, we
convert the coordinate system of target motion Cmov to that in target-fixed coordinate
system Cref using a rotation matrix Rz�y�x.

Cref ¼ Rz�y�xCmov ¼
a11xþ a12yþ a13z
a21xþ a22yþ a23z
a31xþ a32yþ a33z

2
4

3
5 ð2:5Þ

Then we convert the movement state in Cref to that in Crlos, based on the geometric
relations of ship and radar.

Crlos ,
q
r
h

2
4

3
5 ¼ R uð ÞCref ¼

cosu � sinu 0
sinu cosu 0
0 0 1

2
4

3
5

a11xþ a12yþ a13z
a21xþ a22yþ a23z
a31xþ a32yþ a33z

2
4

3
5 ð2:6Þ
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Parameter u is the angle between the line of sight and the direction of the hull axis.
Ignoring the altitude information, we can get the RLOS distance as follows.

rs tmð Þ ¼ sinu a11xþ a12yþ a13zð Þþ cosu a21xþ a22yþ a23zð Þ ð2:7Þ

Then we calculate the derivative of time for rs tmð Þ, and get the micro-Doppler
frequency caused by the rotation of target.

fr ¼ 2vr tmð Þ
k

¼ 2
k
drs tmð Þ
dtm

ð2:8Þ

The angular velocity of three kinds of rotation are: xx ¼ hx=t, xy ¼ hy=t and
xz ¼ hz=t.

3 Deep Learning Models

3.1 LeNet

Proposed by Yann LeCun and Yoshua Bengio, LeNet is a set of deep learning
framework based on image convolution, and it is applied to handwritten digit recog-
nition [4]. It consists of two convolution layers, each of which is followed by a pooling,
and two fully connected layers. LeNet is the first truly multilevel structure learning
algorithm that uses spatial relative relationships to reduce the number of parameters to
improve training performance.

3.2 AlexNet

AlexNet is a historic network frame, which is proposed in 2012. It consists of 5
convolution layers and 3 fully connected layers. Each of the first two convolution
layers consists of a sub-layer and a response normalization layer. Each layer is followed
by a ReLU operation and each of the first, second, and the fifth convolution layer is
followed by a max pooling layer. Compared with previous network frames, AlexNet
has some advantages to avoid saturation of activation function, such as using local
response normalization [5].

3.3 GoogLeNet

GoogLeNet is a deep convolutional neural network model constructed by increasing
the depth and width of the network model. GoogLeNet, consists of 22 layers with
parameters and more than 100 separated layers, uses RGB three-color channel and the
size of sensor pixel is 224 � 224. In order to prevent the gradient from disappearing,
its two losses are set at a different depth to ensure gradient the return of gradient. And
all the convolution operations are followed with a ReLU to avoid overfitting and to
accelerate the speed of convergence [6]. GoogLeNet also increase the width of the
network by using the inception unit.
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4 Experiment Designing

4.1 Simulation Data Settings

Based on the motion model above, we stimulate the echo signal and convert it to time–
frequency image with a short-time Fourier transform (STFT). In this program, we use
Hamming Window and the window is 1/4 the length of the sampled signal. We also
add Weibull clutter [1] with sixteen different values of SCRs.

Firstly, we assume that radar works in X band and the carrier frequency is 8 GHz.
The types of motion include uniformly motion, uniformly accelerated motion, rotation
[7] and nonuniformly accelerated motion. Then we set the carrier frequency to 2 GHz
(S band), and redo the simulation. The parameters are as follows (Table 1).

4.2 Model Training

We classify the time–frequency images into 5 categories based on the types of motion:
uniformly motion, uniformly accelerated motion, nonuniformly accelerated motion and
two types of rotation. Then we make data set in digits and train three models, LeNet,
AlexNet, and GoogLeNet, with following settings (Table 2) the curve of parameters as
shown in Figs. 1, 2 and 3.

Table 1. Motion data settings

Motion Motion data settings

Uniform motion vðm/sÞ: 5, 10, 15
Uniformly accelerated
motion

v0ðm/sÞ: 5, 10, 15
asðm/s2Þ: 1, 2, 4, 8, 16
v0ðm/sÞ: 5, 10, 15
asðm/s2Þ: −1, −2, −4, −8, −16

Nonuniformly
accelerated motion

v0ðm/sÞ: 50, 100, 200
asðm/s2Þ: −160, −40, −10, 10, 40, 160
as2ðm=s3Þ: −640, −320, −160, 160, 320, 640

Rotation 1 [7] �xx = 0.38 rad/s �xy = 0.16 rad/s �xz = 0.08 rad/s
Tx = 26.4 s Ty = 11.2 s Tz = 33.0 s
x = 100 m y = 20 m z = 20 m (The distance vector from centroid
of target to the scattering point)

Rotation 2 [7] �xx = 6.30 rad/s �xy = 1.01 rad/s �xz = 0.54 rad/s
Tx = 12.2 s Ty = 6.7 s Tz = 14.2 s
x = 25 m y = 7 m z = 7 m
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4.3 Model Testing

In program 1, we test three models with the same dataset, which includes the time–
frequency images of uniform motion, uniform acceleration, nonuniform acceleration
and two types of rotations. Program 2 consists of 16 independent tests. In each of the

Fig. 1. LeNet training

Fig. 2. AlexNet training

Table 2. Model data setting

Training
epochs

Snapshot
interval

Validation
interval

Solver
type

Base learning
rate

30 1 1 SGD 0.01
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tests, we use the trained GoogLeNet to classify 5 kinds of different images under a
certain SCR background.

Target Classification with Different Models

We test the three trained models with test data and the results are shown in Table 3.

Target Classification Under Different SCRs

We make another 16 datasets and each of them is stimulated with different values of
SCRs. Then we use the trained GoogLeNet to classify these datasets respectively.
Some of the results are as follows (Table 4).

Fig. 3. GoogLeNet training

Table 3. Accuracy of different models

Uniform
motion
(%)

Uniform
acceleration
(%)

Non-uniform
acceleration (%)

Rotation1
(%)

Rotation2
(%)

Duration
(s)

LeNet 61.46 93.95 95.67 91.56 90.00 487
AlexNet 81.25 98.99 83.45 86.88 75.00 509
GoogLeNet 87.50 98.99 89.59 95.63 94.69 465
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5 Conlusion

Based on the results of our tests and more detailed data, we collected during the
program, our conclusions are as follows.

Among the three models we mentioned, GoogLeNet performs best in target clas-
sification. Though the accuracy of classifying uniform motion and nonuniform accel-
eration targets is not high (under 90%), it seldom identifies translational targets as
rotations. Misses are mainly caused by confusing translational targets with different
motion parameters.

The accuracy of identifying two types of rotation is high. And deep learning based
target classification method can also be used to distinguishing similar targets, such as
different kinds of ships. The micro-motion of different ships are similar, but the
amplitude and period of their micro-motion different, which makes it possible for deep
learning networks to distinguish them based on their time–frequency images.

The accuracy of classification is influenced by the SCR of the background. Pre-
treatments, such as clutter suppression, can improve the performance of the networks.
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Abstract. In China, infrastructure constructions of the city are developed
continuously. The state of urban community safety and its capability are an
important sign of its quality and civilization. High-precision bridge deformation
detection is eagerly needed to ensure the safety of city facilities. In this paper,
BP neural network is applied for high-precision 3D modeling of point cloud data
obtained by 3D laser scanner along the Shanghai maglev train. Based on the 3D
laser scanner technology, the deformation of the maglev train’s bridge can be
usually monitored. After analyzing the experiments on monitoring the bridge
deformation of the Shanghai maglev train, a certain deformation effect when the
maglev train is passing can be monitored. So, we will get a great deal of data
from the Shanghai maglev train safety information.

Keywords: 3D laser scanning � BP neural network � Deformation monitoring

1 Introduction

With the improvement of China’s comprehensive strength and infrastructure con-
structions, the safety of urban community has drawn special attention. As one of the
countries that are greatly affected by the geological disaster, China needs to pay par-
ticular attention to the safety of infrastructures. During the operation and construction
of facilities in major cities, both natural and man-made factors will cause the urban
facilities to be deformed, posing a potential safety hazard. When the deformation
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exceeds the range that the infrastructures can withstand, it may cause disaster and
threaten people’s lives and property. In order to ensure the safe use of such facilities to
ensure the normal operation of the city, long-term and high-precision deformation
monitoring system is required [1].

Traditional deformation monitoring mainly uses Electronic Total Station, RS,
GNSS [2], and InSAR. GPS is widely applied in the field of deformation monitoring.
However, the accuracy of GPS is limited due to factors such as multipath, satellite
coverage, cycle clips, and so on [3]. The maximum data acquisition rate by using GPS
is about 10–20 Hz, which is not suitable for deformation monitoring. For accurate
monitoring, the data acquisition rate should over 100 Hz [4]. Although some supple-
mentary instruments such as accelerometers and inclination sensor [5] were used for
accuracy enhancement, the monitoring system is complex and inefficiency.

As a newly emerging technology, 3D laser scanner is widely applied to deformation
monitoring due to its characteristics such as noncontact, high efficiency, and high
precision. Compared with the traditional monitoring technology, it can quickly capture
the deformation information and establish a real and reliable model while satisfying the
deformation monitoring accuracy [6]. By using this technology, several million three-
dimensional points can be obtained in just a few minutes, which are called point cloud
data and conducive to the construction of the overall model.

In this paper, the 3D laser scanner is used to obtain the overall point cloud data of
the bridge for the Shanghai maglev train. Then, BP neural network is applied to
reconstruct the surface of the bridge for deformation detection. By analyzing the point
cloud data, a certain deformation effect when the maglev train is passing can be
observed. Thus, a great deal of data of Shanghai maglev trains safety information will
be got.

2 Technical Principal

2.1 3D Laser Scanning Technology

The rise of 3D laser scanning technology represents epoch-making progress of map-
ping technology. By using this technology, the 3D data information of the target area
can be got in a fast, precise, and contactless way. At the same time, error caused by
optics and contact can be avoided. In such a noncontact way, massive point cloud data
are obtained for large-area and high-density deformation monitoring. Based on massive
data, models for heritage buildings [7] and infrastructures can be built. By prepro-
cessing and modeling point cloud data, the deformation of the target construction can
be analyzed.

As for deformation monitoring, the most important feature is high precision.
Therefore, whether 3D laser scanner can be applied for deformation monitoring
depends on its measurement accuracy. At present, the accuracy of this technology can
reach millimeter level, which can completely replace the traditional monitoring
methods in a certain area such as the health monitoring of buildings, bridges and so on,
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thus saving a great deal of costs and get a more intuitive deformation analysis [6]. The
experiment has been done to prove that when applied 3D laser scanner to monitor the
deformation of bridge, the modeling accuracy is better than 3 mm [8]. It is acceptable
accuracy for monitoring the bridge deformation.

The working principle of the 3D laser scanner is to determine the 3D coordinates of
the target point by measuring the distance (distance observation S) and two angles
(horizontal observation a and vertical observation b) through the device carried by the
instrument. The distance is calculated based on the time that the pulse takes to travel
from the equipment to the target and then return. In addition, the instrument can judge
the pulse strength through the laser energy intensity reflected from the target points [9]
(Fig. 1).

The 3D coordinate calculation formula for the target point is as follow.

x ¼ S cos b cos a
y ¼ S cos b sin a
z ¼ S sin b

8<
: ð1Þ

2.2 BP Neural Network

BP neural network, also known as Error Back Propagation neural network, is a kind of
feedforward network based on nonlinear transform unit. It was put forward by
Rumelhart and McClelland in 1985. BP neural network realizes the nonlinear mapping
function, thus it is widely applied to reconstruct freedom surfaces [10]. Through

Fig. 1. The principle of the 3D laser scanner
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training and predicting, the cumulative weights between layers can be changed to
forecast the output data. By comparing the predicted output with the actual one, the
pros and cons of the network construction can be analyzed. When the difference
between the actual output and predict one is in the range of a preset value, the training
process has been finished. Otherwise, the network will be trained again.

BP neural network is a typical hierarchical network, which consists of input, hid-
den, and output layers [11]. All layers are connected by a full connection method. The
detailed structure is shown in the following Fig. 2.

In this paper, the BP neural network is used to reconstruct the surface of the bridge
for the Shanghai maglev train. When the freedom surface is built, the deformation of
the bridge can be monitored by comparing the models observed in different periods.
High-speed maglev train causes its bridge vibrates in the vertical direction. Thus, the
change of the Z coordinates are the parameters we interested in. X and Y coordinates of
the bridge collected by 3D laser scanner are chosen as the input values and Z coor-
dinates are the output one.

The process for the training consists of two steps. The first one is getting the
forecast output by forwarding propagation. The second one is updating the weights
between the nodes in neighbor layers by back forward propagation.

First, data should be imported into the input layer, then the hidden layer and the
predictive value is got from the output layer.

The effective function, also known as the activation functions or transfer function,
generally select the logistic function.

f xð Þ ¼ 1
1þ e�x

ð2Þ

The formulas for the process of forward propagation are as follows.

Hj ¼ f ð
X

Aij � Xi � hjÞ ð3Þ

Fig. 2. The structure of neural network
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Ok ¼ f
X

Bjk � Hj � hk
� �

ð4Þ

where f is the nonlinear effective function, h is the neuron threshold, Aij is the weight
between node i in the input layer and node j in the hidden layer and Bjk is the weight of
node j in the hidden layer and node k in the output layer.

Second, the weights between the nodes in neighbor layers are updated by back
forward propagation. The difference between the predicted result of the output layer
and the actual one is calculated. The difference is propagated back forward, thus the
error for each layer can be got. According to the error, the weights of every layer are
updated.

The performance of BP neural network is calculated by the loss function model.
Referring to Eq. (5), it calculates the difference between the network output and its
expected output after propagates through the network.

E ¼
P

ti � mið Þ2
2

ð5Þ

where ti is the expected output from node i, mi is the calculated output from node i.
The self-learning process of the BP neural network includes setting and modifying

the weights between two connected layers.

MWijðnþ 1Þ ¼ g� Ui � Oj þ a� MWij nð Þ ð6Þ

where g is a learning rate, Ui is the calculated error for the output of node i, Oj is the
calculated output for the output of node j and a is the influence of the inertial term.

3 Experimental System

3.1 Data Acquisition

Shanghai maglev train departs from Longyang road station of Shanghai Metro Line 2,
and extends eastward to Pudong International Airport with a total length of 29.863 km.
The speed of the train can reach 430 km per hour. A train departs every 15 min.

A point along the track of the Shanghai maglev train is selected for observation.
Two experiments were conducted on November 6, 2016 and March 2, 2017, respec-
tively. The experimental equipment is RIEGL VZ-1000 and the detailed information
Fig. 3 can be referred.
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The exact location of the experiment can be calculated by solving the observation
and navigation data got from Trimble BD982 antenna. The result is shown in Table 1.

3.2 Coarse Scanning

First, the appropriate measuring points should be selected. Adjusting the attitude of the
instrument to keep it horizontal and measuring the height of the instrument. Connect
the 3D laser scanner with the computer to receive measurement data. By coarse
scanning the surrounding environment, the overall point cloud data of the surrounding
environment can be got. The scanning parameters are shown in Table 2.

Fig. 3. The experiment site

Table 1. Position result

Parameter Average Standard deviation

Longitude 121.718571° 5.53773E–06
Latitude 31.179496° 5.08526E–06
Elevation 19.723061 m 1.33764
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We choose the measuring mode at 450 m (200 kHz), which means the Laser PRR
(Peak) is 300 kHz and the maximum measuring distance is 450 m. In this measuring
mode, the details of the construction can be well detected.

Through the above parameter settings, the result of the scanning is as follows
(Fig. 4).

During scanning, colorful images of the scanning scene were taken. After scanning,
the photos and point cloud data are registered and the following three-dimensional
colorful point cloud scene can be obtained [12] (Fig. 5).

By coarse scanning, the entire scanning environment can be observed, thus scan-
ning the part of the interest in the experiment. In order to observe the vibration effect of
the maglev train on the bridge, a part of the train track bridge was selected for fine
scanning.

Table 2. Coarse scanning parameters

—— Vertical Horizontal

Starting angle/degree 30.000 0.000
Finishing angle/degree 130.020 360.000
Interval/degree 0.060 0.040
The number of points/point 1668 9001
Measuring time 2′04″
Measuring mode 450 m (300 kHz)

Fig. 4. Original point cloud

Three-Dimensional Laser Scanning for the Bridge Deformation 321



3.3 Fine Scanning

Scanning parameters are shown in Table 3.

In order to make the accuracy of the obtained point cloud data meet the require-
ments, it is necessary to filter the information which has done nothing with the
deformation monitoring, such as vegetation and buildings. These redundant data can be
removed by using RiSCAN PRO software.

The colorful point cloud data obtained is shown in Fig. 6.
Through surface reconstruction, the overall deformation of the train track bridge

can be observed. Then, we can extract a section of the point cloud data from the surface
to measure the approximate vibration of the bridge. In this experiment, the BP neural
network was used for the reconstruction of the train track bridge.

Fig. 5. Point cloud after color matching

Table 3. Fine scanning parameters

—— Vertical Horizontal

Starting angle/degree 84.515 242.326
Finishing angle/degree 91.081 247.445
Interval/degree 0.060 0.012
The number of points/point 111 430
Measuring time 0′06″
Measuring mode 450 m (300 kHz)
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4 Analysis of Deformation Monitoring

After acquiring data, the deformation of the bridge when the maglev train is passing
can be analyzed. On one hand, BP neural network is applied to the 3D model recon-
struction of the bridge surface. It monitors the deformation of the bridge from a macro
view. On the other hand, the point cloud data is analyzed and a general vibration is
calculated from a micro view.

4.1 Surface Reconstruction

Use MATLAB to achieve the surface reconstruction step of the bridge.
The data collected is divided into two parts for training and prediction. Second, set

the parameters such as the hidden layer number of network, the maximum error, the
maximum number of iterations and so on. Then, weights are obtained by training to
make a prediction. If the predicted result does not meet the upper bound of error, retrain
the network. Specific training parameters are as follows (Table 4, Figs. 7, 8, 9).

Table 4. Training parameters

Iteration Time Error Gradient Check

416 0:00:1 0.002 0.000567 0

Fig. 6. Point cloud data of fine scanning
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Fig. 8. Training situation

Fig. 7. Training performance
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The surface reconstruction obtained by using BP neural network will have certain
prediction errors. The single-point prediction error is as follows:

Ei ¼ zi � z0i ð7Þ

where i ¼ 1; 2; . . . n, zi and z0i represent the elevation before and after the forecast,
respectively.

The mean square error of prediction is as Eq. (8) shows, which is as follows:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
1 þE2

2 þ � � � þE2
n

n

r
ð8Þ

Through calculation, the maximum relative error of prediction points is 0.1128%.
The mean square error is 0.0054 m. The accuracy meets the requirement of defor-
mation monitoring. It proves that by using the surface reconstruction method above
mentioned, measurements done in different situations can be compared to achieve the
purpose of monitoring the deformation.

The point cloud data of two measurements can be displayed in the same window in
RiSCAN PRO software, as shown in the figure below, to observe the change of the
data.

As the following Fig. 10 shows, the two different sizes of points represent two
different observations.

Due to the error of the rotation speed and measurement accuracy, it cannot be
guaranteed that the measured point cloud data can completely coincide when the
measured objects do not deform. However, the deviations are within a certain range. By
calculating the deviation between the corresponding points, we can observe the change
of the bridge when the train passes and no train passes. The deviation is calculated as
follows:

Mdi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � x0iÞ2 þðyi � y0iÞ2 þðzi � z0iÞ2

q
ð9Þ

Fig. 9. Training result
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where i ¼ 1; 2; . . .n, xi, x0i, yi, y
0
i, zi and z0i, respectively, represent the measured coor-

dinates of point cloud data (Table 5).

First, we measured the average error between the corresponding points of the two
experiments when no train passing. Then, we calculate the difference between the two
experiments. One of the experiments measures the point cloud of the bridge when no
train passed and another measure the point cloud when train passing by.

It can be analyzed from the above results that although the scanning of the 3D
scanner will produce a certain error, the vibration of the bridge when the train passed
by can be detected. In order to get the specific vibration, relevant data should be
extracted from the point cloud data for analyzing.

4.2 Vibration Analysis

Based on the above data analysis, point cloud data on the surface of the bridge were
extracted at the same intervals and vibration analysis was done. The scanning process is to
scan the target object from top to bottom. Then the scanner will rotate a certain angle and
scan from bottom to top in the same scanning frequency for data acquisition. Ideally, the
scanning interval time of the point cloud data in the same line will be the same, regardless
of the accuracy of the instrument rotation angle and scanning frequency.

Table 5. Contrast of the point cloud for bridge

—— Average
error/m

Average mean square
error/m

Contrast of two experiments with no train
passing

0.3976 0.2722

Contrast of two experiments with or without
train passing

0.4277 0.5678

Fig. 10. Measuring contrast
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However, due to the width of the scanned object, the scanning interval is usually
not equal to an integral multiple. Therefore, the point cloud data in an ideal situation
may have an oblique offset in the row direction.

We choose a line of point cloud data in the horizontal direction to discover the
vibration of the bridge. By analyzing these points, when there is no train passing, the
obtained point cloud data has some special fluctuations in addition to the above
inclination changes. There are various reasons for such fluctuations. For example, the
bridge itself will be distorted with the outside world, followed by the instrument and
the scanning error. However, by contrast, it can be found that when a maglev train
passes, the fluctuation of the point cloud data is larger than before.

At the same interval, the point cloud data is sampled horizontally. Using Fourier
transformed to obtain its spectrum. The comparison is as follows (Fig. 11).

As can be seen in Fig. 10, when the train passes by, the spectrum of the bridge is
more clutter than when there is no car. To a certain extent, this shows that when the
train passes, it will affect the bridge (Table 6).

It can also be seen from the above table that through the two experimental data, it is
proved that when the maglev train passes, it will have a certain deformation effect on
the bridge. At the same time, the bridge itself will have a relatively fixed low-frequency
vibration with wind or external influences.

Fig. 11. Spectrum contrast

Table 6. Vibration of bridge

Average amplitude for
experiment one

Average amplitude for
experiment two

With train passing 0.9596 0.9283
Without train
passing

0.2413 0.2712

Difference 0.7183 0.6571
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5 Conclusion

In this paper, the deformation of the Shanghai maglev train is monitored. From a macro
view, BP neural network is applied for the 3D model reconstruction of the bridge
surface. The mean square error for surface reconstruction is 0.0054 m which is
acceptable for deformation monitoring. From a micro view, the point cloud data is
analyzed and a general vibration is calculated. A conclusion can be drawn that when
the maglev train is passing, a certain deformation will affect the train track bridge.
A great deal of data of Shanghai maglev train safety information can be got by this
method.

However, there are some factors that influence the deformation monitoring and the
calculation of the bridge vibration, such as wind, equipment error and so on. These
problems remain to be solved and long-term detection is needed for further study.
Some supplementary instrument can be added to enhance the accuracy of measuring
the deformation for the bridge. Thus, a high-efficiency and high-accuracy deformation
monitoring system will be built.

Funding. This work was supported by the Science and Technology Commission of Shanghai
Municipality (No. 18511101400).
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Abstract. In recent years, with the continuous development of Visible Light
Communication (VLC), its application fields are constantly expanding. In view
of the tradition various gating locks have some shortcomings, especially in terms
of safety needs to be improved. The visible light communication technology and
access control system are joined to design a Hamming-encoded visible light
communication access control system in this paper. The hardware design of this
access control system is given in this paper and the system of Hamming coding
is analyzed. Through MATLAB software simulation, the results show that the
access control system with Hamming code can effectively reduce the bit error
rate, and can provide about 2 dB coding gain. In the experiment, the system
works well just like simulation. Hamming code greatly improves the perfor-
mance and safety of the visible light communication access control system.

Keywords: Visible light communication � Access control system � Hamming
code

1 Introduction

Access control system is defined as a system which has functions of management and
control for entrances and exits [1]. In the past, access control systems were mechanical
door locks, which were purely mechanical devices [2]. Therefore, no matter how the
design was adopted, no matter how hard the material is, the lock could be opened by
external forces, and the improper management of keys could also cause unnecessary
lost. In order to overcome this problem, electromagnetic card swipe access control and
code lock appeared. Although the lack of mechanical locks is well solved by elec-
tromagnetic cards and code locks, the fast wear of electromagnetic cards and the low
security of code locks are still problems that cannot be ignored. Based on this, the
wireless radio-frequency technology is derived, which is widely used [3]. However, the
penetration of this technology is very high, it may cause the copy and intercept of the
unlocking information, causing information leakage, and property loss [4]. With the
vigorous development of the communication industry and LED material devices in
recent years, a brand new technology, visible light communication technology, has
entered our lives. Visible light communication technology uses light waves as a carrier
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for information and free space as a transmission channel for information transmission
[5]. LED devices have good frequency response characteristics, laying the foundation
for visible light communication on devices [6]. Visible light communication uses these
features of the LED, which allows LEDs to transmit information by emitting high-
speed flashes that are not perceived by the human eye, and uses optical sensors to
receive light information [7]. Visible light communication has the following advan-
tages: Does not occupy today’s increasingly strained spectrum resources; Visible light
communication is a point-to-point communication method, and it is not subject to
electromagnetic interference [8]. Therefore, it is more safe than before. Today’s
wireless RF access control has poor anti-electromagnetic interference and passwords
are easily intercepted [9]. The advantages of visible light communication technology
can effectively overcome these problems. Therefore, a new type of access control
system based on visible light communication can be designed by combining visible
light communication technology with access control.

All in all, in order to solve the various shortcomings and security problems of
traditional access control systems, the paper designed a kind of access control system
based on visible light communication. The system used STC89C52RC single-chip as a
data transmission/reception processing unit, and used visible light as a carrier for
transmission of information. Using IM/DD (Intensity Modulation/Direct Detection)
modulation method, the encoding information was loaded onto the visible light to
achieve the transmission of identity information. The encoding method selected
Hamming error correction coding. The simulation results showed that the use of the
Hamming codec after the access control system The bit error rate was significantly
improved and could provide about 2 dB of coding gain. Furthermore, the system
worked well in experimental tests just like simulation.

2 Overall System Design

The working principle of the visible light communication system is shown in Fig. 1.

The visible light communication access control system mainly consists of an optical
key terminal (a sending terminal of information) and a access control terminal
(a receiving terminal of information). The optical key terminal is composed of a single

Coding
Modulation
Pre-equalization

Send
module

Visible light 
transmission

Receive
module

Decoding
Demodulation

Post-equalization

Fig. 1. Working principle diagram of visible light communication system
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chip and an LED driving circuit. The single chip is responsible for storing the user’s
identity information and verifying whether the password information can be passed
through the access control. The LED driver circuit is responsible for loading infor-
mation onto the LED for transmission. The access control terminal is responsible for
receiving visible light and recording information such as time and frequency. Then the
access control terminal judges whether the received information is correct by the
database. Finally, the access control terminal will alarm until it receives the right key.
The access control terminal is composed of a receiving circuit and a single-chip. The
system block diagram is shown in Fig. 2.

3 System Software Design

3.1 Hamming Error Correction Code

Channel coding means that artificial redundancies are added to the code in accordance
with certain rules [10]. This way can reduce the error rate of transmitted information,
and even to improve the reliability of information systems without transmission errors
[11]. It is widely used by modern communication systems. Channel coding technology
can effectively improve the link performance of visible light communication systems.
Common channel error correction codes include linear block codes, cyclic codes,
convolutional codes and trellis codes [12]. Hamming error correction codes belong to a
class of linear block codes that can correct one wrong code. Then briefly introduce the
principle of encoding and decoding Hamming code, Hamming code satisfies
Formula (1).

2r � 1� n ð1Þ

where n represents the total number of bits of the symbol and r represents the number
of bits of the supervision symbol. The construction principle of the Hamming code is
similar to the even supervision code. The supervised code adds a supervising symbol

Storage SendCoding

Optical key terminal

Receive StorageDecoding

Access control terminal

Database

Verify False
alarm

Access control terminal

Fig. 2. The block diagram of system
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after the existing information symbol so that the number of 1 in the total information
symbol is even. It can be expressed as Formula (2).

an�1 � an�2 � � � � � a1 � a0 ¼ S ð2Þ

Because the number of 1 is even, there must be S ¼ 0 when the supervised code is
transmitted accurately. In this way, it is possible to determine whether there is an error
in the transmission by calculating the value of S.

There is no error at S ¼ 0 and there is something wrong at S ¼ 1. Formula (2) may
be referred to as a supervising equation, and S may be referred to as a syndrome. In
accordance with this idea, one can continue to add a supervising symbol to construct
the supervising equation. At this time, two syndromes will appear. There are four cases
in the combination of these two syndromes: 00,01,10,11. The 00 can be used to
indicate that the transmission has experienced an error. The remaining three conditions
are used to indicate the location of different error codes. Therefore, in order to indicate
the condition of all one-bit errors in the bit symbol, Formula (1) must be satisfied: The
introduction of r supervised symbols can have 2r conditions. All zeros are used to
indicate that the transmission has errors. The remaining 2r � 1 cases are used to
represent 2r � 1 errors. If 2r � 1� n, all n-bit single errors can be indicated. If H is set
as the supervision matrix, the corresponding transmission vector of B is A, and if
E ¼ BþA is an error pattern, then there is Formula (3).

S ¼ BHT ¼ AþEð Þ � HT ¼ AHT þEHT ð3Þ

Known AHT ¼ 0, so S ¼ EHT . S in Formula (3) is the abovementioned syndrome,
and the syndrome can be used to judge whether the transmission has an error and
perform corresponding error correction.

3.2 Software Process

Software flowchart is shown in Fig. 3. The optical key terminal single-chip completes
the initialization work first and encodes the password information, the LED waits for
the data transmission. The LED sends information when receiving the data sending
instruction. The access control terminal uses a photodiode for receiving, and the
photodiode can sense light with different brightness changes, so that the voltage across
the photodiode is different. The voltage is followed and compared through the LM324
operational amplifier, and then the voltage is changed to the standard high and low-
level output to the access control terminal of the single-chip for demodulation and
decoding to restore the original data. Finally, the restored data is compared with the
identity information stored in the access control terminal single-chip, then the access
control terminal will alarm until it receives the right key.
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4 System Hardware Design

4.1 Single-Chip Minimum System

This design uses STC89C52 single chip as the core processor of the control part. The
STC89C52 uses the classic MCS-51 core, 8K bytes of Flash, 512 bytes of RAM, 3 16-
bit timers, and the serial port is a full-duplex serial port, watchdog timer, two external
interrupt ports, and 32-bit IO ports. In order to meet the function of this system, two
internal timers T0, T1 of STC89C52, external interruption, serial port breaks and serial
port communication function are used.

The main function of two of the internal timers is to generate accurate timing and to
calculate the pulse width modulation frequency and the duty cycle of the visible light.
The minimum system of the single chip is shown as in Fig. 4.

In the clock circuit, a classical external 11.0592M quartz crystal oscillator is used.
Generally, the two ends of the crystal are connected with a resonance capacitor, which
can enhance the anti-interference ability of the external oscillation circuit and make the
oscillation capacitor start up more easily.

The single chip adopts the high-level reset method, which can trigger the single-
chip reset function when at least two machine cycle high-level signals are applied to the
reset pin. In order to maintain the reliable operation of the system and the convenience
of debugging, the system adopts power-on automatic reset and can be reset manually if
necessary.

Fig. 4. STC89C52 single-chip microcontroller system
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4.2 Optical Key Terminal and Access Control Terminal

The optical key terminal is the LED driving circuit, in which the LED driving circuit is
driven by a high-frequency FET, the I/O port is connected to the gate, and the gate is
controlled by the I/O port. The information is sent out by controlling the duty cycle of
the LED. The optical key terminal is shown in Fig. 5.

The access control terminal is shown in Fig. 6. The access control terminal receives
the optical signal transmitted by the optical key terminal LED through the photodiode
and converts the optical signal with different duty cycles into an electrical signal. Then
the signal is sent to the LM324 operational amplifier for signal amplification and
voltage follow-up and comparison. Then the signal will be converted into The standard
level and is sent to the single-chip P3.2 port. The P3.2 port of the STC89C52 is an
interrupt trigger port, trigger timing through the input signal, and then can calculate the
carrier frequency and pulse width of the optical signal and demodulate the relevant data
from the coded information.

Fig. 5. Optical key terminal
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5 System Simulation and Experiment

According to the above design of each module, the access control system model is
shown in Fig. 7.

In order to verify the effectiveness of the Hamming error correction code, a system
model must be constructed according to the actual situation. First, the channel of the
design is analyzed. Visible light communication is mainly divided into line-of-sight

Fig. 6. Access control terminal

Fig. 7. Access control system
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links and non-line-of-sight links. For the visible light access control system of this
paper, the communication distances between the optical key terminal and the access
control terminal are short and are almost unaffected by the multipath effect. Therefore,
the line-of-sight link is adopted. The line-of-sight link can also be divided into a
directional line-of-sight link and a nondirectional line-of-sight link. The difference
between the two is that the line-of-sight link has high requirements on the angles of the
sending terminal and the receiving terminal, in order to receive information accurately
it must be almost aligned. After the actual hardware production and debugging, this
design adopts directional line-of-sight links, and the effect of transmitting information
is relatively good at this time.

We assume that the paper’s indoor visible light communication system model is in
the environment of the AWGN (additive white Gaussian noise) channel model.
Therefore, in the case of considering only Gaussian white noise, the Hamming [1, 2]
code is programmed and the error rate is simulated and analyzed. The simulation results
are shown in Fig. 8.

From the simulation result curve, it is found that the introduction of Hamming error
correction code brings an SNR gain compared to the uncoded system, and as the SNR
increases, the BER of the system shows a decreasing trend. The bit error rate is lower
when the noise is not encoded and after Hamming [1, 2] coding. As the signal-to-noise
ratio increases, the error correction coded system can achieve a lower bit error rate.
Soft-decision can get nearly 2 dB of coding gain compared to un-decoded, which can
further improve the performance of the access control system.
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6 Conclusion

In view of the fact that the current radio frequency technology information is easily
intercepted and replicated, and the rapid development of visible light communication
technology, a visible light communication access control system based on the Ham-
ming [1, 2] code is designed. First, the system hardware design is given. Then analyze
the performance of the access control system using Hamming coding. The results show
that the introduction of Hamming error correction code in the codec effectively reduces
the error rate of the access control system and brings about 2 dB of coding gain, and
the experiment shows that system coordinate with the simulation, further improving the
system performance, increasing the cost of cracking, and improving the security. Under
the background of the vigorous development of visible light communication technol-
ogy in recent years, the method designed in this paper has certain theoretical signifi-
cance and practical application value. Visible light communication technology will
have a very valuable application prospect in the field of access control.
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Abstract. In order to improve the efficiency and accuracy of volume mea-
surement of the large coal pile, a set of portable 3D laser scanner is designed.
This device uses the 2D laser scanner as the measurement module supplemented
by the high-accuracy sensor, to scan the 3D morphology surrounding the coal
pile. Based on characteristics of the scanner and structural features of the coal
pile, the data preprocessing arithmetic is optimized, which synchronously
completes the scanning point noise reduction during the measurement process
and saves the time required for the 3D modeling. Spatial interpolation is adopted
to reconstruct the 3D model, which fills in the cavity at the coal pile top, filters
excessive scanning points at the bottom, and improves the efficiency of the 3D
modeling and volume calculation. As shown by the experiments, only a few
minutes are required to complete the 3D morphology measurement of the coal
pile, and it will generate the 3D model and volume within 20 s after the
measurement.

Keywords: 3D laser scanner � Volume measurement � 3D modeling � Noise
reduction � Spatial interpolation

1 Introduction

The coal storage base is significant for strengthening the stable coal supply capacity
and guaranteeing national energy safety. The rapid and accurate check to the coal
reserve is important for relevant enterprises to perform production accounting and
planning. The main method for the coal reserve check is the volume-density method,
which means to establish the 3D model of the coal pile to obtain the volume, and then
calculate the mass by multiplying the volume by the density. Currently, the multi-base
point laser ranging method is widely used in measuring the 3D morphology of the coal
pile. The accuracy of the 3D model has a close relationship with the quantity of base
points and measurement points. Therefore, the requirement of more accurate volume
measurement will result in proportionally increased workload [1].
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In order to improve the efficiency and accuracy of volume measurement, the 2D
laser scanner is used in the 3D modeling of the coal pile [2]. Generally, the scanner is
fixed at the front end of the cantilever of a bucket-wheel stacker-reclaimer [3, 4]. Many
scanning points in the scanning line can be obtained via once scanning, and the
accuracy of the 3D modeling will be obviously improved. However, the cooperative
operation of the stacker-reclaimer is required, and the limit resulted from the instal-
lation location often generate the scanning dead zone. For this purpose, this paper
designs and realizes one set of a portable 3D laser scanner for the volume measurement
of the coal pile. It takes the 2D laser scanner to scan 3D morphology, and integrates
independent scanning points to form a 3D point cloud under the cooperation of the
location sensor and attitude sensor. The operator only needs to carry the scanner to
circle around the coal pile, and then the 3D model and volume can be obtained.

2 Measurement Principle

The principle for measuring the volume of the coal pile with a portable 3D laser
scanner is as shown in Fig. 1. The scanner will project scanning lines on the coal pile
surface, which is composed of many scanning points with equal angle-interval. Along
with the operator carries the scanner to scan surrounding the coal pile, the scanning
points arranged in the linear form will cover the surface of the coal pile in order. For
any scanning point P on the coal pile, assumed that its coordinate in the local coor-
dinate system OL-XLYLZL established for the original point on the scanner is expressed
as (xL, y L, zL), and the coordinate of the scanner in the 3D modeling of the global
coordination system OG-XGYGZG is expressed as (DX, DY, DZ), the coordinate of the
scanning point P in the global coordination system can be expressed as (xG, y G, zG).

xG
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zG

2
4

3
5¼ kR

xL

yL

zL

2
4

3
5þ

DX
DY
DZ

2
4

3
5 ð1:1Þ

where k = 1 is the scale factor between two coordinate systems, and R is the rotation
matrix related to the scanner rotation angle (eX, eY, eZ) [5]. Through the coordinate
transformation Eq. (1.1), all scanning points on the coal pile surface can be mapped to
the global coordination system, so as to integrate and form a 3D point cloud describing
the morphology of the coal pile. Based on the point cloud, spatial interpolation will be
carried out to form a vivid 3D model, and then divide the model into numerous prisms
to calculate the volume.
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3 Data Processing

The main task for the data processing is to integrate the 3D point cloud of coal pile
formed by discrete scanning points, and further to realize the 3D modeling and volume
calculation. However, the preprocessing of measurement data before the integration is
also necessary which mainly aims to remove noise points generated from the laser
scanner due to environmental disturbance.

3.1 Scanning Point Noise Reduction

It is almost inevitable that the laser scanner for the field environment will generate
noise disturbance during the measurement [6, 7]. Although the multi-echo detection
technology of the LD-MRS400001 scanner can effectively reduce the noise brought by
the window plate, misty rain and dust, it will generate random noise points in direct
sunlight sometimes, which is inevitable for the scanner measuring surrounding the coal
pile. In addition, the huge bucket-wheel stacker-reclaimer and other background
objects in the storage yard will also generate continuous noise points. The scanning
point noise reduction is generally carried out after generating the 3D point cloud,
mainly in the observation method, fitted curve method, chord height method, and
probability-based method [8]. Some of them require human–computer interaction,
some involve complicated algorithms, and some have poor adaptability [9]. That makes
them difficult to meet the application demand for rapid modeling and volume calcu-
lation of the coal pile. This paper investigates the original measurement data obtained
by the scanner, and summarizes main expression forms of noise in scanning lines, as
shown in Fig. 2. Based on this, the noise points in each scanning line are removed
during the scanning process, thereby effectively improving the speed of 3D modeling.

Fig. 1. Principle for measuring the volume of the coal pile
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Generally, one scanning line can be divided into three sections. Section A is the
scanning points projected on the ground, few noise points will occur in this area where
is slanting underneath the scanner; Section B is the scanning points projected on the
coal pile surface, noise points generated from the direct sunlight will occur in this area
randomly; Section C is the continuous noise points projected on the stacker-reclaimer
and other huge background objects, including noise points generated due to the direct
sunlight. The noise points generated due to the direct sunlight presents the obvious
mutability. Therefore, the random mutational points can be easily recognized among
scanning points nearly continuously distributed, and the noise reduction can be realized
by judging the spacing between adjacent scanning points:

Pn ¼ Sn; SnSnþ 1j j � T ð1:2Þ

where Sn is the scanning point measured by the scanner, T is the determination
threshold, and Pn is the scanning point determined to be valid.

It is easy and rapid to reduce noises by using the fixed threshold as the criterion.
However, the experiments show that it is difficult to choose a proper determination
threshold T. If T is too large, the reduction effect of the noise points will be influenced.
If T is too small, valid scanning points in three parts as shown in Fig. 2 will be removed
as noise points. Because the scanning line is composed of scanning points with equal
angle-interval, the spacing in Part a will increase due to angle change; the spacing in
Part c will increase due to distance change; in addition, the spacing in Part b will
increase due to occasional irregular protrusions on the coal pile surface. Therefore, it is
necessary to correspondingly adjust the determination threshold value. Considering that
there is a continuity between scanning point Sn and Sn-1 or Sn+1, which is obviously

Fig. 2. Expression forms of noises in scanning lines
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different with the abruptness exhibited by the random noise points, the spacing between
scanning point Sn-1 and Sn+1 can be used as an additional criterion to optimize the
process:

Pn ¼
Sn; SnSnþ 1j j � T
Sn; Sn�1Snj j � Sn�1Snþ 1j j
Sn; SnSnþ 1j j � Sn�1Snþ 1j j

8<
: ð1:3Þ

As shown by the experiments, the method is effective in reducing noise points
generated by the direct sunlight. But it is invalid for reducing noise points generated by
the stacker-reclaimer and other background objects. These background objects will
form continuous scanning points in Section C which makes it difficult to distinguish
scanning points generated by the coal pile in the single scanning line. Fortunately, the
cantilever of stacker-reclaimer is several meters higher than the coal pile, and a suf-
ficient distance is kept between other background objects and the coal pile. Therefore,
after the 3D point cloud of the coal pile is created, the background noise points can be
removed by setting the top and bottom of the point cloud bounded by most scanning
lines as the boundaries.

3.2 3D Point Cloud Creation

It is the basis for performing the subsequent 3D modeling and volume calculation to
integrate discrete scanning points to a 3D point cloud [10]. The main method for the
integration is to map the scanning points to the local coordinate system OL-XLYLZL

with the scanner as the origin to the global coordinate system OG-XGYGZG used for 3D
modeling. For the convenience of mapping, the original point of the local coordinate
system is selected at the light outlet of the scanner, and overlap the YLOLZL plane with
the scanning plane of the scanner. As for the nth scanning point Pm

n in the mth scanning
line obtained by the portable 3D laser scanner, its coordinate xLmn ; yLmn ; zLmn

� �
in the local

coordinate system is simplified as
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3
5 ð1:4Þ

where lmn is the distance between the scanning point Pm
n and the outlet of the scanner, u

is the initial scanning angle of the scanner, and Du is the increment of the scanning
angle.

When the scanner emits the mth scanning line, its coordinate in the global coor-
dination system OG-XGYGZG is (DXm, DYm, DZm), and the rotation angle of the coor-
dinate axis is (eX

m, eY
m, eZ

m). According to Eq. (1.1), the coordinate xGmn ; yGmn ; zGmn
� �

of
scanning point Pm

n in the global coordination system can be written as
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where the coordinate (DXm, DYm, DZm) of the scanner is measured by the location
sensor, the rotation angle (eX

m, eY
m, eZ

m) deciding the value of rotation matrix R is mea-
sured by the attitude sensor. Based on this, the scanning points in the mth scanning line
can be mapped to the global coordination system. Along with the progress of the
measurement, the obtained scanning lines are mapped to the global coordination sys-
tem in order, so as to form the 3D point cloud shown in Fig. 3, which can represent the
surface morphology of the coal pile.

3.3 3D Modeling and Volume Calculation

The common method for the 3D modeling based on the point cloud is triangulation
which describes the surface morphology in the triangular mesh form [11, 12]. It can
accurately express the morphological characteristics of the curve surface, and offer
facilities for the subsequent volume calculation. The experiments show that the method
based on triangulation is excellent in describing morphological details of the coal pile
surface. However, the top of the 3D model constructed by it has some cavities, and the
modeling speed is not ideal. By analyzing the distribution of the points in the 3D point
cloud, it can be found that the scanning points at the coal pile top are sparse, while the
points at the bottom are dense. As for the reason, the scraggly structure is formed when
stacking the coal pile, and the increase of scanning distance results in the increment of
spacing between scanning points. Therefore, when using the point cloud obtained by
the portable 3D laser scanner to construct the 3D modeling, it is necessary to recon-
struct the point cloud by spatial interpolation. It can not only fill up cavities at the coal
pile top, but also filter excessively dense scanning points at the bottom, which makes
the modeling more vivid and rapid. Considering there is no overlap of the coal pile
surface in the height direction ZG, firstly the point cloud is projected to the XGOGYG

Fig. 3. 3D point cloud of the coal pile
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plane, and then the spatial interpolation in the square mesh form will be carried out.
Finally, the construction result is mapped back to the OG-XGYGZG space, and the rapid
3D modeling as shown in Fig. 4 will be realized.

The projection is divided into numerous squares in the XGOGYG plane, the 3D
model of the coal pile is divided into numerous prisms in the OG-XGYGZG space
correspondingly, and then the coal pile volume will be obtained by summing over the
volume of every prism. In addition, the quantity of prisms is significantly reduced
because of space correspondingly, thereby effectively improving the speed of volume
calculation. The field experiment was conducted at the coal storage base in Huanghua
Port. The portable 3D laser scanner was used to measure several 3,000–30,000 m3 coal
piles, and the results proved that the measurement accuracy can be less than 0.8%.

4 Conclusion

The portable 3D laser scanner uses the 2D laser scanner to measure the morphology of
the coal pile, which can project the scanning line composed of many scanning points on
the coal pile surface once. Along with the operator carries the scanner to scan sur-
rounding the coal pile, scanning points arranged in the linear form covers the whole
surface in order. At the same time, the high-accuracy sensor is used to track the location
and attitude of the scanner, to form the 3D point cloud of the coal pile by the coordinate
transformation. Based on measurement characteristics of the scanner and structural
features of the coal pile, this paper optimizes the data preprocessing arithmetic, syn-
chronously completes the scanning point noise reduction during the measurement
process, and obtains the ideal 3D point cloud when completing the measurement.
Combining with the distribution of scanning points in the point cloud, this paper
optimizes the 3D modeling arithmetic to fill in the cavity at the model top and filter
excessive scanning points at the bottom. That makes the modeling more vivid and
rapid, improves the speed of volume calculation, and shortens the waiting time for data
processing to less than 20 s after completing the measurement. According to the
measurement results of several 3,000–30,000 m3 coal piles at the coal storage base in

Fig. 4. 3D model of the coal pile
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Huanghua Port, the volume measurement accuracy is less than 0.8%, which can meet
the demand of the coal storage base regarding the rapid and accurate check of coal
reserve.
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Abstract. In this paper, a new type of hull structure long base stress sensor is
introduced. When the ship changes under external or internal forces, the fiber
Bragg grating fixed between two bases is deformed. The deformation of the fiber
grating and the wavelength change of the fiber grating are basically linear. By
demodulating the end of the compensation algorithm, we can get the fiber
wavelength and the ship structure stress. Therefore, the actual structural strength
of the hull is accurately mastered, which provides a stable and reliable device for
long-term detection and health monitoring of hull structure in the field of ocean
ships.

Keywords: Fiber Bragg gratings � Long base stress sensor � Strain sensitivity
coefficient

1 Introduction

In traffic and transportation vehicles, ships have the advantages of large load and low
cost. However, ship safety problems are especially prominent in the harsh environment.
Many unexpected situations are unpredictable [1]. The driver needs to know the actual
structural strength of the hull accurately. Therefore, it is of great significance to detect
the hull stress under normal and accidental loads.

Fiber grating sensors have good resistance to electromagnetic interference and
electrical insulation. At the same time, it is safe and reliable to use in the terrible
surrounding [2]. The fiber has the advantages of small transmission loss, small size, and
plastic geometry. Remote monitoring can be realized, and it is convenient to form a
sensor network. Because of its corrosion resistance and stable chemical performance,
fiber optic sensors are suitable for marine vessels in such harsh circumstance [3].

The long base stress fiber grating sensor system is a network of stress sensors
installed in the hull structure to realize the automatic monitoring of the ship structure
stress change. It provides real and reliable data for shipboard decision makers on
important structural parts of the ship [4–6]. As far as possible to ensure the safety of
personnel and materials on board and enhance the ability of the ship to resist disasters.
To improve safety performance and provide a scientific basis for secured ship safety.

The remainder of the paper is organized as follows. In Sect. 2 the basic fiber grating
sensor theory will be introduced. Then optical fiber grating sensitivity principle will be
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deduced base on stress and strain method. The third section of the article introduces the
basic structure and operating principle of the sensor. Experimental results for stress–
strain will be shown in Sect. 4. Conclusion and discussion is in Sect. 5.

2 Theory

2.1 Basic Fiber Grating Sensor Theory

The principle of fiber grating sensing is to convert the physical quantity of the mea-
sured structure into the amount of change of the Bragg wavelength reflected by the
grating. The measured physical quantity can be measured by detecting the variation of
the reflected Bragg wavelength. The principle is shown in Fig. 1 [7].

According to the coupled mode theory, the reflection wavelength kB of the fiber
grating is mainly determined by the grating period Ʌ and the effective refractive index
of the reverse coupling mode neff. So the reflection wavelength kB of fiber grating can
be expressed by Formula 1.

kB ¼ 2neffK ð1Þ

Any external influence (changes in temperature, stress, and pressure) that causes
these two parameters to change will cause a shift in the grating Bragg wavelength
(Formula 2).

DkB ¼ 2DneffKþ 2neffDK ð2Þ

Therefore, the change of external conditions can be detected by measuring the
variation of the center reflection wavelength and refractive index of FBG [8].

Fig. 1. Sensing principle of FBG
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2.2 Optical Fiber Grating Sensitivity Theory

After the sensor deformation becomes stable, the reference sensor gives the amount of
strain that occurs on the test piece ɛ0. At the same time, the wavelength variation k0 of
the strain sensor to be calibrated is recorded. Then the strain sensitivity coefficient s of
the sensor to be calibrated can be calculated by Formula 3. Repeat two to three
measurements and average. Finally, the average strain sensitivity coefficient �s is
obtained.

s ¼ Dk0
e0

ð3Þ

The sensor’s strain variable is calculated using Eq. 4. L represents the reference
length of the dependent variable and Dl is the deformation of the elastomer (dis-
placement change).

e0 ¼ Dl
L

ð4Þ

The strain sensitivity coefficient of the fiber grating sensor is calibrated. Since the
sensitivity coefficient is constant within a range, the sensor’s strain amount ɛ can be
obtained by the variation k of the sensor wavelength.

3 Sensor Structure

Figure 2 is the structural diagram of the new type of hull structure long base stress
sensor, which includes the fiber grating, connecting pipe, sensor base fixing plate,
protection tube, the top seat of the sensor, sensor base movable plate, sealed lid, top
wire and the sensor base welding plate. (Label 1 is the sealed lid. Label 2 is the sensor
base movable plate. Label 3 is the top seat of the sensor. Label 4 is a protective tube.
Label 5 is the connecting pipe. Label 6 is the sensor base fixing plate. Label 7 is the
fiber grating.)

In response to adverse conditions such as wetness and surge in the ocean, the sensor
has been improved in terms of waterproof performance. The 316L stainless steel
protective tube and the sealed lid are installed to improve the water tightness and anti-

Fig. 2. Structural of the new hull structure long base stress sensor
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destruction function of the system. Figure 3 is a diagram of the sensor housing, which
functions to prevent surge damage.

The key technology of the stress sensor is to use a single fiber grating. And paste
the two ends of the prefabricated optical fiber grating on the base plate of the sensor
base. Correct the pretension value of the fiber grating through the top wire. Ultimately
the cable is connected and transmitted by the watertight flange. Finally, the stress of the
ship structure is displayed on the demodulation instrument side in the form of wave-
length variation of the fiber grating.

4 Sensor Test Experiment

The experiment uses a high-precision spiral micrometer to simulate the actual structural
strength of the hull. By continuously moving the spiral micrometer, it represents that
the hull is subject to varying degrees of strength changes. The correspondence between
strain and length is used to calculate the sensitivity of the sensor, and the linearity curve
of the sensor is plotted. Figure 4 is a related operation diagram of the test experiment.

First, the fiber grating was beforehand pulled to 2 nm. Connect the sensor to the
demodulator and observe the change in the center wavelength of the fiber through the
computer. Then the high-precision spiral micrometer is continuously rotated forward.

Fig. 3. Sensor housing

(a) Splicing fiber (b) Long base stress sensor

Fig. 4. Sensor experiment process
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The deformation of the sensor was observed through the demodulator, and the reading
of the fiber wavelength is recorded at the same time.

Reverse moving the spiral micrometer and repeat the previous steps. Repeatedly
recorded three times. The endpoint method is used to fit the calibration curve and the
sensitivity of the sensor is calculated (Fig. 5). This experiment uses a high-precision
micrometer, which changes by 0.5 mm for each revolution. Recording the data of the
helical micrometer moving in 10 circles.

The maximum measurable deformation of the long base stress sensor is 2000 lɛ.
According to the image shown in Fig. 5, it can be seen that with the continuous
positive movement of the spiral micrometer, the center wavelength of the optical fiber
displayed by the demodulator continuously increases. Basically shows a linear change.
The linearity of the sensor is 98.87%. It can be concluded that the sensor has good
linearity. Using Eq. 3 to calculate, the sensor’s sensitivity is 1.03 pm/lɛ.

Therefore, in the actual process, when the structural strength of the hull changes,
the long base stress sensor can quickly capture this change and the center wavelength
of the optical fiber will also change. Conversely, when the external strength of the hull
returns to normal, the center wavelength of the fiber will return to its initial normal
value.

5 Conclusions

In the process of designing the long base stress sensor system of ship structure, the two
ends of the prefabricated fiber grating are affixed to the movable plate of the sensor
base. The pretension value of the fiber grating is corrected by the top wire. Watertight
flanges are connected to the transmission cable. The stress of the final hull structure is
displayed at the end of the demodulator in the form of wavelength change of the fiber
grating.
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The design also has the function of adjusting the initial zero position. The
adjustment of the sensor zero position can be realized by using the installation tool, and
it has the function of collimation. The system is convenient for installing, calibration,
and cable laying. The stainless steel protective pipe and sealed lids are set up in the
light of the bad working conditions such as sea humidity and surge. Therefore, the
water tightness and anti-damage function of the system are improved. Improve the
applicability and durability of fiber grating sensors for marine transportation applica-
tions. Therefore, it provides a stable and reliable device for long-term detection and
health monitoring of hull structures in ocean-going ships.
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Abstract. Based on the analysis of structure and common control scheme of
photovoltaic grid-connected system, a solar photovoltaic (PV) cell simulation
model is built according to the internal structure and output characteristics of PV
cell. A control method of photovoltaic MPPT which can track photovoltaic
points and the maximum power of photovoltaic cells is expounded. This method
can be used to improve the efficiency of photovoltaic cells to the greatest extent.
Finally, the principle and control strategy of the photovoltaic grid-connected
system are analyzed in detail. According to the instantaneous value control
method of grid-connected inverter, some requirements of grid connection with
low THD and high power factor are achieved.

Keywords: Photovoltaic grid-connected system � PV cell � MPPT control �
Instantaneous value control
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1 Introduction

Energy is indispensability for the development of the world economy. However,
because of the depletion of traditional energy sources such as coal, oil, and natural gas
and increasing of the world population, the energy problem has appeared more or less
in many countries all over the world, and the energy crisis has become a difficult
problem to be solved all over the world. The emergence of new renewable energy has
greatly alleviated the energy crisis, especially the utilization of solar energy. As a new
type of renewable energy, solar energy has attracted more and more attention in recent
years due to its advantages of green environment and inexhaustible energy [1].

One of the most common utilization of solar energy is grid-connected photovoltaic
power generation. First, a solar array is used to collect solar energy, and converts the
heat energy of solar into DC power and then outputs to the inverter. The DC energy is
converted into sinusoidal alternating current energy which will be incorporated into the
AC network, thus an active inverter system is formed [2].

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
https://doi.org/10.1007/978-981-13-6508-9_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_43&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_43&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_43&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6508-9_43


2 Composition of Photovoltaic Grid System

MPPT two-stage mode is the common structure of photovoltaic grid system, which is
generally composed of PV array, DC–DC chopper circuit, DC–AC inverter circuit,
active filter circuit, and so on, as shown in Fig. 1. The DC–DC converter is used to
track and control the maximum power point of photovoltaic. The DC–AC inverter is
used to turn the DC inverse of the solar cell into alternating current and sends to AC
network, and controls its phase be same with the grid, so that the power factor is close
to 1 [3]. The active power filter is used to filter the high harmonics contained in
alternating current power before the grid is connected, so that it is closer to an ideal AC
sine signal.

3 PV Cell Modeling and MPPT Control Method

3.1 PV Cell

There are many factors in nature which can affect the efficiency of PV cell, such as light
intensity, temperature and so on. The output of the PV cell will appear nonlinear due to
PN junction parameters and external environmental factors. The relationship between
output voltage and output current is shown in Eq. (1) [4, 5].

I ¼ Iph � Iofexp½qðUþ IRsÞ=AKT� � 1g � ðUþ IRsÞ=Rsh ð1Þ

Thereinto, U is the output voltage of PV Cell; I is the output current of PV cell; Iph
is the photocurrent current of PV cell; Io is the reverse saturation current of diode. Rs is
the series equivalent resistance; Rsh is the parallel equivalent resistance; K is Karl
Seidman constant; T is the absolute temperature of PV cell; A is a dimensionless curve
fitting constant with value range of 1�A� 2. According to the engineering mathe-
matical model, the PV cell simulation model is built in Simulink, as shown in Fig. 2.

PV DC-DC DC-AC

MPPT
upv

ipv
iL

ugird

AC

Array converterconverter Filter

Inverting
control

Driver Driver 

Fig. 1. Two-stage grid-connected structure mode
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When the light intensity is 1000 W/m2 and the ambient temperature is 25 °C, the I-
V and P-V characteristic curves of PV cells are shown in Figs. 3 and 4. With the
increasing of PV cell output current, the output voltage gradually decreases, and the PV
cell output power will increase gradually with the increasing of PV cell output voltage.
After the maximum power point, the output power decreases sharply as the output
voltage continues to increase.
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3.2 MPPT Control Method

MPPT control can effectively solve instability of system working points caused by the
nonlinear output voltage of PV cell, so that the maximum power can be output under
any conditions, therefore, MPPT control is widely used in the field of PV grid system.
There are some methods of MPPT control, such as CVT, P&O or IC’ and so on. In this
paper, the disturbance observation method is used to control the output voltage.
Because the Boost circuit has the advantages of the simple driving circuit and always
working in the continuous current state, this circuit is usually used to achieve maximum
power point tracking. The MPPT simulation model built in the Simulink toolbox is
shown as Fig. 5, in which L = 10−3 H, R1 = 30 X, C = 3 * 10−3 F.

When the light intensity changes from 600 to 1000 W/m2, the output voltage
waveform of the simulation model is shown as Fig. 6.

It can be seen from the waveform in Fig. 6 that the P&O control has a good
dynamic response and can track the maximum power point of PV cell well. The control

P/W

U/V

Fig. 4. P-V output characteristic curve

Fig. 5. MPPT simulation model
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scheme is simple and easy to be realized, and the control precision is more accurate
than CVT. However, there are some disadvantages of this control scheme that the
output voltage will be slightly oscillating near the maximum power point, and the
control precision is greatly influenced by the disturbance step.

4 Control Strategy of Two-Stage Photovoltaic Inverter

The two-stage type PV inverter circuit is a voltage type full control bridge inverter
circuit as shown in Fig. 7, where Udc is the steady voltage of PV array after Boosting
and control, Uo is the output voltage of inverter, Ugird is the grid voltage, R2 is the
equivalent resistance of the line (generally small, assuming that is 0.01 X), L is the
filter inductance which is 6 * 10−3 H and is used to filter out the higher harmonics in
output voltage, at the same time, to balance the voltage difference between the output
voltage and the grid voltage [6].

0 1 2
0

10

20

Time(s)

Upv/V

Fig. 6. MPPT voltage output waveform

Fig. 7. Voltage type full control bridge inverter circuit
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There are four switch tubes of the full bridge inverter circuit that are divided into
two groups T1, T4 and T2, T3 which are connected alternately, using SPWM driving
mode. After inverting, the AC voltage signal is filtered out of the high harmonic
through the filter inductor; after adjusting the voltage phase, the AC voltage signal
becomes AC sinusoidal signal with less harmonic content and the same frequency as
the voltage of the power grid, which is incorporated into AC network.

There are many methods to control the inverter circuit. In this paper, the instan-
taneous value control method which has a better dynamic response is used. This control
method has been widely used in the field of active inverter because of its advantages
such as fast dynamic response speed, simple control and less harmonic content in the
output voltage waveform. The control logic schematic diagram of SPWM instanta-
neous current is shown in Fig. 8 [7].

The difference between the reference voltage and the output voltage of the sampling
inverter is defined as the instantaneous error. The instantaneous error signal is adjusted
by the PI signal regulator as the current reference signal iref which is compared with the
instantaneous value iL of the sampling inductor current to produce the error signal
Di. After the PI adjustment and the voltage feedforward compensation, the signal is
compared with the triangle carrier, that is, the SPWM drive signal is produced which is
used to control the power switch tube in the inverter circuit. According to the above
control methods, a grid-connected control model is built in MATLAB, as shown in
Fig. 9, where P = 0.01; I = 100; K = 1/400.

Figure 10 shows the simulation results of AC grid-connected power generation
system under an illumination intensity of 1000 W/m2 and ambient temperature of
25

�
C.
Where iL is the grid-connected current, Unet is the power grid voltage. After 0.06 s,

the inverter output has the same frequency, same phase and with THD (the total
harmonic base) of 3.6% � 5%, which meet grid connection requirements.

Fig. 8. Control logic of SPWM instantaneous current
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5 Conclusion

As shown in Fig. 10, the voltage-type full bridge inverter which is combined with P&O
control method and current instantaneous value control method can make the output
power of PV cell track the maximum power point well, and better achieve the demand
of output voltage and grid. However, this control scheme still has some shortcomings,
such as contradiction between disturbance step size and speed and control accuracy,
which need further optimization.

Fund Project. The Key Research Project of Natural Science for Anhui Provincial Universities
(KJ2017A747).
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Abstract. The output power–voltage curve of photovoltaic array under uniform
illumination is a single-peak value, the voltage–current U-I curve is a single-step
type. Once the photovoltaic array is obscured by clouds, mud, trees, etc., the
photovoltaic array appears like partial shadows, and the P-U curve output of the
photovoltaic array will appear like multiple peak values, and the U-I curve
appears multiple steps, which will reduce the output power of the photovoltaic
array. By using MATLAB/Simulink to build the model of the photovoltaic array
under the shadow condition and carry out several simulations, we can get some
characteristics of the P-U curve and the U-I curve, and summarize the rules. It
provides a theoretical basis for the maximum power point tracking (MPPT)
under the shadow condition.

Keywords: Photovoltaic array � Partial shading � P-U characteristic curve

1 Introduction

Because solar energy is renewable, clean, and inexhaustible, it is useded all over the
world and has gradually become the main part of the world energy composition.

Photovoltaic cells convert light energy into electric energy through light for use.
The output characteristics of photovoltaic cells are easily affected by the environment.
Under uniform illumination, the P-U curve of photovoltaic cells has a single-peak
characteristic, and its maximum power is easy to trace. However, when photovoltaic
cells are obscured by trees, clouds, buildings, mud, etc., shadows are formed on
photovoltaic cells [1]. In this case, the output characteristics of photovoltaic cells will
change, so the study of the output characteristics of photovoltaic panels under shadow
conditions is of great significance to the study of the maximum power point tracking
(MPPTT) technology of photovoltaic cells and the improvement of the power-
generation efficiency of photovoltaic cells.

In this paper, the output characteristics of photovoltaic arrays under various shadow
conditions are simulated by using MATLAB/Simulink software. The law and char-
acteristics of the output characteristics are analyzed through the simulation results, and
the reasons for this rule are analyzed.
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2 Photovoltaic Cell Model

Figure 1 is the equivalent model of photovoltaic cells with a single diode, according to
document [2], the output characteristic equation of its mathematical model is
Formula (1).

IL ¼ Iph � I0 exp
q Uþ ILRsð Þ

AkT

� �
� 1

� �
� Uþ ILRsð Þ

Rsh
ð1Þ

UD ¼ Uþ IL � Rs ð2Þ

In the Formula, UD is the end voltage of the equivalent diode;
IL is the output current of photovoltaic cells;
Iph is the photoinduced current of photovoltaic cells;
I0 is the reverse saturable electric current of diode;
q is electron charge (1.6 � 10−19 C);
Rs is a low resistance value for series resistance, less than 1 X;
A is a kind of curve constant, and the main reaction is internal PN section, the range

of value is 1 * 5;
K is the Boltzmann constant −1.38 � 10−23 J/K;
T is the absolute temperature of the environment where the photovoltaic cells are

located (t + 273 K);
Rsh The Bypass Resistance of Photovoltaic cells in parallel;

In the Formula (1), Iph, I0, and Rsh are not only related to the temperature and
intensity of the battery, but also difficult to measure, Therefore, this model is not used
in engineering [3].

Since the photovoltaic cell manufacturer only gives the battery parameters under
the standard test conditions (illumination intensity Sref = 1000 W/m2, temperature
Tref = 25 °C), maximum power Pm, maximum power point operating voltage Um, the
maximum power point operating current Im, the open circuit voltage Uoc, and short
electric circuit current Isc. Therefore, it is necessary to modify the engineering model
under any conditions.

Iph
RS

Rsh RLID

IL

Ish

UUD

Fig. 1. The equivalent circuit diagram of photovoltaic cells
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Since the value of Rshis very large and the value of Rs is very small, it can be
neglected in practical calculation, then there is Iph � Isc, UD � U, as a result,the
Formula (1) can be simplified as follows:

IL ¼ Isc 1�C1ðe
U

C2Uoc � 1Þ
h i

ð3Þ

In the formula, C1 = I0/Isc, C2 ¼ ln 1
C1

þ 1
� �� ��1

At the maximum power, put IL = Im and U = Um into Formula (3) to get

Im ¼ Isc 1�C1ðe
Um

C2Uoc � 1Þ
h i

ð4Þ

Owing to Um
C2Uoc

� 1, neglecting the −1 Item of Formula (4), C1 can be got

C1 ¼ 1� Im
Isc

� �
e�

Um
C2Uoc ð5Þ

When the circuit is open, IL = 0, U = Uoc, put Eq. (5) into Eq. (4), it is

IL ¼ Isc 1� 1� Im
Isc

� �
e
� Um
C2Uoc e

1
C2 � 1

� �� �
ð6Þ

Owing to e
1
C2 � 1, neglecting the −1 Item of Formula (6) to get:

C2 ¼
Um
Uoc� 1
� 	
ln 1� Im

Isc
� 	 ð7Þ

So we can calculate C1 and C2 according to the parameter Um, Im, Uoc, Isc provided
by the manufacturer under the standard test condition, and then get the characteristic
curve of photovoltaic cell tested under the standard condition by the Formula (3).

However, the above equations are only derived under the standard test conditions,
because the environment is changing, so we should deduce the characteristic equations
under any temperature and light.

Suppose that DS is the difference of light intensity, and DT is the difference of
temperature, then

DS ¼ S� Sref ð8Þ

DT ¼ T � Tref ð9Þ
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From the above points, it can be deduced that its general modified expression is

I 0sc ¼ Isc 1þ aDTð Þ ð10Þ

I 0m ¼ Isc
S

SSTC
1þ aDTð Þ ð11Þ

U0
m ¼ Um 1� cDTð Þ ln 1þ bDSð Þ ð12Þ

U0
oc ¼ Uoc 1� cDTð Þ ln 1þ bDSð Þ ð13Þ

A, B, and C are the environmental compensation coefficients, according to the
reference [4], we can get a = 0.0025 (C)−1, b = 0.5 (W/m2)−1, c = 0.00288 (C)−1, the
three parameters of a, b, c are put into I′sc, I′m, U′m, U′oc, and then into Formulas (5)
and (7) to find out “C1” and “C2”, and then put into Formula (3), finally the output
characteristic curves under arbitrary conditions can be obtained.

3 Modeling and Simulation Analysis of Photovoltaic Array

Because the operating voltage and operating current range of the single photovoltaic
cell is small, it is generally not used alone as a power source, so the single photovoltaic
cell needs to be connected in series and parallel in a certain way and then encapsulated,
and PV Modules can be used as power source.

A photovoltaic module can generate a voltage of about 16 V, when the application
requires a higher voltage and current, a photovoltaic module cannot meet the need. So
it is necessary to connect PV modules in series, parallel and then install them on the
bracket, thus forming the PV Array, Fig. 2 is the relationship of the single photovoltaic
cell, the photovoltaic module, and the photovoltaic array.

single 
photovoltaic cell photovoltaic 

module
photovoltaic 

array

Fig. 2. The relationship of the single photovoltaic cell, the photovoltaic module, and the
photovoltaic array
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Because the cell characteristics of the single photovoltaic cell, the photovoltaic
module, and the photovoltaic array are similar, we can enlarge and reduce only the
electricity output of the photovoltaic module for the electricity output of the photo-
voltaic array, then the output voltage Upv and the current Ipv of the PV array are as
follows:

Upv ¼ m � U
Ipv ¼ n � IL

(
ð14Þ

Among them, m and n are series and parallel number of PV modules, respectively,
and U and IL are the voltage and current output by PV modules, respectively.

According to the engineering model of photovoltaic module, two simulation
models of photovoltaic module are built in MATLAB/Simulink, in order to study the
influence of partial shadow on photovoltaic module, the simulation model of PV
module produced by Yingli company is selected for simulation, and each module
parameter is Um = 30.23 V, Im = 7.94A, Uoc = 37.47 V, Isc = 8.53A, Pm = 240.8 W.

3.1 Factors Causing Multi-peak Phenomenon of Photovoltaic Array

In order to avoid the hot spot effect [5], it needs to parallel bypass diode reversely at
both ends of PV modules to prevent PV module from burning when shadows appear.
The following are simulated in the following cases:

1. For the condition of photovoltaic module in series with uniform illumination, the
simulation model is shown in Fig. 3. Assuming the illumination intensity of pho-
tovoltaic modules PV1 and PV2 is 1000 W/m2, and the temperature T is 25 °C, the
P-U curve of the output of photovoltaic array is shown in Fig. 4.

Fig. 3. Simulation model of photovoltaic module under standard test
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2. When the photovoltaic module is connected in series, it is assumed that the PV1 in
Fig. 3 is obscured, The intensity of illumination is 600 W/m2, the temperature is
unchanged, the intensity, and temperature of illumination of the PV2 are constant,
that is, the simulation model only needs to change the S1 in Fig. 3 to 600 W/m2, at
this time the output P-U curve is shown in Fig. 5.

3. For the temperature change of the photovoltaic module in series, assuming that the
temperature of the PV1 module in Fig. 3 is 45 °C, the illumination intensity and
temperature of PV2 are invariant, that is, the simulation model diagram only needs
to change T1 in Fig. 3 to 45 °C, the P-U curve at this time is shown in Fig. 6.
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Fig. 4. P-U curves under standard test
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Fig. 5. P-U curve of photovoltaic module in series shadow

368 H. Yang



4. For the condition of the appearance of shadow when photovoltaic modules are in
parallel, the simulation model is shown in Fig. 7. Assuming that the module PV2 is
obscured, the illumination intensity becomes 600 W/m2, the temperature is 25 °C,
and the illumination intensity is 1000 W/m2, the P-U curve of photovoltaic array
output is shown in Fig. 8.

5. For the condition of temperature variation of photovoltaic modules in parallel,
suppose that the temperature of PV2 in Fig. 7 becomes 50 °C, the illumination
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Fig. 6. P-U curve of temperature change in photovoltaic module in series

Fig. 7. Model of photovoltaic module in parallel shadow
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intensity is 1000 W/m2, the illumination intensity and temperature of the PV1 light
are constant, that is, if the T2 in Fig. 7 is changed to 50 °C, and S2 changed to
1000 W/m2, the P-U curve of the output of the photovoltaic array is shown in
Fig. 9.

It can be obtained from Fig. 4 that the output P-U curve of the PV array has a
single-peak value under uniform illumination, and the maximum power is 480 W,
which is consistent with the parameters provided by the manufacturer, thus verifying
the correctness of the photovoltaic cell engineering model.
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Fig. 8. P-U curve of photovoltaic module in parallel shadow
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Fig. 9. P-U curve of parallel temperature variation in PV module
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Compared with Figs. 5 and 8, it can be seen that when the shadow appears in the
series module, the P-U curve of the photovoltaic array output appears multiple peaks,
but in parallel, when the shadow appears, there are no multiple peaks.

Compared with Figs. 6 and 9, it can be seen that no matter whether the photovoltaic
module are in series or parallel, and the difference in temperature does not cause the
P-U curve of photovoltaic array output to peak, so when the model is analyzed, the
effects of temperature differences on photovoltaic arrays can be ignored.

3.2 Output Characteristic Law of Photovoltaic Arrays

From the previous section, it is known that the multiple peaks appear only on the series
modules, so this section uses four photovoltaic modules in series for making a simu-
lation to observe the characteristics of the photovoltaic array output, and the photo-
voltaic cell parameters are unchanged. The simulation model is shown in Fig. 10.

Fig. 10. Simulation model of photovoltaic array
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In order to observe the output characteristics of the photovoltaic array under the
condition of partial shadow, the intensity of illumination is simulated according to the
following sets of data.

1. S1 is 1000 W/m2, S2 is 1000 W/m2, S3 is 1000 W/m2, S4 is 600 W/m2, The output
P-U curve and I-U curve are shown in Fig. 11 and Fig. 12, respectively.
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Fig. 11. The P-U curve after being obscured
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Fig. 12. The I-U curve after being obscured

372 H. Yang



From Fig. 11, we can see that the coordinates of the two peak points are
A (92.55713.7), B (130.7651.8), the voltage difference of two peak points,
DUAB � 130.7–92.55 = 38.15 � 0.9 � Uoc and from Fig. 12, the I-U curve of pho-
tovoltaic array output has two steps.

2. S1 is 1000 W/m2, S2 is 1000 W/m2, S3 is 800 W/m2, S4 is 500 W/m2, the output
P-U curve and I-U curve are shown in Fig. 13 and Fig. 14, respectively.
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Fig. 13. The P-U curve after being obscured
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Fig. 14. The I-U curve after being obscured
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It can be seen from Fig. 13 that the coordinates of the three peak points are A
(58.72467.1), B (91.42612.5), C (130.8537.5), The voltages between peak points are
DUAB � 91.42–58.72 = 33.08 V � 0.9 � Uoc, DUBC � 130.8–91.2 = 39.6 V � 0.9
Uoc, from Fig. 14, it can be seen that the I-U curve has three steps.

3. S1 is 1000 W/m2, S2 is 800 W/m2, S3 is 600 W/m2, S4 is 400 W/m2, the output
P-U curve and I-U curve are shown in Fig. 15 and Fig. 16, respectively.
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Fig. 15. The P-U curve after being obscured
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As shown in Fig. 15, the coordinates of the four peak points are A(29.82, 217.6), B
(60.35, 390.5), C(92.69, 460.7), D(124.9, 420.9), respectively, the voltages between
peak points are DUAB � 60.35–29.82 = 30.53 V � 0.9 � Uoc, DUBC � 92.69–
60.35 = 32.34 V � 0.9 � Uoc, DUCD = 124.9–92.69 = 32.21 V � 0.9 � Uoc,

respectively, as shown in Fig. 16, the I-U curve of PV array output has four steps.

4. S1 is 1000 W/m2, S2 is 700 W/m2, S3 is 700 W/m2, S4 is 700 W/m2, the output P-
U curves and I-U curves are shown in Fig. 17 and Fig. 18, respectively.
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Fig. 17. The P-U curve after being obscured
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Fig. 18. The I-U curve after being obscured
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From Fig. 17, it can be seen that the coordinates of the two peak points are A
(28.04, 221.3),B(118.2, 667.5), respectively, and the voltages between the peak points
are DUAB � 118.2–28.04 = 90.16 V � 3�0.9 � Uoc, respectively. There are two
steps in Fig. 18.

From the above four sets of simulation results, we can get some characteristics:

1. When the photovoltaic array is partially obscured, the output’s P-U curve will
appear multiple peaks and I-U curves will appear multiple steps.

2. As we can see from Figs. 11 to Fig. 18, when the photovoltaic array appears several
kinds of light, the P-U curve of the photovoltaic array output has several peak
points, and the I-U curve has several steps.

3. From Figs. 11, 13, 15 and 17, we can draw a rule that the voltage difference
between adjacent peak points is approximately equal to the integer times of 0.9Uoc,
in which Uoc is the open circuit voltage of the photovoltaic module.

4. It can be seen from the I-U curve of the four groups, the curve on the left side of the
I-U curve corresponding to each peak point is about a straight line, the slope is zero;
the curve on the right side of the peak point is a curve, the slope is less than zero.

The above characteristics and rules can provide a theoretical basis for the maximum
power point tracking in the shadow condition, and improve the dynamic performance
of the maximum power point tracking.

4 Conclusion

Through the modeling of photovoltaic cells, the engineering application model of
photovoltaic cells is given, and the correctness of the model is verified by
MATLAB/Simulink simulation. Second, the output characteristic curve of the photo-
voltaic array under the partial shadow is simulated by MATLAB/Simulink, and some
rules and characteristics of the P-U and I-U curves of the photovoltaic array output are
obtained by observing several groups of simulation data. These laws and characteristics
can provide a theoretical basis for multi-peak maximum power point tracking (MPPT).
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Abstract. A novel polarization splitter is proposed in a photonic crystal fiber
with orthogonal dual core. The device is designed by using index matching
coupling theory. The proposed splitter exhibits some features, which has short
splitting length (the minimum splitting length is 0.3 cm), low loss (the silicon
fiber has been widely used in optical fiber communication) and so on. Moreover,
it is easy to fabricate over its counterparts because the right core is equivalent to
the left core rotated by 90°. It is extremely useful for the future applications of
the broadband polarization device.

Keywords: Polarization splitter � Index matching coupling � Photonic crystal
fiber

1 Introduction

Polarization splitters are able to split a light signal into two orthogonal polarization
states have been attracting much research interest for their potential applications in the
fields of optical fiber communications and sensors. Conventional splitters have been
achieved by utilizing metal overlap, mode evolution in optical waveguides, e.g., fused
biconical photonic crystal fiber coupler [1]. The uprising of photonic crystal fiber
(PCF) technology allows for a brand-new light guidance mechanism in a way that
could not be ever imagined. Owing to their distinguished optical properties, PCFs offer
a new opportunity to control light propagation through a periodic arrangement of
refractive indices along the fiber axis. Various types of PCF polarization splitters have
been proposed in either two-core or three-core schemes [2, 3]. These devices can be
achieved through two approaches: (1) Directional coupler based on two identical cores
[1, 2]. This device works due to the fact that the x and y polarization states have
different coupling lengths, so a light signal can be completely split into two cores after
a certain distance. This device shows a broader operating wavelength but a disad-
vantage is that the splitting length is longer than other ways. The size of these devices
usually is in the order of tens of centimeters. (2) Polarization-selective coupler [4, 5], in
which one polarization can couple between the two cores, however, the other one
cannot. The splitting length can be effectively shortened by this means. Nonetheless,
the bandwidth of these devices is rather narrow because the splitting operation only
works in the proximity of the crossing point between the two dispersion curves.
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Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
https://doi.org/10.1007/978-981-13-6508-9_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_45&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6508-9_45


According to the reference [5], the strong coupling only occurs in a wavelength range
of a few nanometers.

Based on index matching coupling theory, a new method to achieve a polarization
splitting is proposed. It can make one polarization mode couple between two cores in a
broadband. It should be noted that the theory of the Index Matching Coupling has been
widely used to design two-dimensional photonic crystal waveguides. Fan et al. first
developed the Index Matching Coupling theory for the resonant cavity in 2001 [6].
According to this theory, they designed a power splitter with up to 100% transmittance.
Thereafter, based on the resonant cavity theory, many research teams designed a good
variety of waveguides, such as Y-type waveguide [7], cross-shaped waveguide [8].
A novel polarization splitter with a broader band and shorter splitting length is designed
using this method. By numerical simulation, we found that the strongest coupling
occurs by the wavelength of 1.55 lm; the operating bandwidth is 0.9 lm, which is
about several times broader than the result of general reports; the minimum splitting
length is 0.3 cm, which is shorter than the conventional directional coupler. This
polarization splitter shows more excellent integrated performance than ever before.

2 Design and Characteristics Analysis

To design a polarization splitter using Index Matching Coupling method, the orthog-
onal structure of the fiber cores should be ensured. In this paper, we adopted dual-core
PCF in which the two cores are perpendicular. The cross section of the fiber based on
orthogonal dual core is shown in Fig. 1. To facilitate the analysis, the left core is called
core A and the right one is called core B.

Fig. 1. Cross section of the fiber based on orthogonal dual-core PCF
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If one polarization wants to couple between the two cores, it must meet the index
matching coupling condition. So we make some adjustments to the size of the air holes
near core A and core B. The size of those air holes is exhibited in Table 1. Core A is a
rectangle and its long axis in the X direction. We reduce some air holes around the core
A, which has two goals: (1) it would make it easier for the selected mode coupling in
the two fiber core (2) it can increase the refractive index of the y-polarization mode.
The core B is equivalent to the core of core A rotated by 90°, except some air holes in
the core B is bigger than core A. The reason for this is that the bigger air holes can
reduce the refractive index of y-polarization mode in core B. Thus the converse and
overlap of the dispersion curve can be achieved. The size of macro air holes in the fiber
core is of the order of magnitude of the optical wave, so in this condition, it can be
regarded as optical wave enter to the two vertical placed anisotropic medium. The
background material is silica with a constant refractive index of 1.45.

Figure 2. shows the different forms of index curve for the different fiber structures
(which are shown in the inset). This figure can also be regarded as a process of making
the index curve converse. Figure 2a plots the effective index of the directional coupler
with two identical symmetrical cores. The mode of two polarizations is degenerate. In
Fig. 2b, the fiber cores are changed to two identical high birefringence cores. Figure 2c
shows the index curve of the fiber designed by us. It shows the dispersion diagram of
equivalent core A and B. The index curves of x- and y-polarization mode is split
because the structure is a high birefringence fibers. The core B is equivalent to the core
A rotated by 90 degrees, so the dispersion curve of core B converses to core A. on
every wavelength of the operating band, the value of the effective index for comparison
is XA � YA; YB � XB; To make YA � YB, the size of the air holes of core B should be
adjusted. Thus in the broad operating band, the y-polarization mode will be strong
coupling between the two cores while the coupling of x-polarization mode cannot take
place owing to the fact that the index of x-polarization mode keeps a large difference.

In order to validate the above analysis, Fig. 3 shows the coupling states of x and y
polarizations at a different wavelength. We can see clearly that, at every wavelength, y-
polarization mode is strong coupling between the two cores while the x polarization
mode cannot be couple because the indices of x-polarization mode for core A and core
B have a large difference.

Table 1. The parameters of the fiber

Parameters Value (lm) Parameters Value (lm)

r1 0.5 r2 0.9
r3 1.15 r4 1.35
K 4.6
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The device we proposed is a polarization-selective coupler based on index
matching theory. The core idea is that, to make the coupling of one polarization occur
in a broad operating band, meanwhile, the coupling of the other ones cannot take place.
Therefore a broadband polarization-selective coupler is constructed. Its splitting length
is equal to one coupling length of y-polarization mode. The coupling length is defined
as a single-polarization power is completely transferred from one core to the other. It is
expressed to be LC ¼ k=2 ne � noj j, here the same, ne and no are the effective indices
for the polarization even and odd modes, respectively. In this paper, we select y-
polarization mode. Through the calculation, the splitting length is shown in Fig. 4. We
can see that the coupling length of y-polarization mode gradually decreases with the
increase of the wavelength. When the wavelength equals to 1.6 lm, the coupling
length has a minimal value 0.3 cm.

3 Discussion and Conclusion

The working bandwidth of traditional fiber polarization splitters is rather narrow
because the splitting operation only works in the proximity of the crossing point
between the two dispersion curves. According to the reference [5], the strong coupling

Fig. 2. The different forms of index curve for the different fiber structures. a Dispersion curve
for the symmetrical structure. b Dispersion curve for the asymmetrical structure. c Dispersion
curve for the fiber design by us
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only occurs in a wavelength range of a few nanometers. In this paper, by subtle design,
we make the dispersion curve of y-polarization mode in core B overlap with that of
core A. So y-polarization mode can couple between the two cores over a very wide
wavelength range. At the same time, x-polarization mode cannot be couple because the
indices of x-polarization mode for core A and core B have a large difference. The fiber
polarization splitter is extremely useful for the future applications of the coupling
device.

In particular, the fiber with orthogonal dual core has an advantage that it is simple
to design and easy to fabricate than the counterparts in the communication band. We
can easily realize the coincidence of y-polarization index curve by adjusting the size of
the hole or the lattice constant. Moreover, the size of the device is small as the light
signal can completely split through one coupling length of y-polarization mode;
therefore the shorter coupling length is ensured. Simultaneously, this structure itself
features ultralow confinement loss and high birefringence [9]. This point thanks to the
combined effect of the cores with asymmetric rectangular structure and the cladding
with circular air holes of a asymmetric array. Lastly, the background material is silica,
which has little absorption to the optical wave, so the loss of this device can be further
reduced. Taking all the factors into consideration, the splitter we proposed exhibits
some features, which has a short splitting length (the minimum splitting length is
0.3 cm), low loss (the silicon fiber has been widely used in optical fiber communica-
tion) and so on. Moreover, it is easy to fabricate over its counterparts because the right
core is equivalent to the left core rotated by 90°. It is extremely useful for the future
applications of the broadband polarization device.

Fig. 3. The coupling states of x and y polarizations at different wavelengths
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Abstract. In this paper, the detailed strain characteristics of a selective-filling
birefringent photonic crystal fiber (SF-PCF) were analyzed theoretically. The
SF-PCF was achieved by selectively filling two symmetrical air holes around the
fiber core of a PCF with a high index liquid. The group birefringence and phase
birefringence presented unique characteristics different from the traditional
index-guiding birefringence fiber. Hence, the transmission and sensing charac-
teristics of the Sagnac interferometer based on the SF-PCF presented diversity
and high sensitivity. Finally, the highest strain sensitivity of −9.56 pm/le was
theoretically achieved.

Keywords: Photonic crystal fiber � Birefringent fiber � Selective-filling � Strain
sensor

1 Introduction

The photonic crystal fiber is a new type of optical fibers with novel structures, novel
guiding mechanism, and flexible design and has been widely used in many versatile
sensing technologies [1]. Thereinto, high birefringent (HiBi) PCFs [2, 3] possessing
high birefringence and polarization maintaining characteristics, always were applied
into the Sagnac Interferometers to measure different parameters, for example, the strain
parameter. Furthermore, different HiBi fibers based SIs can exhibit unique strain
sensitivities. For example, the index-guiding HiBi PCFs, normally being compounded
of only one material, presented temperature-insensitive properties, which can effec-
tively eliminate the problem of cross-sensitivity. And the temperature-insensitive strain
sensitivities of 0.23 pm/le [4], 1.1 pm/le [5], and 2.5 pm/le [6] were achieved by
different index-guiding HiBi PCFs, respectively. At the same time, the air holes
structures of the PCFs provided greater convenience for injection of the active func-
tional materials. This opened up a new area for the realization of HiBi PCFs with
unique birefringence and sensing characteristics. Guo et al. [7] illustrated a solid-core
polarization maintaining PCF by selectively filling a single hole with a high index
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liquid, and achieved 3 pm/le strain sensitivity. In [8, 9], a new type of selective-filling
HiBi birefringent fibers was analyzed, and unique birefringence properties were
revealed. Furthermore, a different filling pattern determined diverse birefringence
properties and sensing characteristics.

In this paper, we theoretically analyzed the birefringence and sensing characteristics
of a kind of selective-filling photonic crystal fiber (SFPCF) which is designed by
selectively filling two symmetrical air holes around the fiber core of an index-guiding
PCF with a high index liquid. The modal effective refractive index, phase birefringence
and group birefringence of the fundamental modes were all calculated by using the
finite element method. The birefringence presented unique properties different to the
traditional index-guiding HiBi PCFs. Furthermore, the SFPCF was applied into a
Sagnac interferometer, and the strain sensing characteristics of the SI transmission
spectra were analyzed at different strains and wavelengths. Finally, a strain sensitivity
of −9.56 pm/le was achieved.

2 Theoretical Simulation of the Birefringence

Figure 1 showed the microgram of the cross section of the SFPCF. The effective index
of silica background was 1.444 at 1.550 lm. The diameters of the air holes, the
adjacent holes distance, and the diameter of the core were 3.7 lm, 5.8 lm, and 7.9 lm,
respectively. This pure silicon PCF consisted of a five-ring air hole arranged in a
regular hexagon which can be seen in Fig. 1a as well. The red holes are the filled holes
with the index of 1.56 at 1.550 lm.

The SFPCF was placed into the SI device, as shown in Fig. 1b. The SI includes a
polarization controller (PC), a 3-dB optical coupler (OC) with a splitting ratio
of *50:50 at a wavelength range from 1.3 to 1.6 lm and a section of SFPCF. And the
transmission interference spectrum of the SI can be expressed by the following equation:

TT kð Þ ¼ 1� cos dð Þ
2

ð1Þ

Fig. 1. a The microgram of the cross-section of the SFPCF. b The Sagnac interferometer device
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where d stood for the phase difference and was expressed as

d ¼ 2pLB kð Þ=k ð2Þ

L was the filling length.

The wavelengths of the output interference dips km with minimum value satisfied
the phase matched condition:

2pB kmð ÞL
km

¼ 2pm;m ¼ 0;�1;�2. . . ð3Þ

where m was the integer.
When the axial force F was applied onto the fiber, the produced axial strain ez was:

ez ¼ F=AE ð4Þ

where, A represented the area of the pure silica part in the fiber cross-section, and was
calculated as 11213.19 lm2. E denoted the elastic modulus, and was about 7.2 � 104

MPa for silica glass. If the external pull was applied to the optical fiber, the refractive
index of the silica background can be changed due to the elastic effect, which can be
expressed as

Dnbg
nbg

¼ � n2bg
2

p12 þ v p11 þ p12ð Þ½ �ez ¼ �peez ð5Þ

where p11 and p12 were the elastic tensor Kerr coefficients, pe was a valid elastic-optic
coefficient, the value of pe was 0.22 and it was the elastic coefficient of the silica
background.

The calculated strain sensitivity interference dips change with external force
sensitivity:

SðFÞ ¼ dk
dF

¼ k @B
@F

Bg
ð6Þ

Figure 2a illustrated the curves of the modal effective refractive index of the core
fundamental modes which were in the x and y polarized directions with wavelength,
respectively. The core energy will leak into the filled liquid rods if the wavelength was
close to the boundary of the anti-resonant region which can be seen at about 1.3 lm.
Figure 2b demonstrated the modal field distributions of the modes at some wave-
lengths. Point a represented the fundamental core mode. Points b and c at around
1.3 lm indicated the mode couplings between core fundamental mode LP01 and two-
high-index-rod waveguide LP31 odd modes. Point d represented the mode coupling
between core LP01 mode and two-high-index-rod waveguide LP12 odd mode.
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3 Strain Response of the Birefringence and SI Transmission
Properties

The phase birefringence B and group birefringence Bg were two basic parameters to
describe birefringence characteristics. And both the mathematical expressions were
shown as follows:

B kð Þ ¼ nx kð Þ � ny kð Þ ð7Þ

Bg kð Þ ¼ B kð Þ � k � dB kð Þ
dk

ð8Þ
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Fig. 2. a The curves of the modal effective refractive index of the core fundamental mode with
wavelength. b The mode field diagram at a, b, c, and d wavelengths
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According to the two formulas, the strain response of B and Bg were calculated and
plotted in Figs. 3a and 4a. In order to observe the image trend clearly, we enlarge the
two images which can be seen in Figs. 3b and 4b. As the strain increased, the B shifted
to longer wavelength and increased. Figure 4a showed us the Bg had zero points at
certain wavelengths.
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b The enlarged curves of phase birefringence

388 J. Zuo et al.



The output spectra of the SFPCF-based SI from 60.6924 to 242.7696 le were
illustrated in Fig. 5. With the strain increasing, the transmission interference dips will
shift to the longer wavelength. Figure 6a showed the wavelength variation of two dips
with strain. The data of dips at about 1.38 and 1.435 lmwere analyzed and fitted with 7-
order polynomial. The Adj. R-Square of them were 0.99018 and 0.99805, respectively.
Andwe took the first-order derivative of these fitting curves which can be seen in Fig. 6b.
As can be seen in the graph, the curves showed the fluctuation of the strain sensitivity
which ranged from 2.73 pm/le to −9.56 pm/le and from 1.29 pm/le to −3.37 pm/le,
respectively. The maximum strain sensitivity of −9.56 pm/le was achieved.
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4 Conclusion

In conclusion, we theoretically investigated the strain response of a selective-filling
birefringent photonic crystal fiber based SI. And the group birefringence and phase
birefringence of the SFPCF were explored. Based on the unique birefringence char-
acteristics, the strain sensitivity of −9.56 pm/le was achieved.
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Abstract. In this paper, the double negative metamaterial is designed and
analyzed using finite element method. Most of the structure of metamaterial is
applied in radar stealth technology and superlens. Compared with the traditional
material, the metamaterial can focus on electromagnetic waves, which can
improve the wireless power transfer (WPT) system. In previous research, the
metamaterial always operated in GHz and THz which is not suitable for the
WPT system. To address this problem, a novel structure of metamaterial which
works in MHz is proposed. The simulation results indicate that the novel
structure of metamaterial can achieve negative permeability and negative per-
mittivity at about 50 MHz.

Keywords: Metamaterial � Negative permeability � Negative permittivity �
Finite element method

1 Introduction

Metamaterial is a kind of supermaterial, which refers to artificial synthetic materials
which do not exist in nature. The permeability of ordinary natural materials is positive,
and the propagation rules of electromagnetic waves in materials meet the “rule of the
right hand”, so they are called right-handed materials. Different from the right-handed
materials, the propagation characteristic of the metamaterial is opposite which also
called left-handed material [1].

In 1967, the former Soviet physicist, Veselago, studied the electromagnetic prop-
erties of the permittivity and magnetic permeability which was negatively worth the
material [2]. He found that the magnetic field, electric field, and wave vector met the
left-hand rule in a specific frequency band, known as left-handed material. However, in
nature, no such permeability and permittivity are found to be left-handed materials, so
there has been no progress in the study of left-handed materials for a long time. Until
1996, Professor Pendry demonstrated that the permittivity of a periodically arranged
metal rod was negative when the frequency of the electromagnetic wave was less than
the plasma frequency. In 1999, he proved that the magnetic permeability and permit-
tivity of the Split Ring Resonator (SRR) in a periodic arrangement were negative at the
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resonant frequency [3]. Combining the two materials, in 2001, the properties of left-
handed materials are realized in the microwave section. In 2006, Pendry and others
proposed the theory that the use of super-materials to change the direction of the
electromagnetic field is arbitrary, and the scholars of the University of Duke made a
Circular Cloaking Device based on this theory. At present, many academic groups are
exploring the mystery of left-handed materials.

Because of its unique electromagnetic properties, left-handed materials have
applications in physics, materials science, optics, and mobile communications. The
current research in foreign countries mainly focuses on the innovative concept of
artificial structure design, and the study of left-handed materials in infrared and visible
bands. At home, all universities and institutes began to study this field before and after
2004. At present, the main direction of the work is aimed at basic research on the
application of left-handed materials [4].

Although the study of left-handed materials has become a hot topic in the current
scientific and technological research, the current research is either still in the primary
stage. It is mainly focused on the simulation and experiment of the left-hand material in
a simple medium structural unit. The application of real life is not mature, so a great
deal of research on the design of the structure is needed. In order to speed up the actual
use of left-handed materials, the trend of research is mainly focused on the design of
theoretical models and the design of three-dimensional left-handed materials [5].

In this paper, a structure of I-split ring resonator based on SRRs structure is pro-
posed. The structure is placed on the single side of the medium plate [6]. In the case of
the electromagnetic wave incident, the metal structure is integrated with the electric
resonator and the magnetic resonator on the side of the medium plate, so that the left-
handed characteristics of the material are produced in a certain frequency band.

2 Theoretical Analysis

In the simulation study of left-handed materials, the equivalent medium theory is the
primary method to describe the results of left-handed materials [7]. It is further the
theoretical guidance of the method of extracting the equivalent parameters. In this
method, the left-handed materials with a limited size are regarded as homogeneous
media with equivalent permittivity and permeability. The scattering parameters
obtained from the simulation can extract the equivalent permeability and dielectric
constant of the left-hand material, so as to intuitively determine the frequency band
position and bandwidth of the left-hand material. Because this method is simple and
easy to analyze, and can quantitatively describe the specific parameters of left-handed
materials, many organizations use this method to design left-handed materials.

This method was first proposed by the Smith group [8]. If the plane wave is
vertically incident to the left-hand material with a thickness of d, the relation between
the scattering parameter (S parameter) and the refractive index n of the left-handed
material, the impedance z is as follows:
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S11 ¼ S22 ¼ i
2

1
z
� z

� �
sin nk0dð Þ ð1Þ

S21 ¼ S12 ¼ 1

cos nk0dð Þ � i
2 zþ 1

z

� �
sin nk0dð Þ

ð2Þ

where k0 is free space wave number.
From the formulas (1), (2) the refractive index n and the impedance z of the left-

handed material can be obtained as follows:

n ¼ � 1
k0d

cos�1 1� S211 þ S221
2S21

� �
þ 2pm

� �
ð3Þ

z ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ S11ð Þ2�S221
1� S11ð Þ2�S221

s
ð4Þ

where m is a positive integer.
The equivalent permittivity e and permeability l of the left-handed material can be

calculated from the equivalent refractive index and impedance:

e ¼ n
z

ð5Þ

l ¼ nz ð6Þ

3 Design and Analysis

3.1 Model Design

There are two main structural designs of left-handed materials: one is resonant struc-
ture, the other is the composite left and right transmission line structures. The resonant
structure is the dielectric unit in a certain frequency electromagnetic wave incident,
excited the metal structure of the electric resonance and magnetic resonance, to achieve
the production of double negative materials. The composite left and right hand trans-
mission line is adjusted by the composition of the transmission line, changing the
distribution parameters of the medium, so as to achieve the negative dual nature in the
specific frequency band.

The structure of this paper is designed based on the resonant structure. The Split
Ring Resonator and metal line are placed on both sides of the medium plate, so that the
left-hand characteristics of the composite materials are realized at a specific frequency
[9–12]. The structural model material is shown as shown in Fig. 1.

394 X. Zhang et al.



The SRR and metal wire are placed on both sides of the medium plate (FR4, e =
4.4, loss tangent of 0.02). The thickness of the medium plate is 2 mm. The metal line
and the SRR are made of copper with a thickness of 0.1 mm. Therefore, the thickness
of the new structure is 2.2 mm in the experiment. The length of the border length is
listed in Table 1.

3.2 Analysis

In order to obtain the electromagnetic properties of the model, the finite element method
is applied to analyze the model to get the S parameters and phase parameters of the
structure. By observing the position of the passband and the band gap of the S param-
eters, the frequency band of the left-hand characteristics can be roughly speculated. In
order to further obtain specific results, such as permittivity and permeability, the
equivalent parameter extraction method mentioned above is applied to calculate.

The model is placed inside a vacuum rectangular air cavity. The metal wire,
medium plate, and metal ring are placed in the negative direction of the Z-axis in turn.
Medium plate is placed along the XY surface, and the metal bar is placed along the
direction of the X-axis. Then, we need to set the boundary conditions, set the two
planes parallel to the XY surface as the perfect magnetic wall, and set the two planes
parallel to the YZ surface as the perfect electric wall, and the two planes parallel to the
XZ surface are set to wave port [13].

The polygonal open metal structure has similar physical properties with the open
resonator, which produces the reverse magnetic field and achieves negative perme-
ability l. The metal wire on the back forms ELC resonance and produces negative
permittivity e [14].
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Fig. 1. a The front of the model structure; b the back of the model structure

Table 1. Parameters of the structure

Edge number a b c e f g h i k m

Length (mm) 200 20 20 10 5 10 5 10 180 70
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Through simulation analysis, the real and imaginary parts of the S parameter can be
obtained as shown in Fig. 2.

Using the parameter extraction method mentioned above, the electromagnetic
parameters of the model structure are extracted as shown in Fig. 3 which shows the
amplitude and phase changes of S parameters respectively. The amplitude and phase of
the observed S parameters are abruptly in the vicinity of 50 MHz, and the existence of
the left-hand band can be known. Only by changing the S parameters of the two results
above, the result is not very reliable. Therefore, put the obtained S parameters into the
formulas (3) and (4), and the equivalent impedance z and the equivalent refractive index
n are obtained, then we can obtain the permittivity e and magnetic permeability l [15].

The refractive index, equivalent impedance, permittivity, and magnetic perme-
ability are shown in Figs. 4 and 5. It can be seen that the frequency band of negative
refractive index is 46–52 MHz.

Figure 4a shows the curve of refractive index changing with frequency, and deter-
mines the frequency band of negative refractive index is 46–52 MHz again. Figure 4b
shows the change curve of the wave impedance. It also can be observed that the equiv-
alent permeability is −3.6, and the permittivity is −1.85 when the frequency is 50 MHz.
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4 Conclusion

In this paper, a new left-handed material model is designed based on the traditional
SRR/Metal-wire structure. Through theoretical analysis and simulation, the equivalent
index, characteristic impedance, permittivity and permeability of the model structure
were extracted by the equivalent parameter extraction method. The results demonstrate
that the structure of the model has double negative characteristics in the 46–52 MHz
range, and has a great reference value for the wireless power transmission system
[16–18].
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Abstract. This paper presents a direct method to generate a transmission zero
in evanescent-mode waveguide filter by adding a shorted waveguide shunted in
the coupling region between two resonators. First, a traditional evanescent-mode
waveguide filter with series coupling topology is designed. To introduce a
transmission zero to enhance the stopband performance, a shorted waveguide is
shunted in the coupling region between two adjacent resonators. Adjusting
length of the shunted waveguide can easily adjust the position of the trans-
mission zero. To maintain the bandpass performance of the whole filter, the
coupling region needs to be tuned to produce suitable coupling strength as the
same as the original one. A fourth-order example is designed and measured,
measured results show good accordance with the simulated ones, validating the
proposed method in this paper.

Keywords: Transmission zero � Evanescent mode � Shorted waveguide �
Fourth order

1 Introduction

In recent years, the performance of filters becomes more demanding than ever before,
which requires the filters should poss small size, high selectivity, low insertion loss, and
so on. In the late 1950s, Jaynes [1] and Edson [2] proposed resonators in evanescent-
mode waveguide to design filters, which are called evanescent-mode waveguide filters
now. Compared with general coupled resonant filters, the spurious response of
evanescent-mode waveguide bandpass filters could be far away from the center fre-
quency. Thus, these filters are widely used in satellite communication systems.

There are two common kinds of evanescent-mode waveguide filter, evanescent-
mode E-plane finned waveguide bandpass filter [3] and evanescent-mode waveguide
bandpass filter with non-touching-E-plane fins [4]. In this paper, by means of intro-
ducing capacitive posts in E-plane [5, 6], a new structure is proposed as shown in
Fig. 1, the equivalent circuit model of the filter is shown in Fig. 2.
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2 Filter Design

Basic structure of evanescent-mode waveguide bandpass filter is shown in Fig. 1. Four
capacitive posts are placed at suitable intervals along the evanescent waveguide to
realize fourth order within the passband. The input and output of the filter are realized
by coaxial feedings. Cut-off wavelength of the waveguide can be computed as

kc ¼ c=fc ð1Þ

The fundamental mode propagating in the waveguide is TE10 mode whose cut-off
wavelength is 2a (a is the width of the waveguide’s broadside), a can be computed as
kc/2. The size of the capacitive posts and the intervals is determined by the coupling
coefficient matrix. A 6 � 6 normalized coupling matrix corresponding to a fourth-order
Chebyshev filter [7] is shown in the following:

M ¼ Mij ¼

0 1:1289 0 0 0 0
1:1289 0 1:013 0 0 0

0 1:013 0 0:75598 0 0
0 0 0:75598 0 1:013 0
0 0 0 1:013 0 1:1289
0 0 0 0 1:1289 0

2
6666664

3
7777775

ð2Þ

Coupling coefficient Ki,i+1 can be computed by the following equations:

Ki;iþ 1 ¼ f2 � f1ffiffiffiffiffiffiffiffiffiffiffiffiffi
f2 � f1

p ð3Þ

Fig. 1. Evanescent-mode waveguide filter

Fig. 2. Equivalent circuit model
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Ki;iþ 1 ¼ FBW � mi;iþ 1 ð4Þ

where FBW is fractional bandwidth of the filter and mi,i+1 is the corresponding elements
in the normalized coupling matrix. Adjust the intervals between posts until Ki,i+1 in (3)
equals or approaches closely to Ki,i+1 in (4). Then, a shorted waveguide is shunted in
the coupling region between the second and the third resonators as shown in Fig. 3.

Length of the shorted waveguide is about 1/2 kg, kg is waveguide length of the
transmission zero’s frequency and can be computed as

kg ¼ kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k

kc

� �2
r ð5Þ

Due to the introduced shorted waveguide, the coupling between the second and the
third resonators will change. Then tune the distance between the two resonators until
obtaining the same bandpass performance.

An example is given to show the transmission zero created by the shorted
waveguide as shown in Figs. 4 and 5. Width and height of the short waveguide’s cross-
section are 14 and 5 mm, length of the waveguide is set to 17.75 mm.

Fig. 3. Simulated model proposed in this letter by introducing a shunted waveguide

Fig. 4. A shorted waveguide shunted at the center of an evanescent-mode waveguide
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From Fig. 5, a transmission zero is created at a frequency of 13.54 GHz, half
wavelength of this frequency is 18.1 mm, which is a little different from 17.75 mm.
This small difference is caused by the influence between the two waveguides.

3 Result

After optimizing the filter by HFSS, parameters are determined and shown in Fig. 6,
simulated results are shown in Fig. 7.

Figure 8 gives the magnetic field distribution at 13.58 GHz in the whole filter
structure. From the figure it shows clearly that the signal at this frequency is almost all
reflected to the input port.
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Fig. 5. Simulated results of Fig. 4
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Fig. 6. Key parameters of the simulated model
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The designed filter is then fabricated and measured. Figure 9 shows the manufac-
tured filter. Figure 10 gives the simulated and measured results. The measured results
accord well with the simulated ones. The measured transmission zero appears at
13.6 GHz, shifting a little from the simulated one, making upper stopband steeper. Due
to fabrication error, the measured insertion loss is about 1 dB, not as good as the
simulated. The losses of two SMA connectors also contribute to the measured insertion
loss.
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Fig. 7. Simulated results of the filter

Fig. 8. Magnetic field analysis of solution frequency at 13.58 GHz

Fig. 9. Manufactured filter
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4 Conclusion

A simple and direct method to generate a transmission zero in evanescent-mode
waveguide filter by adding a shorted waveguide shunted in the coupling region
between two resonators has been proposed in this letter. No cross coupling is needed,
the whole filter could be simply designed by two steps: a traditional evanescent
waveguide filter design and introducing of a shorted waveguide to produce a trans-
mission zero. The measured results are in good accordance with the simulated ones,
validating the proposed method presented in this letter.
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Abstract. With setting up and tearing down of dynamic requests, there will
inevitably be spectrum fragmentation in elastic optical networks, leading to a
higher blocking ratio. However, conventional algorithms only consider current
spectrum fragmentation in the 2D-spectrum auxiliary graph, which determines
whether requests can be accepted when they arrive. To overcome this problem,
we propose an innovative routing and spectrum assignment algorithm consid-
ering the future fragmentation, which determines whether requests can be
accepted when other online requests leave. In this algorithm, we first introduce a
time variance metric to measure the occupied holding time of both the current
request and its adjacent online requests, and then propose a model with the
minimal time variance in the 3D-spectrum auxiliary graph, which tries to ensure
all the leaving time is similar around the current requests. Finally, we verify the
advantages of the proposed algorithm in terms of blocking ratio, fragmentation
ratio, and spectrum utilization ratio through simulation results.

Keywords: Elastic optical network � Dynamic routing and spectrum
assignment � Spectrum fragmentation � 3D-spectrum auxiliary graph � Time
variance

1 Introduction

Elastic optical networks (EONs) [1] have been regarded as the future development
direction of optical transmission network because of orthogonal frequency division
multiplexing (OFDM) technology, which can expand spectrum ranges based on
orthogonal phase between subcarriers, and can support fine-grained service integration.
The routing and spectrum assignment (RSA) [2–7] in EONs refers to establishing a
connection for requests and allocating corresponding spectrum resources under the
constraints of spectrum continuity, contiguity, and nonoverlapping. However, due to
setting up and tearing down of requests as network traffic varies over time, there are
many spectrum fragments formed. To address this issue, a lot of algorithms [6, 7] have
been proposed, which are divided into two aspects: proactive and reactive, but those
algorithms considered only current spectrum fragments but not the future spectrum
fragments (FSFs) whether in the spectral domain or the spatial domain. This is because
the focus of these algorithms was whether new requests can be accepted into the
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network or not when they arrived. As for FSFs, it determines whether the online
request’s bandwidth can be occupied by other requests when they are released. The
authors in [8, 9] proposed spectrum assignment algorithms in the time-spectral domain
that avoid forming FSFs. Unfortunately, they did not consider time-spatial domain, that
is, when the online requests left the network, they would generate spectrum fragments
in their neighbor links.

To this end, when placing an incoming request, we must ensure its holding time is
similar not only with the remaining time of other adjacent online requests in candidate
links, but also with other online requests of the same place in neighbor links of
candidate links. Therefore, we introduce a time variance metric to measure whether
their occupied time is similar, and establish a model with the minimal time variance in
the 3D-spectrum auxiliary graph. This model ensures all adjacent connections almost
leave the network at the same time, and makes the necessary waiting time smaller
between the adjacent frequency slots (FSs) when one of them has been released, which
in turn causes less FSFs in the time-spectral and time-spatial domains. Thus, more and
more requests will be accommodated in the future. Compared with the traditional
algorithms shown in Fig. 1a, we can see that our algorithm shown in Fig. 1b makes the
time distribution of online requests more uniform, where Link1 belongs to the selected
path for the current request, and Link2 and Link3 are the neighbor links of Link1. The
vertical axis and horizontal axis are the occupied time and FSs of the online requests,
respectively. Besides, the height of every FS is not only similar to its adjacent FSs in
the same link, but also with its adjacent FSs in neighbor links. Only in this way, can we
reduce FSFs formed.

In this work, we investigate the time-aware routing and spectrum assignment
(TRSA) assisted by the 3D-spectrum auxiliary graph in EONs. To the best of our
knowledge, this paper is the first work proposing time variance metric and establishing
RSA model with the minimal time variance, and we can reduce FSFs in the time-
spectral and time-spatial domains effectively. Furthermore, we propose a novel
dynamic algorithm, and then verify the advantages of the algorithm by simulation
results. Compared with traditional algorithms, our proposed algorithm effectively
reduces blocking ratio, fragmentation ratio and increases spectrum utilization ratio.

Fig. 1. a The traditional 3D auxiliary graph; b the time-aware 3D auxiliary graph
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2 Minimal Time Variance RSA Model

The EONs topology can be represented as G ¼ V ;E;Cf g. We use R sR; dR;BR; tRa ; t
R
e

� �
to denote the request, which tRa is the arrival time and tRe is the ending time. Meanwhile,
we define the holding time HR ¼ tRa � tRe . Before describing the problem in detail, we
need to add the following notations listed in Table 1.

In the dynamic scenario, the problem of fragmentation must be considered, espe-
cially FSFs, which cannot be occupied by other requests when online requests leave the
network. In this section, we will establish an RSA model with the minimal time
variance, which focuses on placing an incoming request whose holding time is similar
with the remaining time of other online requests in the candidate path and its neighbor
links, and reducing the FSFs in the time-spectrum domain and the time-spatial domain
respectively.

In the time-spectral domain, we firstly aim at proposing a time variance model,
which calculates the time variance between the holding time of the incoming request
and the remaining time of its adjacent online requests in candidate links. The time
variance equation can be achieved by Eqs. (1) and (2).

Table 1. Notations

Notations

V : The set of bandwidth-variable switching
nodes;
E: The set of bidirectional optical fiber links
between nodes in V ;
C: The set of FSs on each optical fiber link in
E;

lki : The ith link of pk , and lki 2 /k;
uk: The neighbor link set of pk , and ukj j is the
number of neighbor links of pk;
pk: The kth alternative path in the k-shortest
paths;

/k: The link set of light path pk , and /kj j is
the number of links in pk;
Lkx: The xth neighbor link of pk, and Lkx 2 uk;

V
Bk
s;e

time�spec: The variance of Bk
s;e in the time-

spectrum domain;

V
Bk
s;e

sum: The variance sum of Bk
s;e;

H
lki
bþ 1: The remaining time of FS #b + 1 in

link lki , and if FS is not occupied, H
lki
bþ 1 ¼ 0;

Bk
s;e: The free spectrum subcarrier of pk, and

the first index number and the last index
number are s and e, respectively;
AVs;e

lki
: The average time of the incoming

request R and online requests on the both side
of incoming request’s position in link lki ;

V
Bk
s;e

min: The minimum time variance among free
spectrum subcarriers

H
lki
s�1: The remaining time of FS #s-1 in link

lki , and if FS is not occupied, H
lki
s�1 ¼ 0;

HLkx
y : The remaining time of online request

which occupies FS #y in the neighbor link Lkx,
and y 2 Bk

s;e;
AVs;e

y : The average time of the incoming
request R and online requests which occupy
the yth FS in uk, and y 2 Bk

s;e;

V
Bk
s;e

time�spa: The variance of Bk
s;e in the time-

spatial domain
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Also, we establish a time variance model about the time-spatial domain, which can
calculate the time variance between the holding time of the incoming request and the
remaining time of other online requests of the same place in neighbor links of candidate
links, it can be achieved by Eqs. (3) and (4).

Moreover, the smaller the variance is, the more similar the occupied time of the
adjacent FSs. In the 3D-spectrum auxiliary graph, we should calculate the variance sum
between time-spectral domain and time-spatial domain through Eq. (5), and then select
the minimum summary value through Eq. (6). In this way, we can achieve own
objective that minimizes the time variance between the time-spectral and the time-
spatial domains, and ensures the leaving time is similar around the position of the
incoming request.

AVs;e
lki

¼ H
lki
s�1 þHR þH

lki
bþ 1=3 ð1Þ

V
Bk
s;e

time�spec ¼
X
lki 2/k

H
lki
s�1 � AVs;e

lki

� �2
þ HR � AVs;e

lki

� �2
þ H

lki
bþ 1 � AVs;e

lki

� �2
=3 /kj j ð2Þ

AVs;e
y ¼ HR þ

X
Lkx2uk

HLkx
y

0
@

1
A= ukj j þ 1ð Þ ð3Þ

V
Bk
s;e

time�spa ¼
Xb
y¼s

HR � AVs;e
y

� �2
þ

X
Lkx2uk

HLkx
y � AVs;e

y

� �2

0
@

1
A=BR ukj j þ 1ð Þ ð4Þ

V
Bk
s;e

sum ¼ V
Bk
s;e

time�spa þV
Bk
s;e

time�spec ð5Þ

V
Bk
s;e

min ¼ Min V
B1
s;e

sum;V
B2
s;e

sum; . . .;V
Bk
s;e

sum

n o
ð6Þ

3 Heuristics

The TRSA is a dynamic algorithm that can handle the arrival events and departure
events of requests randomly. We firstly initialize network resources, enter network
topology G ¼ V ;E;Cf g, and wait for the requests to arrive. When a request arrives at
the system, we should determine whether the current request is an arrival event or a
departure event. If it is a departure event, spectrum resources are released and the FSs
status of the link is updated. If it is an arrival event, we should perform the following
steps shown in Table 2. In TRSA algorithm, we will select the optimal subcarrier
whose time variance sum is the least value in the 3D-spectrum auxiliary graph, and it
can reduce the blocking ratio and fragmentation ratio effectively, thus the spectrum
utilization ratio is improved greatly.
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We first regard the remaining spectrum resources in each fiber link as the link cost,
and use the k-shortest path algorithm to find the k best paths between the source and
destination nodes as the alternative path set PK ¼ pkf g. In the alternative paths, there
may be multiple candidate subcarriers Bk

s;e, i.e., the continuously available spectrum

segments. If Pk is not empty, we will select Bk
s;e Bk

s;e �BR

� �
and calculate its time

variance sum of Bk
s;e, then put all eligible candidate subcarriers into the set k. Other-

wise, we will block R. If the set k is not empty, we can select the least time variance

sum V
Bk
s;e

min and assign FSs for R. Otherwise, we will block R.

4 Performance Evaluation

In this section, we take platform Visual C, at the 64-bit Core i-7 (2.50 GHz) computer
with 8 GB RAM to evaluate the performance of our TRSA assisted by the 3D-
spectrum auxiliary graph, and the simulation is carried out in NSFNET with 14 nodes
and 21 bidirectional fiber links with 358 FSs. We consider the traffic dynamical arrival
set of 100,000 requests, which are generated according to a Poisson distribution pro-
cess with an average arrival rate of k and an average reservation holding time of 1=l.
The source and destination nodes are uniformly distributed throughout the network.
The network load is measured in Erlang k=l, and we define l ¼ 1 here. The allowed
number of FSs per demand ranges from 1 to 10, and is selected randomly with equal
probability, and the traffic load ranges [100, 400] Erlangs.

In order to evaluate the performance of TRSA algorithm, we consider two bench-
marks: the minimal holding time difference (MHTD) algorithm [8] and holding time-
aware RSA (HTA-RSA) algorithm [9]. MHTD algorithm tries to search for a path with
the minimum holding time difference in time-spectral domain, and HTA-RSA algorithm
attempts to select a spectrum subcarrier which has the minimum holding time difference
sum between FSs and FS with the maximum holding time in their spectrum subcarrier.

We adopt blocking ratio, spectrum utilization ratio and fragmentation ratio as
simulation metrics. We define blocking ratio as the total blocked requests divided by the
total requests, and define spectrum utilization ratio as the FSs used by the total FSs in the
network. Fragmentation ratio is calculated in the Eq. (7), where bl is the number of
spectrum subcarriers of every link, and Sl is the number of available FSs of every link.

Table 2. TRSA toward the arrival event

1. Calculate the k shortest paths for R and add them to the set p ;
2. For each candidate path in p do; 

For each candidate spectrum subcarrier ≥B B in candidate path do; 

Count the variance sum of B and add them to the set λ ; 
End For

End For
3. Select the minimum variance sum from set λ for R; 
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F ¼ 1
Ej j

X
l2E

bl
Sl

ð7Þ

Figure 2 shows the blocking ratio among three algorithms, where blocking ratio
values of the HTA-RSA and the TRSA algorithms are 0 when the traffic load is 100.
We can see that the blocking ratio of the three algorithms increases with the increasing
of load. The MHTD algorithm has the highest value, followed by the HTA-RSA, and
the TRSA has the lowest one. This is because MHTD and HTA-RSA only consider
whether the remaining time of the incoming request is similar to its adjacent FSs in
candidate path. When the online requests leave the network, it will provide the next
request with insufficient spectrum resource if this request is placed in neighbor links of
the online requests. On the contrary, the TRSA algorithm not only considers whether
the remaining time of the incoming request is similar with its adjacent FSs in candidate
path, but also fully considers whether is similar with other online requests of the same
place in neighbor links. So the TRSA algorithm has the lowest blocking ratio.

Figure 3 shows the fragmentation ratio among three algorithms, where the MHTD
algorithm has the highest value, followed by the HTA-RSA, and the TRSA has the
lowest value. This is because MHTD and HTA-RSA do not consider the fragments
formed in time-spatial domain when assigning FSs.

Figure 4 shows spectrum utilization ratio among the three algorithms. We can see
that the MHTD algorithm performs better than the TRSA algorithm, and the HTA-RSA
is lowest at the light traffic loads, but the TRSA algorithm has the highest value,
followed by the MHTD algorithm, and the HTA-RSA algorithm has the lowest value at
the high traffic load. This is because more fragments are formed with the increasing of
load in the MHTD algorithm, and blocking ratio becomes more and more higher.
The TRSA algorithm has lower blocking ratio and fragmentation ratio, so the spectrum
utilization ratio is higher than the other algorithms.

Fig. 2. The blocking ratio in NSFNET
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5 Conclusions

In this paper, a new time variance metric is designed for measuring the occupied
holding time of adjacent FSs, and a model with the minimal time variance in the 3D-
spectrum auxiliary graph is further established. Based on the model, TRSA algorithm
assisted by the 3D-spectrum auxiliary graph in EONs is proposed and simulated. The
simulation results show that the proposed algorithm outperforms obviously than the
other algorithms in terms of blocking ratio, spectrum utilization ratio, and fragmen-
tation ratio.

Fig. 3. The fragmentation ratio in NSFNET

Fig. 4. The spectrum utilization ratio in NSFNET
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Abstract. Software-defined Elastic Optical Networks (SD-EONs) combine
software-defined network (SDN) with elastic optical networks (EONs) to further
improve the spectrum utilization of routing and spectrum assignment
(RSA) algorithms. However, some existing RSA algorithms usually only con-
sider the hops when solving route subproblem, whereas the link spectrum status
is also very important. At the same time, they usually neglect the vertical
fragmentation between neighbor links during the spectrum assignment. There-
fore, we propose an innovative hop and consecutiveness-based routing and
fragmentation-aware spectrum assignment (HCR-FSA) algorithm with a joint
consideration of hops and spectrum consecutiveness in routing selection and
pays attention to both horizontal and vertical fragmentations during spectrum
assignment. We implement our HCR-RSA algorithm in RYU controller to
evaluate its performance. The experimental results show that our algorithm
achieves better blocking probability and fragment degree compared with the
previous works.

Keywords: Elastic optical networks (EONs) � Software-defined network
(SDN) � Routing and spectrum assignment (RSA) � Horizontal
fragmentation � Vertical fragmentation

1 Introduction

With the rapid growth of the diversified traffic demands, the traditional network is
confronted with enormous challenges generated by carrying capacity. Elastic optical
networks (EONs) [1] have emerged as a promising solution, which can maximize
spectral utilization by employing fine granularity frequency slots (FSs). While the finer
granularity of spectrum allocation is the key feature that makes EONs attractive, it also
introduces new challenges. In a dynamic traffic scenario, the setting up and tearing
down of the dynamic path will inevitably lead to spectral fragmentation which results
in poor blocking probability (BP) and fragment degree (FD).

The dynamical and global resource allocation is essential for spectrum defrag-
mentation in EONs. Thus, centralized control works more efficient than a distributed
way. As is known to all, software-defined network (SDN) [2] has the ability to
apperceive and control the network in a global view by using a centralized controller.
The authors in [3] explained that combining the SDN and EONs, software-defined
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elastic optical networks (SD-EONs) provide an easier way to manage spectrum
resource. SD-EONs architecture is shown in Fig. 1. Bandwidth variable wavelength
selective switches (BV-WSSs) and edge routers (ERs) working in underlying data
plane are interconnected by an optical fiber. The control plane consists of a centralized
controller and several OpenFlow Agents (OF-AGs) that communicate with each other
by sending extended OpenFlow [4] messages.

The RSA problems can be divided into routing subproblem and spectrum assign-
ment subproblem. Several algorithms have been raised to address the RSA problem
[5–7]. Most previous investigations in [5, 6] use Shortest Path (SP) algorithms to solve
the routing problem, and they usually just get candidate paths weighted by hops or
distance. However, the link resources status is also very important actually. If we
choose a candidate path that only depends on hops, the chosen path might not have
enough available FSs for the requests. Therefore, it is better to consider both hops and
link spectrum consecutiveness in routing selection.

In addition, most existing investigations have drawn little attention to the influence
on BP and FD caused by fragmentations. Shortest path first-fit (SP-FF) algorithm [6]
simply selects the first available frequency block (FB) by considering the time com-
plexity of the algorithm. Nonetheless, out of the consideration of the fragmentations,
SP-FF may disperse the available FBs into nonuniform small pieces and lead to poor
performance in terms of BP and FD. The authors in [7] first analyzed the fragmentation
problems in EONs in two dimensions and categorized it as the spectral fragmentation
and spatial fragmentation, and proposed a two-dimensional fragmentation awareness
(2D-FA) algorithm to reduce BP. However, they emphasize on the spectral fragmen-
tation and only consider spatial fragmentation when there is more than one FB with
minimal spectral fragmentation. Actually, fragmentations can be classified into hori-
zontal fragmentation and vertical fragmentation.

In order to further improve the spectral utilization, we propose a hop and con-
secutiveness based routing and fragmentation-aware spectrum assignment (HCR-FSA)
algorithm for SD-EONs. Unlike the works in [6, 7], we pay attention to both hops and
link spectrum consecutiveness to select routes and take horizontal and vertical frag-
mentations into consideration in a more comprehensive way for spectrum assignments.

SD-EON Controller

SD-EON Network Element
OpenFlow Extended

TL1,SNMP,...
Non-SDN Network Element (BV-WSS/ER)

OF-AGOF-AG OF-AG......
Hardware Abstraction Layer

SDN controller OF-AG

BV-WSS

(a)
(b)

ER

Fig. 1. a Network architecture of SD-EONs. b Detail of the network architecture of SD-EONs
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We also give the mathematical definition of these two types of fragmentations, which
can globally represent the spectrum utilization status.

The rest of this paper is organized as follows. Section 2 analyses the RSA problems
in SD-EONs. Our HCR-FSA algorithm is given in Sect. 3. Simulation results are
analyzed in Sect. 4. Finally, we summarize the paper in Sect. 5.

2 Problem Analysis

RSA problem takes a significant part in SD-EONs, in which an available FB is required
for each new arrival traffic request. We prefer our HCR-FSA algorithm serving the
maximum number of traffic requests and alleviate BP and FD. In the routing problem,
we aim to select several candidate paths between source–destination node pairs for
each traffic request, and our objective is to minimize the hops of the transmission path
and maximize the spectral consecutiveness.

In terms of hops, we desire to allocate the request on the shortest path, since we
have to assign continuous spectrum among all links on the forwarding path and the
shortest path can minimize the total amount of FSs. We take the topology in Fig. 2a for
an example. Assume that there is a request r between source node v3 and destination
node v6 and its bandwidth requirement is 2 FSs. Obviously, there are several candidate
paths can be routed to request r, such as v3-v5-v6, v3-v2-v4-v6, v3-v5-v4-v6, and v3-v1-v2-
v4-v6. Since the hops on those paths are 2, 3, 3, and 4, we have to allocate 4, 6, 6, and 8
FSs in total for request r respectively. Therefore, in order to reduce the total amount of
occupied FSs, we prefer the paths with fewer hops. On the other hand, the overall
spectrum consecutiveness on the forwarding path is also an important parameter during
the selection of the candidate paths. The path with high spectrum consecutiveness can
potentially transmit more traffic requests, which lead to lower BP.
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Fig. 2. a An example of network topology. b, c An example of spectral status on candidate
paths p1 and p2. d Horizontal fragmentations on candidate path p1. e–h Vertical fragmentations
on adjacent links of v1, v3, v5, and v6
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We discuss the spectrum assignment problems in two dimensions, and descript two
kinds of fragmentations namely as horizontal and vertical fragmentations. On one hand,
since there is spectrum contiguity constraint in EONs, the dispersal of available spectral
resources might generate useless spectrum fragmentations. We define horizontal
fragmentation as those useless spectrum resources caused by irrational allocations,
which dispersed available spectral slots into pieces. The vertical fragmentation, on the
other hand, indicates those usable FSs that cannot assign to traffic requests, due to the
FSs on the neighbor links are not available along the candidate paths, featured by
spectrum continuity constraint in EONs.

3 HCR-FSA Algorithm Description

We define SD-EONs as a graph GðV ;EÞ, in which V ¼ fv1; v2; . . .; vng represents the
set of network nodes and E ¼ fe1; e2; . . .; elg represents the set of bidirectional edges
between nodes in V . Vj j ¼ N; Ej j ¼ L denotes the numbers of network nodes and links,
respectively.

To better describe our algorithm, we introduce the following notations.
rðvs; vd; bÞ: The traffic request r, where vs and vd are the source and destination

nodes, b represents the request bandwidth.
Fs: The number of FSs on each link.
Pr, Hopp: The sets of candidate lightpaths p for request r, and the hops of p.
Ue

F : The sets of u
e
f , where u

e
f describe the status of the FS on link e, taking 0 if the

FS f on link e is occupied, otherwise taking 1.
Be
F : The number of available FB on link e, formulated as Eq. (1).

Ce
F : The consecutiveness of link e indicates the level of the spectrum utilization

status on each link, formulated as Eq. (2). The first multiplier in denominator represents
the number of continuous available FSs, and the other multiplier in denominator
indicates the total number of available FSs.

Cp: The average consecutiveness of links on the candidate path p, given in Eq. (3).
SLTp, SNp: The sets of links and nodes in the candidate lightpath p, respectively.
SLAv: The sets of all adjacent links for each node v in SNp.
HFb: The degree of the horizontal fragmentations on links in set SLTp, formulated

as Eq. (4). Especially, we define uef�1
¼ 1 and uefFSþ 1

¼ 1 where fb is the boundaries
(start = 1 or end = Fs), since it will not introduce new fragmentations.

AFfi , OFfi : The number of available FSs and occupied FSs on slot fi among the
adjacent links, defined as Eqs. (5–6).

VEb: The vertical efficiency of FB b. It indicates the level of the vertical frag-
mentations on adjacent links of node v in SLAn, for each node v belongs in set SNp,
given in Eq. (7).

Be
F ¼

XFs

i¼1

uefi�
XFs�1

i¼1

uefi � uefiþ 1
ð1Þ
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Ce
F ¼

XFs�1

i¼1

uefi � uefiþ 1
�
XFs

i¼1

uefi=B
e
F � Fs ð2Þ

Cp ¼
X

e2SLTp

Ce
F

SLTp
�� �� ð3Þ

HFb ¼
X

e2SLTp
uefstart�1

� uefendþ 1
= SLTp
�� �� ð4Þ

AFfi ¼
X

v2SNp

X

e2SLAv

uefi ð5Þ

OFfi ¼
X

v2SNp

SLAvj j �
X

e2SLAv

uefi

 !

ð6Þ

VEb ¼
Xend

i¼start

AFfi � OFfi

�� ��=
X

v2SNp

SLAvj j � b ð7Þ

In SD-EONs, we can easily get the status of network resources by using a cen-
tralized controller. To support SD-EONs, we have made an extension to both Packet-in
and Flow-mod messages. The main procedure of our HCR-FSA algorithm is shown in
Table 1. Firstly, when a traffic flow arrives at the source ER, it starts by performing a
table lookup in the flow table. If the flow can be matched, ER should implement the
flow-matching actions. Otherwise, the OF-AG connecting with the source ER generates
an extended Packet-in message, which contains the source and destination nodes and
the bandwidth of the traffic requests. Then, managing the network resources,
OF-controller obtains the network status in a global view, and after a Packet-in message
is received, the controller calculates candidate lightpaths based on the spectrum
resources status. Here, we use KSP algorithm [8] to get k candidate lightpaths, and
choose the best path with the biggest weightp formulated as Eq. (8).

weightp ¼ Cp=Hopp ð8Þ

costb ¼ a � HFb þ 1� að Þ � 1� VEbð Þ ð9Þ

After the routing selection, the controller calculates the optimal FB with lowest
costb for each request, defined as Eq. (9). Then, the controller informs the optimal path
and spectrum resources by sending Flow-mod messages to the OF-AGs, and those OF-
AGs along the transmission path insert the optical flow entries. Finally, if there are
available spectrum resources for the request, then r could be transmitted through the
established lightpath between source node and destination node. According to the
pseudocode given in Table 1, the worst time complexity of our HCR-FSA algorithm is
approximately O (KLF).
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Taking Fig. 2 for an example, we assume that k = 2, and there is a request
rðv1; v6; 2Þ. It is easy to see that the transmission paths between n1 and n6 are SLTp1 ¼
fe2; e5; e8g and SLTp2 ¼ fe1; e4; e7g. In addition, we can get the consecutiveness of p1
and p2, according to Eq. (3), i.e., Cp1 ¼ 1:45 and Cp2 � 0:644. Since Hopp1 ¼ Hopp2 ¼
3 and weightp1 [weightp1 , the optimal transmission path between v1 and v6 is p1.
According to the resources utilization shown in Fig. 2d–h, there are two available FBs
for request r in p1, b1 (colored in red) and b2 (colored in blue). We can calculate
HFb1 � 0:333, HFb2¼0, VFb1 ¼ 0:3 and VFb2 ¼ 0:4. According to Eq. (9),
costb1 [ costb2 . Thus b2 is the optimal available FB for request r.

4 Experimental Results

In this section, to evaluate the performance of our RSA algorithm, we set up a SD-
EONs testbed, in which we use the RYU controller to implement our RSA algorithm,
and use Mininet simulating OF-AGs. Each OF-AG communicates with the RYU by
using our extended OpenFlow protocol. We built our experimental topology based on
the NSTNET topology in Mininet. The network topology shown in Fig. 3a is dis-
covered by RYU controller through OpenFlow messages which contain Link Layer
Discovery Protocol (LLDP) information. In our RYU controller, when it receives
expended Packet-in messages from OF-AGs, it performs our HCR-FSA algorithm.
A capture of our RSA result has been given in Fig. 3b. After routing selection and
spectrum assignment it sends extended Flow-mod messages to the OF-AGs among the
transmission path.

Table 1. HCR-FSA algorithm
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Our experiment is based on a dynamic network scenario, where the source and
destination node pairs of the requests are randomly generated between 14 nodes in
NSTNET. The traffic request model is randomly according to a Poisson process, and
the holding time of each request follows a negative exponential distribution. In addi-
tion, in our experiment, we assume each fiber link has 400 spectral slots, and the traffic
bandwidth is randomly distributed from 1 to 15 FSs.

We conducted the simulations of our RSA algorithm, and compare it with two
traditional algorithms, namely, SP-FF algorithm in [6] and 2D-FA algorithm in [7] in
terms of BP and FD. Simulation results are shown in Fig. 4.

Figure 4a compares the BP of three algorithms in our dynamic network scenario. It
indicates that the BP of all algorithms rises with the increase of traffic loads. Moreover,
three curves have nearly no difference in the traffic loads of 100 and 200 Erlang.
However, the BP of SP-FF increases significantly when the traffic loads higher than
200 Erlang. The main reason is that the SP-FF algorithm simply assigns the available
FSs with minimum index, which might result in spectrum fragmentations to a large
extent. The BP of 2D-FA is better than SP-FF, since 2D-FA algorithm aims to avoid
fragmentation during spectrum assignment. Considering the network spectrum status
both in routing selection and spectrum assignment selection, our HCR-FSA algorithm
can provide better solutions, which reduce BP significantly comparing to both SP-FF
algorithm and 2D-FA algorithm.

FD ¼
X

r2R

X

e2E

XFs�1

i¼1

uefi ^ uefiþ 1
þ 1

2

� ��XFs

j¼1

uefi � Rj j � L

 !

ð10Þ

Figure 4b shows the fragment degree versus traffic load for three algorithms. The FD
can be calculated according to Eq. (10), where the denominator represents the number
of the available FB, and the first multiplier in the numerator is the number of the
available FSs on link e. In terms of we prefer the smaller one, which means less
fragmentations. The figure shows that our HCR-FSA has the best performance, followed
by 2D-FA algorithm and SP-FF algorithm in sequence. The reason is that our HCR-FSA
aims to avoid fragmentation during both routing selection and spectrum assignment.
Whereas 2D-FA algorithm only considers reducing the fragmentation during the
spectrum assignment and the SP-FF does not consider the fragmentation at all.

Fig. 3. a NSFNET topology shown in RYU controller. b A capture of HCR-FSA result
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5 Conclusions

In this paper, we proposed a novel HCR-FSA algorithm that considers both hops and
spectrum consecutiveness in routing selection and pays attention to both horizontal and
vertical fragmentations during spectrum assignment. We implement our RSA algorithm
in an SD-EONs testbed, and the simulation results show that the HCR-FSA algorithm
can achieve better blocking probability and fragment degree.
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Abstract. In this paper, a wideband chaotic light based ring-and-spur long-
reach passive optical network (ring-and-spur LR-PON) is proposed and
numerically demonstrated. The bidirectional long-haul secure communication
between the optical line terminal (OLT) and the optical network unit (ONU) is
realized, in which the bandwidth of the chaos carrier is more than 20 GHz. As a
result, the data rate can reach up to 10 Gb/s for each wavelength channel. The
proposed network has potential practical values, owing to its advantages such as
providing a higher bit rate, achieving a higher level of real-time security, sur-
vivability, etc.

Keywords: Fiber optics communications � Chaos � Ring-and-spur LR-PON �
Real-time security

1 Introduction

Next-generation passive optical network (NG-PON) is a promising technique to solve
the growing demand for bandwidth in the access area [1–3]. Additionally, the security
of network communication is a crucial issue. Due to simple realization, real-time
encryption, and compatibility with the existing optical communication system, the
chaotic light based secure communication has been widely investigated [4, 5]. Up to
now, the chaos-based secure communication in PON with the tree-and-branch topology
has been reported [6]. However, the span of the tree-and-branch topology is only
20 km [7]. Thus, there has been a growing interest in the ring-and-spur long-reach
passive optical network (ring-and-spur LR-PON) recently. The ring topology can
extend the coverage to more than 60 km, and can provide a better anti-fault property,
because the direction of the traffic signal can be flexibly changed to avoid the fiber fault

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
https://doi.org/10.1007/978-981-13-6508-9_51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_51&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_51&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_51&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6508-9_51


[8]. Meanwhile, the wavelength-division multiplexing (WDM) technique is exploited
in the ring-and-spur PON, and the bit rate for each wavelength channel can reach up to
10 Gb/s [9]. To the best of our knowledge, the chaotic light based secure communi-
cation in the ring-and-spur LR-PON is rarely investigated.

In this paper, a wideband chaotic light based ring-and-spur LR-PON is proposed.
The bidirectional long-haul secure communication between the OLT and the ONU is
numerically demonstrated. The rest of this paper is arranged as follows. The archi-
tecture of the ring-and-spur LR-PON is shown in Sect. 2. In Sect. 3, the performance of
the bidirectional chaos-based secure communication system, which is suitable for the
proposed ring-and-spur LR-PON, is numerically investigated. Finally, a conclusion is
presented in Sect. 4.

2 Architecture of the Ring-and-Spur LR-PON

The scheme of the ring-and-spur LR-PON is shown in Fig. 1. Take three remote nodes
(RN) as an example to illustrate the structure of the network. The OLT and the three RNs
constitute the ring topology. Each RN connects to several ONUs. For wideband chaotic
light based secure communication, two fiber links in the inner ring (black in the picture)
are deployed. The other two fiber links (red in the picture) in the outer ring are the back
up of those in the inner ring. They are activated when a fiber fault occurs in the inner
ring. The WDM technique is exploited in the ring. A specific wavelength (or waveband)
is dropped and added at each RN, e.g., k1 at RN-1, k2 at RN-2, and so on. Therefore, the
OLT must contain the transmitters for all wavelengths, and as a result, wavelength-
division multiplexers and de-multiplexers are deployed in each RN, as well as the power
amplification and the dispersion compensation devices to restore the distortion induced

Fig. 1. Architecture of the ring-and-spur LR-PON
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by the fiber link. Each ONU contains a pair of chaotic receiver and transmitter for secure
communication. The network is divided into two parts. The upper part is defined as
“East”, while the lower part is “West”. Normally, both the downstream and upstream
data are transmitted in the counterclockwise direction (from West to East). When the
protection link is activated, the data is transmitted in the clockwise direction.

3 Wideband Chaotic Light Based Secure Communication
System Suitable for the Ring-and-Spur LR-PON

3.1 Architecture of the Wideband Chaotic Light Based Real-Time Secure
Communication System

The wideband bidirectional chaotic light based secure communication system, which is
suitable for the ring-and-spur LR-PON is shown in Fig. 2. The system enables broad-
casting in the downlink and multichannel reception in the uplink. The master laser M in
the OLT is subjected to optical feedback and mutually coupled with the slave laser S.
Thus, both lasers are able to emit the wideband chaotic light. The downstream data m1 is
hidden in the chaotic light emitted by the slave laser. After transmission in the fiber link,
the two chaotic signals are launched into the chaos receiver at ONU. First, both the two
chaotic signals are divided into two parts by optical couplers, respectively. One part of
the chaotic signal in channel-1 is injected to the laser S′-1, which enables the syn-
chronization between the laser S in the OLT and the S′-1 in the ONU. Then, the output
of S′-1 is also divided into two parts. One path is used to recover the downstream data
m1’ by subtracting the chaotic signal from channel-2 and filtering, while the other path is
used to mask the upstream data m2 and transmit backward to the OLT through
channel-1. The structure of S′-2 is symmetric to that of S′-1, while the upstream chaos
signal (chaos + m3) is launched into the channel-2. In the OLT, both the upstream data

Fig. 2. Scheme of the wideband bidirectional chaotic light based secure communication system
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m2′ and m3′ are recovered by subtraction between the backward chaos signals and the
output of laser S. Therefore, the bidirectional secure communication is completed.

3.2 Performance of the Real-Time Secure Communication

The dynamic behavior of the transmitters and receivers can be described by the Lang–
Kobayashi rate equation as follows:

dEM tð Þ
dt

¼ 1
2

1þ iað Þ G N1 tð Þ � N0½ �
1þ e EM tð Þj j2 � 1

sP

" #
EM tð Þ + jrEM t � sð Þ exp �ixsð Þþ jcES tð Þ;

dNM tð Þ
dt

¼ IM
qV

� 1
sn

NM tð Þ � G NM tð Þ � N0½ �
1þ e EM tð Þj j2 EM tð Þj j2;

dES tð Þ
dt

¼ 1
2

1þ iað Þ G NS tð Þ � N0½ �
1þ e ES tð Þj j2 � 1

sP

" #
ES tð Þ + jcEM tð Þ;

dNS tð Þ
dt

¼ IS
qV

� 1
sn

NS tð Þ � G NS tð Þ � N0½ �
1þ e ES tð Þj j2 ES tð Þj j2;

ð3:1Þ

dES0�1 tð Þ
dt

¼ 1
2

1þ iað Þ G NS0�1 tð Þ � N0½ �
1þ e ES0�1 tð Þj j2 � 1

sP

" #
ES0�1 tð Þþ jcES tð Þ;

dNS0�1 tð Þ
dt

¼ IS0�1

qV
� 1
sn

NS0�1 tð Þ � G NS0�1 tð Þ � N0½ �
1þ e ES0�1 tð Þj j2 ES0�1 tð Þj j2;

dES0�2 tð Þ
dt

¼ 1
2

1þ iað Þ G NS0�2 tð Þ � N0½ �
1þ e ES0�2 tð Þj j2 � 1

sP

" #
ES0�2 tð Þ + jcES tð Þ;

dNS0�2 tð Þ
dt

¼ IS0�2

qV
� 1
sn

NS0�2 tð Þ � G NS0�2 tð Þ � N0½ �
1þ e ES0�2 tð Þj j2 ES0�2 tð Þj j2;

ð3:2Þ

where the EM(t), ES(t), ES′-1(t), and ES′-2(t) represent the slowly varying complex
electronic field amplitude of the master laser and the slave laser in the OLT and that of
the laser S′-1 and S′-2 in the ONU, respectively. Other parameters are as the same as
those in Ref. [10].

The fiber link is described by the nonlinear Schrodinger equation, and the
parameters are as same as those in Ref. [11]. Assuming the length of the fiber link to be
20 km, the simulation results based on the theoretical models are shown in Fig. 3.

As can be seen from Fig. 3, the bandwidth of the carrier is 26.2 GHz, which
enables the carrier to mask the 10 Gb/s data sequence. The calculation of the corre-
lation coefficient (CC) is similar to Ref. [11]. Then, the CC of forward and backward
transmission is 0.97 and 0.94, respectively. This indicates that the secure communi-
cation for both directions can be achieved. However, the quality of backward syn-
chronization is worse than that of the forward transmission. This is because the
incomplete synchronization induced by the forward transmission is overlaid on the

Numerical Implementation of a Wideband Chaotic Light 425



backward signal. Hence, after the transmission in the fiber link, the backward signal is
distorted more severely. As shown in Fig. 4, this phenomenon becomes more apparent
when the distance increases. When the distance is more than 60 km, the CC of both
directions falls rapidly. Especially, the CC of the backward transmission is lower than
0.7, which means the synchronization is failed. Therefore, dispersion compensation
fiber (DCF) is required for long-haul bidirectional transportation. As can be seen in
Fig. 4, high-quality synchronization (0.99) can be obtained after DC. For instance, the
length of the DCF is 2.1 km when the distance is nearly 80 km.
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Based on the high-quality chaos synchronization, secure communication can be
realized. Let the distance between each RN be 20 km, and the downstream data of each
wavelength channel to be 10 Gb/s, the downlink communication results of arbitrary
ONU of each wavelength channel is shown in Fig. 5. During the simulation, the
wavelengths of the three channels are 1554.94 nm (k1), 1553.33 nm (k2), and
1551.72 nm (k3), respectively. All ONUs can successfully recover the message. The
calculated Q-factors are all above 3.5. According to Ref. [11], the BER can be 10−13

after FEC, which satisfies the requirement of the communication system. Thanks to the
dispersion compensation, the performance of the transmission of the upstream data is
nearly the same as the downstream scenario.

4 Conclusion

The wideband chaotic light based ring-and-spur LR-PON is numerically demonstrated
in this paper. The architecture of the network and its key element, such as the OLT and
the RN, as well as the bidirectional wideband chaos-based secure communication
system are designed. In addition, real-time online fiber fault detection and location are
discussed. The bandwidth of the chaotic carrier is more than 20 GHz, which enables
the carrier to mask the 10 Gb/s data sequence. Through dispersion compensation, the
span of the network is extended to 60 km, which satisfies the requirement of the bit rate
and the coverage of the NG-PON. Thus, the proposed network has potential practical
values, due to the higher communication capacity, higher security, and the lower cost
of operation, administration, and maintenance.
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Abstract. This paper proposes a method to determine the color gamut
boundary of the color system by theoretical calculation based on the colori-
metric parameters of three primary colors and the reference color white. Gamut
mapping is the fundamental way to improve the chromatic aberration between
different color systems, and the determination of gamut boundaries is the pre-
requisite to achieve gamut mapping. In this paper, the frame of a three-
dimensional color gamut of the system is established by using the chromaticity
parameters of the three basic color of the system and the base white, and then the
theoretical construction of the three-dimensional color gamut of the system is
realized by the interpolation method. In this paper, the 3D gamut boundaries of
the conventional gamut and the Rec.2020 WCG gamut are completed by using
this method. The calculation results show that the construction method in this
paper has a small amount of computation, short time required, high accuracy,
and universality.

Keywords: Display technology � 3D color field boundary � Linear
interpolation fitting

1 Introduction

Different color systems have different ranges of color gamut, so the color difference can
be produced when the same color is displayed in different systems. A reasonable gamut
mapping scheme is one of the solutions, and the determination of the color domain
boundaries of two color systems to be mapped is the basis for color gamut mapping. At
present, the existing color gamut boundary definition methods are mostly based on the
image gamut boundary description. The convex hull algorithm, such as Kress and
Stevens [2], describes the color gamut, which is only an approximate algorithm. All
data points are treated as convex packets. The results are larger than the actual color
gamut, and the color gamut boundary cannot be described accurately, and Cholewo and
Love [3] proposed an algorithm to build the color gamut boundary based on alpha-
shape, and build a relatively accurate gamut boundary by controlling the triangulation
of the color gamut, but because of the introduction of the parameters, it affects the
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accuracy. Then, Morovic and Luo [4, 5] put forward the partition maximization
algorithm. By partitioning the color space first and using the points in the partition to
construct the color domain surface, the real color gamut boundary points can be
obtained by this method, but the construction of the color domain is restricted by the
partition, and the accuracy can also be affected.

In this paper, the three-dimensional color gamut boundary of the system is calcu-
lated by testing the three basic color parameters of the system and the chromaticity
parameters of the base white, and then the three-dimensional color gamut of the color
system is constructed by the interpolation method.

2 Methods for Constructing 3D Color Domain

2.1 Establish the Color Space Conversion Matrix

Color space is divided into device-dependent color space and device-independent color
space. The visual uniformity of the device-independent color space is more consistent
with the human eye characteristics, so the gamut mapping algorithm should be
implemented in the device independent color space. In this paper, the CIE 1976 LAB
color space is chosen as the parameter computing space. In this section, the calculation
matrix for the conversion of the conventional color gamut and the Rec.2020 color
gamut to the CIE 1976 LAB color space will be established, respectively. Table 1
shows the colorimetric parameters of the conventional gamut and Rec.2020 color
space. Figure 1 is the CIE 1931 color map of the conventional gamut and Rec.2020.

Table 1. RGB tricolor and reference whiteness parameters of Rec.709 and Rec.2020

Color space White (D65) Red Green Blue
xC yC x1 y1 x2 y2 x3 y3

Rec.709 0.3127 0.3290 0.640 0.330 0.300 0.600 0.150 0.060
Rec.2020 0.3127 0.3290 0.708 0.292 0.170 0.797 0.131 0.046

Fig. 1. CIE 1931 chromaticity map of Rec.2020 and conventional color fields
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So you can see that

X
Y
Z

2
4

3
5 ¼

0:4125 0:3576 0:1804
0:2126 0:7152 0:0722
0:0193 0:1192 0:9503

2
4

3
5 Re

Ge

Be

2
4

3
5 ð1Þ

In Eq. (1)
0:4125 0:3576 0:1804
0:2126 0:7152 0:0722
0:0193 0:1192 0:9503

2
4

3
5 To REC.709 [6]. The equipment related to

the color matrix.
According to formula (1), the relationship between X, Y, and Z of the three

stimulus values and the unit quantity of the three base colors can be obtained:

X ¼ 0:4125Re þ 0:3576Ge þ 0:1804Be

Y ¼ 0:2126Re þ 0:7152Ge þ 0:0722Be

Z ¼ 0:0193Re þ 0:1192Ge þ 0:9503Be

8<
: ð2Þ

Among them Y ¼ 0:2126Re þ 0:7152Ge þ 0:0722Be is the luminance equation in
the color domain of Rec.709.

So you get Rec.2020 [7]. The matrix transformation of the tristimulus values X, Y,
Z and trichromatic units is

X
Y
Z

2
4

3
5 ¼

0:6370 0:1446 0:1689
0:2627 0:6780 0:0593
0:0000 0:0281 1:0609

2
4

3
5 Re

Ge

Be

2
4

3
5 ð3Þ

According to formula (3), the relationship between X, Y, Z and trichromatic unit
quantities of the three stimulus values is

X ¼ 0:6370Re þ 0:1446Ge þ 0:1689Be

Y ¼ 0:2627Re þ 0:6780Ge þ 0:0593Be

Z ¼ 0:0000Re þ 0:0281Ge þ 1:0609Be

8<
: ð4Þ

Y ¼ 0:2627Re þ 0:6780Ge þ 0:0593Be is the luminance equation of the Rec.2020
color gamut.

2.2 Framework for Determining Color Domain Boundaries

According to the luminance equation, the characteristic luminance plane of the display
device can be established. Among the three base colors of Rec.709, the brightness of
green is the highest, that of red is the second, and that of blue is the lowest, that is
Yg [Yr [Yb. And it satisfies 0\Yb\Yr\Ybþ r\Yg\Ygþ b\Ygþ r\Ygþ rþ b, so
the brightness of Rec.709 can be divided into 7 brightness ranges [0;Yb], [Yb;Yr],
[Yr;Ybþ r], [Ybþ r;Yg], [Yg;Ygþ b], [Ygþ b;Ygþ r], [Ygþ r;Ygþ rþ b], eight luminance
planes can be obtained, which are 0, Yb;Yr;Ybþ r;Yg;Ygþ b;Ygþ r;Ygþ rþ b. Through
calculation, the boundary of each luminance plane can be obtained, and then the
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resulting luminance plane boundary can be interpolated to obtain the three-dimensional
color gamut boundaries of Rec.709 and rec.2020.

This paper takes the Rec.709 system as an example to illustrate. The luminance
equation of Rec.709 is Y ¼ 0:2126Re þ 0:7152Ge þ 0:0722Be, and the corresponding
brightness plane is Y ¼ 0;Y ¼ 0:0722;Y ¼ 0:2126;Y ¼ 0:2848;Y ¼ 0:7152;Y ¼
0:7874; Y ¼ 0:9278;Y ¼ 1, respectively.

The three basic colors of red, green, and blue can be mixed in a certain proportion
by adding a mixed color principle to get any color in nature, so the sum brightness of
the red, green and blue is equal to the brightness of the mixed color. First, select a
luminance plane, then according to the luminance equation, the ratio of three basic
colors of imaging to meet the requirements is determined. The proportion of the three
primary colors of the imaging computed is substituted into the formula (2), the cor-
responding three stimulus value XYZ can be obtained, and then the three stimulus
value XYZ is replaced in the formula (5), and the Lab values of the CIELAB color
space is obtained. The three-dimensional gamut boundaries of REC.709 in CIELAB
space can also be obtained.

L� ¼ 116f Y
Yn

� �
� 16

a� ¼ 500 f X
Xn

� �
� f Y

Yn

� �h i
b� ¼ 200 f Y

Yn

� �
� f Z

Zn

� �h i

8>>><
>>>:

ð5Þ

In Eq. (5),

f
X
Xn

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
X=Xn

3
p

X=Xn [ 216=24389
841=108 X=Xnð Þþ 16

116 X=Xn � 216=24389

�

f
Y
Yn

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
Y=Yn

3
p

Y=Yn [ 216=24389
841=108 Y=Ynð Þþ 16

116 Y=Yn � 216=24389

�

f
Z
Zn

� �
¼

ffiffiffiffiffiffiffiffiffiffiffi
Z=Zn

3
p

Z=Zn [ 216=24389
841=108 Z=Znð Þþ 16

116 Z=Zn � 216=24389

�

The color gamut boundary of each plane is determined by calculation on the eight
luminance planes of Rec.709 selected in this paper. The display brightness required by
the display device is set as Y ¼ Cr � Yr þCg � Yg þCb � Yb. Cr, Cg, Cb represent
the ratio of the three base color luminance required to display a certain luminance, and
Yr, Yg, Yb present the brightness of the three base colors of the image, respectively,
that is, the coefficient in the luminance equation of Rec.709. Thus, the boundary point
of the luminance plane Y = 0.0722 is obtained, as shown in Fig. 2.

432 S. Liu et al.



2.3 Interpolation of Color Domain Boundary

In this paper, according to these data, the three-dimensional color stereo boundary
interface is fitted by linear interpolation in L*a*b* space. The interpolation interval is
selected as 164,527 boundary points data are obtained by interpolating in Rec.709
gamut, and 113,949 boundary points data are obtained in Rec.2020 gamut, then these
points are connected to form the three-dimensional color gamut boundaries of two
color gamut. The result is shown in Fig. 3. In this paper, linear interpolation is used to
fit the three-dimensional gamut boundary, which has the advantages of simple calcu-
lation and fast speed.

Finally, these boundary points are output in tabular form I709 ¼ L�
1; a

�
1; b

�
1 ;�

�
I2020 ¼ ½L�

2; a
�
2; b

�
2�. A central point is selected in two 3D color stereos, respectively. In this

paper, it is selected in Rec.709 3D color stereos L�
1; a

�
1; b

�
1

	 
 ¼ 50; 0; 0ð Þ, also choose
from Rec.2020 3D color stereo L�

2; a
�
2; b

�
2

	 
 ¼ 50; 0; 0ð Þ, and then, according to the space
position of each point, the hue angle hi and the space angle ui, i ¼ 1; 2, of each point are
determined according to the formulas (6) and (7), and the two angles can determine the
only point on the boundary. The two tables can be expanded to n� 5,
I0709 ¼ L�

1; a
�
1; b

�
1; h1;u1

� �
, I2020 ¼ L�

2; a
�
2; b

�
2; h2;u2

� �
, hue Angle hi And the spatial

angles ui are accurate to 0.0001.

hi ¼ bi
ai

ð6Þ

ui ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLi � 50Þ2 þ ai � 0ð Þ2 þ bi � 0ð Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ai � 0ð Þ2 þ bi � 0ð Þ2

q ð7Þ

Fig. 2. Y ¼ 0:0722 The color field boundary of the luminance plane
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3 Experimental Results

Through calculation, we get the three-dimensional gamut boundary data of Rec.709
and Rec.2020, as shown in Tables 2 and 3. The data are given in the uniform color
space CIE 1976 LAB, which is convenient for color gamut mapping.

Based on the linear interpolation method, two color gamut boundaries of the three
systems are obtained, as shown in Fig. 3.

Table 2. LAB spatial data of eight luminance planes in the color domain of Rec.709

Surface
brightness

Y = 0 Y = 0.0722 Y = 0.2126

L* 0 32.30 32.30 32.30 53.23 53.23 53.23 53.23
a.* 0 55.93 40.13 79.15 80.15 57.51 92.10 88.63
b* 0 46.25 38.77 107.85 9.52 55.54 72.61 73.32
Surface
brightness

Y = 0.2848 Y = 0.7152

L* 60.32 60.32 60.32 60.32 87.74 87.74 87.74 87.74
a.* 98.26 60.34 63.40 6.37 3.52 26.54 86.18 42.99
b* 60.83 70.32 61.18 61.88 87.73 18.19 83.18 19.20
Surface
brightness

Y = 0.7874 Y = 0.9278 Y = 1

L* 91.12 91.12 91.12 91.12 97.14 97.14 97.14 100.00
a.* 10.19 13.61 48.10 58.69 21.52 5.94 13.53 0.02
b* 90.12 12.54 14.12 87.28 94.48 4.19 4.52 0.01

Table 3 LAB spatial data of eight luminance planes in the color domain of Rec.2020

Surface brightness Y = 0 Y = 0.0593 Y = 0.2627

L* 0 29.24 29.24 29.24 58.29 58.29 58.29 58.29
a.* 0 71.45 76.33 86.13 117.34 125.66 123.02 16.85
b* 0 50.41 46.83 120.28 100.50 84.99 70.18 70.70
Surface brightness Y = 0.322 Y = 0.678
L* 63.51 63.51 63.51 63.51 85.91 85.91 85.91 85.91
a.* 97.75 130.55 134.42 33.44 17.73 48.42 172.33 98.51
b* 105.92 61.19 91.02 61.87 125.52 23.49 116.60 24.15
Surface brightness Y = 0.7373 Y = 0.9407 Y = 1
L* 88.79 88.79 88.79 88.79 97.66 97.66 97.66 100.00
a.* 7.91 38.30 115.71 106.23 21.47 7.87 16.50 0.02
b* 128.18 18.66 121.58 19.33 136.86 3.89 4.04 0.01
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In this paper, a total of four sets of data are obtained by testing the chromaticity
parameters of the three basic color and base white of the system. The three-dimensional
color gamut framework of the system is constructed by theoretical analysis and cal-
culation, and then the three-dimensional color gamut of the system is finally obtained
by linear interpolation. This method avoids a large number of chromaticity test
experiments and complex mathematical calculation, and has the advantages of shortcut,
convenience, and universality.
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Abstract. In this paper, a new color gamut extension mapping algorithm based
on the image is proposed by using the theoretical three-dimensional color
domain boundary. The algorithm can be compatible with the existing conven-
tional gamut video system and give full play to the reappearance advantage of
WCG Rec.2020 display devices. In this paper, the mapping relationship between
the two color gamut boundaries of Rec.709 and Rec.2020 is determined by the
tone angle and the space position angle, and the extension coefficient lookup
table of the conventional color gamut extends to the Rec.2020 WCG gamut is
obtained. Then the color gamut expansion between the two system gamut is
realized by the bilateral filtering and the lookup table assignment. In addition,
this paper selects two images from the TID 2008 image library, and carries out
data analysis and index evaluation on the color gamut mapping algorithm
proposed in this paper. The results show that because the relative position
between pixels of the source image is taken into account, the algorithm pre-
serves the color features of the image better.

Keywords: Color gamut � Wide color gamut � Color gamut extension �
Bilateral filtering

With the development of new technologies such as laser display [1], quantum dot
technology [2] and so on, the fast development of wide gamut display technology has
been promoted. Nowadays, it is very common that the color gamut of the source image is
less than the wide color gamut system, so it is necessary to map the narrow color domain
of the image to the wide color domain in some way, that is, the gamut expansion.

Kang et al. [3, 4] propose a multi-anchor gamut extension mapping algorithm. The
algorithm uses brightness to determine the mapping direction for color expansion based
on the equal hue. Liu [5] proposed a new color gamut boundary description method,
realized the linear extension of the Rec.709 color gamut to the laser display color
gamut (WCG). Jiang [6] use tetrahedron interpolation to propose a fast lookup table
structure based on real-time applications to achieve gamut mapping, and complete the
hardware implementation. Li [7] proposed a variable hue nonlinear gamut extension
algorithm, which completed the gamut extension according to the color hue expansion
function. Huang [8] proposed a color gamut expansion algorithm based on natural
elasticity. The algorithm uses the tensile characteristics of nonuniform spring to
determine the extended stretching parameters and realize the nonlinear expansion of the
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color gamut. Han [9] proposed the variable hue skin color protection algorithm and the
skin color protection algorithm based on the probability model, the former makes the
extension mapping between the linear and the nonlinear by adjusting the angle. Before
the latter is extended, the skin color area is judged, the non-skin part is extended
normally, and the skin color is extended with a smaller coefficient, and the natural color
is maintained well. In this paper, the gamut extension mapping of conventional gamut
Rec.709 and wide gamut Rec.2020 is realized through bilateral filtering and lookup
table assignment.

1 Bilateral Filtering

Bilateral filter is a nonlinear, noniterative, edge-preserving image smoothing filter.
A definition domain (spatial domain) low-pass filter and a range (luminance domain)
low-pass filter are combined together. It uses the intensity weighted mean value of pixels
in certain proximity instead of the intensity of each pixel. This weight is based on the
Gauss distribution, not only depending on the Euclidean distance of the pixels, but also
on the pixel similarity, and is an improved algorithm based on the Gauss filter [10–12].

When the image is processed by Gauss filter, the pixel value of a point on the image
is usually determined by the value of a small local neighborhood pixel around its
location. That is, the pixel values in a certain neighborhood around the image are
assigned to different Gauss weights, respectively, and the weighted average of the
Gauss weight is assigned to this point. The Gauss weighting factor is generated by the
spatial distance relation between two pixels, and its formula description is shown in
Eqs. (1) and (2).

h xð Þ ¼ k�1
d xð Þ

Zþ1

�1

Zþ1

�1
f nð Þc n� xð Þdn ð1Þ

kd xð Þ ¼
Zþ1

�1

Zþ1

�1
c n� xð Þ dn ð2Þ

where c represents gaussian weight based on spatial distance and kd xð Þ is used to unit
the result.

2 Color Gamut Extension Algorithm

Because the CIE L*a*b* color model (Lab) is based on the sense of human color and
describes the way of color display, Lab is regarded as a device-independent color
model. Therefore, we do color gamut extension mapping in Lab space. In this paper,
we choose the image in the ITU-R BT.709 color gamut as the experimental image, and
the image is extended to wide color gamut, and the image is presented in the ITU-R
BT.2020 gamut. When the image is input, the RGB value of the pixel is converted to
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the XYZ value according to the formula (3), and then the XYZ value is converted to
L*a*b* according to the formula (4).

X ¼ 0:4125Re þ 0:3576Ge þ 0:1804Be

Y ¼ 0:2126Re þ 0:7152Ge þ 0:0722Be

Z ¼ 0:0193Re þ 0:1192Ge þ 0:9503Be

8<
: ð3Þ

L� ¼ 116f Y
Yn

� �
� 16

a� ¼ 500 f X
Xn

� �
� f Y

Yn

� �h i
b� ¼ 200 f Y

Yn

� �
� f Z

Zn

� �h i

8>>>>><
>>>>>:

ð4Þ

Then, according to the formulas (5) and (6), the hue angle h and space angle u of
each pixel in the image is calculated, as exactly as 0.0001, the data form of the image is
obtained, Iimg ¼ Limg; aimg; bimg; himg;uimg

� �
, and then the corresponding items are

found in the ITU-R BT.709 color gamut and the ITU-R BT.2020 color domain.

hi ¼ bi
ai

ð5Þ

ui ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLi � 50Þ2 þ ai � 0ð Þ2 þ bi � 0ð Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ai � 0ð Þ2 þ bi � 0ð Þ2

q ð6Þ

If ITU-R BT.709 color gamut and ITU-R BT.2020 the two color gamut boundary
point hue angle h and space angle u are the same, the mathematical model can be
determined according to the boundary points at the angle of the obtained ITU-R
BT.709 and the ITU-R BT.2020 two gamut and the selected center point (50, 0, 0), as
shown in Fig. 1.

Fig. 1. Mathematical models of two color gamut boundary points and central points
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The A point in the graph represents the center point of the selection (50, 0, 0), and
the B point represents the boundary point of the ITU-R BT.709 gamut on this angle.
The C point represents the boundary point of the ITU-R BT.2020 gamut on this angle,
D is the projection of the C point in the a*b* plane, and the F is the projection of point
B in the a* b* plane, and the point E is the projection of point D on the b* axis. In the
color gamut extension mapping, the points B and C are, respectively, set as
L1j; a1j; b1j
� �

, L1k; a1k; b1kð Þ B and C must satisfy himg mð Þ ¼ h1j and uimg mð Þ ¼ u1j

and himg mð Þ ¼ h2k and uimg mð Þ ¼ u2k, m ¼ 1; 2; 3; 4; 5; . . .. . ., j ¼ 1; 23; . . .. . ., k ¼
1; 2; 3; . . .. . . then the color gamut extension L

0
img mð Þ; a0

img mð Þ; b0
img mð Þ

� �
can be

obtained by formulas (7), (8) and (9).

AB ¼ ðL1j � 50Þ2 þ a1j � 0
� �2 þ b1j � 0

� �2 ð7Þ

AC ¼ ðL1k � 50Þ2 þ a1k � 0ð Þ2 þ b1k � 0ð Þ2 ð8Þ

L
0
img mð Þ; a0

img mð Þ; b0
img mð Þ

� �
¼

ffiffiffiffiffiffiffi
AC

pffiffiffiffiffiffiffi
AB

p Limg mð Þ; aimg mð Þ; bimg mð Þ� � ð9Þ

If himg mð Þ ¼ h1j and uimg mð Þ ¼ u1j and himg mð Þ ¼ h2k and uimg mð Þ ¼ u2k is not
satisfied, according to the formulas (10) and (11), respectively, in the ITU-R BT.709
color gamut and ITU-R BT.2020 color gamut boundary surface minimum error in the
data table lookup and the target pixel points, the data selected by the two tables are
expressed as G L1p; a1p; b1p; h1p;u1p

� �
, and H L1q; a1q; b1q; h1q;u1q

� �
, and then

according to the formulas (12)–(14) to calculate the extended color gamut

L
0
img mð Þ; a0

img mð Þ; b0
img mð Þ

� �
.

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h1j � himage mð Þ� �2 þ u1j � uimage mð Þ� �2q

ð10Þ

F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h1k � himage mð Þ� �2 þ u1k � uimage mð Þ� �2q

ð11Þ

AG ¼ ðL1p � 50Þ2 þ a1p � 0
� �2 þ b1p � 0

� �2 ð12Þ

AH ¼ ðL1q � 50Þ2 þ a1q � 0
� �2 þ b1q � 0

� �2 ð13Þ

L
0
img mð Þ; a0

img mð Þ; b0
img mð Þ

� �
¼

ffiffiffiffiffiffiffi
AH

pffiffiffiffiffiffiffi
AG

p Limg mð Þ; aimg mð Þ; bimg mð Þ� � ð14Þ

fy ¼ Lþ 16ð Þ=116
fx ¼ a

500 þ fy
fz ¼ fy � b

200

8<
: ð15Þ
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X ¼
Xr � f3xf

3
x [ �

Xr � 116fx�16
k

� �
f3x � �

(
ð16Þ

Y ¼ Yr � f3y L[ k�

Yr � L
k L� k�

(
ð17Þ

Z ¼
Zr � f3zf

3
z [ �

Zr � 116fz�16
k

� �
f3x � �

(
ð18Þ

R
G
B

2
4

3
5 ¼

1:7165 �0:3556 �0:2534
�0:6666 1:6164 0:0158
0:0177 �0:0428 0:9422

2
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3
5�

X
Y
Z

2
4

3
5 ð19Þ

After extending the color gamut, L
0
img mð Þ; a0

img mð Þ; b0
img mð Þ

� �
is obtained. Then

converted the data to the XYZ space by formulas (15)–(18), and then converted back to
the RGB space according to the formula (19), and the image is reconstructed based on
the RGB data to obtain the image after the extendedmapping.

3 Experimental Results And Analysis

In this paper, two images from the color gamut map library TID 2008 were selected for
the experiment, as shown in Fig. 2I1 and I2. The experimental environment was
MATLAB R2015b.

The algorithm is used to extend the gamut of conventional gamut to Rec.2020 wide
gamut of two test images, respectively. It is necessary to explain that because there is
no Rec.2020 standard display to display the image after the mapping, the algorithm
evaluation link in this paper cannot take the way of subjective experiment, and cannot
display the image after the extended mapping.

I1 I2

Fig. 2. Test images used in the experiment
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However, the image’s chromaticity diagram can restore the image information
truthfully, and its composition, distribution, and boundary extension can be used to
describe the expressive force of the image. Therefore, the source image (conventional
gamut image) and the extended image (the image displayed on the Rec.2020 device)
are projected to the CIE XY color plane, and their two-dimensional chromaticity
distributions are obtained, respectively, as shown in Figs. 3 and 4. At the same time,
this section also draws a comparison map of the 3D color distribution of the extended
image through proper selection, as shown in Figs. 5 and 6.

(Before the mapping) (After the mapping)   

Fig. 3. Color contrast before and after image I1 expansion

(Before the mapping) (After the mapping)

Fig. 4. Color contrast before and after image I2 expansion
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The number of pixels in each image in Fig. 2 is 196608, reading the R, G, and B
values of each pixel point, converting it to CIE 1931 XYZ chromaticity values, and
drawing two-dimensional (x, y) data to obtain Figs. 3 and 4, respectively, to compare
the distribution of the color gamut before and after the two test images in Fig. 2.

In Figs. 3 and 4, the most peripheral tongue shape curve is a spectral path, and the
large triangle connected by a long dotted line is a wide target color gamut Rec.2020 in
this paper. The point dashed line is connected with a smaller range as the conventional
gamut range, and the source color domain used in the color gamut expansion of this
article. This section takes I1 images with large difference before and after gamut
expansion as an example to illustrate the extension effect of gamut mapping in this
paper.

(Before the mapping)                       (After the mapping)  

Fig. 6. Image I2 before and after the expansion of 3D color gamut comparison

(Before the mapping)                       (After the mapping)  

Fig. 5. Image I1 before and after the expansion of 3D color gamut comparison
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The I1 image is rich in red and yellow. Rec.2020 wide gamut has a more obvious
gamut extension in red, yellow, green and other color regions. That is to say, compared
with the conventional gamut display, Rec.2020 displays can display higher saturation
and more red and yellow colors. In fact, these two colors also play an important role in
improving the visual perception of the whole image.

In addition to the general improvement of color saturation, Figs. 3 and 4 show a
commonality: the color gamut mapping is very similar before and after gamut mapping.
That is to say, the color gamut expansion does not have a great influence on the relative
position of each color point in the image, which helps to maintain the color of the
original image, so that the image after the mapping is still realistic.

Figures 5 and 6 are three-dimensional gamut of two test images before and after
gamut extension, respectively. CIE 1976 LAB uniform color space is used in color
space. The same conclusion can be obtained from the two-dimensional data analysis.

In this paper, through bilateral filtering, the conventional color gamut images are
divided into two layers of the basic layer and detail layer. Then, based on the basic
layer data, the color gamut mapping is given by the established color gamut extension
mapping. Finally, the detail layer is compensated to the image after the mapping, and
the extended mapping of the color domain is finished. The experimental results show
that the color gamut extension mapping algorithm can extend the color gamut from the
conventional color gamut to the Rec.2020 WCG. The algorithm keeps the color fea-
tures of the source image better.

Acknowledgements. This work was supported by the National Natural Science Foundation of
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Abstract. In view of the fact that existing Fiber Bragg Grating (FBG) ac-
celerometers cannot achieve high-precision signal and high vibration frequency
measurement at the same time, this paper proposes a novel type of FBG
accelerometer based on the hinge structure. A novel mechanical structure of the
sensor is designed, the elastic system is composed of a mass block and a flexible
hinge, and the strain of the hinge amplified by the mass block is reflected by the
fiber grating. Based on the analysis of the working principle of the new sensor,
the influence factors of the resonant frequency and sensitivity of the sensor are
studied. The mathematical model of the elliptical flexible hinge is used to
optimize the design parameters of the sensor structure. The finite element
analysis results show that the new structure sensor achieves the desired effect
and it has a high resonance frequency (356 Hz) and sensitivity (284 pm/g).

Keywords: Fiber Bragg grating � Flexible hinge � Acceleration sensor � Finite
element analysis

1 Introduction

Since the first fiber grating was invented, with the increasing development of fiber optic
sensing technology, the use of fiber Bragg gratings in the field of sensing has become
more and more widespread. In the twenty-first century, grating optical fiber sensing has
experienced rapid development. Especially in the measure of acceleration, this tech-
nology has become a new hot spot for optical fiber sensing. Compared with traditional
acceleration sensors, fiber Bragg gratings acceleration sensors belong to wavelength-
coded optical sensors. Compared with the electrical sensors, there were many advan-
tages such as anti-electromagnetic interference, the signal can be transmitted far away,
intrinsic protection against electricity, and so on [1].

Based on this characteristic, people developed temperature sensors, stress sensors,
strain sensors, displacement sensors, and so on, which have achieved a better engi-
neering effect. In the field of navigation, because there are too many situations of
uncertainties in the sea, the fiber Bragg gratings accelerometers adapted to hulls cannot
be able to satisfy the actual needs. The cantilever beam shape is a common structure of
most acceleration sensors, and it is also a common structure of FBG acceleration
sensors developed by some scholars or research institutions [2]. Although this structure
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can achieve the frequency requirements, the sensitivity is always limited by the fre-
quency and it is vulnerable to horizontal interference.

2 Sensor Design

2.1 The Basic Structure of the Sensor

The structure of the hinge structure FBG acceleration sensor is shown in Fig. 1. It
consists of a base fixed end, flexible hinge and a mass block. The mass is connected
with the base through a flexible hinge, and the base is directly connected to the
measured structure, both base and mass block have grooves; The sensor is made by a
whole piece of beryllium bronze which is cut and processed linearly, and it is a holistic
model. Two grating areas of the FBG are pasted between the upper and lower ends of
the mass block and the base, respectively. Using the epoxy adhesive to paste the grating
fiber and the sensor together, the fiber has a 2 mm pre-drawn.

2.2 The Working Principle of the Sensors

The new sensor of this structure is an inertial elastic system consisting of a hinge and a
mass, which responds to the mechanical vibration of the sensor. Using hinges as
elastomers and grating fibers as sensing elements, when the hinge is subjected to an
external force, strain is generated at the hinge portion, and the optical fiber grating
attached to the structure is also displaced. At this time, the sensor converts the
mechanical vibration signal into a lightwave signal.

The test structure is connected to the base of the sensor, when measured structural
vibration and sensor will vary at the same frequency. At the same time, since the mass
has a large inertia, the relative movement will produce between the mass and the base.
Because it is connected with the optical fiber, the mass of the fiber grating will undergo
slight expansion while the mass moves. According to the fiber coupling mode theory,
when the fiber Bragg grating is affected by external influences, the center reflection
wavelength will drift. Therefore, the grating fiber wavelength will change accordingly.

Fig. 1. Structure diagram
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3 Mathematical Model and Calculation of Sensor

The elastic flexible hinge is the core of the structure and is the most critical part of the
entire structural design. This paper establishes a mathematical model of the elliptical
flexible hinge. Figure 2 is a schematic view of an elliptical flexible hinge, and this
paper proposed a way to solve its stiffness.

The neutral surface radius of curvature of the flexible hinge is [3, 4]

1
q
¼ MðxÞ

ELðxÞ ð1Þ

where E is the elastic modulus of the structure, M(x) is the bending moment acting on a
small distance dx, L(x) is the moment of inertia of the cross-section of the small
segment distance dx facing the center axis, so the curvature at any point on the surface
is

1
q
¼

d2y
dx2

1þ dy
dx

� �2h i3
2

ð2Þ

Generally speaking, the change of the hinge bending moment is small, and M(x)
can be regarded as a constant M. The deflection curve differential equation is expressed
as follows:

d2y
dx2

¼ M
ELðxÞ ð3Þ

The moment of inertia of the section to the center axis is

LðxÞ ¼ d � hðxÞ½ �3
12

ð4Þ

where

Fig. 2. Elliptical flexible
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hðxÞ ¼ 2bþ t � 2b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a� xð Þ2

a2

s
ð5Þ

where t is the minimum thickness of the hinge in the Y-axis, h(x) is the thickness of
each point on the Y-axis, and d is the thickness of the hinge on the Z-axis, so the angle
h of the elliptical flexible hinge is

h ¼ dy
dx

¼
Z

d2y
dx2

dx ¼
Z

12M

Ed h xð Þ½ �3 dx ð6Þ

After the calculus operation, solve the rotational stiffness of elliptical flexible
hinges:

K ¼ M
h
¼ Ed2t

24ak
ð7Þ

We can draw a conclusion from the formula.
The rotational stiffness is affected by many factors, and it is inversely proportional

to the long axis of the ellipse and nonlinearly increasing with the minor axis of the
ellipse. It has the largest relationship with the minimum thickness of the hinge. In
addition, it is linearly related to the elastic modulus of the material.

When the sensor structure vibrates with acceleration a in the vertical direction,
according to the moment balance [5]:

MaC � kDlh� Kh ¼ 0 ð8Þ

where C is the distance from the center of mass of the block to the center of the hinge, h
is the vertical distance from the highest point of the mass to the mass center of the
mass, k is the elastic coefficient of the fiber, and K is the rotational stiffness.

Therefore, the sensor resonant frequency can be obtained:

f0 ¼ x0

2p
¼ 1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kf þKt

M�

r
ð9Þ

Generally, the sensitivity of the FBG acceleration sensor is expressed by the ratio of
the wavelength variation and the acceleration of the optical fiber.

The wavelength change is [6]

DkB ¼ ð1� PeÞkBeB ð10Þ

Sensitivity is

P ¼ ð1� PeÞkBeB
a

ð11Þ
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The strain in the formula is

eB ¼ DL
L

ð12Þ

In summary, natural frequency and sensitivity are key parameters in the sensor
design process. The measurement range of the sensor is positively correlated with the
natural frequency. The measurement precise will improve with the increase of the
sensitivity. Therefore, natural frequency and sensitivity are important parameters for
evaluating sensor performance. When the structure is made of beryllium bronze, the
sensor has good elastic effect and it is easy to process. However, in the structural
design, the sensitivity of the sensor will become smaller due to the increase of the
resonant frequency. In order to improve the sensitivity of the acceleration sensor, the
strain, and the resonant frequency, using a fiber grating with a gate length of 8 mm, the
distance L between the two points on both sides of the paste is 20 mm. Using SMF28-
C Acrylate fiber, Acrylate coating ensures that the fiber has enough strain.

4 Finite Element Analysis

The mechanical structure model of grating fiber acceleration sensor designed in this
paper is relatively simple and can be modeled and analyzed directly in ANSYS15.0
software. Since the modulus of elasticity and density of the grating fiber are much
smaller than beryllium bronze, it can be neglected.

The structural model diagram built in ANSYS is shown in Fig. 3. Before per-
forming a series of operations, the structure needs to be meshed. The mesh is divided
into several types, considering the complex meshing of the hinge part, and this paper
uses the most effective method intelligent meshing [7]. Due to the large deformation at
the hinge, smart size selects the optimal level and divides the result into 10,966 nodes
and 6576 units. After meshing, impose constraints on the model. For this model, the
displacement of the sensor on the base is constrained, so that the degree of freedom of
displacement of the base in the XYZ direction is zero, and a gravitational acceleration
is applied to the entire sensor structure. The effect is shown in Fig. 4.

4.1 Static Analysis

Static analysis ignores the effect of time on the load. Under conditions where the
structure is constant, the load is applied to the structure and produces a response.
Therefore, this paper calculates the effect of gravity acceleration on the mechanical
structure. Figure 5 is the deformation of the structure in the X-axis direction after
adding two gravitational accelerations in the negative direction of the Y-axis.

According to the finite element analysis, the displacement of the upper and lower
ends of the mass is the largest, which is ±4.71 � 10−6 m. The distance between the
two ends of the gate is 20 mm. According to formula (12), the fiber grating strain

A Novel Hinge Structure of Fiber Bragg Grating 449



is ±235.5 le. The reflection wavelengths of the two gratings of the fiber grating are
1550 nm and 1555 nm, respectively. In the formula (11), the sensor sensitivity is
284 pm/g.

Fig. 3. Structural model

Fig. 4. Finite element mesh
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4.2 Modal Analysis

Modal analysis is used to determine the resonant frequency and mode shape of the
sensor structure [8]. Figure 6 shows the first-order mode shape, which results in the
vibration of the sensor in the Y-axis direction when the structure is fixed on the
pedestal. Figures 7, 8 and 9 show the results of the second-order mode shape to the
fourth-order mode shape, respectively.

From the modal analysis of the vibration pattern, the natural frequency of the FBG
acceleration sensor is 356.448 Hz. The difference between the first-order modal fre-
quency and the second-order to the fourth-order modal frequency is larger. Because the
natural frequency of the sensor is related to the structural stiffness, the larger the modal
frequency of the same structure, the greater the modal stiffness. Therefore, the differ-
ence between the first-order modal stiffness and the second to fourth orders is also
large. It shows that the cross-coupling of this structure is very small, and it can meet the
actual demand of sensor measurement accuracy.

4.3 Harmonic Response Analysis

Figure 10 is the harmonic response curve of the sensor from 0 to 500 Hz. It can be
clearly seen from the figure that the obvious resonance phenomenon occurs at 355 Hz.
Generally, in order to prevent the grating from being damaged due to the resonance
response, the operating frequency of the sensor does not exceed one-fourth of the first-
order modal frequency in the undamped state. In summary, the operating frequency
range of the FBG acceleration sensor designed in this paper is around 0–89 Hz.

Fig. 5. Structural deformation
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Fig. 6. First-order mode shape

Fig. 7. Second-order mode shape
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Fig. 8. Third-order mode shape

Fig. 9. Fourth-order mode shape
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5 Conclusions

In this paper, a grating optical fiber acceleration sensor with a hinge structure is
designed. The sensor is made of beryllium bronze and an elliptical flexible hinge
connects the mass to the base. Through mathematical modeling analysis and opti-
mization of structural parameters, an FBG accelerometer with high sensitivity and large
measurement range is designed. Through finite element analysis, the natural frequency
of the sensor is 356 Hz, and the measurement frequency is 0–89 Hz, and the sensitivity
is 284 pm/g.
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Abstract. Pressure sensor can be used from industrial production to modern
life with fast-growing technology and high-pursuit performance. Because of the
advantages of strong magnetostrictive effect, high response speed, noncontact
drive, and high electromechanical coupling, giant magnetostrictive thin film are
not only used to miniaturize the sensor dimension, but also makes the sensitivity
improved significantly. The induced voltage value of sensor detection coil can
be determined by the intensity of external pressure and magnetic field. Mean-
while, the variation rate of magnetization depends on the differential magnetic
susceptibility and the magneto-mechanical effect change rate by Villari effect, so
a hysteretic nonlinear magneto-mechanical coupling model is established based
on the J-A model and the law of energy conservation in this paper.
The COMSOL simulation results show that the magnetization curve of the
model can describe the magnetization trend and hysteresis characteristics better,
and the relationship between input pressure and output voltage can be predicted,
which verifies the correctness and accuracy.

Keywords: Pressure sensor � Villari effect � Giant magnetostrictive thin film �
Coupling model

1 Introduction

The pressure sensor plays a very important role in the modern measurement and control
system [1–4], which can be used in aerospace, robotics and intelligent home. Giant
magnetostrictive thin film can be used to design sensor with the advantages of small
size, high sensitivity, easy integration, etc. The paper studies the expression of induced
voltage from J-A model and magneto-mechanical effect method, and then a dynamic
coupling model is derived about magnetic field strength and external pressure which is
based on Villari effect. As compared the simulation results with fact, the correct
accuracy, wide practicability, and better hysteretic nonlinearity are verified. A pressure
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sensor is designed by this model, the magnetic property change of giant magne-
tostrictive thin film is converted into the output voltage change of detection coil, so as
to achieve the purpose of pressure detection. This sensor has passive and wireless
transmission characteristics because there is no need to provide power and arrange
wires, so it can achieve the internal signal measurement in complex structure.

2 Coupling Model

The voltage of sensor is determined by the magnetic flux change of coil, according to
Faraday Law of Electromagnetic Induction:

uðtÞ ¼ � d/
dt

¼ � dNBS
dt

ð1Þ

N is turn number of coil, S is cross-sectional area, B is magnetic induction intensity.

B ¼ l0ðMþHÞ ð2Þ

l0 is permeability of free space, M is magnetization, and H is magnetic field
strength.

Substituting Eq. (2) in Eq. (1):

uðtÞ ¼ �NSl0
dM
dt

þ dH
dt

� �
ð3Þ

Magnetic field strength is only related to the current through the excitation coil.
Magnetization is nonlinear magneto-mechanical coupling term related to magnetic field
and external pressure, which is the function of excitation magnetic field H, stress r and
temperature of environment T:

dM
dt

¼ @M
@H

dH
dt

þ @M
@r

dr
dt

þ @M
@T

dT
dt

ð4Þ

@M=@H is differential susceptibility, expressing the magnetization induced by
magnetic field. @M=@r is rate of magneto-mechanical effect, expressing the magneti-
zation induced by stress. The eddy current loss and temperature effect of thin film can
be neglected, so @M=@Hð Þ � (dT/dt) is zero. It can be seen that @M=@H and @M=@r are
the key to build the model, @M=@H can be determined by J-A model, and @M=@r can
be determined by magneto-mechanical effect method based on the Law of Conserva-
tion of Energy.

2.1 Differential Susceptibility Based on J-A Model

J-A model is established on Weiss molecular field theory and physical principle and
based on the mathematical description of the domain wall, so it is not strict derivation
and experimental data. It quantifies the non-hysteretic, reversible and irreversible
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magnetization components, and uses them to characterize the total magnetization
generated by the input magnetic field [5, 6]. From the initial magnetization to saturation
magnetization, atomic magnetic moment inside ferromagnetic material has strong
molecular field, which can make the moment transferred to mutual parallel trend, so the
internal magnetic field of material is superposition of external magnetic field and
molecular field inside the atom and is given by

He ¼ Hþ aM ð5Þ

Man ¼ Ms coth
He

a
� a
He

� �
ð6Þ

dMirr

dH
¼ Man �Mirr

dk � a Man �Mirrð Þ ð7Þ

Mrev ¼ c Man �Mirrð Þ ð8Þ

M ¼ Mrev þMirr ð9Þ

He is effective magnetic field, Man is magnetization without hysteresis, Mirr is
irreversible magnetization, Mrev is reversible magnetization, d is direction parameter,
a is shape factor, a is domain wall interaction coefficient, k is irreversible loss coef-
ficient, c is reversible coefficient.

The formula can be worked out by combining Eqs. (5)–(9):

@M
@H

¼
Man�M

dk� a
1�c Man�Mð Þ þ cMs

a 1� coth2 He
a þ a

He

� �2
� �

1� acMS
a 1� coth2 He

a þ a
He

� �2
� � ð10Þ

Equation (10) is the function of the magnetization changed with magnetic field
strength. With no or constant external pressure, the magnetization is only related to the
applied magnetic field. In order to facilitate the simulation, the formula can be sim-
plified in the case of non-distortion by Langevin Function. So Eq. (6) can be expanded
as

Man

Ms
¼ Lð0Þþ L0ð0Þ

1!
H0

e

a
þ LðnÞð0Þ

n!
H0

e

a

� �n

þ o
H0

e

a

� �nþ 1
" #

ð11Þ

n = 2 is usually taken and higher order terms is ignored as

M0
an ¼

H0
e

3a
Ms ð12Þ

Simplifying Eq. (10) as

Study of Giant Magnetostrictive Thin Film Pressure Sensor 461



@M
@H

¼
3a 1�cð Þ Man�Mð Þ
1�cð Þdk�a Man�Mð Þ þ cMs

3a� acMs
ð13Þ

The relationship between magnetization and magnetic field strength is simulated as
Fig. 1. It can be seen that the numerical simulation result is not very smooth, but the
trend of curve is basically consistent and linear, which is because the temperature and
other environmental factors are not considered, external magnetic field, however, the
model still can well describe the magnetization trend, which can prove the correctness
of basic numerical solution.

2.2 Rate of Magneto-mechanical Effect Based on Magneto-mechanical
Effect Method

Jiles and Sablik believe that non-hysteresis magnetization has the relationship with
stress, meanwhile, the experimental results show that the magnetization of ferromag-
netic material can be affected by stress in the form of strain, so the interior magneti-
zation is related to the applied magnetic field, molecular field, and stress. Introducing
stress equivalent magnetic field Hr which is the magnetic effect of external pressure on
material [7], given by

H0
e ¼ Hþ aMþHr ð14Þ

Stress equivalent magnetic field can be derived by the Law of Thermodynamics as

Hr ¼ 3r
2l0

@k
@M

ð15Þ

Fig. 1. Relationship between magnetization and magnetic field strength
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Here, the magnetostrictive coefficient k has the power function with magnetization
as

k ¼
X1
i¼0

ciM
2i � c1M

2 þ c2M
4 ð16Þ

When the external pressure is applied to ferromagnetic material, the elastic energy
and magnetic energy can be converted into each other. The change rate of total
magnetization to the unit volume energy is proportional to the displacement of total
magnetization to the non-hysteresis magnetization, so the relationship between the
irreversible magnetization and elastic energy can be expressed as

dMirr

dW
¼ 1

n
ðMan �MirrÞ ð17Þ

For isotropic material, the elastic energy can be expressed as

W ¼ r2

2E
ð18Þ

n is unit volume energy factor, related to the load form, E is Young’s modulus, and
derived as

dMirr

dr
¼ r M0

an �Mirr
� 	

En
ð19Þ

The total magnetization, reversible magnetization, and irreversible magnetization
are consistent with the J-A model without stress as

M0
an ¼ Ms coth

H0
e

a
� a
H0

e

� �
ð20Þ

Mrev ¼ c0 M0
an �Mirr

� 	 ð21Þ

M ¼ Mrev þMirr ð22Þ

The formula can be worked out by combining Eq. (14) to Eq. (22):

@M
@r

¼
r M0

an�Mð Þ
En þ 3c0Ms

2al0
1� coth2 H0

e
a þ a

He

� �2
� �

@k
@M

1� ac0MS
a 1� coth2 H0

e
a þ a

H0
e

� �2
� � ð23Þ

Equation (23) is the function about magnetization changed with stress. With no or
constant magnetic field strength, the magnetization is only related to the applied
pressure. Same as Eqs. (13) and (23) can be simplified as
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@M
@r

¼
al0r Man�Mð Þ

En þ cMs c1Mþ 2c2M
3ð Þ

al0 � crMs c1 þ 6c2M2ð Þ ð24Þ

The numerical result can be easily seen from Fig. 2 that the change of magneti-
zation obtained from the Eq. (24). The external pressure and the magnetic intensity are
almost linear, so that the design of the sensor is convenient. With no or constant
external magnetic field, the magnetization is only related to the applied pressure. The
change of magnetization intensity is obvious, so the generated voltage signal can be
detected by the amplification circuit with perfect performance.

3 Structure of Sensor

The sensor is composed of three parts: giant magnetostrictive thin film is on the top
which can perceive the strain of the substrate, and transmit the strain into the change of
the magnetic induction strength. Binder is in the middle which can maintain the
magnetostrictive material and substrate change synchronously. Substrate is at the
bottom which can make the sensor bear the greater external force and extend the
measurement range. Due to the small thickness of giant magnetostrictive thin film,
while the thickness of substrate is larger, so the change of sensor stiffness can be
neglected that is caused by the magnetostrictive material. Pressure sensor structure is
shown in Fig. 3.

The signal generator produces sinusoidal signal, which is amplified by amplifier
and input excitation coil to provide alternating excitation signals required by the work
of sensor. The detection coil detects the output of sensor and inputs the signal to
spectrum analyzer in order to get the valid signal. Finally, the computer calculates and
analyzes the valid signal to obtain the external pressure. The experimental testing
system is shown in Fig. 4.

Fig. 2. Relationship between magnetization and stress
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4 Simulation and Analysis

The sensor model is regular structure, so two-dimensional axisymmetric simulation is
selected in the COMSOL, so the finite element model can be established. The film
thickness of the sensor is established with 0.05 mm as interval, so the simulation model
with different height range from 0.1 to 0.5 mm can be obtained. It is found that the
displacement of calculation point reaches the maximum and the current–displacement
curve has the best linear effect when the distance is 0.35 mm, therefore, the simulation
results of the 0.35 mm film type is shown. The strain intensity can be seen in Fig. 5, the
substrate is set as fixed boundary condition, so the concentration effect of stress and
strain is reflected on the bottom of film.

Stress Giant magnetostrictive 
thin film

Binder

Substrate

Fig. 3. Pressure sensor structure

Signal generator

Amplifier

Excitation coil

Induction coil

Spectrum analyzer

Computer

Fig. 4. Experimental testing system

Fig. 5. Strain distribution
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The relationship curve between current and displacement can be seen in Fig. 6,
displacement of giant magnetostrictive thin film increases nearly linear with the current
change of coil, which can achieve the function of micro-displacement sensor.

5 Conclusion

The dynamic magneto-mechanical model coupling is derived according to J-A model
and magneto-mechanical effect method, and the relationship between induced voltage
with magnetic field strength and external pressure based on Villari effect is shown.
COMSOL is used to build the finite element calculation model of the giant magne-
tostrictive thin film sensor, the distribution of strain and the current–displacement curve
is obtained. From the simulation results, it can be seen that the model has a better
capability of accuracy and hysteretic nonlinearity. Therefore, it is proved that the
magneto-mechanical coupling model can describe the electromechanical coupling and
output response of pressure sensor effectively.
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Abstract. To enhance the development efficiency of test programs in Auto-
matic Test System (ATS), a framework of test application development platform
based on ATML (Automatic test description language) standard is built in this
paper. ATML-oriented test application development platform contains config-
uration tools, test flow description, ATS resource description, and runtime
system. ATML is used to describe ATS-related information and the test flow
based on signal definition. By leveraging the ATML description documents,
runtime system achieved the automatic matching of the test resource and test
requirements, and generated the test programs automatically. The platform is
extensible, and the test program sets can be transplanted to other platforms.

Keywords: ATS � ATML � Test function service � Test program automatic
generation

1 Introduction

Currently, ATS engineers developed the test program sets in an inefficient and error-
prone process as follows: the test requirements and test flow for a product are created
by product development engineers, when it is time to develop the tests for these units,
the software engineers convert the test requirements into test programs manually. To
improve the programming efficiency and realize the transplantation of the test software
in ATS, a new automatic generation technology for test programs is needed.

ATML provides a standard for test information description in ATS, it defines
classes that represent test system components and the interoperability between classes.
This paper will discuss a new framework of test application development platform
based on ATML standard. By leveraging the ATML test description standard for
creating test requirement documents, the work of generating test program from test
requirements can be completed by the test application development platform, so as to
achieve the unambiguous transplantation of test requirements among different
platforms.
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2 The Framework of Test Application Development Platform

To enhance the transplantation and development efficiency of test program in ATS, this
paper proposes a new framework of test application development platform based on
ATML, which is shown in Fig. 1.

Test application development platform consists of the configuration tools, test flow
description documents, ATS resource description documents, and runtime system.
Three main configuration tools in the platform are test description tool, test adapter
configuration tool, and diagnosis configuration tool. By utilizing the test description
tools, test flow description XML documents are generated automatically according to
ATML standards. Test flow description document describes the test requirement and
test execution order for UUT. Test flow description document includes UUT infor-
mation description, interface information, test resource requirements, signal require-
ments, etc. Runtime system is the center of the test application development platform.
In runtime system, test flow description documents are converted into C++ codes as the
intermediate program, then the C++ codes are compiled and linked into executable test
program by using the commercial compiler. The test function server components in
runtime system support the automatic matching of test capabilities and test require-
ments based on the test resource description information and test function interface
definition. Test function server components classified the signal, integrated different
instrument drivers into the same test function interface, and executed test function by
calling the instrument drivers according to the test path. Runtime system based on test
function server realizes the expandability and interoperability, which support higher
developing efficiency of the TPSs.

3 Description of Test Information

Test description documents based on ATML standard describe the test requirement
information, such as UUT description, performance characteristics, interface require-
ments, signal requirements, fault data, and detailed test information, which is necessary
to verify the correct functioning of a UUT. One of the important elements in an ATML

Runtime System

Test Resource Description Documents

Configuration Tools

Test Description Tool

Test Path Configuration Tool

Diagnosis Configuration 

Test Flow Description Documents

Test Path Description Documents

Diagnosis Information Models

TP Parse and compile

TP Execute

Test Function Service 

Instruments Description 

Diagnosis 
 Results 

Test Results

Fig. 1. Framework of test application development platform
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test flow description document is a DetailedTestInformation element, which describes
the input condition, test requirements, and test flow for UUT test. The logical model
view for the structure of element DetailedTestInformation is shown as Fig. 2. This
paper modified the ATML test description Schema by reducing some optional data
items since too much data items would reduce the parsing rate of the XML documents.
DetailedTestInformation element comprises a variety of detailed test information of the
entry points, testgroups, and actions. Test flow description is described by testgroups
and actions elements.

Actions element are used to describe a group of test or session action necessary for
test execution. Actions element contains parameters, behavior, local signals, and
conditions. Parameters identify the action parameters and specify its values. In current
actions, local signal may be shared by different operations, we can use LocalSignals
child element to define the local signals in current actions. Different conditions verify
the correct execution of the action. There are two conditions to support the action
execution, one is precondition, which verifies the action be executed when the con-
ditions are satisfied, the other is post-conditions, which ensure the action can achieve
after successful execution. Conditions child element specifies both conditions for the
action. Behavior element describes the detailed operation procedure and tasks for the
current action executing, it is the most important element in action. Behavior element
can be a call to the test group by specifying its ID, or a sequence of predefined
operation according to the test definition.

TestGroups are used to describe a group of actions that can be referenced from
multiple places in a test description document. TestGroups element comprises one or
more TestGroup elements, each TestGroup element contains one or more actions, each
action contains one or more behaviors, and each behavior in an action is executed
sequentially. TestGroup ensures the correct execution order of the actions by specifying
its conditions, initial operation, and terminal operation. This mode of description for
test order is similar to a fault tree. Different TestGroup elements specify test flow of the
UUT test program like the control structure in programming language.

DetailedTestInformation 

EntryPoints 

TestGroups 

Actions 

LocalSignals 

attributes 

Parameters 

Behavior 

Conditions 

Fig. 2. Structure of element DetailedTestInformation
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4 Translation of Test Description Document and Runtime
Service

In the test application development platform, the test program set is replaced by the test
requirement set, and the automatic generation of the executable test program from test
requirements is completed by runtime system. The test procedure information con-
tained in test description document is converted into C++ codes as the intermediate
program. Runtime system provided the test function service to realize the automatic
matching of test resources and test requirements and make the software with excellent
expandability.

4.1 Static Data Conversion in Test Description Documents

In test description documents, static data includes data type, parameters definition, and
other description information except test flow description. Mostly data type definitions
contain common elements and signal definitions defined in STD standard. Some
primitive data types can be converted into the data types in C++ language directly,
such as integer and float; some complex data type can be converted into customized
data type, such as struct and union. The abstract data type can be represented by using
struct, abstract class, or union. Struct data type is used to represent the derived data
type, and union is used to represent the abstract type which needs to be passed as a
parameter in the COM interface function. Runtime system converts the static data in
XML-based test description documents into data type and parameters definition which
is indicated in C formal, and store the conversion result in *.c and *.h files.

4.2 Translation of Test Flow Description to Test Sequences

Test flow description is described by TestGroups and Actions elements. Different
TestGroups elements specify the test flow, Actions elements specify a group of test or
session action for test execution. Therefore, we can convert the test flow description
into the control structure in C++ language.

Each TestGroup element will be translated into a corresponding test sequence, since
a test sequence in test program has similar constructs as the test group in test
description document, such as passing the test result parameters, specifying their
names, setup or clean up step groups, and so on. Every step defined in TestGroup
element will be translated into a test step in the main test program sequence with a next
action expression according to its execution result.

Each Actions element can be translated into functions in C++ language since it has
similar constructs as functions. The parameters of Actions will be converted to function
parameters, the LogicSignals element will be converted to signal definition, and the
Conditions element will be converted to “switch” structure or “if…else…” structure
according to its outcome.

Take a project for the DC Voltage output in the test description document as an
example, which is described as Fig. 3. The name of Action in this project specifies the
C++ function name “Apply_DC_Volt”. This Behavior of Action includes four
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operations to apply DC voltage to UUT, namely OperationSetup, OperationConnect,
OperationDisconnect, and OperationReset. OperationSetup defined the source signal
for DC power, OperationConnect connected the signal source to UUT power pins,
OperationDisconnect disconnect the source and UUT, and OperationReset reset the
Power. Translator translates the operations to a corresponding test function call
according to the sequence defined in TestGroup. Signal characters description of the
Operation is used to assign value to the member variables of signal characteristics, such
as “dc_ampl = 12.0V”. According to the principle and method, test description of
“Apply_DC_Volt” project and its converted code is shown in Fig. 3.

4.3 Resource Mapping and Test Function Service

Test configuration documents provided the test configuration information for UUT
measurement, such as instruments, test adapters, test paths, test software, and test
requirement, etc. Based on the test configuration information, runtime system can
calculate switch paths based on the test adapters description, acquire the test resource
information required to execute a test, achieve the correct matching of the test resource
and test requirement according to the test paths, call the instrument drivers based on the
instrument information, and generate the executable test programs automatically.

Test is defined as behavior by using operations, and the operations are interpreted into
the test function service call. Runtime system classified the signal test types based on the
test function, and defined the test function interface with the same test function service
name for different signal classes, such as Apply_DC_Volt, Measure_Resistance, etc.
The test function of the instrument resources is abstracted, and the instrument driver is
encapsulated in the dynamic linking library for test programs calling based on its test
function. Therefore, test function interface separated the instrument control from the test
program, shielded the differences of the specific instrument, and made the software with
excellent expandability.

Test Description based on ATML

<td:Action xsi:type=”td:SessionAction” ID=”S1” name=”Apply_DC_Volt”> 
<td:Behavior> 
<td:Operations> 

<td:Operation xsi:type=”td:OperationSetup” ID=”op1”> 
<td:Source> 
<std:Signal Out=”DCSignal”> 

<tsf:DC_SIGNAL name=”DCSignal” dc_ampl=”12.0V”/> 
</std:Signal> 
</td:Source> 

 </td:Operation> 
<td:Operation xsi:type=”td:OperationConnect” ID=”op2”> 

<td:Signal> 
<td:GlobalSignalReference GlobalSignalID=”gs” 
<std:Signal> 

<tsd:TwoWire name=”conn” hi=”J1-1” lo=”J1-2”/> 

</td:Operations> 
<td:Behavior> 
<td:Operations> 

C++ Code After Convert

Outcomes func_Apply_DC_Volt( ) 
{ 

BSTR actionID=SysAllocString(L”S1”); 
Outcomes TestOutCome;
pIRM->put_actionID(actionID); 
setup source gs DCSignal 
DC_SIGNAL(dc_ampl=12.0V); 
connect gs; 
TestOutCome=getTestOutcome(gs,actionID); 

Disconnect gs; 
Reset S1; 
Return TestOutCome;

} 

Fig. 3. Test description code and C++ Code
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5 Conclusion

To enhance the programming efficiency of ATS, a new framework of test application
development platform based on ATML is built. It uses the test requirement set to
replace the test program set, and generates test program from test requirements auto-
matically. This paper discusses the method for translating test requirement document to
a C++ test executive program, examines how test description document constructs such
as test group, test action, and behavior can be mapped to constructs in the test program,
and expatiates the mechanism of the test function service provided by runtime system.
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Abstract. School violence has become more and more frequent in today’s
school life and caused great harm to the social and educational development in
many countries. This paper used a MEMS sensor which is fixed on the waist to
collect data and performed feature extraction on the acceleration and gyro data
of the sensors. Altogether nine kinds of activities were recorded, including six
daily-life kinds and three violence kinds. A filter-based Relief-F feature selec-
tion algorithm was used and Radial Basis Function (RBF) neural network
classifier was applied on them. The results showed that the algorithm could
distinguish physical violence movements from daily-life movements with an
accuracy of 90%.

Keywords: Activity recognition � School violence � Relief-F � MEMS
accelerometer � RBF neural network

1 Introduction

School violence is a worldwide problem, and relevant survey data showed that 50% of
the students admitted to the existence of bullying behavior, whereas 47% of the stu-
dents confirmed that they have been hurt by verbal bullying or physical violence. It has
caused many students to fear campus life and seriously affects students’ physical and
mental health as well as their studies. Throughout recent years, there is a common
problem of many campus violence that bullied students are inflicting psychological
shadows on their young hearts because they are afraid or threatened not to inform
parents or teachers about their being bullied. Traditional campus monitoring has the
problem of blind area because of geographical location restriction, and cannot realize
active detection so as to prevent violence efficiently.
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With the development and popularization of various smart wearable devices,
smartphones, and bracelets have become the most common wearable sensor devices.
These devices have built-in sensors, including optical sensors, inertial sensors (ac-
celerometers and gyroscopes), GPS locators, and so on. Many scholars use these
technologies to identify human daily behaviors and recognize complex behaviors. In
this situation, the study of active detecting of school violence has come into being. We
use active sensors which are built into wearable devices on the students to actively
detect campus violence in real-time and transmit the results to teachers or parents in an
active and timely manner. This active detection avoids being bullied and undiscovered,
and can solve school violence problems in a timely and effective manner.

The remainder of this paper is organized as follows: In Sect. 2, we review the
related work on activity recognition; in Sect. 3, we describe the entire system frame-
work and physical bullying detection algorithm; in Sect. 4, we present the classification
results; and the conclusion is given in Sect. 5.

2 Activity Recognition

Study of school bullying was originally initiated by some European scholars for pas-
sive methods. Along with the popularity of smartphones on campus, there have been a
number of school bullying detection schemes which are based on the intelligent mobile
phone. For example, “Stop Bullies”: there is a shortcut key on the mobile phone, we
can press this key to send photos of the incident location and geographical location to
the intended recipients when suffered bullying. However, a common drawback of these
detection schemes is passive detection, the victims are often too late to operate or dare
not to operate when they are suffering from bullying, which greatly reduces the
detection rate and does not solve school bullying in a timely and effective manner.

With the development of pattern recognition technology, great progress has been
made in the field of physical activity recognition. The physical activity recognition
system using single or multi-sensors is used in real life. Some scholars have used the
accelerometer to obtain good results in many fields. Reference [1] used a three-axis
accelerometer to propose an accurate physical activity recognition system for medical
monitoring and rehabilitation. A patient wore a wireless acceleration sensor to identify
six daily movements and transition events. Feature selection was performed using
SFFS and the naive Bayes and KNN classification algorithms were adopted. The
recognition accuracy rate was 95%. In addition, PA (Physical Activity) recognition
systems based on handheld mobile terminals have become a research hotspot [2–5]. In
[6], accelerometers and gyroscopes in smartphones were used to identify daily activ-
ities, and the recognition accuracy could reach about 85%. However, considering the
battery capacity and memory size of handheld mobile terminals, reducing the com-
plexity of the algorithm has also become the optimization goal for many scholars [7].
Multi-sensor data fusion enables a more comprehensive capture of human movements
compared with a single sensor [8–13]. This paper proposes a posterior-adapted class-
based fusion of multi-accelerometers data algorithm by using waist and leg sensor data.
The results show that the recognition accuracy is improved compared with a single
sensor.
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3 Methods

The system framework includes data collection and preprocessing, feature extraction,
normalization, feature selection, and classifier design. This study considers time effi-
ciency and resource utilization. Algorithm complexity is a priority for the design of
feature selection algorithms and classifiers in this paper.

3.1 Data Acquisition and Preprocessing

The background of this research project is for the campus violence scene. In order to
simulate campus violence scenes more realistically, data acquisition was performed
indoors with protective gears and motion sensors. Data acquisition consisted of ten
subjects who were asked to perform six types of daily-life activities (jump, play, run,
walk, stand, and fall-down) and three bullying activities (beat, push, and push-down).
The position of the motion sensor on the waist is shown in Fig. 1.

The sensor sampled data at a sampling rate of 50 Hz and included tri-axial
accelerometer and tri-axial gyroscope signals. In the process of data acquisition, we
recorded video to remove nonexperimental data to establish a database of bullying. In
addition, the raw data was smoothed by using wavelet filtering because it contained
random noise and jitter noise. The y-axis of the tri-axial accelerometer and the gyro-
scope is the vertical direction, and the x-axis and the z-axis are the horizontal direc-
tions. For the acceleration, the x-axis and the z-axis are combined in the horizontal
direction, i.e.,

ACCHori ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðACCx�axisðiÞ2 þACCz�axisðiÞ2Þ

q
ð1Þ

For the gyroscope data, it is combined as follows:

Gyro ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðGyrox�axisðiÞ2 þGyroy�axisðiÞ2 þGyroz�axisðiÞ2Þ

q
ð2Þ

After the preprocessing of these data, these signals are segmented into windows
with a 50% overlap between two consecutive windows. The hamming window was
adopted and the length of the sliding window was set to be 256 points. As the sensor

Bluetooth

Fig. 1. The process of data acquisition
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sampling rate is 50 Hz, the corresponding time length of the data in each window is
about 5 s, and an action can be completed according to the actual observation. In this
case, every decision made on the activity is for the duration of the window.

3.2 Feature Extraction

After data preprocessing, a large set of features were extracted from the each window
for the Accy-axis, AccHori, Gyro. First, feature extraction is performed within each
window of the data in the time domain, and then FFT is carried out to extract the
features in the frequency domain.

Table 1 lists the extracted features from each window. These features were based
on previous PA research [14–16].

3.3 Normalization and Feature Selection

Data normalization processing is a basic work of data mining. Different evaluation
indicators often have different dimensions and dimension units. In order to eliminate
the dimensional impact among different indicators, we need to standardize data to solve
the data comparability of indicators. Normalization is required to limit the feature in a
certain range. The Z-score normalization was applied in this paper. For example,
feature y can be normalized by the following formula,

Table 1. List of features extracted

No Features Count

1 Mean 3
2 Median difference 3
3 Maximum value 3
4 Minimum value 3
5 Differential maximum 3
6 Differential mean 3
7 Standard deviation 3
8 Kurtosis 3
9 Skewness 3
10 Cross-correlation of ACC axis 3
11 25th percentile 3
12 75th percentile 3
13 Zero-crossing rate of ACC axis 3
14 Energy of frequency domain 3
15 Mean of frequency domain 3
16 Median difference of frequency 3
17 Maximum value of frequency 3

Total number of features extracted 51
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byi ¼ yi � y
r

ð3Þ

where y and r are mean and standard deviation, respectively.
Feature selection algorithm is one of the most critical steps that affect the recog-

nition accuracy of the entire system. Selecting good features can increase the recog-
nition accuracy, but useless features can cause over-fitting and lower recognition
accuracy, and increase algorithm complexity. Therefore, it is necessary to select the
best feature subsets for all the extracted features to classify. The filter-based Relief-F
feature selection algorithm is applied to select the most useful feature set in this study.
This selection algorithm is efficient, simple, and feature selection can be performed
without building a classifier. In this article, the data were used to calculate the corre-
lations between feature and each labeled activity, and then a threshold was set to select
feature subsets with greater correlation for training and testing.

3.4 Classification Algorithms

The design of the classifier needs to consider practical applications and classification
performance. Research work shows that the BP neural network has very limited
learning speed due to its global approaching nature, and it has great limitations in some
cases with high real-time requirements. The Convolutional Neural Network
(CNN) based on deep learning has the advantages of no need to manually select
features and excellent classification performance, but training requires a large amount
of sample data and high-performance equipment. Compared with BP and CNN, RBF
has the advantages of simple structure, fast convergence, and ability to approximate
any nonlinear function. The generalized RBF classifier was adopted based on this
project for real-time and data resources. According to the analysis of experimental
results (see Sect. 4 for details), the RBF has a very high classification performance and
can accurately distinguish between school bullying activity and daily-life activity.

4 Classification Performance

4.1 Evaluation Approach and Indicators

Five-fold cross-validation is used to validate the classifier performance. This method
ensures that all data will undergo training and testing, and it can effectively avoid the
occurrence of over-fitting or under-fitting. It can be more persuasive and practical.

The confusion matrix is used to perform a contingency table analysis of the true
class and the predicted class. For each instance, the number of true-negatives (TN),
false-negatives (FN), false-positives (FP), and true-positives (TP) are calculated by
comparing the truth labels and the predictions. The performance of the system can be
evaluated by several parameters such as accuracy, precision, recall, and F1-score. The
formulas for these parameters are calculated as follows:
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accuracy ¼ TPþ TN
PþN

ð4Þ

precision ¼ TP
TPþFP

ð5Þ

recall ¼ TP
TPþFN

ð6Þ

The F1-score is used to comprehensively consider the accuracy and recall rate, and
it can be calculated by

F1�Score ¼ 2
1

precision þ 1
recall

ð7Þ

4.2 Classification Results

The activity recognition conversion matrix is shown in Table 2. The first column of the
table represents the actual activity. The figures in the table represent the probability that
the actual activity is recognized as the activity in the first row, and the diagonal
indicates the accuracy of the activity recognition. Finally, statistics are divided into
violent activities and nonviolence activities. The “push”, “push-down”, and “beat” are
classified as violent activities, while other activities are classified as nonviolent
activities. Violent activity recognition confusion matrix is shown in Table 3.

The evaluation index can be calculated from the PA recognition confusion matrix.
The recognition accuracy is about 90% and the recall reaches approximately 84%, in

Table 2. Conversion ratio of physical activity recognition (unit: %)

Beat Jump Play Push Run Stand Walk Push-
down

Fall-
down

Beat 76.3 0.0 3.0 5.9 0.0 2.2 4.4 5.9 2.3
Jump 0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Play 1.1 0.0 90.0 3.3 0.0 0.0 5.6 0.0 0.0
Push 15.7 0.0 2.9 71.4 0.0 1.4 8.6 0.0 0.0
Run 0.0 0.0 0.0 0.0 99.1 0.0 0.0 0.9 0.0
Stand 2.0 0.0 3.3 0.0 0.0 94.0 0.7 0.0 0.0
Walk 0.0 0.0 1.4 2.1 0.0 0.0 96.5 0.0 0.0
Push-
down

15.6 0.0 4.4 8.9 0.0 4.4 0.0 55.6 11.1

Fall-
down

12.0 0.0 2.0 6.0 0.0 6.00 4.0 26.0 44.0
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addition, the precision is 82% and the F1-score is equal to 83%. The experimental
results show that we can distinguish between violent activities and nonviolent activities
accurately.

5 Conclusion

School bullying has a great influence on the physical and mental health of teenagers.
This paper proposes an active violence detection algorithm which analyzes the
accelerometer and gyro data collected by sensors. After features extraction and
selection and classifier design, we can distinguish between violent activities and daily-
life activities. Totally nine types of activities were tested, and the average recognition
ratio was approximately 90%. This method can be applied to students’ wearable
devices with built-in sensors to better protect students and prevent violence in schools.
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Abstract. Channelization RAID storage system requests multichannel data
transmission and high transmission bandwidth. We design a data caching system
which is inserted between fore-end data source interface and the back-end RAID
interface on a FPGA implementation. The caching system uses DDR3 as the
external memory because of its large storage capacity and high storage rate. It
uses a special channel management system and only needs three clock cycles to
complete the read–write scheduling of different channels. The caching system
provides the AXI4-Lite interface, so it can be dynamically configured by the
AXI4-Lite bus. After testing, the caching system can satisfy the request of
multichannel storage task.

Keywords: Multichannel � Caching system � DDR3 � FPGA

1 Introduction

In multichannel storage task, due to the wide dynamic range of the fore-end data
interface and the uneven storage rate of the back-end RAID, the data integrity cannot
be guaranteed without data caching. When data are transmitted, there will be multiple
storage channels working at the same time. And the storage task usually has high
transmission bandwidth. So, it is important to implement multichannel high-speed data
caching system on FPGA.

The DDR3 SDRAM is a high-speed synchronous dynamic random-access memory
with burst-8 transmission [1]. The DDR3 has high bandwidth, low power consumption,
and large storage capacity, and it becomes the preferred scheme in high-speed and real-
time data storage system design [2].

The used FPGA belongs to the Xilinx Kirtex-7 family. In this family, Memory
Interface Generator (MIG [3]) core can be used to generate memory controllers and
interfaces for FPGA. In [4], the paper analyzes the good adaptability and flexibility of
MIG. But MIG Memory Controller can’t adapt the complete transmission task. In [5],
the paper uses MIG to implement a multichannel channelization data cache for
Polyphaser DFT filter. It can cache high bandwidth parallel data. But it can’t manage
the multichannel reading and writing of different independent channels. In this paper,
the caching system uses a special channel management system for scheduling different
channels.
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The caching system connects other module with two standard Xilinx interfaces
which are AXI4-Stream and AXI4-Lite. AXI4-Lite is used for simple, low-throughput
memory-mapped communication and AXI4-Stream is used for high-speed streaming
data [6]. The standard interface can make this system adapt different application. In this
article’s figs, AXI4-Stream is abbreviated to “axis”.

With the increment of single transmission length, the transmission efficiency of
DDR3 is increasing and approaches an upper limit, which is indicated in [7]. When the
single transmission length is short, the transmission efficiency is low. And when the
single transmission length is long, the system doesn’t have enough scheduling clock
cycles. In this paper, the system’s single transmission length of data package is a
dynamic value which can be configured through AXI4-Lite interface. So, the data
package length can be adjusted to a proper value in different transmission task.

2 Methods

2.1 Storage Features of RAID and DDR3

In this paper, the RAID consists of SSD [8]. Different SSDs have different storage
performance. But they all have no response time, which causes steep decline of storage
speed. In this paper, the no response time of the RAID is about 30 ms. If the trans-
mission speed is high, the caching system accumulates large amounts of data which is
usually up to dozens of MB in no response time. FPGA’s Rom source is not enough to
cache the data. So DDR3 is chosen to be the external memory because of its high
bandwidth and large storage capacity. The average write speed of RAID is 16 Gbps and
read speed of RAID Controller is 19.2 Gbps. When RAID is in writing, the fore-end
channels’ total transmission bandwidth can’t outnumber 16 Gps.

In this paper, DDR3 has 32 bit data width and 2G Byte capacity. Its physical clock
is 600 MHz. The transmission bandwidth of the DDR3 is 38.4 Gbps. There are various
delays and latent periods when DDR3 works. This physical characteristic of DDR3 will
cause start-up time and stagnation time in actual work. So, the transmission speed of
DDR3 is uneven. For example, in Fig. 1, after sending “app_cmd” and “app_addr”,
“app_rd_data_valid” is pulled up after more than 20 clock cycles. And “app_rd_-
data_valid” can be suddenly pulled down during the transmission.

Fig. 1. Reading transmission of MIG memory controller

Multichannel High-Speed Data Caching System 483



2.2 System Framework Design

The transmission speed of DDR3 and RAID are both uneven. So, the data caching of
the systems should have two stages. Stage-1 caching is in FPGA which stores single
and continuous data. Stage-2 caching is in DDR3 which stores long-length data
packages. Caching in Stage-1 is called L1 caching and caching in Stage-2 is called L2
caching. Every channel has L1 caching and L2 caching.

The caching system consists of Data Stream Controller (DSC) and Channels
Scheduling Module (CSM) which is shown in Fig. 2. DSC wraps MIG Memory
Controller. It converts complete UI into simple AXI4-Stream interface. CSM manages
data transmission of channels. It controls each channel to communicate with MIG
Memory Controller, which is based on time division multiplexing.

CSM and DSC work in different clock domains. CSM works in system clock
domain. DSC works in MIG core’s user clock domain, and the clock frequency is
higher than system clock. The communication between the two modules is through
asynchronous FIFO which isolates clock domains.

There are 2 * N AXI4-Stream interfaces connecting the N fore-end data channels
and two AXI4-Stream interfaces connecting the back-end RAID interface for reading
and writing data. In addition, there is an AXI4-Lite interface for accessing its function
register. And the ports of DDR3 interface are constrained to FPGA’s special IO ports.

2.3 UI of MIG

UI is MIG Memory Controller’s user interface which is shown in Fig. 3. In the trans-
missions of UI, written data, read data, command, and address are separated into different
FIFOs. The address indicates the location of the burst transmission. The command
indicates the transmission is written data or read data. When the “app_en” and “app_rdy”

DSC

Transmission
Control
Logic

 MIG 
Memory

Controller

Command FIFO

UI

CSM

Channels Buffer

Priority Scheduling Unit

Writing FIFO

Reading FIFO

DDR3
Interface

AXI4-Lite

wr_axis

wr_axis

wr_axis

rd_axis

rd_axis

rd_axis

system clock domain MIG core’s user clock domain

Fig. 2. FPGA logic of the multichannel data caching system
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are asserted, “app_cmd” and “app_addr” can be written to the FIFOs. Data can be pushed
into “app_wdf_data”when “app_wdf_wren” is asserted and “app_wdf_rdy” is high. Data
can be popped from “app_rd_data” when “app_rd_data_valid” is high.

2.4 Data Stream Controller

In this paper, Data Stream Controller (DSC) wraps MIG Memory Controller and uses
asynchronous FIFO to isolate clock domains. It’s shown in Fig. 4. UI’s clock is
asynchronous to system clock and the UI is a complete interface. So, it’s necessary to
avoid MIG Memory Controller being connected with other modules directly. There are
three asynchronous FIFOs including reading FIFO, writing FIFO and command FIFO
whose interface is AXI4-Stream. In DSC, there is a finite-state machine in Transmis-
sion Control Logic to control data transmission between asynchronous FIFOs and UI.
The state transition of the finite-state machine is shown in Fig. 6.

2.5 Channels Scheduling Management

Channels Scheduling Management (CSM) consists of Channels Buffer and Priority
Scheduling Unit. The FPGA logic of CSM is shown in Fig. 5. CSM converts a mul-
tichannel transmission into a single channel transmission to connect DSC. L1 caching
is in Channels Buffer. Priority Scheduling Unit determines the channel of the trans-
mission according to L1 caching depth and L2 caching depth. The single transmission
length of L1 caching and L2 caching can be configured by AXI4-Lite.

Fig. 3. Logic of MIG memory controller

Multichannel High-Speed Data Caching System 485



DSC

Transmission
Control Logic

 MIG 
Memory

Controller

Command FIFO

Writing FIFO

Reading FIFO

UI

cmd_axis

wr_axis

rd_axis

DDR3
Interface

Fig. 4. Logic of DSC

CSM

Channels Buffer

Priority Scheduling Unit

wr_axis
rd_axis

wr_axis

wr_axis

rd_axis

rd_axis

cmd_axis

wr_axis

rd_axis

ch_selcaching_depth

AXI4-Lite

channel 1 

channel N 

Raid channel

Fig. 5. Logic of CSM

Fig. 6. State transition of the finite-state machine

486 H. Wang et al.



As shown in Fig. 7, Channels Buffer has (N + 1) groups of FIFOs. Each group
includes a read FIFO and a write FIFO. Every FIFO has an AXI4-Stream interface.
N groups of FIFOs store the data of fore-end channels. The last one group caches the
data of RAID. Every FIFO reports depth of cached data to Priority Scheduling Unit.
A switch is inserted between DSC and Channels Buffer. The switch selects different
channels based on the “ch_sel” signal of Priority Scheduling Unit.

The FPGA logic of Priority Scheduling Unit is shown in Fig. 8. The Arbitration
Logic gets L1 caching depth and L2 caching depth and chooses a top priority channel.
Then the Command Generation Logic generates a corresponding command which
includes the L2 caching’s head address and transmission length. The first transmission
address is provided by L2 Caching’s Address Management Logic and the transmission
length can be configured by AXI4-Lite. The length is named package length. L2
Caching’s Address Management Logic can allocate storage space for every channel by
AXI4-Lite and update the space when a channel has data package transmission.

There are four kinds of tasks in data package transmission of every channel, we call
them M1, M2, M3, M4 which is shown in Table 1. The priority of the four tasks is
M1 > M2 > M3 > M4.

Each channel has a 4-bit vector in Arbitration Logic. Each bit of the vector presents
a task is valid or not. N channels’ vectors constitute an N * 4 Mission Table. For
example, in Table 2, there are three channels and the vectors include “1100”, “0100”,
and “1010”. There is a three-step arbitration method to choose a top priority channel.

Fig. 7. Logic of channels buffer
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• Step 1: Do an N-bit “OR” calculate for every column in Mission Table to get a 4-bit
Priority Vector. For example, in Table 2, we get “1111”.

• Step 2: Input Priority Vector to a priority decoder to select a task M x. For example,
in Table 2, we get M1.

• Step 3: Taking the N-bit vector of x-th column as the input, a channel number is
selected through a priority decoder. For example, in Table 2, we get channel 1 as
the top priority channel through the first column vector “100”.

Fig. 8. Logic of priority scheduling unit

Table 1. Four kinds of package transmission

M1 M2 M3 M4

Write/Read Write package Read package Read package Write package
Trigger
Situation

L1 caching’s
writing FIFO is
almost full, L2
caching’s space
lasts more than
one package

L1 caching’s
reading FIFO is
almost empty,
L2 caching has
more than one
package data

L1 caching’s
reading FIFO
lasts more than
one package, L2
caching has
more than one
package data

L1 caching’s
writing FIFO
has one package
data, L2 caching
space lasts more
than one
package

Table 2. A three-channel vectors’ table

M1 M2 M3 M4

Channel 1 1 0 0 1
Channel 2 0 0 0 1
Channel 3 0 1 1 1
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Through the above three steps, a top priority channel can be selected by only three
clock cycles. Time complexity will not increase proportionally as the number of
channels increases.

2.6 The Verification System

The verification system is shown in Fig. 9. Data Generation is a three-channel data
source which can be the fore-end data source. It can generate or receive incrementing
number. RAID Controller can be controlled by Microblaze [9] to send or receive
caching data from Multichannel Data Caching System.

When RAID Controller imports data, DDR3 is switching in writing and reading.
Generally, Bch should be less than Bddr3 * Eddr3 * 50%. Bddr3 represents the trans-
mission bandwidth of the DDR3. Bch represents the transmission bandwidth of the
fore-end data channels. Eddr3 represents transmission efficiency of DDR3.

The transmission speed of every channel in Data Generation can be adjusted. The
maximum amount of accumulated data in RAID’s no response time is about 54 MB.
So, choosing 64 MB as the single transmission length of L2 caching can satisfy
caching performance. The [7] indicates that when single transmission length exceeds
1 KB, the transmission efficiency of DDR3 is approach up limit. So, 16 KB can be
chosen to be single transmission length of L1 caching. The transmission bandwidth of
RAID Controller is higher than Data Generation. The transmission speed should be
limited when RAID Controller exports data.

Fig. 9. Verification system
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3 Results

The verification flow is executed by the program in verification system’s Microblaze.
The verification method is that turn on incrementing number of three channels at the
same time and receive the data with RAID Controller in Fig. 9. After receiving, the
RAID Controller sends the stored incrementing number and Data Generation receives
the data then checks data’s correctness. The whole process can be controlled by
Microblaze. After repeated testing, the result is shown in Table 3.

The result shows that the top caching bandwidth of this system is about 17.6 Gbps
and the top efficiency of DDR3 is about 91.6%. The transmission rate of FPGA can be
accelerated by increasing ports’ I/O width or increasing clock frequency. The caching
bandwidth’s upper limit is the speed of DDR3.

4 Conclusion

This paper presents a multichannel data caching system which has high transmission
bandwidth and multichannel scheduling management. The system has configurable
data transmission package length and standard Xilinx interfaces. It resolves the
requirements of different application of data caching for RAID storage. It provides a
reference value for real-time storage on FPGA.
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Abstract. A novel method of multiple switched flat-top beam is proposed for
solving the problem of unequal radiation in different directions of the same
beam in the multiple switched beam smart antenna in this paper. Taking 4-
element Quasi-Yagi antenna array for an example, the feed currents of 4-element
flat-top beam antenna array are calculated by using Woodward-Rosen synthesis
method. An improved 4 � 4 Butler Matrix feed network is designed by using
the double-layer dielectric structure. The antenna array is simulated by HFSS
simulation software. The simulated results show that, compared with the beams
of uniform antenna array, the gain fluctuations of the flat-top beam antenna array
are reduced by 6.4–25.9 dB in the main lobe, the sidelobe levels are reduced by
2.7–17 dB, and with the characteristics of small size and wide bandwidth.

Keywords: Multibeam � Flat-top beam � Smart antenna � Butler Matrix

1 Introduction

With the development of mobile communication, the number of mobile users increases
rapidly, and the contradiction between the growth of mobile communication traffic and
the limited spectrum resource becomes increasingly prominent. One effective way to
solve this contradiction is to improve the effective utilization of spectrum. Smart
antenna, as a technology to improve spectrum efficiency, has attracted wide attention in
recent years. Smart antennas are divided into two types: fully adaptive and multiple
switched beams. Multiple switched beam smart antenna system offers increased
capacity and is less complex compared to the fully adaptive smart antenna, so it has
strong practicability [1].

In multiple switched beam smart antenna, a set of narrow beams with different
beam directions are set in advance at the receiving or transmitting end, the multiple
beams are used to cover the entire user area, and each beam direction is fixed, as shown
in Fig. 1a. In Fig. 1a, each beam is usually radiated by an uniform array, the intensity
of the signal is different when the user is in the different directions of the same beam.
When the user is in the central direction of the beam, the received signal is the
strongest; when the user is at the edge of the beam, the received signal is the weakest.
Therefore, the signal received by the user is unstable while the user is in moving. In
order to solve this problem, a novel method of multiple switched flat-top beam smart
antenna is presented in this paper, in which, every beam is designed as a flat-top beam.
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The radiation pattern of the flat-top beam antenna array is sector shape in polar
coordinates, as shown in Fig. 1b. The radiation is the same in all directions of the same
sector region, so when the user moves in the area, the received signal is very stable. The
design and implementation methods of multiple switched flat-top beam smart antenna
are studied in this paper.

2 Design and Simulation

The design and implementation methods of multiple switched flat-top beam as shown
in Fig. 1b are studied by taking a 4-element Quasi-Yagi antenna array for example.

2.1 Synthesis of Flat-Top Beam Antenna Array

Woodward-Rosson synthesis method is used in synthesis of flat-top beam antenna array
in this paper. For a flat-top beam with a main lobe range of ðh1–h2Þ, the desired pattern
function can be expressed as follow [2]:

FaðhÞ ¼ 1 ðh1\h\h2Þ
0 ðothers)

�
ð1Þ

The normalized feed current amplitudes of 4-element flat-top beam antenna array
with 40° main lobe width are obtained and shown in Table 1.

2.2 Design of Feed Network

According to the principle of phased array, by controlling the phases of the feed
currents, the antenna arrays with different beam pointing can be obtained. Butler Matrix

Fig. 1. The radiation patterns of multiple switched beam antenna

Table 1. The normalized feed current amplitudes of 4-element flat-top beam
antenna array

No. of antenna element 1 2 3 4
Normalized current amplitudes 0.41 1 1 0.41
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is often used as the feed network of multiple switched beam smart antenna. Traditional
4 � 4 Butler Matrix consists of four 3 dB couplers, two 45° phase shifters and two
cross couplers, as shown in Fig. 2a [3]. When the signal is input from one of the input
ports 1–4, the signals will output at four output ports 5–8 with equal amplitude and
equal-difference phase shift. Table 1 shows that the normalized current excitation
amplitudes of the antenna elements in a flat-top beam antenna array are different,
therefore, in order to realize the multiple flat-top beam smart antenna, improvement to
traditional Butler Matrix is needed. The improved Butler Matrix is shown in Fig. 2b, it
consists of two 3 dB couplers, two 45° phase shifters, four unequal power dividers,
four 90° phase shifters, four power combiners, and seven cross couplers.

Typical implementation method of Butler Matrix is: 3 dB coupler is implemented
by microstrip dual branch directional coupler; phase shifter is implemented by exten-
ded transmission line section; cross coupler is implemented by microstrip three-branch
coupler; power divider/combiner is implemented by Wilkinson divider [3]. The prin-
ciple of this structure is simple, but it’s size is large, and the frequency bandwidth is
narrow. In Ref. [4], a class of compact and wideband couplers were presented, which
exploited broadside coupling between top and bottom elliptical microstrip patches via
an elliptical slot located in the midground plane layer. Broadside coupling phase shifter
can be implemented by making two ports of the four-port device open circuit, and the
other two ports are the input and output ports [5]. They are both with characteristics of
small size and wide bandwidth, so are used for design in this paper. Figure 3 shows the
structure diagram of the improved microstrip 4 � 4 Butler Matrix designed in this
paper. This is a two-layer dielectric substrate configuration, the relative permittivity of
the dielectric substrate is 4.4, the thickness is 0.8 mm, the two layers dielectric sub-
strate are separated by a slotted ground plane layer. Four input ports 1–4 are located on
two sides of the dielectric substrate, respectively. In order to realize the current
amplitude ratio of 0.41:1:1:0.41, the improved unequal Wilkinson power divider
structure is adopted. In which, one of branches is realized by parallel coupling line to
solve the problem of the microstrip line width too narrow. Because the phase shift
quantity of the broadside coupling phase shifter is limited, the 90° phase shifter is

Fig. 2. 4 � 4 Butler Matrix topologies
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realized by cascading two 45° phase shifters. The cross couplers are realized by the
coupling between top and bottom elliptical microstrip patches via an elliptical slot
located in the mid ground plane layer. Finally, four Wilkinson dividers are used for
power combiners, signal output from four ports 5–8 on two sides of the dielectric
substrate, respectively. The improved Butler Matrix works in the 2.45 GHz band.

The simulation results of the improved Butler Matrix at the center frequency are
shown in Table 2. It can be seen from Table 2 that when the signals are input from Port
1 to Port 4, respectively, the phase differences of output signals at output port 5–8 are
close to the ideal results of 45°, −135°, 135°, and −45°, and the output signal amplitude
ratio is close to the expected ratio of 0.41:1:1:0.41.

Fig. 3. Structure of the improved Butler Matrix

Table 2. Simulation results of the improved Butler Matrix

Input port
number i

siij j=dB s5ij j=dB \s5i/
deg

s6ij j=dB \s6i/
deg

s7ij j=dB \s7i/
deg

s8ij j=dB \s8i/
deg

1 −23 −17.2 41.2 −9.6 −5.3 −10.4 −54.1 −18.1 −95.9
2 −29 −17.5 −48.5 −10.5 83.4 −10.4 −139.2 −18.1 −6.5
3 −37 −17.7 37.6 −10.5 −95.4 −9.8 127.8 −18.0 −5.6
4 −23 −17.8 −52.4 −10.0 −9.8 −9.8 37.9 −18.0 82.9

Research on Multiple Switched Flat-Top Beam Smart Antenna 495



2.3 Design and Simulation of Quasi-Yagi Antenna Array

In this paper, a 4-element microstrip Quasi-Yagi antenna is designed as an antenna
array element, it is fabricated on the dielectric substrate with permittivity er ¼ 4:4, the
constituted 4-element antenna array is shown in Fig. 4. The radiation patterns of the 4-
element antenna array using the feed network shown in Fig. 3 are shown in Fig. 5.
Because the radiation patterns are symmetrical about the direction of 0° when the
output phase differences are 45°, −45° and 135°, −135°, respectively, so only the
radiation patterns when the phase differences equal to 45° and 135° are given in Fig. 5.
Figure 5a shows the radiation patterns when the signal is input from the port 1 and the
phase difference approximately equals to 45° at the output ports of the improved Butler
Matrix. The radiation pattern of antenna array with uniform feed is also given in Fig. 5a
for comparison. It can be seen from Fig. 5a that the maximum radiation directions of
antenna array are both at 101°. In the main lobe range of 81°–121°, the gains of the flat-
top beam antenna array change from −3.7 to 8.3 dB, its sidelobe level is about −21 dB;
but the gains of the uniform antenna array change from −9.3 to 9.1 dB, and its sidelobe
level is about −4 dB.

Figure 5b shows the radiation pattern when the signal is input from the port 3 and
the phase difference approximately equals to 135° at the output ports of the improved
Butler Matrix. The radiation pattern of antenna array with uniform feed is also given in
Fig. 5b for comparison. It can be seen from Fig. 5b that the maximum radiation
directions of antenna array are both at 122°. In the main lobe range of 102°–142°, the
gains of the flat-top beam antenna array change from −2.3 to 6.1 dB, and its sidelobe
level is about −4.5 dB; but the gains of the uniform antenna array change from −27.7
to 6.6 dB and its sidelobe level is about −1.8 dB.

Fig. 4. Quasi-Yagi antenna array
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Therefore, it can be seen that, under the same conditions, compared with uniform
array, gain fluctuations of flat-top beam antenna array in main lobe are reduced by 6.4–
25.9 dB, and the sidelobe level are reduced by 2.7–17 dB, the performances of the
antenna array are improved greatly.

Figure 6 shows the radiation patterns of the multiple switched flat-top beam Quasi-
Yagi antenna array when the four ports are input, separately. It can be seen from Fig. 6
that when input port switching between the port 1, port 2, port 3 and port 4, the antenna
can cover the wide range of about 41°–142°. In this range, the radiation intensity of the
antenna array remains stable, thus the user can receive stable signals during movement.

(a) The radiation patterns when the phase difference equals
to 45º

(b) The radiation patterns when the phase difference equals
 to 135º 

Fig. 5. The radiation patterns of flat-top beam array and uniform array

Research on Multiple Switched Flat-Top Beam Smart Antenna 497



3 Conclusion

The design and implementation methods of multiple switched flat-top beam smart
antenna are presented by taking a 4-element array as an example in this paper. The
results show that, compared with uniform array beam, flat-top beam has the advantages
of flatter main lobe and lower sidelobe. If more elements are used for designing flat-top
beam array, these advantages will be more obvious.
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Abstract. The design of a portable multifunctional charger is presented in this
paper. The charger supports two charging modes of 220 V alternating current
and 12 V DC. The 12 V lead–acid battery is used to support AC 220 V output,
DC 12 and 5 V output. The maximum power point tracking and battery
charging curves are controlled to extend the life of the product and improve the
performance of the product. Bluetooth can be connected to the mobile phone or
pad to control the battery output and monitor the battery state. The design can be
used in the field of home tourism.

Keywords: Portable charger � Battery charging management � MCU

1 Introduction

With the continuous development of human society, now it has entered the information
society. All kinds of portable electronic devices are becoming more and more common,
such as mobile phones, electronic dictionaries, MP3, notebook computers, CD
machines, and a variety of small electronic games. When people go out and work, they
often encounter the situation that these electronic devices have no electricity suddenly
and there is no power around them. It brings some annoyance to life. In order to solve
this problem, this paper designs a convenient charger that can charge electronic
equipment anytime and anywhere, in order to meet the needs of field work and
tourism [1].

The charger designed in this paper supports two charging modes of 220 V alter-
nating current and 12 V vehicle direct current. Users can choose the appropriate
charging mode according to the specific circumstances. Support AC 220 V, DC 12 V,
DC 5 V three output modes. The output interface supports many ways such as vehicle,
six corners, USB and so on. It can charge a variety of digital products such as mobile
phones, PAD, video cameras, etc. Support the use of 220 V AC equipment under rated
80 W.

2 System Architecture

The system hardware includes three parts: main control panel, operation board, and
inverter board. The main control board is responsible for the control of the whole
charging and discharging circuit; the operation board is used for indication of power
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and output information, and the inverter board is used for the transformation of 12 V
DC to 220 V communication. The block diagram of the main control board system is
shown in Fig. 1. The CONN1B interface connects the operating board, the operating
board uses the ink screen to display the battery power, at the same time, the touch
switch is used to select the port of the voltage output; the COON2 connects the DC-AC
inverter, the inverter circuit uses the unipolar SPWM modulation mode, and uses the
voltage and current double closed loop feedback control system; the CONN3 con-
nection battery is used in this design. Panasonic lead–acid battery has a rated capacity
of 12 V14A.

3 Design of Charge and Discharge Circuit

When charging, the battery can be charged by external 12V DC power supply. When the
220 V power is supplied, the system transfers the 220–12 V DC input through the
external AC-DC module. The whole charging process is controlled by
SMT32F101 MCU. The project adopts separate PWM controller and MOS-FET to
control the whole charging process. The characteristics of the design are multiple
components, various circuit, and better performance [2]. The system can fulfill the
charging control while completing the functions of battery detection, error handling and
timing control [3]. Charging process can be controlled by MCU. According to the
charging curve of Ni MH battery, after detecting the voltage of the battery, choose the
charging mode. According to the state of battery voltage, the whole charging process
adopts four methods: fast charging, slow charging, trickle pre-charging, and automatic
termination of charging. When the voltage is less than 11.5 V, the fast charging method
is used, and the constant current charging method is mainly used. The slow charge
method is used when the voltage is near 13.5 V, and the constant voltage charging mode
is mainly used. When the voltage reaches 13.5 V, a trickle pre-charging mode is used.
Battery charging and discharging characteristic curve as shown in Figs. 2 and 3.

Fig. 1. Main board scheme
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Products support 12/5 V DC and 220 V AC two output modes. The output voltage
can be switched through the buttons on the front of panel. At the same time, there are
green LED lights to show the state of the current output. The output of 12 V is controlled
by a microcomputer to realize the breaking of the output circuit through the MOS tube.
After sampling the current, the feedback is formed. When the output current is greater
than the threshold, the output circuit is cut off by the microcomputer to realize the
function of circuit protection. 5 V DC output uses adjustable step-down DC/DC
switching regulator to ensure the stability of voltage output, including overheating

Fig. 2. Charging characteristic curve

Fig. 3. Discharging characteristic curve
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protection circuit and current limiting protection circuit, with the maximum load current
of 3 A. The AC output of 220 V is realized by 12 V DC inverter. The inverter circuit is
designed with the main circuit of the full bridge structure, and the sinusoidal alternating
current is generated by the SPWM control mode, which improves the system efficiency
and the output voltage waveform quality [4]. When the battery voltage is less than 11 V,
the system will turn off all the output and stop the power supply to the outside. The
principle of charging and discharging system and detecting circuit is shown in Figs. 4
and 5.

Fig. 4. Charging circuit

Fig. 5. Discharging circuit
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4 Battery Charge and Discharge Management

The PWM pulse width modulation method is used to control the charging current.
STM32 microcomputer produces different modulation signals with different frequency
and high level on IO3 and IO4 signals. By controlling the switch of Q1 and Q2 tubes,
the purpose of controlling the charging current is achieved. Use the FTM module in
STM32 to set up the PWM output mode. The outputs of the two PWM work in pairs in
the same output mode. The actual charging current is connected to the ADC port of the
microcontroller after amplification by detecting the current sampling resistance. After
reading the charging current, the microcontroller compares with the previously set
charging current. If the actual current is too small, the duty cycle of PWM will be
adjusted to increase the charging current. If the actual current is larger than the set
value, the charging current will be reduced.

When the battery is discharged, different design circuits are used according to
different output. The DC 5 V output uses the AE2596 voltage regulator module.
The DC 12 V of the battery is connected to the input port of 2596 after passing through
the rectifier diode. The output voltage is passed through the filter circuit for peripheral
use. The MCU controls the output switch through I/O port. The DC 12 V output circuit
is similar to the charge circuit control. The control circuit is connected to the negative
pole of the loop. The output of the dual MOS transistor can be enhanced by the
transistor, and the output capability of the current can be improved. The realization of
AC 220 V output circuit uses a full bridge inverter circuit. The whole inverter circuit
also includes high-frequency step-up transformer, periodic wave transform circuit and
output LC filter circuit. SPWM inverter modulation is used to control the inverter
circuit, and waveform software is generated by synchronous sampling of monopole
triangle wave symmetry rule. With this sampling method, the center line of pulse width
can be equally spaced, and the consistency of each pulse width in each half cycle can
be ensured. It is convenient for microprocessor implementation and controllable pulse
width coefficient.

5 The Realization of Mobile Phone Control

This design can communicate with the mobile phone by Bluetooth, and the mobile
phone can control the switch of the output circuit through Bluetooth. At the same time,
it can display the current battery status on the mobile phone in real time. The micro-
computer connects the Bluetooth module through the UART serial port. Bluetooth
module uses CC2540 chip to support Bluetooth 4.0 standard. SCM and Bluetooth
module communicate with each other through AT command.

In the process of using Bluetooth to communicate, the mobile phone is the main
device and the charger is the slave device. The communication is transmitted to each
other in the form of ASCII. When communicating, the data transmitter sends a
handshake signal and transfers data after receiving the feedback signal. The receiver
sends a feedback signal after the data is received. Data transmission adopts full duplex
mode, and data structures are sent as follows: “?;Key1:Value1; Key2:Value2…” The
number of data that represents the transmission. Data is given in the form of data pairs.
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Key represents the content of the transmitted data, and Value represents the specific
value of the data.

At present, the mobile terminal supports Android platform, the development
environment uses Android Studio 2, and SDK uses API 21. The mobile terminal can
display the current battery, charging state, battery temperature, environmental humidity
and voltage output status. At the same time, the output of the battery can be controlled.

6 Conclusion

A portable multifunctional charger is realized in this paper. After the design and
debugging of the hardware and software, the charger can realize charging and dis-
charging functions. It can display battery information and control charger output by
mobile phone. At the same time, the common abnormal conditions will be reported to
failure. After testing, the input and output indicators meet the design requirements and
achieve the design goal. Due to the large number of discrete devices used in the design
process, the price of the overall design scheme is relatively low, and at the same time, it
is conducive to the design of the later expansion function. Because the charging voltage
of this design is low (12 V), isolation measures are not considered in the design
process, which is also the shortcoming of this design.
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Abstract. Nios II is applied in direct current motor servo system as core
microprocessor of FPGA system in this paper. A SOPC system is created by
Qsys and Quartus II. Feedforward-feedback control algorithm is adopted and
Fuzzy-PID is taken as the control algorithm of feedback. The position loop,
velocity loop, and current loop control in the system improve both dynamic
performance and static characteristic. Fuzzy adaptive PID control algorithm are
achieved by Nios II, and simulated in MATLAB/Simulink. The whole system’s
analysis, synthesis, simulation and configuration are completed by Quartus II.
Results show that this method improves both system responding speed, and
tracking precision in DC motor servo system.

Keywords: Nios II � SOPC � Fuzzy-PID control � Feedforward control

1 Introduction

The servo control system is an important field of automatic control system, which plays
an important role in modern industrial and military fields. Direct current motor servo
system occupies a leading position in the servo system with its wide speed regulation,
excellent starting, braking characteristics, and high positioning accuracy. With the
development of semiconductor and EDA technology, the emergence of high-
performance microprocessors and FPGA/CPLD, makes digital direct current motor
servo system develop rapidly. However, designs of most hardware in direct current
motor servo system are complicated by MCU [1]. FPGA/CPLD has the characteristics
of high integration, high speed and easily modifying. It can convert board-level design
to chip-level design, which greatly reduces the difficulty of circuit design, and has high
application value in the control system [2]. However, using HDL language compile
complex control algorithm has certain difficulties. As the development of modern
SOPC (System on Programming Chip) technology, the application and design based on
Nios II have new design methods and design process [3].

In this paper, the complex control algorithm is realized by Nios II processor and
HDL language. It not only reduces the development cycle but also embodies the design
ideas for users and applications. Finally, this SOPC system is implemented by
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Quartus II and Qsys. This control system is tested on the direct current motor servo
system. Results show this system hardware and software design is reasonable and
control system has good control performance.

2 Control Principle and Simulation

2.1 The Principle of Motor Speed Regulation

Electric, the mechanical and the electric-mechanical speed regulation are common
motor speed regulation methods. The characteristics of separately excited direct current
motor are shown:

n ¼ UN

CeUN
� R

CeCTU
2
N

Tem ð1Þ

where n is rotation speed, UN is motor armature voltage, R is the external string
resistance of the armature loop, Tem is electromagnetic torque, Ce is electromotive force
constant, CT is torque constant, ФN is excitation flux. According to Formula (1) to be
seen, varying the motor speed can be realized by changing the parameters such as UN,
R, and ФN. Speed regulation by changing R is not good enough for its economy and
smoothness. The range of speed regulation is too small, by changing ФN. When
adjusting speed by voltage, the motor mechanical characteristic is constantly, and its
speed range is largely. It is easy to realize stepless speed regulation, and better
smoothness. Therefore, the voltage regulation is usually adopted in the field of motor
speed control system. With the emergence of new electronic power devices, the PWM
control mode with full-controlled switching power components becomes the
mainstream.

2.2 The Principle of Control System

The system includes feedback, velocity feedback and current feedback position loops
as shown in Fig. 1. In this system, current loop can restrain the interference of internal
armature current and limit maximum current for protecting the motor. Velocity loop
mainly restrain velocity fluctuation and improve the ability against load disturbing.
Position loop is the primary control loop to realize position tracking. Three loops
working together ensure great dynamic and static characteristic of system [4].

2.3 The Model of Direct Current Motor

The parameters of direct current motor are set as rotate speed without load is
4100 rad/m, decelerated ratio is 1/160 and rating voltage is 56 V. Omitting inductance
of armature and viscosity damp factor we obtain the concise transfer function of direct
current servo motor of which voltage uaðtÞ of armature is input variable and rotate
speed xðtÞ of motor is output variable:
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HðsÞ ¼ 1=Ke
Tmsþ 1

ð2Þ

It is feasible to regard it as an angle sensor in view of those parameters: back
electromotive force factor of motor Ke ¼ 160� 60� 56

4100� 360 , time constant Tm = 10 ms,
feedback factor KF ¼ 15V=131:4�. In consideration of the transfer function that rep-
resents the relation between voltage and angle, an integral element is added to realize
the transfer relation between voltage and angle.

2.4 Algorithm Design and Simulation

Fuzzy adaptive PID control algorithm is applied in this system. PID parameters are
adjusted through Fuzzy reasoning in this system. The system can achieve optimal, fast
response speed, high control accuracy, by adjusting the coefficients [5].

1. The Principle of Fuzzy adaptive PID Control

The Fuzzy adaptive PID algorithm has dual input and single output. We take dis-
placement error (E) and error variety rate (Ec) as fuzzy inputs and PWM control signal
(U) as output. The Fuzzy adaptive PID control algorithm is shown in Fig. 2. The
discrete equation of PID is

Position
Adustor 

Velocity
Adjustor

Current 
Adjustor Cr

TZ

Servo motor model 

Fig. 1. System control principle diagram

Ke

dt
d Kec

PID
Regulator 

Fuzz Reasoning 

Ku 
Controller 

Object

Fig. 2. The block diagram of fuzzy control
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PðkÞ ¼ KPfeðkÞþ T
TI

Xk

j¼0

eðjÞT þ TD
T
½eðkÞ � eðk � 1Þ�g ð3Þ

where k is sampling sequence, T is sampling period, e(k) is the deviation at the time of
the k-th sample, e(k − 1) is the deviation at the time of the (k − 1)-th sample, and
P(k) is the output of controller at the time of the k-th [6].

2. System Simulation

According to above discussions we get system model with MATLAB/Simulink. The
Fuzzy adaptive PID algorithm improves the response speed and increases the system
bandwidth. In this algorithm 10 V, 5 Hz sine wave tracking waveform is shown in
Fig. 3.

3 System Implementation

3.1 Hardware Design

EP4CE115F29C7 is the core controller in this system, and structure diagram is shown
in Fig. 4. The position loop, current loop, and velocity loop are composed of FPGA
and various external circuits. The position detection sensor outputs signal and computer
demands signal are delivered to the data acquisition circuit. Position deviation and its
rate of change can be obtained. Position detection sensor uses precise potentiometer
with accuracy of 0.1%. The analog–digital conversion uses AD9235. The position
detection senor composes the position loop and velocity loop of the system. The
current detection sensor uses Hall sensor. Its maladjustment current is less than 30 mA
and respond speed is less than 10 s. The analog–digital conversion is implemented with
AD1674 with conversion accuracy of 1/4096. The current detection senor loop com-
poses the current loop of the system [7].

In addition, the direct motor has high voltage and current, so it is important to apply
isolated electric circuit 6N137 in the controlling part and motor driving part to enhance
the stability of the system. The driving circuit is monopole, limited and reversible
driving circuit. The PWM driving circuit is composed of NMOS IRF9150 and PMOS
IRF150 group to control prograde and reversal of the motor. The motor drive circuit is
shown in Fig. 5.

Instruction signal 

Track signal 

Fig. 3. Sine wave tracking with Fuzzy adaptive PID control
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The positive and negative rotation of the motor are controlled based on the duty
ratio of two groups PWM. The two groups of PWM waves set the proper dead zone so
as to avoid the current overcurrent caused by the MOSFET at the same time. The
output signal of PWM wave and its enable signal are generated by FPGA. As is shown
in Fig. 6, a group MOSFET are controlled by PWM wave that generated by A and C.
Another group MOSFET are controlled by B and D. The dead zone time control of
PWM wave in two groups is also realized by this circuit. The dead zone time can be
achieved by adjusting the values of R17, C21, R19 and C22 in Fig. 6. The dead zone
time is: s = R C = 1 K � 0.01 l = 10 ls.

3.2 Software Design

The design of software is carried on TOP-DOWN method based on Quartus II. The
whole design’s analysis, synthesis, simulation, and configuration are completed by

AD9235 

AD1674 

AD9235 

Desired Value Isolation Circuit 

Controller Object 

Drive Circuit 

Actuator

EP4CE115F29C7
Position Detection 

Current Detection 

Fig. 4. The block diagram of system structure

Fig. 5. The circuit of motor drive
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Quartus II. Qsys is an object-oriented development tool for SOPC, which was intro-
duced by Altera [8]. The Nios II processor core and peripheral interfaces for this project
can be built through the Qsys tool. The design of SOPC platform is shown in Fig. 7.
Where AD_9235CTRL and AD_1674_CTRL are A/D converter driver modules.
Control algorithm and motor control are completed in Nios II processor [9].

Fig. 6. The circuit of PWM generation

Fig. 7. The SOPC platform
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3.3 System Debug

By feedforward and fuzzy-PID control algorithms, the system bandwidth and system
response speed are improved, and the system response is improved obviously. The
following three figures as shown in Figs. 8, 9 and 10 are some measuring results that
we obtained from experiments. It can be seen that in these waveforms, the sine wave
and square wave have better tracking characteristic, such as low overshoot and short
adjustment time. Among these signals, the square wave has the maximum overshoot
and the longest adjustment time. The overshoot of 0.5 Hz square wave with 10 V is

Fig. 8. Tracking of 1 Hz sine wave with 10 V peak to peak

Fig. 9. Tracking of 0.5 Hz square wave with 10 V peak to peak

Fig. 10. Tracking of random frequency sine wave with 10 V peak to peak
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0.2 V and its adjustment time is 36 ms. And the overshoot of 1 Hz square wave with
10 V is 0.7 V and its adjustment time is 160 ms. We can see with frequency analyzer,
that the 3 dB bandwidth of system is 3 Hz when instruction signal is 10 V wave.

4 Conclusion

The design using FPGA with the advantages of high speed, work stability and easily
modifying have realized three loops control in direct current motor servo system, and
corresponding with the external circuit, the whole system performance is greatly
improved. The design of the control algorithms with Quartus II and the Nios II
embedded processor is customized with Qsys, which have the advantages of a great
deal of flexibility, augmentability, and short design development cycle.
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Abstract. According to the testing demand of a certain type of equipment, the
current design scheme of constant current source is compared and analyzed, and
the overall scheme is determined by considering the factors such as cost and
index. Next, it is designed and hardware selected of power supply circuit,
constant current circuit, and control circuit, and the hardware circuit is built. The
system software design flow is analyzed. Finally, the system is tested and the
results show that the design requirements are met.

Keywords: Numerical control � High-precision � Constant current source
Constant current source is a kind of unit circuit or test platform widely used in elec-
tronic system, which plays an extremely important role in the field of modern mea-
surement and measurement. It is widely used in practical projects and is commonly
power supply of storage battery charging, LEDs Drive, sensor design, electroplating,
laser drive, and other fields.

The current output of the more mature constant current source products in the
market may be up to milliampere to hundred amperes level, However, the output
current size, stability, and accuracy of the indicators cannot be very good to meet the
requirements of a certain type of equipment system testing Applications. Therefore, this
paper designs and manufactures a numerical control high-precision low-temperature
drift current source.

1 Requirements Analysis and Overall Solution Design

For a certain type of equipment system testing requirements, the constant current
source system using numerical control, DC output current stability, can be in 10–
500 mA the range of arbitrary settings, not with the load and ambient temperature
changes, output current error range is ±mA.

The key to realizing the numerical control constant current source is the high-
precision constant current, and there are three common methods to get that: constant
current diode or transistor, four-terminal adjustable constant current device, voltage-
controlled constant current source. There are many ways to achieve numerical control,
such as digital logic device, programmable device CPLD/FPGA, single-chip micro-
computer, etc. [1].
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1.1 Constant Current Source Scheme Analysis and Design

Scheme 1: the constant output current is obtained by using two identical transistors
with a relatively stable BE voltage, and the structure is shown in Fig. 1a. Output
current size I = V/B. The constant current source is simple and easy, but the same type
of triode also has certain individual differences, so it is not suitable for the constant
current demand with high precision.

Scheme 2: Using four-terminal adjustable constant current source to achieve cross-
flow, this device output current can reach 2200 mA, by changing the peripheral
component (resistance) parameters, so that the current can be adjusted to achieve the
purpose. There are usually two ways of doing this: first, through manual adjustment to
change output current, this method can not meet the design task of the NC adjustment
requirements, the second is to change the required resistance parameters through digital
potentiometer, although it can achieve the purpose of numerical control, the digital
potentiometer for each step of the resistance is relatively large, It is difficult to realize
the output of the step current in the design task.

Scheme 3: The constant current source consisting of a reference voltage source, a
comparison amplifier, an adjustment tube, a sampling resistor, and its structure as
shown in Fig. 1b. The output current is converted to a voltage by the sampling resistor,
the output voltage is fed back to the input end of the comparator amplifier, and then
compared with the reference voltage, the amplifier adjusts the error voltage to control
the regulating conduction state, adjusts the output current, and maintains the output
current constant.

Based on the above analysis, option three is chosen as the design scheme of the
constant current source.

(a) Scheme 1schematic
               diagram

(b) Scheme 3 schematic 
               diagram

Fig. 1. Constant current source schematic diagram
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1.2 Numerical Control Scheme Analysis and Design

The Scheme 1 is shown in Fig. 2. This scenario uses a set of decimal counters, on the
one hand, the counter completes the voltage decoding display, on the other hand the
output of the counter is entered as the address of the EPROM, and the output of the
EPROM is transformed by the D/A transform to achieve the output stepping by con-
trolling the reference voltage of the magnified error. However, because this scheme
uses Open-loop control strategy, the circuit is simple and the cost is low, but the final
output cannot be adjusted and modified, so that the output current accuracy is not high,
and control data burning in the EPROM, reducing the system design flexibility and the
adaptive ability is poor [2].

The Scheme 2 is shown in Fig. 3, it is mainly based on SCM as the core to build
the controller, through the keyboard to preset the current value, SCM output the
corresponding digital signal, after D/A conversion, signal amplification, level con-
version, voltage control constant current source, output current signal. The actual
output current uses the precision resistance sampling to become the voltage signal, after
the high input impedance differential amplifier, the A/d conversion, the signal is fed to
the microcontroller to compare the output feedback signal with the preset value, send
out the adjustment signal, then output the new current, In this way, the closed-loop
regulation is formed, the output current is locked, and the precision and stability of the
output current are improved. This scheme adopts single-chip microcomputer to control,
display and preset number, which makes the system flexible and convenient, and the
current output precision and stability are higher. However, the stability of this scheme
is limited by the ability of the SCM to process data.

The whole schematic diagram of scheme 3 is approximately the same as scheme 2.
It uses the FPGA chip to make the system, and uses the embedded soft-core processor
for the overall control, algorithm operation, display and number of functions, with
VHDL language Design Digital Hardware control module control, with fast running,
stable and reliable characteristics.

Step by 
step to 
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Step by 
step to 
reduce

counter

Decoding 
display

EPROM
D/A 

conversion

Error 
amplify

Compensa
-ting pipe

Voltage 
source

Fig. 2. Schematic diagram of scheme 1
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The above three NC implementation schemes have their own characteristics. After
comparison can be seen, scheme three is the optimal solution, but given the heavy
workload adopts digital control hardware module design and debugging complex, so
the final option two, that is, single-chip computer as the core to achieve numerical
control functions.

Based on the above analysis, the project is improved on the basis of program two of
the whole scheme, combining it with the three-phase scheme of the constant current
source scheme, which is composed of MCU as the core of building controller, through
the keyboard to preset the current value or the key to gradually fine-tune, single-chip
output corresponding digital signal, after the D/A conversion, signal amplification,
voltage control constant current source, output current signal. The system composition
is shown in Diagram 4.
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voltage-
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Fig. 3. Schematic diagram of scheme 2
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2 Main Hardware Circuit Design

2.1 Power Supply Circuit Design

For the sake of design aesthetics, the power supply circuit of the system is integrated
into one board when designing the hardware circuit. The system uses mains power
supply, and the Rectifier Bridge (KBP307) is rectified after the transformer step-down.
Because the voltage after rectification is not very smooth, so the system design coupled
with a filter circuit to smooth the voltage, the supply voltage is only a small ripple,
which also to improve the accuracy of constant current source laid the foundation.
Finally, the project uses a three-terminal voltage regulator (7815, 1915, 7805 and 7905)
level two step-down for constant current source and SCM system power supply [3].
The specific power supply circuit design is shown in Fig. 5.

2.2 Design of Constant Current Circuit

Constant current circuit principles as shown Fig. 6 shows.

Fig. 5. Power supply circuit design

Fig. 6. Constant current circuit
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Constant current circuit is the main circuit in the whole system, its working prin-
ciple: by the D/A converter produces a controllable constant voltage to the same phase
input of the comparator. It is known by the virtual short principle of the amplifier that
the voltage on the reverse input end is the same as the input end of the phase, so the
sampling resistor to the ground voltage is D/A the voltage value output by the con-
verter, It can be seen from I = U/R that the current flowing through the sampling
resistance is a constant value, and this voltage value is controlled by the single-chip
computer. Because the comparator has high impedance, the current can only be sup-
plied by the field-effect tube, because the voltage at both ends of the sampling resistor
is constant, the amplifier provides the source of the FET, making it in a certain con-
duction state, and when the load changes, the feedback changes, which leads to the
change of the conduction state of the FET and the voltage at both ends of the sampling
resistor will not change, that is, the system can get a constant current value.

In order to realize high-precision and low-temperature drift, the sample resistance is
used as the sampling resistance of the manganese copper precision resistance with no
temperature drift. In addition, in the sample resistance connection, the method of
combination of sampling series and parallel is used to offset the influence of temper-
ature on the system precision by using different characteristics of different resistance
temperature drift coefficient. OP177 high-precision operational amplifier is selected as
the most comparator, with small temperature drift and large open loop gain, which
further improves the system precision.

2.3 Control Circuit Design

The control circuit of SCM is shown in Fig. 7.

The control module uses the key to realize human–computer interaction for the
basic test mode and drawing mode switching. The design selects LCD12864 to display
working status, making the entire control system and display interface more user-
friendly.

Fig. 7. SCM system circuit diagram
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3 System Software Design

The function of software can be divided into two categories: the first is the monitoring
software (main program), which is the core of the whole control system and is used to
coordinate the relationship between the execution module and the operator. The second
category is the implementation software (subroutine), which is used to perform various
substantive functions such as input, control, sampling, alarm, display, etc. Each exe-
cution software is also a small function execution module. Each execution module is
listed here, and the function definition and interface definition are defined for each
execution module. After each execution module is planned, the monitoring program
can be planned [4].

The overall design block diagram of the system software programming is shown in
Fig. 8.

4 System Test

After the design and production of software and hardware, the physical circuit board is
shown in Fig. 9.

The system test is the main means to reflect the performance of the equipment, so
the step current test and the load resistance change test are respectively carried out.

Start

Contrast 
revise

System 
initialization

Scanning  
keyboard

LCD update

Waiting

AD sample

DA output

Fig. 8. Main program flowchart
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4.1 Step Current Test

This system adopts the 12 serial D/A as the part of nc system, through the button
control output analog and analog to control the voltage sampling resistance, voltage
constant current source are formed by sampling resistance is converted to current.
During the test, we used the keyboard control simulation to achieve the step and used a
multimeter to test the actual output current. Measurement data as shown in Table 1
(current unit: mA).

4.2 Load Resistance Change Test

By changing the load of the system, test the system with load capacity, the test method
is the same as above.

The test results are shown below (Table 2).

Fig. 9. Board physical drawing

Table 1. Step current test

Input current 51 52 53 54 55 56 57 58 59 60
Measured current 51.0 51.9 52.9 53.9 54.9 55.9 56.9 57.9 58.9 59.9
Difference 0.00 −0.10 −0.10 −0.10 −0.10 −0.10 −0.10 −0.10 −0.10 −0.10
Error (%) 0.00 −0.19 −0.19 −0.19 −0.18 −0.18 −0.18 −0.17 −0.17 −0.17
Input current 101 102 103 104 105 106 107 300 400 500
Measured current 101 102 103 104 105 106 107 300 400 500
Difference 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Error (%) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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5 Conclusion

According to the test result, the technical performance index of the system is analyzed:

(1) The current output range can be from the minimum 10 mA to start stepping to
500 mA.

(2) Changes the load size, has no effect on the output current, and realizes the purpose
of constant current.

(3) System temperature drift small, high-precision, to meet the design requirements.

The measured data shows that using this scheme the measured current value and the
actual current value of error is very small, only found in measurement data may
fluctuate in 1 mA, sampling resistor of resistance because of the change in temperature
may cause the change of resistance. Therefore, there are slight changes in the output
current value. But it has some advantages over conventional constant current source.
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Abstract. In this paper, a compact hybrid-integrated circular polarized
double-ring antenna is proposed based on the Yagi-Uda concept. With
two cross-slotted patch hybrid coupler integrated inside the square ring,
the proposed antenna can effectively radiate a circular polarized wave
with lightweight and more compact size. With six other rectangular rings
aligned at the right positions to act as wave directors, a gain up to 10
dBi can be achieved. The proposed antenna is thus especially suitable for
satellite communications where weight and size are major constraints.

Keywords: Compact microstrip Yagi-Uda antenna ·
Satellite-borne antenna · Double-ring antenna

1 Introduction

With the rapid growth of ultra high frequency (UHF) antennas on satellites,
airplanes, and boats, the design of higher performance antennas becomes much
more urgent. Due to strict design constraints, satellite UHF antennas have high
demands in term of gain, preferably with smaller size and lighter weight at the
same time. Existing satellite UHF antennas, such as metal Yagi-Uda antennas,
are too big and heavy to meet the demand of the satellite applications, especially
for microsatellites, where the weight and size are extremely restricted. Thus,
a highly integrated compact antenna with miniaturized size and high gain is
needed.

Among the different antennas with profile miniaturization, the square-ring
antenna seems to be a good candidate for a compact antenna because its side
length of ring is about a quarter-wavelength when it works at its fundamental
mode, which is only a half of the conventional patch radiator [1,2]. There are
two traditional ways to generate circular polarization. The first one is by intro-
ducing perturbation segments along the ring resonator, which generates circular
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polarization with narrow AR bandwidth [2–4], and the other way is to use an
external hybrid coupler to produce two waves with the same amplitude and 90◦

phase difference [5–7]. Even though the AR bandwidth of the second method is
wider than first one, the total size of the antenna system is much larger due to
the externally hybrid coupler.

There are several ways to make such antennas more compact by reducing the
size of hybrid coupler. The most common way is using a meandered cross-slot
line patch to make hybrid coupler more compact [8]. Since the size of hybrid
coupler is relatively small, it can be easily embedded into the ring antenna. Due
to the finite ground plane, the backside radiation will increase which can cause
the decrease of the antenna gain. Another meandered ring resonator below the
main radiator with a certain distance can be used as an inductive reflector to
reduce the backside radiation and obtain a directional radiation pattern [9].

In this paper, a ring antenna with meandered cross-slot line patch hybrid
coupler inside is proposed. A parallel-coupled feeding is necessary as a matching
network in order to generate two orthogonally fundamental modes. Another
meandered ring resonator is placed below the primary radiator. The proposed
antenna is designed in the general idea mentioned above and fabricated on FR4
substrates.

2 Configurations of the Proposed Antenna

The top view of the proposed compact hybrid-integrated circular polarized
double-ring antenna is shown in Fig. 1a. Microstrip rectangular ring antenna
is on the top of FR4 substrate with a cross-slotted patch hybrid coupler embed-
ded inside. The length of the ring antenna is about half of wavelength. Due to
the large input impedance, a parallel-coupled feeding is designed for feeding the
ring resonator. The width, the length, and the gap between the microstrip and
the resonator are properly tuned to meet the operating frequency requirements.
Space-based satellite application normally requires antennas that radiate a uni-
directional pattern with a significant front-to-back ratio to ensure high security
and efficiency in the propagation. A reflector, shown in Fig. 1b, is thus designed
for strengthening the directional radiation pattern. The total length of the mean-
dered ring is chosen to be larger than half of wavelength, to acts as an inductive
reflector. By tuning the length of the meandered ring and the distance between
reflector and radiator, the induced current in the reflector becomes inductive
which enhance the directional radiation pattern at the far field. Furthermore,
six other rectangular rings are aligned sequentially with certain distance, which
makes further contributions on the directional radiation pattern as well. The
complete model of proposed antenna is shown in the Fig. 1c (Fig. 2).
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Fig. 1. Configuration of the as-proposed antenna: a top view of the radiation patch; b
the reflector; c layout of the proposed antenna

Fig. 2. Pictures of the antenna: a top view of the radiation patch; b the reflector; c
layout of the proposed antenna
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3 Simulation Results and Experiment Verification

The simulated and measured S11 of proposed antenna is shown in Fig. 3, the
measured result is slightly off the predicted result; however, the bandwidth is
large enough to cover the requested central frequency. The slight deviation might
be caused by the fabrication error of the patch.

The simulated and measured axial ratio of proposed antenna is shown in Fig.
4. Although there are a small discrepancies in the low- and high-frequency range,
axial ratio in the required frequency range (around 435 MHz) are both smaller
than 3 dB, the antenna produces good circular polarization performance.

Fig. 3. S11 of the simulated and measured antenna

Fig. 4. Axial ratio of simulated and fabricated antennas



Compact Hybrid-Integrated Circular Polarized Double-Ring Antenna 527

The radiation patterns of the as-developed prototype are shown in Fig. 5. The
simulated gain around the operating frequency is about 11.5 dB while the mea-
sured gain is about 9.8 dB. There are slight discrepancies in gain and radiation
pattern, and the measured directivity is not as good as simulated. That might
be caused by the unstable performance of the FR4 substrate with high dielectric
loss and inaccurate thickness of the air layers, as the proposed antenna uses six
rectangular rings as a wave director which increase the uncertainty thickness of
the air layers. Also, the feeding probes and the “frame” sticks connecting dif-
ferent layers are not considered in the simulation, and may be interfering with
performance.

Fig. 5. Radiation patterns of simulated and measured antennas

Fig. 6. Gains relationship with frequency of simulated and measured antennas
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The gains as a relationship with the frequencies are shown in Fig. 6. The
measured gain at 435 MHz is about 9 dB and the simulated result is nearly 2
dB higher than that. The reason causing the discrepancy might be the position
of the feed point which is not exactly the same as in the simulation model. And
that means, the impedance matching might not be as good as the simulation
model.

4 Conclusion

In this paper, a compact hybrid-integrated circular polarized double-ring
antenna with six layers wave directors is proposed and verified by a prototype.
The antenna performed well at 440 MHz by tuning the parameters mentioned
above. The cross-slot line patch plays an essential role in making the antenna
compact. The additional six rectangular rings proved to work well as wave direc-
tors, producing high directivity and gain. A gain up to 10 dBi can be achieved.
This antenna can be further stowed into a very compact volume for accommoda-
tion during launch and once orbit it is unfurled to a deployed length as showed in
Fig. 2. As weight and power are very limited and expensive resources on board a
satellite. The proposed antenna is especially suitable for satellite communication
where weight and power are normally restricted.
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Abstract. In order to analyze the effect of car center of mass on the steering
stability of front-wheel steering vehicles and four-wheel steering vehicles, and
based on the two-degree-of-freedom vehicle dynamics model, this article uses
Matlab/Simulink to carry out the joint simulation of its steering characteristics.
Based on the two conditions of front-wheel steering and four-wheel steering
respectively, the stability of vehicle before and after the change of center of
mass at different vehicle speeds is discussed and analyzed. The result shows that
vehicle stability is greatly reduced after the center of mass moves. But when at
low-speed, the steering stability after the center of mass movement of the four-
wheel steering vehicle is still better than that of the front-wheel steering vehicle
of the normal parameters.

Keywords: Centroid transfer � Front-wheel steering � Four-wheel steering �
Matlab/Simulink

1 FWS Mathematical Model of Steering Movement

Four-wheel steering can provide good help for the stability of the vehicle when
steering. The parameters such as the turning radius and the lateral slip angle of the
center of mass of 4WS are better than those of front-wheel Steering. However, based on
the considerations of maneuverability and economy in modern vehicles, there are still a
number of vehicles using front-wheel steering [1–3].

The existing researches on vehicle handling stability are mostly based on the
constant center of mass. However, due to the change of the vehicle load during actual
driving, the center of mass of the vehicle will be shifted and the steering characteristics
will be changed [4]. In this paper, the Centroid angle and the yaw rate are used as
research parameters to study the effects of vehicle speed, centroid position, and other
factors on the steering characteristics of front-wheel steering and four-wheel steering.

According to the two-degree-of-freedom FWS car model, establish differential
equations:
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m _vþ uxrð Þ ¼ k1 þ k2ð Þbþ 1
u ak1 � bk2ð Þxr � k1d

Iz _xr ¼ ak1 � bk2ð Þbþ 1
u a2k1 � b2k2ð Þxr � ak1d

�
ð1:1Þ

where m—total vehicle mass; u—forward speed of the vehicle; v—vehicle lateral
speed; xr—vehicle yaw rate; b—vehicle centroid angle; Iz—vehicle yaw inertia; a, b—
centroid pair Front and rear axle distance; k1, k2—front and rear wheel cornering
stiffness; df—front-wheel corner.

Simplify Formula (1.1), and we get:

_v ¼ k1 þ k2ð Þ
mu vþ ak1�bk2

mu � u
� �

xr � k1d
m

_xr ¼ ak1�bk2ð Þ
Izu

vþ ða2k1�b2k2Þ
Izu

xr � ak1d
Iz

(
ð1:2Þ

Make the state variable X ¼ v
xr

� �
. Input variable U = df, The above formula can

be abbreviated as:

_X ¼ AX þBU

Y ¼ CXþDU

A ¼
k1þ k2
mu

ak1�bk2
mu � u

ak1�bk2
Izu

a2k1 þ b2k2
Izu

" #
; B ¼ � k1

m

� ak1
Iz

" #
;

C-output matrix, in order to directly output the state variable X, C is set to the unit
matrix; D-direct transfer matrix, because the output matrix is set to the identity matrix,
so D is set to zero matrix.

2 Simulation Analysis of FWS Vehicle Movement

The MATLAB/Simulink module is now used to simulate the above state-space
equations by a special State-Space module [5]. The front-wheel is given an angle step
input of 0.135 rad. The simulation uses a car parameter, as follows.

total vehicle mass m = 2045 kg, vehicle yaw inertia Iz = 5428 kg m2, centroid pair
front axle distance a = 1.488; centroid pair rear axle distance b = 1.712 m, front-wheel
cornering stiffness k1 = −77.85 kN/rad, rear wheel cornering stiffness k2 = −76.51
kN/rad.

2.1 Influence of Different Vehicle Speeds on Transient Response
Characteristics

In order to study the transient response characteristics of the front-wheel-steered
vehicle at different vehicle speeds, the simulation result tests of vehicles with vehicle
speeds of 30, 80 and 120 km/h were conducted. The simulation results are shown in the
figure below.
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As can be seen from Fig. 1, as the speed increases, the vibration amplitude of the
centroid side-angle vibration increases, and the settling time also increases. At a vehicle
speed of 30 km/h, the lateral slip angle of the center of mass tends to be stable at about
2 s, but when the speed reaches 120 km/h, the lateral slip angle of the centroid
gradually becomes stable after 5 s. It is proved that the stability of the vehicle at low
speed is higher than that at high speed.

At the same time, it can be seen from Fig. 2 by the comparative analysis of each
curve, as the vehicle speed increases, the steady-state value of the yaw rate decreases,
the overshoot increases, the stabilization time increases, and the reaction time also
increases.

2.2 Influence of Center of Mass Movement on Front Steering

In the following, we will move the center of mass of the vehicle 200 mm backward to
analyze the influence of the mobile centroid on vehicle stability. And as a comparison,
the vehicles with the speeds of 30, 80 and 120 km/h were again selected to conduct the
simulation result tests. The simulation results are as follows (Figs. 3 and 4).
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It can be clearly seen from the above two figures that the change of the center of
mass has a great influence on the stability and stability of the vehicle. At low speeds,
the vehicle can still maintain stability. When the vehicle speed is too high and reaches
80 km/h or more, the centroid slip angle and yaw rate do not converge and the
vibration amplitude is large. It proves that the influence of center of mass movement on
the handling stability of the vehicle gradually increases with the increase of vehicle
speed. At the same time, we can see from the comparison of the yaw rate that the
convergence can still be maintained at a low speed of 30 km/h, while after one second
of driving at a high speed, the yaw rate of the vehicle begins to increase exponentially
and the vehicle stability decreases linearly. With the increase in speed, the situation will
further deteriorate.
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3 Simulation Analysis of 4WS Vehicle Movement

3.1 Mathematical Model of 4WS Steering Movement

Also based on (1.1):

m _vþ uxrð Þ ¼ k1 þ k2ð Þbþ 1
u ak1 � bk2ð Þxr � k1d

Iz _xr ¼ ak1 � bk2ð Þbþ 1
u a2k1 � b2k2ð Þxr � ak1d

�
ð1:1Þ

There are many types of four-wheel steering. Here we use a form of four-wheel
steering with the ratio nð Þ of the front and rear wheel angles satisfying Eq. (3.1) [6, 7].

n ¼ dr
df

¼
�bþ ma

k2 aþ bð Þ
� �

u2

aþ mb
k1 aþ bð Þ

� �
u2

ð3:1Þ

Based on the derivation method in the Sect. 1, after adding the corners of the rear
wheels, recalculate the differential equations of motion, and abbreviate the form of the
space equation. Since the rear wheel angle is taken into account, B changes.

B ¼ � k1 þ nk2
m

� ak1�nbk2
Iz

" #
:

3.2 Effects of Different Vehicle Speeds on Transient Response
Characteristics

For comparison, we still select the above parameters as the vehicle parameters. Input
these parameters into (3.1), n = 0.6702. Again, the three conditions of 30, 80, and
120 km/h are selected for simulation, and the results are as follows (Figs. 5 and 6).
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It can be seen that when the vehicle uses four-wheel steering, the centroid angle of
the center of mass during steering is much better than that of the front-wheel steering
vehicle. However, at the same time, the yaw rate is significantly reduced, the overshoot
increases, and the reaction time extends, resulting in a partial decrease in steering wheel
sensitivity. However, it is not obvious and it will not cause driving trouble [8, 9].

3.3 Influence of Center of Mass Movement on Four-Wheel Steering

To facilitate comparison, we move the centroid back 200 mm, the same as in Sect. 2.2
above. Simulate and analyze the transient response characteristics of the vehicle
steering, and the results are as follows (Figs. 7 and 8).
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From the above figure, we can see that like front-wheel steering vehicles, four-
wheel steering vehicles are still stable in low-speed steering, but the curves tend to
diverge at high speeds, causing unstable conditions. However, we can see from the
lateral angle of centroid that the stability of the four-wheel steering vehicle is obviously
better than that of the front-wheel steering vehicle, the time for maintaining stability is
also longer than that for the front-wheel steering vehicle, and the safety is relatively
improved [10].

It can also be clearly seen from the yaw rate that the four-wheel steering vehicle
maintains a more stable duration and amplitude than front-wheel steering vehicle. This
shows that in the case of a change in centroid, the ability to maintain vehicle stability
with four-wheel steering is still stronger than that with front-wheel steering.

Here we compare the condition of the front-wheel steering vehicle of normal
parameters with the condition of the four-wheel steering vehicle after changing the
center of mass. In order to simulate the normal driving speed, we select the common
speed in the city, 40 km/h, as the comparison speed. The comparison chart is as follows
(Figs. 9 and 10).

From the above comparison we can clearly see that at the speed of 40 km/h, even
after changing the centroid, the four-wheel steering vehicle is superior to the front-
wheel steering vehicle of normal parameters in terms of the amplitude and reaction time
of the lateral slip angle of the centroid. Once again it proves the four-wheel steering’s
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stability. From the aspect of the yaw rate, the overshoot of four-wheel steering is
reduced, the stabilization time is shortened, and the reaction time is prolonged.

However, due to little interference with the driver, the overall safety of the four-
wheel steering vehicle is still higher than the front-wheel steering vehicle. This proves
that if we use vehicles mainly under conditions of low speed and heavy load, we should
give priority to four-wheel steering vehicles as heavy-duty driving tools, which can
greatly increase safety. Four-wheel steering vehicles have a better settling time than
front-wheel steering vehicles even in the event of an unexpectedly high road speed.

4 Conclusions

By modeling the 4WS vehicle in which the front-wheel angle is in proportion to and
rear wheel angle and the FWS vehicle at different speeds, a simulation analysis of the
transient response before and after the change in the center of mass position is made.
The results are as following:

1. With the same parameters of vehicle, the steering stability of the 4WS vehicle is
better than that of the FWS vehicle. Although the reaction time of the 4WS vehicle
has increased, the overall safety is still higher than that of the FWS vehicle.

2. The offset of the center of mass has a great influence on the stability of the vehicle.
No matter 4WS vehicles or FWS vehicles, they can maintain stable at low speeds,
but may sideslip or roll over at high speeds. At the same time, too much rearward
movement will cause the reaction time of the car to prolong and greatly decrease the
steering stability of the vehicle.

3. In low-speed driving conditions, the steering stability of 4WS vehicles after
changing the center of mass is still better than that of FWS vehicles without
changing the center of mass. It shows that if for some reason it is necessary to drive
with a heavy load which will change the center of mass, the 4WS vehicle should be
given priority to choose, and the vehicle safety under this condition is even higher
than that of the FWS vehicle whose center of mass has not changed.
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Abstract. The reflector of one surface for Light-emitting diode (LED) is
designed based on flux compensation method. It is easier to be fabricated
compared with freeform lens. Moreover, the reflector can effectively reduce
material absorption loss. This design method is simple and other researchers can
understand and repeat more simply. The designed reflector also has a small exit
angle for uniform illumination. It has high illuminance uniformity and flux
efficiency, which are more than 90% and 95%, respectively. Reflectors designed
here can be used in optical signal coupling, display cabinets, and other optical
transmission applications.

1 Introduction

At present, LED lighting components [1–4] have been used in various applications,
including Backlight [5], headlamp and projector [6]. But the research of LED reflector
is more difficult because LED has special emitting. Usually, lenses have been used in
LED system widely for uniform illumination. But the lens has several refractive sur-
faces, which increase absorption loss and scattering loss greatly. In order to solve the
above questions, a new type of reflectors are designed here, which have higher effi-
ciency and uniformity. With the improvement of LED source, research and application
of LED lighting [7, 8] develop very fast in recent years. The main design methods of
the reflectors are as follows: SMS design method, various optimization design methods,
energy mapping method [9, 10] and so on. SMS design method uses multiple surfaces
at the same time so it is more difficult to master. Optimization design method needs to
adjust parameters repeatedly, which is time-consuming. In addition, most of these
methods only shows the design process but the details of these methods haven’t been
described. In this article, the surface’s coordinates are calculated by solving equations
simply. First of all, theoretical illuminance of the illuminated surface was obtained by
the Square Inverse Law and the Cosine law. And then, the coordinates of the reflector
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were solved by the energy compensation method. Finally, the effects of these reflectors
with different exit angles were studied.

2 Design and Simulation

2.1 Theoretical Modeling

For a single-surface reflector, the total flux from the LED source is usually distributed
in the following four styles shown in Fig. 1. Parameters r1 and rn are the lengths from
the two edge points of the reflector to LED, respectively. Parameter hm is half of the
exit angle and ym is the radius of the illuminated plane. Reflectors designed by Fig. 1b–
d have larger size compared to reflectors designed by Fig. 1a. So Fig. 1a is used here to
introduce the calculation process. In this style, the light rays are reflected in a crossway.

Figure 2 is a diagram of LED reflection system. Currently, Lambert LED source is
the most popular light source in the market. So it is used here for designing reflectors.
The light intensity at the direction of h for Lambert LED source is:

Fig. 1. Four types of flux distributions
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Ih ¼ I0 cos h ð1Þ

where I0 is the light intensity in the direction of optic axis h ¼ 0ð Þ. It is located at the
center of the reflector’s bottom for a rotational and symmetry system. The energy of
LED is divided into two parts: the part (emitting angle is h) which incidents directly to
the illuminated plane and the part (emitting angle is x) which is reflected to the
illuminated plane. The angle of the critical light ray is xc. Simultaneously, it is the ray
which goes to the edge of the illuminated plane. The vertical distance from LED to the
illuminated plane is l. The reflector has the maximum radius of Rm. The polar radius of
arbitrary point on the reflector’s surface is r.

According to the Square Inverse Law, the illuminance in the plane, which is
perpendicular to the irradiation direction, is proportional to Ih. Simultaneously, this
illuminance is inversely proportional to the distance’s square, which is also called the
normal illuminance. It is shown in Eq. (2).

Eðl; hÞ ¼ Ih=ðl= cos hÞ2 ¼ I0 cos3 h=l2 ð2Þ

According to the Cosine Law, the illuminance in the horizontal surface is pro-
portional to Ih and cos h. Simultaneously, this illuminance is inversely proportional to
the vertical distance from LED to the illuminated point. This illuminance is also called
the horizontal illuminance which is shown by Eq. (3).

EðyÞ ¼ Ih cos h=ðl= cos hÞ2 ¼ I0 cos4 h=l2 ð3Þ

A very important issue must be noted: EðyÞ has the biggest value Eð0Þ at h ¼ 0.

Fig. 2. Sectional drawing for the lighting system
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Here, uniform horizontal illuminance is needed. If there is no energy loss, the
average illuminance is written as:

Eave ¼ /=S ¼ pI0=py
2
m ¼ I0=ðl tan xcÞ2 ð4Þ

where / is the total flux from LED. Parameter S is the area of the illuminated plane.
Therefore, the illuminance that the reflector should provide at the central position (y, 0)
is:

EðyÞ0 ¼ Eave � EðyÞ ¼ I0=y
2
m � I0l

2=ðl2 þ y2Þ2 ð5Þ

It is clearly impossible to use Eq. (5) if Eð0Þ[Eave. So a single-surface reflector
has a critical angle: xc ¼ hm ¼ 45� with Eð0Þ ¼ Eave.

For the light rays reflected by the reflector, xc �x� p=2, the coordinate y of the
illuminated plane is obtained using Eq. (6) and flux conservation (7).

I0 � 2p � cos x sin x dx ¼ E0ðyÞ � 2py dy
¼ ½I0=y2m � I0l

2=ðl2 þ y2Þ2�y dy ð6Þ

After integration, Eq. (7) is got

sin x2 x
xc

�
�
�
�

¼ y2=y2m
y
0

�
�
�
�

þ l2=ðl2 þ y2Þ2 y
0

�
�
�
�

ð7Þ

It can be written as

ð1=y2mÞy4 þðl2=y2m � 1� sin2 xþ sin 2xcÞy2 þ l2 sin2 xc � l2 sin2 x ¼ 0 ð8Þ

If A ¼ 1=y2m , B ¼ l2=y2m � 1� sin2 xþ sin 2xc and C ¼ l2 sin2 xc � l2 sin2 x, y
can be solved by Eq. (9).

y ¼ ½ð�BþðB2 � 4ACÞ1=2Þ=ð2AÞ�1=2 ð9Þ

Combining Fig. 2, it can be obtained the relationships between r;x and y in
Eqs. (10) and (11).

F ¼ dr=rdx ¼ tan½ðp� x� cÞ=2� ð10Þ

tan c ¼ ðr sin xþ yÞ=ðl� r cos xÞ ð11Þ

They can be solved by Euler’s formula. Where F is the function used in solving
Euler’s formula.
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2.2 Simulation and Analysis

All coordinates y;xð Þ of the reflector’s are solved by Eqs. (10) and (11). Then these
values are imported into the software to form an entity. The obtained reflector’s shape
is shown in Fig. 3. The hm and l of the reflector are 26:6� and 2m, respectively.

An optical system including light source, reflector and the illuminated plane is
constructed for simulation and analysis. A 1 mm � 1 mm LED chip is used in the
simulation. It’s flux is 100 lm and the incident wavelength is 0.55 micron. One hundred
thousand rays are traced on Monte Carlo method. The average illuminance in the
illuminated plane is 32.2 lx. The illuminance distribution is shown in Fig. 4.

Fig. 3. Entity and sectional view of reflector

Fig. 4. Schematic diagram of illuminance
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Figure 5a and Fig. 5b are line charts of illuminance and intensity, respectively. The
illuminance uniformity, which is the ratio of minimum illuminance to average illu-
minance, is more than 95%. Ignoring all the absorption and scattering loss, flux effi-
ciency, which is defined as the ratio of flux in the illuminated plane to that from LED
source, is about 99%. In Fig. 5b, the light intensity distribution is bat-wing type, which
is the feature of uniform lighting.

In addition, the reflector designed on this method can achieve miniaturization and
has good lighting effect. For example, a reflector with xc ¼ 22:6� is designed. The top
and bottom diameters are / ¼ 10mm and / ¼ 7:6mm, respectively. The average
illuminance in the illuminated plane is 322200 lx. It’s small size makes it be used as a
package reflector. Many instrument lighting and signal coupling lighting may use these
reflectors. Table 1 shows detailed information of reflectors with different exit angles
(a) xc ¼ 45�, (b) xc ¼ 22:6�(c) xc ¼ 22:6� and (d) xc ¼ 11�. “Ave E” represents the
average illuminance in the illuminated plane. Table 1 reveals that the sizes of the
reflectors which can be adjusted according to special need. They all have high illu-
minance uniformity and efficiency.

Taking Table 1a, b and d as an example, the relationship between LED size and
illuminance uniformity is studied. The simulations use square LED chip. It is found that
the LED size has no significant influence on the lighting efficiency. The uniformity has
little difference which is shown in Fig. 6. It also can be seen that, if 2.5 mm � 2.5 mm
LED chip is used, the uniformity decreases slightly. But the reflectors still meet
requirements of many application cases.

Fig. 5. Line charts of illuminance and light intensity
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The illumination depth is a specific parameter must be considered in many appli-
cations. It is defined as the length between two special points along the optical axis.
The illuminance at the two special points reaches 20% of that in the center illuminance.
Figure 7 shows the illuminance distributions for Table 1c at several distances along

Fig. 6. LED size’s influence on uniformity for reflectors

Fig. 7. Illumination depth of the reflector
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optical axis. According to flux conservation Epy2m ¼ 20%Eðpy02mÞ, when ym ¼ 1m we

get y0m ¼ ð5ymÞ1=2 and l ¼ 2y0m ¼ 4:47 m. In Fig. 7, when l ¼ 1:2 m, illuminance
uniformity is also high in the illuminated plane. So the illumination depth of this
reflector can reach 4.47 – 1.2 = 3.27 m. It is noteworthy that uniformity declines
correspondingly if the distance reduces.

Another feature of the reflectors designed using above method is that their surfaces
can be fitted on polynomial fitting method. The polynomial function can be expressed
as follows:

y ¼ a0 þ a1xþ a2x
2 þ � � � þ anx

n ð12Þ

Figure 8 shows four curves in Table 1. The fitting curves and the discrete points
coincide perfectly, and n is the maximum value in the fitting equations. It can be seen
that the curve, which has the smallest exit angle and the maximum n.

Table 2 lists the polynomial function’s coefficients of the four fitting curves in
Fig. 8.

3 Conclusion

A kind of single-surface reflectors is designed on the simple method based on flux
conservation method. Several reflectors’ models are obtained. The sizes, performances
and other parameters of these reflectors are compared and analyzed. It is proved that

Fig. 8. The fitted lines of reflectors in Table a–d
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this kind of reflectors can realize a wide range of illumination with good illuminance
uniformity and efficiency. In addition, the reflector has a great illumination depth. They
also can be directly used for lighting and optical signal transmission.
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Abstract. This paper introduces the design and fabrication of a low-power and
high-precision electronic scale with resistance strain gauge as the weight sensor.
According to the demand of commercial measurement, the paper compares and
proves the various design schemes, chooses the cantilever-type resistance strain
sensor with the STC89C52 single chip, and uses the 24-bit high-precision A/D
converter chip HX711 to convert the signal to A/D. The system has the
advantages of high integration, fast response speed, high precision, low power
consumption, and strong anti-interference, which lowers the cost and improves
the performance and reliability of the whole machine.

Keywords: Single-chip � Strain gauge � Electronic scale � HX711

1 The Composition and Scheme Demonstration of the System

1.1 The Composition and Working Principle of the System

The electronic scale system designed in this paper can be divided into six parts, such as
SCM control circuit [1–3], sensor circuit, A/D conversion circuit [4], LCD display,
matrix keyboard input, and buzzer alarm module, and its system composition diagram
is shown in Fig. 1.

Sensor
(Strain gauge)

A/D Conversion chip
(HX711)

Single-chip
(STC89C52)

Matrix keyboard
(4*4)

LCD Displayer
(1602)Buzzer

Fig. 1. System chart
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The system converts the pressure to the electrical signal through the sensor, that is,
after the resistance strain gauge in the sensor is induced to the pressure, the resistance
will change slightly. Through the full bridge measurement circuit, the tiny change of
the resistance is converted to a small change of the voltage. HX711 [5] is a high
precision 24 bit A/D converter chip, and the signal is converted to A/D, and the
electrical signal is amplified 128 times, and then the collected 24 bits of data are sent to
the single-chip processor through its DOUT end for processing. The MCU transfers the
processed data to the LCD display circuit and outputs the measurement results by the
display.

1.2 The Scheme of the Core Part of the System

(1) Control part of the scheme
The system adopts 89C52 as the control core. 51 MCU has 12 MHz main fre-
quency, 32 I/O ports, 8 K flash program storage space, 256 byte RAM storage,
three timings/counters and five interrupt sources, and its price is low, the C
language program is easy to write, the control is convenient, the program can be
transplantable, and the precision requirement can be reached.

(2) The scheme of the A/D conversion part
The system uses HX711 as the chip of A/D conversion, which integrates low-
noise amplifier internally that can be used to amplify and collect pressure signals.
HX711 is a 24 bit A/D converter chip designed for high-precision weighing
sensors. The chip occupies less I/O port, has simple circuit and high precision. It is
very suitable for data acquisition and A/D conversion of resistance strain gauge
pressure sensor.

2 Theoretical Analysis and Calculation

2.1 Theoretical Analysis and Calculation of Piezoelectric Sensors

The working principle of the resistance strain gauge is based on the resistance strain
effect, that is, when the conductor produces mechanical deformation, its resistance
value changes accordingly [6]. The cantilever-beam force sensor is adopted in this
design. The sensor has simple structure and high sensitivity and is suitable for small
pressure measurement.

With a resistor wire under the action of external force, it will cause resistance
change DR, and there is

DR
R

¼Dl
l
� DS

S
þ Dq

q
ð1Þ
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In Formula (1), q is resistivity of resistance wire; l is length of electrical resistance
wire, and S is area of resistance wire.

Supposing the axial effect of the resistance wire is e ¼ Dl=l, it is known from the
mechanics of materials:

Dr=r ¼ �l Dl=lð Þ ¼ �le ð2Þ

Poisson’s coefficient of the resistance wire material in the Formula (2) is l, after
finishing we can get:

k0 ¼ DR=R
e

¼ 1þ 2lð Þ � Dq=q
e

ð3Þ

From the Formula (3), it is known that the sensitive coefficient k0 is composed of
two parts, 1þ 2lð Þ indicates the change of the geometrical dimension of the material

after the force, and
Dq=q
e

indicates the change of the material resistance. For metal

materials, the
Dq=q
e

term is negligible, so k0 ¼ 1þ 2l. The experiment shows that the

relative change of resistance is proportional to the ratio of resistance to wire in the
tension limit of resistance wire, that is, k0 ¼ 1:7�3:6. Therefore, the Formula (3) can
be further expressed as

DR
R

� k0e ð4Þ

2.2 Theoretical Analysis of Reverse Conversion of Gravity Value
by AD Value

According to the design requirements: the measurement of the full range of output
voltage = excitation voltage * sensitivity (1.0 mV/V). If the supply voltage is 5 V,
there is 5 V * sensitivity (2.0 mV/V) = full range 10 mV, which is equivalent to the
voltage of 10 mV when 10 kg gravity is generated.

Suppose the actual weight is A Kg, the value measured by the sensor is Y; if the
pressure sensor outputs is 8.6 mV at 10 kg, the voltage sent to the A/D module is: A
Kg * 8.6 mV/10 kg = 0.86 * A mV; after 128 times amplification, it is 128 * 0.86 * A
mV � 110 * A mV, then convert it to 24 bit digital signal, it is Y = 110 * A mV �
224/4.3 V � 429,185 * A (full-scale output is 4.3 V voltage). So, we can get:

A ¼ Y/429185Kg=100

� Y/4:30g
ð5Þ
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3 System Hardware Design

3.1 System Structure

The hardware structure of this system is shown in Fig. 1. The main modules are the
MCU STC89C52RC [7] minimum system control circuit module, the resistance strain
pressure sensor module HL-8, the high precision and gain HX711 A/D conversion chip
module for the electronic scale, the 1602LCD LCD module and the buzzer alarm
module.

3.2 Introduction of Main Control Chip STC89C52 Single-Chip
Microcomputer

STC89C52 is a low-power, high-performance CMOS 8-bit microcontroller, also suit-
able for conventional programming. With a smart 8-bit CPU and a programmable Flash
memory unit in the system, STC89C52 provides a flexible and effective solution for
many embedded control applications.

3.3 Design of HX711 Interface Circuit for A/D Converter Chip

According to the design requirements, the system requires the output current signal to
be 20–1000 mA, the step is 1 mA, and the numeric value display is required. There-
fore, at least 12 bits of conversion precision is required for the quantitative actuating
element A/D converter. Considering the design requirements of the system and con-
sidering the constraints of the I/O interface resources of the single-chip microcomputer,
the final determination is to select the HX711 whose quantization precision can reach
1/4096 < 1/1000, and the precision requirements of the design can be reached com-
pletely. The HX711 interface circuit is shown in Fig. 2.

Fig. 2. Interface drawing of the HX711
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The input selector switch can optionally select either channel A or channel B and be
connected to its internal low-noise programmable amplifier. The programmable gain of
channel A is 128 or 64, the corresponding full amount difference input signal amplitude
is ±20 mV or ±40 mV, respectively. Channel B is a fixed 64 times gain for system
parameter detection.

3.4 Design of Piezoelectric Sensor

The common measuring circuits for strain sensors are single arm bridge, differential
half bridge, and differential full bridge, in which the differential full bridge can
improve the sensitivity of the bridge, eliminate the nonlinear error of the bridge, and
eliminate the common mode interference such as temperature error. In general, 4 strain
gauges are used in the measurement to form a differential full bridge. The sensor used
in this design is the full bridge measuring circuit. Its circuit diagram is shown in
Fig. 3. The bridge-type measurement circuit has four resistors, of which anyone can be
resistance strain gauge, one diagonal of the bridge is connected to the working voltage,
and the other is diagonal output voltage. Its characteristics are: when the resistance of
the four bridge arms reaches the corresponding relation, the output of the bridge is

zero, or the output of the voltage, which can be measured by using the sensitive
galvanometer, so the bridge can accurately measure the small resistance changes. The
strain resistance is used as the bridge arm resistance in the bridge circuit. When there
is no pressure, the bridge is balanced and the output voltage is zero. When there is
pressure, the resistance value of the bridge arm changes and the bridge loses balance.
In the full bridge measuring circuit, two strain gauges with the same force properties
are connected to the opposite side of the electric bridge. The output sensitivity is twice
as high as that of the half bridge, and the nonlinear error and temperature error have
been improved.

VCC

1
2

P3

SA+

SA-

SA+
SA-

1K
R23

1K
R24

1K
R25

1K
R26

Fig. 3. Full bridge measuring circuit
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4 System Software Design

The software design of the system is mainly divided into system initialization, AD
acquisition and operation, key and display processing modules.

4.1 System Main Program Flowchart

After the system is powered on, the main program completes the system initialization
first, which includes the system variable definition and variable assignment initial
value, and then call A/D collection function, to turn the A/D acquisition module output
24-bit binary serial data into the decimal, and then to adjust zero and calibration, and
finally to separate four-digit decimal data hundred, 10-bit, Single-digit and decimal
places, then call the liquid crystal display function, and send the corresponding values
to the corresponding LCD display. The system main program flowchart is shown in
Fig. 4.

4.2 Design of A/D Data Collecting Subprogram

As a chip for A/D conversion, HX711 is used to amplify and collect pressure signals
which is a 24 bit A/D converter. The A/D data acquisition subprogram is mainly to
collect the output signal of the piezoelectric sensor. The first 24 ADSK pulses collect

 System 
initialization

Start

Start A/D

Load weight 
value

Exceed the 
limit?

Yes Eeight exceeds the 
threshold?

No

Display weight

WarningEnd

No

Yes

Alarm

Fig. 4. Main program flowchart
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24-bit serial binary data, and the next 1–3 ADSK pulses choose the channel and gain of
the next A/D acquisition, and use 1 ADSK pulses to select the channel A with the gain
of 128. Its program flowchart is shown in Fig. 5.

5 Test Results

5.1 Test Scheme

First, check whether the welding of the circuit is correct and use multimeter to detect
whether there is short circuit or open circuit in the circuit board. After confirming both
are correct, then turn on the power, and the output voltage value of the power source
should be measured by multimeter. After the test and it is confirmed everything is
correct then it can be connected to all parts of the circuit. First press the reset button of
single-chip microcomputer to reset the system and call the liquid crystal display
function to display several numbers. After the display is normal, then connect the
sensor and the conditioning circuit and the A/D conversion circuit made up of 24 bit
serial A/D conversion chip and burn the whole program into the chip and observe
whether the LCD display is 000.0. If it is not displayed, then need to adjust zero of the
software, after the zero adjustment is completed, slowly give pressure to the sensor to
see if the value of the liquid crystal display increases synchronously, and whether the
value will return to 000.0 after releasing the pressure.

5.2 Test Results

Because the sensor is very sensitive, if the sensor is not fixed well in the horizontal
direction, there will be some error. In addition, the sensor's lead is also very sensitive. It
will cause errors even if it is touched slightly. The electronic scales is repeatedly tested

A/D port 
initialization

Start

Collect serial 
data

Select the next 
collection channel 

and gain

Data-out

Return

Fig. 5. A/D data acquisition flow chart
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with the weight, and the error of the electronic scales is reduced by micro-adjusting the
related parameters in the program according to the characteristic curve of the resistance
strain gauge sensor given by the manufacturer. The test data is shown in Table 1.

5.3 Error Analysis

We can see from the test data that the maximum error is 0.2 g, which accuracy is
relative high, but it is found that factor such as the scales shaking, the position of the
object in the scales, the vibration of the frame when it is placed on the heavy object,
and the influence of the external magnetic field on the iron bracket, etc. can generate
systematic error. A series of measures have been taken to control the system error, so as
to design a reliable and accurate electronic scales system.

6 Conclusion

This design is based on the STC89C52 single-chip microcomputer to achieve a simple
electronic scales, which can be used to measure the weight between 5 and 500 g. The
simple electronic scales with the resistance strain gauge as the pressure sensor is
designed according to the demand of commercial measurement, after the comparison of
each scheme, and the sensor chooses the cantilever-beam resistance strain sensor. With
24-bit high-precision A/D converter chip HX711 for A/D signal conversion, the scales
have advantages of high integration, fast response, anti-interference, and so on, which
reduces the cost of electronic scales, improves the performance and reliability of the
whole machine. After analyzing the test results, the error is within the allowable range
and the expected requirements are met.

Acknowledgements. This work was supported by the Tianjin Vocational Training Package
Project–Professional training package for maintenance of household electrical appliances under
Grant No. TJPXB1-1 (JB4071002).

Table 1. The test data

Weight
(g)

The first
measurement
(g)

The second
measurement
(g)

The third
measurement
(g)

The
average
value (g)

The
average
error (g)

5 5 5.6 4.8 5.1 0.1
10 9.7 10.2 10.1 10 0
20 19.8 20.3 19.6 19.9 0.1
50 49.7 49.8 50.2 49.9 0.1
100 100.3 100.1 100.2 100.2 0.2
200 199.9 199.7 200.1 199.9 0.1
500 499.7 500.4 500.3 500.2 0.2
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Abstract. This paper takes the PIN diode as the main object of analysis, the-
oretically analyzes it’s operating principle and the type of damage occurring
under the impact of the high-power microwave, and proposes that the damage
characteristics of the device should be based on the time and energy.

Keywords: Damage characteristics � High-power microwave � PIN diode �
Secondary breakdown effects

1 Introduction

The studies have shown it theoretically and experimentally that the more sophisticated,
precisely, and integrated the electronic information system is, the stronger its elec-
tromagnetic susceptibility it is to high-power microwave destruction. Under the effect
of HPM, the reliability of devices and circuits gradually highlights its importance. With
the continuous development of related theories and technologies, the commonly used
researches on the damage mechanism and the evaluation of HPM parameters on the
interference of electronic systems have been studied. There are two main methods:
experimental research or the theoretical analysis. It is intuitive to study the HPM effect
of devices and circuits relying on experiments. However, the cost of the experimental
analysis is obviously high, and it is difficult to sum up universality conclusions.
Therefore, theoretical research on the damage characteristics of HPM remains
necessary.

2 High-Power Microwave Technology and It’s Application

What is HPM? HPM are strong electromagnetic pulses with peak power greater than
100 MW or average power greater than 1 MW and frequencies between 300 MHz and
300 GHz. HPM technology refers to interfere or damage electronic information sys-
tems through the use of high-frequency electromagnetic radiation, this technology is
mainly focused on highly integrated electronic systems, and degrades or invalidates
their function. In a word, it is a new concept of technology with a great potential
application prospect to the future.
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HPM has the following characteristics: high power, wide target universality, and
the ability to perform different degrees of damage to the target from far to near within
the beam coverage depth range; high frequency, easy to transmit, launch or couple and
function with the target; wide spectrum, which can play multiple types of targets at the
same time; high-speed, it emits microwave energy at the speed of light which makes
the goal no time to escape; easy to use, HPM is less affected by weather conditions than
high-powered lasers, and has relatively low requirements for targeting accuracy; lower
cost, HPM relies on electric source to provide energy with a high cost-effectiveness
ratio; and finally it destroys the electronic components inside the target, which cause no
external damage.

With the development of transmission and emission technologies, HPM generation
technologies and pulse power technologies, The HPM production efficiency, energy
level, and effective radiation power are continuously increasing. At present, the power
level of a single narrow-spectrum HPM source has reached tens of GW levels, and the
power level of a single ultra-wide spectrum HPM has reached 100 GW. In the near and
foreseeable future, the power level of a single HPM source will be higher, and its
damage effect cannot be underestimated.

3 Damage Characteristics of Semiconductor Devices in HPM
Environment

The following five mechanisms of HPM damage to electronic systems and semicon-
ductor components [1]:

(1) High voltage breakdown;
(2) Device burned. It refers to the permanent damage of semiconductor devices, most

semiconductor devices have a minimum power of 10 W, and some sensitive
devices have only 1 W;

(3) Microwave heating;
(4) Transient pulse voltage impact. In addition to radiating HPM inside and outside

the electronic system directly, the large current generated by the pulses on the
device metal shield will surge on the shell. Any gaps such as voids or exposed
leads will introduce surge current into the shell. It is enough to cause damage to
sensitive devices under most circumstances;

(5) Instant interference; Sometimes, although the inductive power entering the elec-
tronic system is too less to cause system damage, however, the transient current
generated by the induction may cause instantaneous failure of the components and
make the electronic system out of normal operation.

For example, the PIN diode’s failure mechanism is mainly based on the secondary
breakdown effect. There are two key types of damage about the secondary breakdown:
the thermal secondary breakdown and the current secondary breakdown. The common
principle to the two types of failure mechanism is that the device temperature has risen
to a critical value after the heat accumulates and then occurs the secondary breakdown.
In the end, the diode was completely destroyed.
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3.1 PIN Diode Structure and Characteristics

The PIN diode belongs to a special microwave-sensitive semiconductor device which
owns fast switching speed, high reverse breakdown voltage, large controllable power,
small loss, and good short-circuit and open-circuit characteristics under the positive and
negative biases. It is widely used in radio frequency or microwave circuit design [2].

Ordinary semiconductor diodes are composed of PN structure. The P region
functions as an acceptor doping and the N region works as the donor doping. The PIN
diode means to add an intrinsic layer I between the P region and the N region. Once the
I region is implanted, the PIN diode’s on-resistance will be greatly reduced compared
with single-pole devices, which known as conductance modulation. When it comes to
reverse bias, the reverse breakthrough will require a higher voltage due to the existence
of the I layer, meanwhile the higher reverse breakdown voltage. So, the PIN diode
won’t generate a nonlinear rectifying effect on the microwave signal, which differs
fundamentally from the conventional diode. Figure 1 is the specific structure of PIN
diode.

It can be seen from the figure that the PIN diode has the same forward and reverse
characteristics as the PN junction, however, the PIN diode can withstand higher voltage
than the PN junction when reverse bias is applied due to the presence of the I region.

Generally speaking, the reverse bias voltage will not grow unlimited, however, in
some special circumstance the large reverse bias voltage will result in rapidly
increasing reverse bias current. Under the action of electric field, the electrons and
holes will obtain a large accelerated speed when they are crossing the space charge
region, and meanwhile the rapid increase in speed leads to a certain amount of kinetic
energy. When their kinetic energy reaches a certain level, they will hit the electrons
inside the lattice atoms and produce new electron-hole pairs, the new electron-hole will
hit the electrons in other atoms, it results in a series of chain reactions to produce a
large number of electron-hole pairs. Since electron-hole pairs are produced at fast speed
and in large quantities, it is just like an avalanche that nothing can stop it, so the
breakdown is also called as avalanche breakdown.

3.1.1 PIN Diode Operation Characteristics
Excess carriers in the P and N regions will be injected into the I region when the PIN
diode is applied with a forward voltage, along with the injection carrier and the
composite carrier will tend to be equal, then the current reaches an equilibrium state.

Fig. 1. PIN Diode and Equivalent Circuit

560 K. Chen



Meanwhile, due to the accumulation of a large number of carriers, the resistance of PIN
diode will become lower, the more the carriers inside the I region are, the lower
resistance PIN diode will get.

Since the actual I layer contains a small amount of P-type impurities, when there is
no voltage applied across the PIN diode, the holes in the I region will diffuse into the N
region, and the electrons in the N region will diffuse into the I region, too, the situation
happened the IN interface will then form the space charge region. The impurity con-
centration in the I region is low compared to the N region, so the depletion region is
almost entirely in the I region. At the PI interface, due to the presence of a concen-
tration difference (the concentration of the holes in the P region is much greater than
that in the I region), the effect of the diffusion motion will remain, but it is smaller
compared to the IN interface and most of the time can be ignored. Therefore, when the
zero bias occurs, the PIN diode is in a high-impedance state because of the depletion
region in the I area.

The reverse bias situation is similar to that of zero bias. The difference is that the
built-in electric field will be strengthened. The effect is to widen the space charge
region of the IN junction and mainly to expand it into the I region. The PIN diode at
this time can be equivalent to the resistance plus capacitance. When the reverse bias
voltage is too large, the depletion region is filled with the entire I region. I region
punch-through occurs at this time, and the PIN tube does not work normally.

3.2 Two Types of Secondary Breakdown Effects

3.2.1 Thermal Secondary Breakdown
Figure 2 shows the voltage and current curves of a PN junction. The first breakdown
produced by applying a negative bias is called Zener breakdown or avalanche break-
down. If the breakdown current caused by a negative bias increases continuously
without control, the high temperature will probably exceed Si melting point (1688 K).
In addition, the ohmic heating caused by the strong electric field can also lead to the
metallized strip’s melting which then will change into destructive secondary break-
down effect. Thermal secondary breakdown is mainly caused by high temperature in
the semiconductor junction region. A large number of valence electrons in the semi-
conductor are going to be excited into carriers under the influence of high temperature,
the increase of carrier current will enlarge the saturation current, and the increase of
saturation current will further increase the temperature of the junction. Eventually, the
semiconductor is ablated resulting in irreparable damage.

3.2.2 Current Secondary Breakdown
The current secondary breakdown, also known as avalanche secondary breakdown,
occurs when the electric current caused by high voltage is much higher than the current
made by thermal mode. Normally, the electric field of PN junction space charge region
is controlled by the concentration of donor and acceptor inside the device, when the
applied voltage is high, the avalanche effect of the depletion region will collide and
ionize a large number of carriers, those electron-hole pairs move to both sides under the
effect of the electric field in the depletion region, the concentration of carriers above the
doping concentration determines the field strength in the depletion region, then the
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electron-hole pairs move to the edge of the depletion region and cause the peak of the
electric field at the edge. Due to the high electric field strength, avalanche breakdown
will occur at the edge of the depletion layer too, it generates dual injection of carriers.
And if the velocity of carrier injection into the depletion region is bigger than that of the
depletion region, the peak of the electric field in the depletion region will increase,
eventually the thermal-current will be out of control and increase the current density
and power consumption rapidly, generate a large amount of heat, and in the end
increasing device temperature quickly. The strong current can also damage the device
by burning metal strips elsewhere as with thermal breakdown. Along with the influence
of negative resistance fluctuation, the current concentrates on a small area and form a
current filament as long as the current density is too large, as a result, the rapidly
increasing temperature will soon generate some hot spots which could cause device
performance degradation as soon as the temperature exceeds 1000 K, once it goes to
the silicon melting point, the short-circuit effect occurs in the PN junction area and the
device will be permanently destroyed.

4 Conclusion

So it can be concluded that all types of breakdown effects are caused by semicon-
ductors absorbing electromagnetic field energy. From the perspective of energy con-
servation, an electromagnetic field aroused by HPM can conduct its energy into
semiconductor devices with thermoelectric effects by the form of coupling, radiation,
etc. Once an irreversible physical and chemical change occurs, the device breakdown
caused by the breakdown effect is also irreversible. Its voltage mainly falls on the

Fig. 2. Voltage and Current Effects of PN Junction
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junction and the power is mainly released from the junction when a high-power
microwave pulse impacts on a semiconductor device. One direction has been clearly
pointed out that the main research goal should concentrate on analyzing both time and
energy when studying the damage mechanism, determining the temperature variation
of the electron-hole junction and the energy injection effect, and eventually making the
analysis of the HPM radiation damage parameters, providing a clear theoretical basis
for experimental research.
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Abstract. Against the situation that traditional armored vehicle information
acquisition device can have multiple models, variable structures, long manual
test cycle, complex test steps, low reliability, and other drawbacks, a
configuration-based automatic test system for armored vehicle information
acquisition devices is designed to realize the various performance testing. The
system uses a combination of hardware and software virtual instrument tech-
nology which provides the ability to flexibly configure the test information. In
addition, the test cases can be automatically configured and executed; the test
results are automatically generated.

Keywords: Acquisition device � Automatic testing � Configuration-based

1 Introduction

Due to the increasing requirements in the performance of tanks and armored vehicles,
the use of advanced electromechanical equipment is in great demand, and armored
vehicles are developing in the direction of informatization. While the information
system is an important part of tanks and armored vehicles, information acquisition
device is the core electrical equipment of information system. The information
acquisition device needs to collect the working status of various equipment and various
types of sensor signals to ensure the normal operation of the entire armored vehicle
system and that the system state is under full surveillance. At the same time, it provides
the vehicle’s fault diagnosis information for the crews to reduce the driving burden. For
different types of tanks or armored vehicles, the classes and quantities of signals
collected by the information acquisition device are disparate, and the correctness of the
information collected by the acquisition device will directly affect the performance of
the tank control system. Therefore, the test of the information acquisition device for
tanks and armored vehicles is of great significance for the study of its performance and
function, a stable and reliable information acquisition device and measurement/control
system are necessary to guarantee the functions and action decisions of various parts of
the vehicle. Due to the variety of information acquisition device types, the use of
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different test benches to build the test circuit has high labor intensity and low working
efficiency; the manual control test method is easy to produce misjudgment; the degree
of automation is low and high skilled maintenance personnel are needed. With the
development of computer, detection and electronic technologies, the development of
universal, standardized and intelligent automatic test systems is the trend of automatic
test systems at home and abroad. In order to examine the information acquisition
devices more accurately, conveniently and quickly, the proposed system uses a
configuration-based automatic test system to be able to configure different types of
acquisition devices and achieve automatic testing, failing automatic alarms, indicating
fault locations. It will greatly reduce the labor intensity of detection, and improve the
accuracy of detection and working efficiency [1].

2 Overall System Design

According to the detection requirements of the information acquisition device, the
system shall meet the following function requirements:

1. Complete the detection of various information acquisition devices on a single
detection device;

2. When testing, the test signal can be introduced through the external socket of the
information acquisition device;

3. When changed to another type of information acquisition device, only some simple
settings in software are needed, no additional circuit is required to set up;

4. Have the ability to report test results automatically for operator’s observation [2].

The major functions of the acquisition device include analog signal acquisition,
switching signal acquisition, provision of stabilized voltage supply for sensors and
external bus communication. The analog signal acquisition mainly includes voltage
type and resistance type signals. Switching signal acquisition includes high and low-
level signal, high-level with high-resistance signal, low-level with high-resistance
signal, etc. The typical sensors’ power supply voltages are 5, 12 and 24 V. The external
communication of the acquisition device is mainly through CAN bus and FlexRay bus.
All the collected and the external bus communication signals are attached to the device
through the connectors on the case. Due to the variety of information acquisition device
types, the analog signals, switch signals and external communication methods are
different, moreover, the type of external socket and the number of connector pins are
also not the same. In order to overcome the difficulty caused by type variety and meet
the system requirements, a dedicated configuration-based automatic testing system is
designed as illustrated in Fig. 1.
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3 Main Modules of the System

3.1 Design of the Test Master Module

The test master control module, shown in Fig. 2, uses ARM as the core control chip,
which has the advantages of high running speed and powerful functions. The test
master module can receive and save the test cases set up by the industrial computer that
will be executed by default before the next overwriting. The test master module will
control the switch output module, the resistance signal output module as well as the
voltage signal output module to generate the simulated test signals according to the test
cases configured by different channel tests [3]. The test master module can also control
the communication between the communication module and the acquisition device and
judge the communication state of the acquisition device, meanwhile, the simulated test
signals are compared with the collected signals uploaded by the acquisition device to
verify the correctness of the information from the collection channel so that to form a
closed-loop test. At last, the test master control module drives the display control
module to show the test results.

3.2 Design of the High-Level, High-Resistance Signal Test Circuit

The high-level output adopts the BTS721L1 chip, the scheme is illustrated in Fig. 3,
this chip’s high-level part can have very large current output while the low-level part
does not support input current function, and the chip’s package structure is shown in
Fig. 4. The high-level output circuit can be used in the test of the high or low-level
signals and high-level with high-resistance signals.

Fig. 1. Overall system composition
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3.3 Design of the High-Level, Low-Level Signal Test Circuit

As shown in Fig. 5 the electric relay RY4 outputs the OUT signal under the control of
the control system CTRL. When the relay is not energized, OUT is connected to
ground, and when the relay is energized, OUT outputs 24 V through a current limiting
resistor.

It can be seen from the scheme that under the mode of relay output the circuit can
output high-level and low-level, and both high level and low level have the ability of
electric driving. It can test the high-level and low-level collection circuit of the
information acquisition device.

3.4 Design of the Voltage Acquisition Signal Test Circuit

As shown in Fig. 6, the AD5724 DA chip generates four voltage outputs under the
control of the CPU. After the output voltage signal passes through the amplifier, a
current limiting resistor is added and then the circuit is able to simulate the output of the
sensor for testing the voltage signal of the acquisition device. The current limiting
resistor in the figure prevents the user from misconnecting and protecting the DA chip.

Fig. 2. The scheme of the control chip
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Fig. 3. Scheme of the high-level with high-resistance test circuit

Fig. 4. Package structure of the BTS721L1 chip
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3.5 Design of the Resistance Signal Test Circuit

As shown in Fig. 7, the imported high-performance relay controls the opening and
closing of the resistor network so as to achieve the output of the standard resistor and
achieve the purpose of simulating the temperature sensor.

Fig. 5. The principle of high-level and low-level signal test circuit

Fig. 6. Voltage signal test circuit
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4 Software Design of the Test System

The system uses NI LabVIEW as a development tool, LabVIEW is a kind of graphical
programming language, it can provide designers with a very simple and easy graphical
design environment, and provides powerful simulation and data processing functions.
Also, it is very suitable for the development of information acquisition device test
system software and has the advantage to support the future extended use case. In
addition, LabVIEW’s powerful hardware drivers, graphical interface capabilities, and
convenient as well as efficient graphical programming (G language) provide a good
solution for process control and industrial applications.

Fig. 7. Resistance signal test circuit
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4.1 Operational Interface Design

For different types and quantities of information collected by the acquisition device, it
is required to configure the test cases for the acquisition channels from the aspects of
the type of the collected data and the valid value scope of the data. The user can
configure the acquisition device test cases according to the type and quantity of signals
collected by different tanks and armored vehicles. The system has good compatibility,
expandability, and versatility, and can meet the user’s need that changes of collection
information are also supported for the acquisition device. Thus it can be seen that the
system’s basic, and the central feature is the function of configuration.

The test cases of the analog signal acquisition channel need to configure the name
of the acquisition channel, the range of the acquisition voltage and resistance (AD
value), the range of the physical value and the acquisition accuracy are shown in Fig. 8.

The test cases of the switch signal acquisition channel need to configure the name
of the acquisition channel, the type of the signals (high-level, low-level or high-
resistance) and the physical implication of all the status as shown in Fig. 9.
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Physical 
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Abnormal 
value

Physical 
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Fig. 8. Configuration interface for analog signal test case
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For the configuration of the acquisition device with FlexRay communication, each
acquisition channel needs a time slot corresponding to the FlexRay communication,
and it should correspond to the byte and BIT bit of each frame of data. The specific
settings are shown in Fig. 10.

For the configuration of the acquisition device with CAN communication, each
acquisition channel needs to correspond to the CAN communication data frame, and it
should correspond to the byte and BIT bit of the frame data. The specific settings are
shown in Fig. 11.

4.2 Test Case Execution Flow

The test master control module controls the simulated switch signal output module, the
simulated resistance signal output module, and the simulated voltage signal output

IO test channel name

High level
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Physical 
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Fig. 9. Switch signal acquisition test case configuration interface
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Fig. 10. FlexRay communication configuration interface
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Fig. 11. CAN communication configuration interface
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module to output signals according to the test cases, and judges the correctness of the
test case execution based on the information uploaded by the communication module
and fulfills the final test. The execution result of the use case is displayed by the display
control module, and the execution flowchart is shown in Fig. 12.

Through the usage of the collection system, according to the actual collection
channel of a certain type of the acquisition device, the test case is configured, and the
test case is automatically executed to test the device. The results show that the technical
requirements are met and the fault is accurately positioned and diagnosed. It has passed
the inspection and has already successfully operated on-site. The test case shown by the
display control module during the acquisition device test is shown in Fig. 13. The on-
site commissioning and stable operation effects show that the proposed test system is
reasonably designed with good control effect, short test time and high versatility.

Input test case

Store test case

Start test

Execute the test 
case

Output simulated
signal

Read FlexRay 
data Verify test results

Output test results

Test 
execution

Fig. 12. Test case execution flow
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5 Conclusion

Through the self-configuration of test cases, the proposed configuration-based auto-
matic test system can automatically test multiple acquisition devices through one single
system. The system has the features of good scalability, high test speed, stable system
performance, friendly man–machine interface, and is easy to operate, as a result, the
test efficiency has improved significantly.
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Abstract. In this paper, an enhanced dynamic Neuro-space mapping (Neuro-
SM) method is proposed with emphasis on transistor modeling. By modifying
the dynamic voltage relationships in an existing nonlinear model, the proposed
Neuro-SM produces a new and more accurate model than the nonlinear model as
well as the static Neuro-SM. Compared to the existing dynamic Neuro-SM, a
new sensitivity analysis technique is derived to speed up the training of the
proposed model with dc, small- and large-signal data. The validity and effi-
ciency of the proposed Neuro-SM method are demonstrated by modeling
examples of a GaAs high-electron-mobility transistor (HEMT). Suitable value of
time delay parameter which is equal to one divided by 3 or 5 times of the largest
frequency considered in simulation is suggested and demonstrated by the
modeling example.

Keywords: Neural networks �Neuro-SM � Transistor modeling �Optimization �
Simulation

1 Introduction

Recently, a static Neuro-space mapping (Neuro-SM) [1] technique, combining the
concept of space mapping and neural networks was introduced which aims to map an
existing approximate device model toward an accurate model for transistor modeling. It
is proved that the static Neuro-SM model provides better accuracy over the existing
equivalent circuit model. The work in [2] considers not only voltage mappings, but also
current mappings. Neuro-SM models developed by this method are more accurate than
the existing equivalent circuit models and the static Neuro-SM models. However, the
gap between the existing model and desired model are not all caused by differences of
non-memory devices (such as resistors), partly caused by memory devices (such as
capacitors and inductors). In this way, such simple static mappings for voltage and
current signals may be still insufficient. In order to further improve the accuracy of
transistor modeling, a dynamic Neuro-SM approach was presented by combining
dynamic neural network with the existing model [3]. Due to use of dynamic mapping
neural network, it can make up any dynamic effects such as capacitor effect and non-
quasi-static effect [4] that may be missing in the existing models so that it can produce a
more accurate model than static Neuro-SM presented in [1] and [2]. However, the
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sensitivity analysis of the dynamic Neuro-SM model under DC, small- and large-signal
conditions is not provided in [3].

This paper is a significant expansion and further advance of the work in [3]. The
sensitivities of direct current (DC), small-signal S-parameter, and large-signal harmonic
balance (HB) responses of the proposed Neuro-SM model with respect to mapping
parameters, which are not presented in [3], are derived. This can help the training of the
proposed model to be more efficient due to avoiding brute-force perturbation [5] in
each training iteration. Suitable value of time delay parameter, which is also not pre-
sented in [3], is suggested and demonstrated by application examples of a GaAs high-
electron-mobility transistor (HEMT) modeling. The modeling results show that the
proposed Neuro-SM approach allows us to produce improved accuracy over existing
equivalent circuit model and static Neuro-SM model [1], and to perform faster training
over dynamic Neuro-SM presented in [3].

2 Structure of the Dynamic Neuro-SM Model

Suppose the best possible existing model gives only rough approximation of the device
behavior, and cannot accurately match the device data. We call this existing model as
coarse model. Let the total number of delay buffers of voltages at gate and drain be the
same and both equal to Nd . Let the vector vf and vc contain the gate and drain voltages
of the fine model and coarse model, respectively. Structure of the proposed dynamic
Neuro-SM model is shown in Fig. 1. As seen in this figure, the present voltage of the
fine model defined as vf ðtÞ, together with its history defined as vf ðt � sÞ, vf ðt � 2sÞ,…,
and vf ðt � NdsÞ are mapped into present voltages of the coarse model defined as vcðtÞ.
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c ANN f f

f f d
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Fig. 1. Structure of the proposed two-port dynamic Neuro-SM nonlinear device mode
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In functional form, the voltage signals of the coarse model can be generally described
as

vcðtÞ ¼ f ANNðvf ðtÞ; vf ðt � sÞ; . . .; vf ðt � NdsÞ;wÞ ð1Þ

where fANN is a neural network to learn and represent the mapping. We use vector w in
(1) to represent the internal synaptic weights of the neural network. Let the vector if
and ic contain the gate and drain currents of the fine model and coarse model,
respectively. The vc from (1) is then fed to the coarse model producing ic. Finally, ic is
passed onto external current of the fine model, i.e., if .

3 Proposed Formulation of the Dynamic Neuro-SM Model
for Training

The dynamic Neuro-SM model will not be accurate unless the dynamic mapping neural
network is trained from transistor data. Dynamic mapping neural network defined in (1)
is in the form of instantaneous voltage while the modeling data obtained from simu-
lation or measurement is in DC, bias-dependent S-parameter, and large-signal HB
form. In order to formulate an advanced training method for dynamic mapping neural
network, the connections of the proposed dynamic mapping neural network with
typical types of transistor data, such as DC, S-parameter and HB data, need to be
derived.

In DC case, the present voltage signals of the fine model and their delayed signals
are all equal and are set to be V f ;DC. The dynamic analytical mapping characteristic for
DC output current of the fine model can be generally described as

If ¼ If ðV f ;DCÞ ¼ Ic

����
Vc;DC¼fANN ðV f ;DC; V f ;DC; . . .;V f ;DC

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
Nd þ 1

;wÞ

ð2Þ

The small-signal S-parameter can be derived through the dynamic analytical
mapping of the Y matrices between the coarse model Yc and the fine model Y f , shown
as

:

Y f ðxÞ ¼ YcðxÞ
����
Vc;Bias¼fANN ðV f ;Bias; V f ;Bias; . . .; V f ;Bias

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
Nd þ 1

; wÞ

�
XNd

k¼0

e�jxks � @f
T
ANNðvf ðtÞ; vf ðt � sÞ; . . .; vf ðt � NdsÞ; wÞ

@vf ðt � ksÞ
����
vf ðtÞ¼vf ðt�sÞ¼...¼vf ðt�NdsÞ¼V f ;Bias

 !T
:

ð3Þ

where the derivative of fANN can be obtained using the adjoint neural network method
[5], and k represents the index of delay buffers.

For large-signal simulation, the relationship between HB computation and dynamic
neural network weights w needs to be established so that model training can be
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performed with HB data. Let the harmonic currents of the dynamic Neuro-SM model
and coarse model at a generic harmonic frequency xk be If ðxkÞ and IcðxkÞ, respec-
tively. The If ðxkÞ can be evaluated as

If ðxkÞ

¼ 1
NT

XNT�1

n¼0

icðtnÞ
����
vcðtnÞ¼fANN

PNH

k¼0

V f ðxkÞ�W�
Nðn;kÞ;

PNH

k¼0

V f ðxkÞ�W�
N ðn;kÞ�e�jxk s;...;

PNH

k¼0

V f ðxkÞ�W�
N ðn;kÞ�e�jxkNd s;w

� �

0

BB@

þ jxkqcðtnÞ
����
vcðtnÞ¼f ANN

PNH

k¼0

V f ðxkÞ�W�
N ðn;kÞ;

PNH

k¼0

V f ðxkÞ�W�
Nðn;kÞ�e�jxk s;...;

PNH

k¼0

V f ðxkÞ�W�
Nðn;kÞ�e�jxkNd s;w

� �

1

CCA

� WNðn; kÞ
ð4Þ

where the subscript k represents the index of the harmonic frequency, k = 0, 1, 2, …,
NH, where NH is the number of harmonics. NT is the number of time samples, WNðn; kÞ
is the Fourier coefficient for the nth time sample and the kth harmonic, and superscript*

denotes complex conjugate.

4 Proposed Sensitivity Analysis of the Enhanced Neuro-SM
Model with Respect to Mapping Neural Network Weights

Let wi be a generic symbol representing an internal weight of the mapping neural
network. The sensitivity of the proposed dynamic Neuro-SM model with respect to wi

gives gradient information needed for efficient training of the proposed dynamic
Neuro-SM model. In order to efficiently train the proposed model, gradient information
provided by the sensitivity of the model with respect to wi is needed [6]. If the gradient
information is not provided in training process, bruteforce perturbation [5] has to be
performed in each iteration of training, which results in slow training speed. In order to
improve the training speed and efficiency, the sensitivity formulas of the proposed
dynamic Neuro-SM are derived in this paper.

(1) DC Sensitivity: let the total number of delay buffers of voltages at gate and drain be
the same and both equal to Nd . In the dc case, the sensitivity of the output current
of the dynamic Neuro-SM model, i.e., If with respect to wi is

@If
@wi

¼ @ITc
@Vc;DC

� �T

:
@Vc;DC

@wi

� �
¼ Gc:

@f ANNðV f ;DC;V f ;DC; . . .;V f ;DC

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
Nd þ 1

;wÞ
@wi

0

BB@

1

CCA ð5Þ

where Gc is the dc conductance matrix of the coarse model, and @f ANN=@wi is the
first-order derivative computed by neural network back-propagation [7].
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(2) Small-signal Sensitivity: The sensitivity for Y-parameters with respect to dynamic
mapping neural network weight wi can be derived in Eq. (6). This equation
includes two parts. The first part has the second-order derivative of the neural
network, which is the differentiation of the Jacobian matrix @f TANNðvf ðtÞ; vf ðt �
sÞ; . . .; vf ðt � NdsÞ;wÞ=@vf ðt � ksÞ with respect to wi, where, k represents the
index of delay buffers. This second-order derivative can be achieved by the adjoint
neural network sensitivity analysis. The second part is the sensitivity of the coarse
model Y-parameter, which is dependent on the mapped DC-bias voltages, and thus
the neural network weights. Here, vcjðtÞ ¼ fANNjðvf ðtÞ; vf ðt � sÞ; . . .; vf ðt �
NdsÞ;wÞ; j ¼ 1; 2 presents the voltage signal at the coarse input port 1 (if j = 1) or
port 2 (if j = 2). By converting Y-parameters to S-parameters, sensitivity for S-
parameter can be subsequently obtained.

@Y f ðxÞ
@wi

¼ YcðxÞ
����
Vc;Bias¼fANN ðV f ;Bias; V f ;Bias; . . .; V f ;Bias;

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
Nd þ 1

; wÞ

�
XNd

k¼0

e�jxks � @
2f TANNðvf ðtÞ; vf ðt � sÞ; . . .; vf ðt � NdsÞ; wÞ

@vf ðt � ksÞ@wi

����
vf ðtÞ¼vf ðt�sÞ¼ ...¼vf ðt�NdsÞ¼Vf ;Bias

 !T

þ
X

j¼1;2

@YcðxÞ
@vcj

����
vc¼Vc;Bias

:
@fANNjðvf ðtÞ; vf ðt � sÞ; . . .vf ðt � NdsÞ;wÞ

@wi

����
vf ðtÞ¼vf ðt�sÞ¼...¼vf ðt�NdsÞ¼Vf ;Bias

 !

�
XNd

k¼0

e�jxks � @f
T
ANNðvf ðtÞ; vf ðt � sÞ; . . .; vf ðt � NdsÞ; wÞ

@vf ðt � ksÞ
����
vf ðtÞ¼vf ðt�sÞ¼...¼vf ðt�NdsÞ¼V f ;Bias

 !T

ð6Þ

(3) Large-signal Sensitivity: The sensitivity of the output current of the proposed
dynamic Neuro-SM model at a generic harmonic frequency xk, k = 0, 1, 2, …, NH

are shown as

@If ðxkÞ
@wi

¼ 1
NT

XNT�1

n¼0

GcðtnÞ
����
vcðtnÞ¼fANN

PNH

k¼0

Vf ðxkÞ�W�
N ðn;kÞ;

PNH

k¼0

Vf ðxkÞ�W�
N ðn;kÞ�e�jxk s; ...;

PNH

k¼0

V f ðxkÞ�W�
Nðn;kÞ�e�jxkNd s;w

� �

0

BB@

þ jxk � CcðtnÞ
����
vcðtnÞ¼fANN

PNH

k¼0

V f ðxkÞ�W�
N ðn;kÞ;

PNH

k¼0

V f ðxkÞ�W�
Nðn;kÞ�e�jxk s;...;

PNH

k¼0

V f ðxkÞ�W�
Nðn;kÞ�e�jxkNd s;w

� �

1

CCA

� @fANNðvf ðtnÞ; vf ðtn � sÞ; . . .; vf ðtn � NdsÞ;wÞ
@wi

�WNðn; kÞ

ð7Þ

where, GcðtnÞ ¼ ð@iTc =@vcÞT and CcðtnÞ ¼ ð@qTc =@vcÞT are the nonlinear conductance
and capacitance matrices of the coarse model evaluated at the time point tn at the
mapped signal vcðtnÞ.
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5 Dynamic Neuro-SM Modeling Example of a GaAs HEMT
Trained with Physics-Based Device Data

This example illustrates the dynamic Neuro-SM and the necessity of using sensitivity
analysis technique for model training. Training and test data were generated from a
physics-based device simulator, Medici [8]. Keysight-ADS internal Angelov model is
used as the coarse model. Training was done using DC and bias-dependent S-parameter
data at 138 different biases and refined by large-signal harmonic data generated at
different fundamental frequencies (2, 3, 4, and 5 GHz) and input power levels
(−20 * 10 dBm). Time delay parameter of the dynamic mapping neural networks is
0.005 ns.
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Fig. 2. Comparison between the GaAs HEMT device data, coarse model, static Neuro-SM with
30 hidden neurons, and the proposed dynamic Neuro-SM with 5 delay buffers and 30 hidden
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The coarse model alone, even after optimizing the parameters in the coarse model,
cannot match Medici data, as shown in Fig. 2. In order to improve the model, we first
use static Neuro-SM to map the coarse model to device data. Note that although the
static Neuro-SM with static mappings is clearly more accurate than the coarse model
alone, it’s still insufficient to achieve the desired accuracy, as shown in Fig. 2. Hence
the proposed dynamic method is used to get a more accurate model. We trained a
dynamic Neuro-SM model with 1, 3, and 5 delay buffers. After training, we compare
the test error of the proposed Neuro-SM model with the coarse model and the static
Neuro-SM model shown in Table 1. It is clearly seen from the table that the proposed
dynamic Neuro-SM model with 5 delay buffers is more accurate than the static Neuro-
SM and coarse models. To show the results further, we plot the DC, S-parameter and
HB responses shown in Fig. 2. As seen in Fig. 2, the proposed dynamic Neuro-SM
model can match the device data more closely than the static Neuro-SM and coarse
models.

Another factor except for number of hidden neurons and delay buffers that impacts
the training/testing error is time delay parameter. In order to find out suitable time delay
parameters, the training of the proposed Neuro-SM model with the same number of
hidden neurons and delay buffers as well as different time delay parameters was done
using DC and bias-dependent S-parameter data at 138 different biases. After training,
the results are shown in Table 2. As seen in Table 2, too small or large time delay
parameter s may lead to large training/testing error. Hence the choice of suitable s
value is very important to the accuracy of the enhanced Neuro-SM model. In general,
1/(5fmax) or 1/(3fmax) are found suitable, where fmax is the maximum frequency con-
sidered in transistor modeling. In extreme case of s ¼ 0, the training/testing error of the
model which actual belong to Neuro-SM model with static mapping is still very large.
This also explains the necessary of using dynamic mapping in Neuro-SM technique for
transistor modeling.

Table 1. Training and test error comparison of coarse model, existing static Neuron-SM model
and the proposed dynamic model

Model type Training error/test error for f ANN
with 30 hidden neurons

Training error/test error for fANN
with 40 hidden neurons

Coarse model (%) 10.918/10.664 10.918/10.664
Static Neuro-SM (%) 5.133/4.948 5.035/4.879
Dynamic Neuro-SM
(Nd ¼ 1) (%)

3.861/3.801 3.611/3.618

Dynamic Neuro-SM
(Nd ¼ 3) (%)

2.223/2.011 1.995/1.880

Dynamic Neuro-SM
(Nd ¼ 5) (%)

1.613/1.437 1.576/1.503
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In this example, we also compared the training time between dynamic Neuro-SM
with perturbation in [3] and the proposed dynamic Neuro-SM with sensitivity analysis
for 100 training iterations on an Intel i5-4460 3.2-GHz computer as shown in Table 3.
Training was also done using DC and S-parameter data at 138 different biases
simultaneous. The result shows that the training speed of the dynamic Neuro-SM with
sensitivity analysis is much faster than that of the dynamic Neuro-SM with broteforce
perturbation presented in [3].

6 Conclusion

An enhanced dynamic Neuro-SM technique has been proposed for accurate transistor
modeling in this paper. Due to use of dynamic mapping, the proposed technique can
make up for any missing dynamic effects in addition to resistive effects in the coarse
model so that the proposed dynamic Neuro-SM model can be more accurate than the
existing coarse model and the static Neuro-SM model. We have also derived new
sensitivity formulations for dc, small-, and large-signal training. The proposed dynamic
Neuro-SM has demonstrated much-improved training efficiency over existing dynamic
Neuro-SM by a transistor modeling example.

Acknowledgements. This work is supported by Scientific Research Plan Project by Tianjin
Education Commission (No. 2016CJ13).

Table 2. Training and testing error comparison of the dynamic Neuro-SM model with five delay
buffers and 30 hidden neurons at different time delay parameters

Time delay
parameter (ns)

¼0 1/(50fmax)
= 0.0005

1/(18fmax)
= 0.0014

1/(5fmax)
= 0.005

1/(3fmax)
= 0.0083

1/(2fmax)
= 0.0125

1/(0.5fmax)
= 0.05

Training error
(%)

5.21 2.63 1.93 1.57 1.40 1.58 4.44

Test error (%) 5.12 2.39 1.95 1.41 1.38 1.49 4.10

Table 3. Training time comparison between dynamic Neuro-SM with perturbation and the
proposed Neuro-SM with sensitivity analysis for 100 training iterations for the GaAs HEMT
example

Training time for dynamic Neuro-SM
with perturbation in [7]

Training time for proposed dynamic Neuro-SM
with sensitivity analysis

1.76 h 218.0 s
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and Its FPAG Implementation for Short Burst

Communication at Low SNR
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Abstract. The paper presents a design for open-loop carrier synchronization
which is suitable for short burst communication at low SNR and it is easy to
implement on FPGA platform. The proposed open-loop carrier synchronization
is based on V&V and FFT algorithm which estimate both the frequency offset
and the phase offset. We also implement a post-processing to solve the problem
of phase ambiguity. The simulation results show that our proposed algorithm
can work efficiently. Besides, the algorithm is implemented with a Xilinx
XC7VX690T FPGA chip which achieves good performance under the condition
of large frequency offset and low signal-to-noise ratio.

Keywords: Carrier synchronization � V&V algorithm � FFT � FPGA � Burst
communication

1 Introduction

In view of the high dynamic characteristics of burst communications, Doppler shifts are
inevitable in the received signals, which will seriously affect the performance of the
communication system. By adopting carrier synchronization technology, both carrier
frequency offset and phase offset can be corrected. Traditional closed-loop PLLs have a
long acquisition time and are not suitable for short burst communication [1]. Open-loop
structure avoids the design of feedback loop and can acquire the offset information
immediately, thus is very suitable for burst communications.

Due to the high dynamic environment, the carrier synchronization needs to be re-
performed in every burst frame. A preamble of unmodulated carrier can indicate the
beginning of each frame and also give a rough estimate of carrier frequency offset.
However, the capture accuracy is limited by the length of preamble. This paper will
show that with just a short length of preamble, the frequency and phase can be esti-
mated accurately without phase ambiguity by using a FFT-based open-loop estimation
algorithm.
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2 Signal Model

In most burst communication systems, a preamble of unmodulated carrier is provided
in each slot which lasts for Tp. T is the symbol duration, Ts the slot duration, Tf is the
frame duration. The received signal can be described as

xðtÞ ¼ aejð2pfctþ hiÞ þ nðtÞ
aejð2pfctþ hMðtÞþ hiÞ þ nðtÞ

t\Tp
Tp\t\Ts

(
ð1Þ

where a is the amplitude of the received signal, fc is the received carrier frequency, hi is
the carrier initial phase, hMðtÞ 2 2pm

4 ;m ¼ 0; 1; 2; 3
� �

is the information contained in
the signal, nðtÞ is the additive random noise. And if we absorb the noise term in the
signal and perform a rectangular-to-polar transformation, we get (2) where a0ðtÞ is the
practical signal amplitude, hnðtÞ is the equivalent noise phase.

xðtÞ ¼ a0ðtÞejð2pfctþ hi þ hnðtÞÞ

a0ðtÞejð2pfctþ hMðtÞþ hi þ hnðtÞÞ
t\Tp

Tp\t\Ts

(
ð2Þ

Then we implement the quadrature down conversion to the received signal,

yðtÞ ¼ xðtÞ � e�jð2pfotþ hoÞ

¼
a0ðtÞejð2pðfc�foÞtþðhi�hoÞþ hnðtÞÞ

a0ðtÞejð2pðfc�foÞtþ hMðtÞþ ðhi�hoÞþ hnðtÞÞ

t\Tp

Tp\t\Ts

8<
:

¼
a0ðtÞejð2pDftþDhðtÞÞ

a0ðtÞejð2pDftþ hMðtÞþDhðtÞÞ

t\Tp

Tp\t\Ts

( ð3Þ

where fo, ho, are the local carrier frequency and phase, respectively. And Df ¼ fc � fo is
frequency offset, DhðtÞ ¼ hi � ho þ hnðtÞ is the phase offset.

To simplify the problem, assume that the sample rate is equal to the symbol rate,
and the symbol timing is known, so the output of matched filter is sampled at symbol
time t ¼ kT

y kð Þ ¼ y kTð Þ ¼ a0ðkÞejð2pDfkf þDhðkÞÞ

a0ðkÞejð2pDfkf þ hMðkÞþDhðkÞÞ

k\ Tp
T

Tp
T \t\ Ts

T

8<
: ð4Þ

It is noted that the phase error is made up of two parts, one is the cumulative phase
due to the presence of Df , another is the phase offset. In order to demodulate the
received signal correctly, the phase error must be calculate accurately, that is to say,
frequency offset and phase offset [2].
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3 Algorithm and Implement Description

3.1 Algorithm Description

With the presence of preamble the rough frequency and phase offset can be easily
obtain by FFT algorithm. We calculate N0-point FFT (N0\

Tp
2T), and search peak point

of the FFT amplitude spectrum.

Df̂0 ¼
Nmaxf
N0

Nmax\ N0
2

Nmaxf
N0

� f Nmax [ N0
2

(
ð5Þ

the rough phase estimate lies in the same location in the FFT phase spectrum.

Dĥ0 ¼ uðNmaxÞ ð6Þ

However due to the limited length of preamble, the estimation can’t be that
accurate, the capture range is between �f =2 and f =2, the capture precision is only
f =N0.

So the compensated phase can be described as below:

zðkÞ ¼ a0ðkÞejð2pðDf�Df̂0Þk
fs

þ hMðkÞþDhðkÞ�Dĥ0Þ ð7Þ

where Df � Df̂0\ f
2, DhðkÞ � Dĥ is relevant to SNR.

To cope with the high dynamic situation and improve the capture precision we
should continue to estimate the phase of the modulated signal.

The V&V algorithm

This algorithm was first proposed by Viterbi and Viterbi [3]. According to this algo-
rithm, first we perform a rectangular-to-polar transformation to the output of the timing
recovery

zn ¼ xn þ jyn ¼ qne
jhn ð8Þ

Then multiply phase hn by m for m-PSK modulation and perform an arbitrary
nonlinear transformation on qn and finally perform a polar-to-rectangular transforma-
tion on the result.

z0n ¼ FðqnÞejmhn ð9Þ

By calculating the average of the preceding and succeeding 2N + 1 transformed
symbols, we get the estimation of the carrier phase [4] (Fig. 1).
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ĥ ¼ 1
m
argf 1

2Nþ 1

XN
n¼�N

FðqnÞejmhng ð10Þ

However, this algorithm can’t cope with the circumstance where frequency offset
can’t be negligible. So frequency correction prior phase estimation is then necessary.

Carrier frequency offset estimation FFT algorithm.

As in the V&V algorithm, the term FðqnÞej4hn performs QPSK modulation removal.
We use N-point FFT to estimate the frequency offset.

Z 0kÞ ¼ Z 0ðkÞj jejuðkÞ ¼
XN�1

n¼0

z0ðkÞe�j2pknN ; k ¼ 0; 1; . . .N � 1 ð11Þ

According to the maximum likelihood (ML) estimate, the estimation of the fre-
quency offset lies in the peak point of the FFT amplitude spectrum and accompanying
with this, the initial phase estimation is also obtained.

Df̂ ¼
kmaxf
4N kmax\ N

2
kmaxf
4N � f

4 kmax [ N
2

(
ð12Þ

Dĥ ¼ uðkmaxÞ
4

ð13Þ

This time the track range is between �f =8 and f =8, the track precision is only f =N.
In the V&V algorithm, multiplying the phase by m, the final operation of phase

estimation delivered a m-fold ambiguity. We then need to implement a post-processing
after that.

Assume the carrier phase estimation at the (k−1)th FFT is Dĥðk � 1Þ, we may
predict the carrier phase estimation at the kth FFT is

Dĥref ðkÞ ¼ Dĥðk � 1Þþ 2pDf̂ ðk � 1ÞN=f ð14Þ

Fig. 1. Block diagram of V&V algorithm
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We use Dĥref ðkÞ to modify the DĥðkÞ. Note that DĥdðkÞ ¼ DĥðkÞ � Dĥref ðkÞ lies

around the constellation axis (0; p=2; p;�p=2), let ĥmðkÞ represented the modified
phase estimation.

DĥmðkÞ ¼

DĥðkÞ DĥdðkÞ
��� ���\ p

4

DĥðkÞ � p
2

p
4\DĥdðkÞ\ 3p

4

DĥðkÞþ p DĥdðkÞ
��� ���[ 3p

4

DĥðkÞþ p
2 � 3p

4 \DĥdðkÞ\� p
4

8>>>>><
>>>>>:

ð15Þ

3.2 Implement Description

The main implemental architecture of our proposed algorithm on FPGA platform is
shown in Fig. 2. The FFT calculation introduces a long delay, so the signal needs to be
buffered, and then output and compensated after the frequency offset and phase offset
are estimated. The specific delay is fixed and can be obtained through simulation. After
removing the modulation from the initially compensated signal by V&V algorithm,
FFT is performed again. The same as before, due to the delay introduced by the FFT
calculation, the signal needs to be buffered, in order to prevent the data from being
overwritten, a ping-pong operation is used to buffer data alternately with two RAMs.

4 Simulation and Implement Results

The performance of the proposed parallel carrier synchronization algorithm is simu-
lated in MATLAB. The Verilog code version of this algorithm is also simulated in
Modelsim with the same source as in MATLAB. The simulation parameters are as
follows: QPSK modulation; T ¼ 1 us; Tp ¼ 0:192ms ; Ts ¼ 0:1 s; Choose N0 ¼
64;N ¼ 1024: FðqÞ ¼ q To make the estimate more accurate, insert zeros to the end of
the data until the number of FFT points reaching 4096. So the frequency estimate error
is less than f

4� 4096. The results which are shown in Figs. 3, 4, 5, 6 are under the

Fig. 2. Main implemental architecture
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condition of EbN0 = 4. When frequency offset is fixed (Df ¼ 0:25 f ), by comparing
the two signal constellations in Fig. 3, we can find frequency offset and phase offset are
well compensated. Figure 4 shows the phase offset tracking before and after modifi-
cation. Figure 5 shows the frequency offset tracking under the condition of frequency
offset begins at 0:35 f and changes with time by 50 kHz/s. Figure 6 compares the BER
simulation results of the proposed algorithm with the theoretical value.

We have built a system concept demonstrator using Xilinx XC7VX690T FPGA
and A/D converter EV10AQ190. The utilized resources are shown in Table 1.

-1 -0.5 0 0.5 1
x 105

-1

-0.5

0

0.5

1

x 10
5

Q
ua

dr
at

ur
e

In-Phase

Scatter plot

-1 -0.5 0 0.5 1
x 105

-1

-0.5

0

0.5

1

x 10
5

Q
ua

dr
at

ur
e

In-Phase

Scatter plot

Fig. 3. Signal constellation before and after carrier synchronization
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Table 1. Device utilization summary

Logic utilization Used Available Utilization (%)

Slice register 16,045 866,400 1.8
Slice LUTs 11,850 433,200 2.7
Block RAM/FIFO 84 4410 1.9
DSP48 48 3600 1.3
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5 Conclusion

In this paper, a open-loop carrier synchronization structure for burst communication is
proposed. This algorithm requires a short preamble for capturing and roughly esti-
mating frequency offsets. It can then track changes in frequency offset and adapt to
lower signal-to-noise ratios. It can deal with a dynamic range with frequency offset
range between �f =2 and frequency offset variation rate range �f =20 Hz/s. The sim-
ulated BER curve shows that it performs well at low signal-to-noise ratios. The
structure is also suitable for FPGA implementation with low consumption of resources.
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Abstract. This paper presents a sector-shaped microstrip patch antenna at an
operating frequency of 1.4 GHz. In order to achieve wide beam and the normal
radiation pattern, the radiation patch adopts sector. The shape of patch is the
main factor affecting the performance of microstrip patch antenna. Besides, our
feed network realized by electromagnetic coupling is achieved by a new
method–T-shaped probe, which avoids the additional inductance introduced by
the usual probe feed. Thus, the radiation efficiency of antenna is improved. In
addition, the antenna has the characteristic of miniaturization. The electro-
magnetic simulation and optimization design of this proposed antenna are car-
ried out using the CST Microwave Studio software package. The simulated
VSWR of antenna is less than 1.5 at the working frequency. In this paper, we
consider the microstrip antenna applying in some fields.

Keywords: Microstrip patch antenna � Sector-shaped � T-shaped probe �Wide
beam

CLC Number: TN821

1 Introduction

Microstrip patch antenna has lightweight, miniaturization, and low profile, and now it
has been widely used in mobile communication, aerospace, electronic countermeasures
and radar [1]. Due to these highly attractive features, it is important to investigate
microstrip antennas. It has that disadvantage of low gain and narrow bandwidth due to
the characteristic of the high Q value of the microstrip patch antenna itself [2]. In recent
years, in order to overcome the inherent limitations, many scholars have proposed and
studied a number of technologies, such as using thick dielectric substrate with low
dielectric constant or superimposed parasitic patch, changing the feeding mode,
grooving on patch effectively increase working bandwidth [3]. The radiation patch
shape of the microstrip patch antenna is various, and the gain of the microstrip patch
antenna is different from that of the microstrip patch antenna [4]. Therefore, it is
necessary to design the radiation patch shape reasonably. Other than that, as electronic
devices become miniaturized, the antenna miniaturization is inevitable. By changing
the radiation patch size, the antenna size can be reduced and the antenna miniaturized.
Moreover, the miniaturization of antenna can reduce the cost, improve the ability of
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antenna to resist natural conditions, and enhance the concealment of antenna. At the
same time, wide beam characteristics can effectively improve the coverage area of
antenna [5].

This paper designs and simulates a sector-shaped microstrip patch antenna fed by
T-shaped probe. The design of the antenna in this paper is to achieve good perfor-
mances. The designed antenna adopts the sector-shaped patch antenna elements. The
simulated results reveal that the performances of the designed microstrip antenna meet
the anticipated requirements. The antenna performances are provided and analyzed. In
Sects. 2 and 3, the antenna structure and simulation results are described. The con-
clusion is provided in Sect. 4.

2 Design of the Sector-Shaped Microstrip Antenna

In this section, this paper designs the sector-shaped microstrip patch antenna, which
uses T-shaped probe. The structure model of sector and T-shaped probe microstrip
antenna is presented in Fig. 1. The employed dielectric substrate is FR-4, and the
substrate thickness is 1 mm. The metal copper foil thickness is 0.036 mm. The
designed antenna is composed of two dielectric substrates located on the upper and
lower sides of the microstrip line,patch and dielectric substrate. The designed antenna
is realized with microstrip circuit processing technology. The working performances
are simulated and optimized through the full wave electromagnetic simulation
software.

The engineering drawing of antenna structure are presented in Fig. 2a and b,
respectively. The radius of the radiation patch, i.e., w_patch, is 82.5 mm. The length of
medium plate, i.e., L_sub, is 300 mm. the w_sub is 300 mm. The engineering drawing

(a) The geometry model of the 
microstrip antenna

(b) T-shaped probe fed model 

Fig. 1. The proposed antenna model
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of T-shaped probe fed is shown in Fig. 2b, where r_coaxial_inner is 3 mm, r_coax-
ial_outer is 5 mm.

Adopting the theory of electromagnetic coupling, it can avoid introducing extra
inductance into microstrip antenna. The most prominent advantage of the feed structure
is that the coupling between the probe and the patch stimulates the electromagnetic
wave radiation from the patch with better efficiency and higher gain.

The following is the formula for calculating the size of the sector-shaped radiation
patch [6] fed by T-shaped probe:

R ¼ F

1þ c
perF

lnðpF2hÞþ 1:7726
� �n o1=2

ð2:1Þ

F ¼ 8:791� 109

fc
ffiffiffiffi
er

p ð2:2Þ

eeff ¼ 1
2
ðer þ 1Þþ 1

4
ðer � 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 12h
R

r ð2:3Þ

Re ¼ 1:8412c
2pfc

ffiffiffiffiffiffi
eeff

p ð2:4Þ

Among them, the R and Re are respectively the radius and effective radius of the
patch.

(a) patch side of engineering drawing                        (b) the feed side of engineering 
drawing

Fig. 2. The engineering drawing of the antenna
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3 Simulation of the Sector-Shaped Microstrip Antenna

In this paper, the electromagnetic simulation software is used to simulate the radiation
performance of presented antenna. According to performance requirements, the
antenna structure of sector-shaped microstrip patch antenna fed by T-shaped probe is
designed. The return loss is shown in Fig. 3. It can be seen that the return loss is less
than −20 dB at 1.4 GHz. The simulated VSWR of the microstrip patch antenna is
shown in Fig. 4. The VSWR at the central frequency is lower than 1.5 and the
impedance matching performance can meet the requirement.

Radiation pattern simulation result of the antenna was presented in Figs. 5, 6, and 7
at 1.39, 1.4, 1.41 GHz. It is obvious that the 3 dB beam of radiation pattern. Each
graph gives the radiation pattern at the xoz plane and yoz plane respectively. From
radiation pattern, antenna beam of main lobe radiation pattern was wider; beam shape

Fig. 3. The simulation results of return loss of the microstrip antenna designed in this paper

Fig. 4. The simulation results of VSWR of the microstrip antenna designed in this paper
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Fig. 5. Radiation pattern at 1.39 GHz

(a) pattern at xoz plane (b) pattern at yoz plane

Fig. 6. Radiation pattern at 1.4 GHz

(a) pattern at xoz plane                      (b) pattern at yoz plane

Fig. 7. Radiation pattern at 1.41 GHz
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was regular and back lobe was smaller. When the resonance frequency is 1.4 GHz, the
3 dB beamwidth of the xoz plane is 56.9° and the 3 dB beamwidth of the yoz plane is
61.3°. Absorbing material of metal back cavity and other factors caused that gain was
slightly lower.

The electric energy density simulation result of the antenna was presented in Fig. 8
at 1.4 GHz. According to electric energy density, energy distribution and current
transmission path are obvious.

In this section, we discuss the influence of several key parameters on the perfor-
mance of the antenna circuit. Figure 9 presents the influence of parameter w_patch on
the performance of the antenna circuit. The simulation results show that the resonance
peak moves to lower frequency as the parameter w_patch increases. Besides, compared
with other dimensions, the return loss with the parameter w_patch of 82.5 mm at the
operating frequency point of 1.4 GHz is the best. Obviously, when the value of

(a) The positive structure of simulated
electric energy density at 1.4 GHz

(b) The reverses tructure of simulated
electric energy density at 1.4 GHz

Fig. 8. Simulated electric energy density at 1.4 GHz

Fig. 9. The influence of parameter w_patch on return loss for the antenna
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w_patch is 82.5 mm, the matching performance is better at 1.4 GHz. Thus, the optimal
result of w_patch is 82.5 mm. Proper selection of the size of the radiation patch
facilitates the design of the antenna miniaturization.

4 Conclusions

The wide beam is an important and effective performance for the microstrip antenna,
which can save the space and improve the efficiency. The antenna element is fed by
electromagnetic coupling. In this paper, the feed network of the antenna is achieved by
a new method–T-shaped probe, which improves the radiation efficiency of antenna. For
the working frequency, these antenna structures are designed and the parameters are
optimized. Besides, the performances of microstrip antenna can meet the requirements
of miniaturization and simple structure. The design and simulation work in this paper
has certain practical value, which can be used in practical application.

Acknowledgements. This work is sponsored by the National Natural Science Foundation of
China (Grant No. 61571154) the Science Foundation of Aeronautics of China (Grant
No. 20160177004).
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Abstract. The operating frequency band of high-frequency surface wave radar
(HFSWR) is generally 4–9 MHz, which makes the operating frequency band of
the antenna a wideband. However, it is difficult for some commonly used
antennas to meet this requirement, and it is necessary to widen the antenna. In
this paper, a lumped monopole antenna is designed for high-frequency surface
wave radar. Genetic algorithm is employed to optimize the loading position and
impedance. The operating band of the loaded antenna is wider and can meet the
performance requirements of the HFSWR transmitting antenna, and the antenna
size is slightly smaller than other antennas in the same band.

Keywords: HFSWR � Lumped loading � Monopole antenna � Wideband

1 Introduction

High-frequency surface wave radar (HFSWR) is widely used in remote sensing and
marine surveillance, such as the monitoring of sea wind and current fields, detecting of
aircrafts and ships, etc. Its operating frequency is generally 3–30 MHz corresponding
to a wide operating frequency band. However, some commonly used receiving
antennas such as Yagi antenna and monopole antenna have a narrow operating band
and belong to a narrow band antenna, which cannot meet the requirement of normal
operation. Therefore, it is necessary to widen the antenna.

The loading technology is widely used in antenna design. Bharath Reddy et al. [1]
introduce the design of a miniature slot antenna based on SRR and CSRR loading; A
wideband meander line loaded antenna with frequency tunable capability in V/UHF
band is introduced in [2]; Karim et al. [3] describe a miniaturized HF-loaded antenna
for broadband applications which is designed according to a new loading strategy with
lumped elements; a novel antenna design method is proposed, by loading with lumped
elements, which is presented in [4] to broaden the operation bandwidth of the mono-
pole antenna.
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In this paper, a broadband scheme of HFSWR receiving antenna is proposed. The
paper is organized as follows. In Sect. 2, we designed a non-loaded monopole antenna
and analyzed its performance. The designed lumped loaded monopole antenna as well
as the simulation results is given in Sect. 3. Conclusions are given in Sect. 4.

2 Traditional Monopole Antenna Design

The ideal monopole antenna belongs to the resonant antenna, and its current exhibits a
standing wave distribution. At the resonant frequency, it has great performance, low
reflection loss, and high efficiency. But as a narrowband antenna, it has a poor per-
formance, low radiation resistance, and large reflection loss when it operates outside
the optimal frequency, which causes a mismatch between the feeder and the antenna.

First, a traditional monopole antenna is simulated as a reference for the loaded
antenna. A monopole antenna model is established in the HFSS software, the height of
the antenna H is set to 7.5 m and the radius R is set to 2.5 cm. The simulation results
are shown in Figs. 1 and 2.

Figure 1 shows the simulation results of the traditional monopole antenna’s
reflection loss. It shows that the return loss decreases slowly in the 4–8 MHz band and
decreases sharply in the 8–9 MHz band. The resonance frequency of the antenna is
9 MHz, and the reflection loss gradually increases in the 9–12 MHz band.

Figure 2 shows that the voltage standing wave ratio (VSWR) of the antenna is less
than 2 in a very narrow frequency band around 9 MHz and relatively high before
8 MHz. There is a serious mismatch between the antenna and the feed end.
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Fig. 1. The reflection loss of the monopole antenna
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It can be seen that the monopole antenna cannot meet the requirement of the
HFSWR receiving antenna in the 4–9 MHz band, and the narrowband characteristics of
the monopole antenna cannot be optimized simply by changing the size of the antenna.
Document 5 indicates that the antenna loading is a very common and effective tech-
nique for widening and miniaturizing the antenna. Therefore, in order to meet the
requirements for miniaturization of the receiving antenna, a monopole antenna needs to
be loaded.

3 Lumped Monopole Antenna Design

As for the lumped loading, the issue that needs resolving is the loading position and
impedance. In this section, the genetic algorithm is used to determine the loading
position and impedance.

3.1 Fixed Position Loaded Antenna

In order to observe whether the impedance characteristic curve will change smoothly
and whether the resonant frequency point will decrease after the antenna loading
element, we first load the antenna with a fixed position. According to the conclusion of
Document 6, the impedance of a single-loaded antenna changes drastically, while the
impedance of a double-loaded antenna changes moderately. Therefore, the parallel
RLC circuit is selected to be loaded at two fixed positions. The height of the antenna is
still 7.5 m, and two loading positions are selected as H1 = 2.1875 m and H2 = 3.5 m.
The antenna structure is shown in Fig. 3.
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Fig. 2. The VSWR of the monopole antenna
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At the two positions H1 and H2, RLC parallel circuits are, respectively, loaded, and
the component parameter values are optimized using genetic algorithm. The opti-
mization range and results of the parameters are shown in Table 1. The optimized
values are brought into the antenna structure and the antenna is simulated by HFSS
software. The simulation results are analyzed in the next section to compare with the
optimized position loaded antenna.

3.2 Optimized Position Loaded Antenna

In the previous section, antenna loading can improve the VSWR in the low-frequency
part. However, the fixed loading position limits the freedom of the parameter change,
so the performance of antenna is not ideal. In order to improve the performance of
antenna, in this section, the antenna height, the loading position, and the parameter
values of the parallel RLC components are used as optimization variables. In this way,
the number of variables is increased to nine. Optimization goal of antenna is setted as
VSWR < 5 and G> −6dB. The optimization range and results of the parameters are
shown in Table 2. Simulating the optimized antenna in the HFSS software, the results
are shown in Figs. 4, 5 and 6.

1Z 1 1 1, ,R L C

2Z 2 2 2, ,R L C

Fig. 3. Fixed position loaded monopole antenna schematic

Table 1. The optimization range and result of loading element

Variable Optimization ranges Optimization results

R (X) 0–1500 1361.3
L1 (lH) 0–100 4.39
L2 (lH) 0–100 9.11
C (pF) 0–20 2.44
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Figure 4 shows the VSWR of the fixed position loaded antenna and the optimized
position loaded antenna.

For the fixed position loaded antenna, the VSWR is smallest at 5 MHz, which
indicates that the resonant frequency has decreased after loading.

The VSWR of the optimized position loaded antenna is around 5 in the operating
frequency band, which is lower than the fixed position loaded antenna. Documents 7
and 8 indicate that when the VSWR changes smoothly, the VSWR can be further
reduced to be less than 2 by adding a matching network, which can meet the perfor-
mance requirements of the receiving antenna.

Figure 5 shows the gain of the fixed position loaded antenna and the optimized
position loaded antenna.

For the fixed position loaded antenna, in the 4–8 MHz band, the gain of the antenna
is relatively low, which is due to the large reflection loss and energy loss caused by the
loaded impedance element.

As the frequency increases, the gain of the optimized position loaded antenna
gradually increases, indicating that the energy loss is high in the low-frequency band. It
can be seen that the gain of the optimized position loaded antenna is higher than the
fixed position loaded antenna.

Table 2. The optimization range and result of the variables

Variable Ranges Results Variable Ranges Results

H (m) 7–8 7.83 L1 (lH) 0–100 0.64
H1 (m) 1–3.4 1.43 L2 (lH) 0–100 10.35
H2 (m) 3.5–6.4 5.99 C1 (pF) 0–20 133.35
R1 (X) 0–1500 321.8 C2 (pF) 0–20 9.31
R2 (X) 0–1500 326.45
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Figure 6 shows the efficiency of the fixed position loaded antenna and the opti-
mized position loaded antenna.

For the fixed position loaded antenna, it can be seen that the antenna has the highest
radiation efficiency at 5 MHz, and as the frequency deviates from 5 MHz, the effi-
ciency gradually decreases, which shows that the loaded impedance element will
introduce losses, making the overall efficiency of the antenna low.

The efficiency of the optimized position loaded antenna gradually increases first
and then decreases slightly. However, the overall efficiency is low due to the loss
caused by the loading element. Document 9 indicates that the receiving antenna does
not require too high efficiency to operate normally when the external noise is greater
than the internal noise of the receiver. Therefore, it is possible to obtain a wider
frequency band by sacrificing a certain efficiency of antenna.
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The above analysis shows that the optimized position loaded antenna can work
normally in the 4–9 MHz band. The monopole antenna designed in this way can meet
the broadband requirement of the receiving antenna. Based on this, adding matching
network can further optimize the performance of the receiving antenna.

4 Conclusion

This paper analyzes the electrical characteristics of the monopole antenna in the 4–
9 MHz band under the background of the application of the HFSWR receiving
antenna. The monopole antenna is loaded by lumped loading, and the loading positions
and component parameters are optimized by genetic algorithm. A monopole antenna of
about 7.5 m is designed. Its impedance and radiation characteristics are simulated. The
results show that it can meet the specifications of the HFSWR receiving antenna.
Moreover, the size of this antenna is smaller than that of other antennas at the same
frequency, and the antenna operating band has also been broadened.
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Abstract. A graphene frequency multiplier is proposed in this paper. The
nonlinear characteristics of graphene are similar to the reverse parallel diode. In
order to improve the efficiency of GFM, we use the method of recovering the
fundamental and fifth harmonic wave which utilizes the way of branch recovery.
According to this mechanism, an S band graphene frequency multiplier is
designed. During the working frequency between 500 MHz and 3 GHz, the
minimum conversion loss of −20.81 dBm can be obtained at 830 MHz and the
input power is 18 dBm.

Keywords: Graphene � Nonlinear electromagnetic response � Frequency
multiplier � High efficiency � Branch recovery

1 Introduction

Microwave and millimeter wave signal sources are widely used. Including wireless
routers, satellite communications, radar, and other electronic systems, frequency
multiplier is one of the methods of signals processor. In the microwave and millimeter
wave band, Schottky diode is usually used to design frequency multiplier. Compared
with high-frequency active oscillator, Schottky diode is the ideal choice for making odd
harmonic multipliers.

In recent years, graphene as a two-dimensional material has attracted much
attention of many researchers due to its unique electrical characteristics. This makes
signal source applications possible [1]. 2007, and S. A. Mikhailov put forward to the
proposal.

Graphene has a strong nonlinear electromagnetic response. In 2008, 2014, and
2015, S. A. Mikhailov further proved its theory. He pointed out that the output har-
monic current of the graphene nonlinear device became slower with the decreased
harmonic orders of frequency, which is compared with the traditional nonlinear dual
port devices, such as the Schottky diode. In addition, under the stimulation of elec-
tromagnetic waves, the output current of the graphene circuit contains only funda-
mental and odd harmonic waves (such as 1wt, 3wt, 5wt, 7wt, etc.). Graphene circuits
have the characteristics of suppressing even harmonic waves. It is suitable perfectly for
making nonlinear devices (such as frequency multipliers, etc.).
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In 2010, utilizing the nonlinear electromagnetic properties of graphene, M.
Dragoman developed a graphene multiplier based on CPW which is working at the
range of millimeter wave. He verified the nonlinear theory [2] of graphene for the first
time. In 2011, R. Camblor developed a three-frequency multiplier [1] with microstrip
gap which is loaded with multilayer graphene. When the input power is 20 dBm, the
minimum conversion loss of the three-frequency multiplier is −25.32 dBm.

In 2017, graphene frequency tripler design using reflector networks as frequency
tripler based on graphene nonlinear electromagnetic response is developed. The non-
linearity of graphene is similar to that of anti-parallel diodes. The output frequency of
this tripler can cover 12–30 GHz. The harmonic signal recovery using the reflector
networks can significantly reduce the conversion loss [3].

From the above analysis, it can be seen that due to the strong nonlinear electro-
magnetic response of graphene, the output signals of graphene circuits include only
basic harmonics and odd harmonics. Graphene is very suitable for frequency multiplier.
However, the efficiency of the reported graphene frequency multiplier is low. This
paper optimizes the design of graphene multiplier. Finally, an optimized graphene
frequency multiplier was manufactured and tested.

2 Explanation of the GFT

2.1 Analysis of the Nonlinear Characteristics of GFM

The AC current of the graphene’s electron nonlinear behavior can be expressed in
Eq. (1) which is given below:

jxðtÞ ¼ ensV sgnðsin xtÞ ¼ ensV
4
p

sin xtþ 1
3
sin xtþ 1

5
sin 5xtþ � � �

� �
ð1Þ

It can be seen from Eq. (1) that the output signal of the graphene circuit contains
only fundamental and odd harmonics. The power ratio of output harmonic signal is
shown in Fig. 1. For the output signal, the power ratio of fundamental signal accounts
for about 100%, the power ratio of the third harmonic signal accounts for about
11.11%, and the power ratio of the fifth harmonic signal accounts for about 4%. The
third and fifth harmonic signals account for about 15% of the total power. Therefore, in
order to improve the efficiency of the frequency multiplier, it is an effective way to
recover the low-order harmonic signal [3].

2.2 Optimal Design of GFM Transform Loss

The design method of graphene odd harmonic frequency multiplier is that it uses the
way of the graphene odd harmonic frequency multiplier to determine the recovered
signal frequency component according to the input signal and frequency doubling
times; the input signal is the fundamental wave and the frequency doubling time is N,
in which the output signal is Nf0 after frequency doubling, and the signal needed to be
recovered of the frequency component is (2n + 1)f0, N = 1, 2, 3, 4, … and (2n + 1) N.
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The input reflection network is the matching state with the frequency f0 and the
frequency component of the recovered signal is the grounding state.

The output reflection network is matched state with the frequency Nf0, and the
fundamental wave and the harmonic components which are needed to be recovered are
fully reflected, and the full reflection means that the basic wave and the recovered
harmonic components are reflected to the input reflection network through the
graphene.

2.3 The Work of Graphene Frequency Multiplier

The graphene multiplier is connected with the excitation signal source and it generates
the fundamental wave. After the fundamental wave stimulates the graphene for the first
time through the input reflection network, the fundamental waves and odd harmonic
components are generated at the back end of the graphene. The odd harmonic com-
ponents include the output signal Nf0, and the signal frequency component (2n + 1)f0
which needs to be recovered, n = 1, 2, 3, 4, … and (2n + 1) 6¼ N.

The output reflection network matches the output signal, and it makes the funda-
mental wave and the recovered harmonic component reflect to the front end of the
graphene.

The signal frequency component that needs to be recovered is grounded by the
input reflection network. The fundamental wave is reflected back to the front end of the
graphene. When it passes through the graphene, it can stimulate the graphene for the
second time and produce the odd harmonic components at the back end of the graphene
again, and the fundamental wave itself continues to be grounded through the excitation
signal source.

In order to recover the fundamental and fifth harmonic power signals, the topology
of the proposed GFM is shown in Fig. 2a. GFM consists of three parts: input signal
reflection network, graphene, and output signal reflection network. The reflected net-
work of the input signal mainly contains the third and fifth harmonic signals and the
fundamental wave is grounded through the microwave source. The reflected network of
the output signal is mainly to restore the fundamental and fifth harmonic signals, and it
matches the impedance of the third harmonic signal at the same time. According to

Fig. 1. The power ratio of output harmonic signal
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Formula (1) and combined with the nonlinear electromagnetic response of graphene,
there are two ways to improve the efficiency of GFM.

GFM can be equivalent to anti-parallel diode pair multiplier circuit, and it is shown
in Fig. 2b. Then, the output signal of the GFM contains only the frequency
(mwf0 ± nwfs), and (M + n) is an odd number. For example, M = 2 and N = 1, and
the total current of GFM contains the third harmonic signal.

By multiplier mode and mixer mode, GFM gains the third harmonic signal.
Therefore, output reflector network enhances the output power of the third harmonic
signal. Figure 3 shows the scattering parameters of input and output reflector networks
which are simulated using Ansoft HFSS [4].

3 The Test of Frequency Multiplier

First, the third frequency multiplier test requires complete circuit structure. It includes
the output of the radio frequency of fundamental signal, bandpass filter, frequency
multiplier, and it needs to observe the spectrum and record the data in a spectrum
analyzer. We can clearly see the whole test process through Fig. 3.

The output power of RF signal generator is 19 dBm, T1 is the coaxial line con-
necting the signal generator and filter. T2 is the coaxial line connecting the output end

graphene

Fig. 2. The topology of the GFM

Bandpass 
Graphene 

Douler 

Fig. 3. Three-frequency doubling test flowchart
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of the filter and the input end of the frequency multiplier cavity, T3 is the coaxial line
connecting the output end of the cavity and the spectrum instrument, Pin is the power
of the microwave signal when inputting cavity and Pout is the power for the signal to
output of the cavity, and P1 is the power of the signal recorded by the spectrum
analyzer.

The test range is from 750 MHz to 1.1 GHz. We take 830 MHz test as an example,
as shown in Fig. 4. The output frequency is 830 MHz and the output power is set to
19 dBm on the N9310A RF generator.

From the diagram, we can observe that, except for the fundamental wave of the
experimental operation, the frequency spectrum of 2.49 GHz is very obvious, and the
spectrum purity is very high and its power is −14.56 dBm.

In addition to the 900 MHz fundamental wave signal, multiple sets of signals are
also tested. As shown in Fig. 5, a total of 15 frequency bands from 750 MHz to
1.1 GHz are tested. The basic power settings are 19 dBm, and the data include first,
second, third, and fourth harmonic frequency spectrums, as shown in Fig. 5.

Fig. 4. 830 MHz three harmonic spectrum diagram
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4 Conclusion

A frequency multiplier based on nonlinear electromagnetic response of graphene is
studied in this paper. The nonlinearity of graphene is similar to that of anti-parallel
diode. The use of branch recovery can significantly reduce conversion loss. With the
increase of input power, the conversion loss gradually decreases. The graphene doubler
is optimized to a large extent.
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Abstract. In order to actively respond to the national strategy of green lighting,
this paper designs and implements a smart street lamp management system
based on solar street lamps, which uses multilayer distributed structure. With the
embedded ARM microprocessor as the core, the bottom terminal combines with
NB-IOT transmission technology, sensor technology, GPS positioning tech-
nology, electricity collection technology, and so on. The system is equipped
with a good human–computer interaction platform, and collects information to
the top-level database terminal with the network transmission technology of
narrow band, realizing the effective collection and storage of city streetlight
information. Through scientific and effective control and management of urban
street lighting facilities such as line control, point control, and spot survey, the
intelligent street lamp management system saves energy and improves work
efficiency, and improves the modern management level and scientific means of
urban lighting facilities. The system which has good stability and can effectively
manage the solar streetlights was tested on the spot at Nantong University, so it
has a good value of application and popularization.

Keywords: Street lamp management � ARM � Database server � Power
collection � NB-IOT

1 Introduction

With the rapid development of urban construction and the continuous improvement of
road lighting quality, the government and people pay more and more attention to street
lighting and urban image [1]. With the rapid development of road construction in urban
areas, the number of street lamps is increasing. However, the management departments
still use the original manual operation and timing control to complete the task much
heavier than before. This cannot solve the inherent contradiction between lighting rate
and energy conservation [2]. Therefore, it has become an urgent need for urban lighting
management to study a set of advanced urban road centralized monitoring and man-
agement methods to reduce labor intensity, save resources, reduce costs, and improve
the level of informatization, digitalization, high efficiency, and energy saving of urban
road lighting management [3].
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2 System Architecture

The architecture of the intelligent street lamp management system is shown in Fig. 1.
The multilayer distributed structure is divided into monitoring layer, transmission layer,
and management layer from bottom to top. The transport layer is the communication
bridge of the system. The stability of its working condition directly determines the
quality of the data transmission of the whole system [4]. Considering that the traffic
capacity of urban street lamps is large and the overabundance of street lamps is too
dense to cause the individual to communicate, the NB-IOT communication mode is
used to access the terminal server terminal. The underlying monitoring layer is based
on the monitoring terminal, and each monitoring terminal sets an NB-IOT node, and
each node has a unique identification (IMEI). Some nodes do data transmission with
the server terminal. NB-IOT is not real-time online, and the server cannot communicate
with each other in real time [5]. This is the possibility of packet loss. There must be a
retransmission and verification mechanism. So the system uses HUAWEI’s CoAP
mechanism to avoid packet loss and conflict, and ensure that the underlying monitoring
terminal communicates well with the server. All the streetlights are distributed in
distributed control. The information of light, electricity, temperature, humidity, and
location of the ground floor is uploaded to the server by network [6]. The upper
computer can query and handle the information of the database by reading the infor-
mation of the database. The location information of the street lamp and the possible
damage information are printed to the maintenance workers, and the maintenance
workers can get the position of the street lamp for the first time, so as to carry on the
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Fig. 1. The system architecture
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effective and rapid response and deal with the problem of the street lamp in time,
realizing the intellectualized management of the street lamp and the intelligent man-
agement of the city.

3 System Terminal Hardware Design

The hardware design is mainly concentrated on the monitoring layer of the system.
Taking a monitoring terminal as an example, it introduces the monitoring of a street
lamp. The design of monitoring terminal is more complicated. The design of many
modules and multiple functions plays a key role in the street lamp management system.
The monitoring terminal can be divided into two parts: data acquisition and electricity
management. The two parts can achieve stable data upload and dispatch through
reasonable task arrangement and scheduling [7].

3.1 Main Hardware Design of Data Acquisition Part of Monitoring
Terminal

According to the functions required, the core processor of the acquisition part adopts
ST’s enhanced 32-bit RISC core chip -STM32F103C8T6 based on Cortex-M3 archi-
tecture. The chip has a maximum operating frequency of 72 MHz, a built-in high-speed
memory (up to 512 KB of memory and 64 KB SRAM), a rich I/O port and peripherals
connected to two APB buses, working temperature range from −40 to +105 °C, and a
series of power saving modes that fully meet the design requirements of the system.
The collection of peripheral hardware mainly includes power acquisition, illumination
acquisition, GPS location acquisition, fault collection, and so on. The interface design
between the main chip and the peripheral modules is shown in Fig. 2.
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Fig. 2. Hardware structure diagram of data acquisition
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The data acquisition part based on STM32F103C8T6 mainly implements the fol-
lowing functions:

1. Data acquisition function: Using photosensitive resistor, SHT20 temperature, and
humidity sensor to achieve environmental lighting and temperature and humidity
collection. Through the L70-R GPS module based on ROM version, the specific
location of the street lamp is obtained, so that the maintenance personnel can
quickly realize the street lamp positioning. The fault detection section will be
involved in the power management section [8].

2. Interaction and transmission function: Data collected from the data collection sec-
tion, the data is sent to the top layer server through NB-IOT, the data format is
CJSON format, and the communication baud rate is 115,200 bit/s. In view of the
instability of the network and the problem of packet conflict, when the above
problems arise, the local data is temporarily present in the SD card, and all the data
stored in the SD card will be reuploaded to the next transmission cycle.

3. Other functions: Briefly explain the power supply function in the power manage-
ment section here. The system power supply is from the solar charging pool, the
battery voltage is 12 V, through a LM2596 power chip to 5 V DC, and then a
AMS1117-3.3 V power chip is used to obtain 3.3 V DC, providing power supply
by the main chip [9]. The maximum current is less than 1A of the maximum output
current of the power chip. The hardware implementation and function of the power
management part of the monitoring terminal will be introduced in the next section.

3.2 Main Hardware Design of Power Management Part of Monitoring
Terminal

The last section introduces the hardware components and related functions of the data
acquisition part, and the hardware design of power management is the core part of the
whole system.

In the intelligent street lamp management system, the power management part uses
the BQ27542-G1 power management chip, uses the impedance track algorithm to
monitor the electric quantity, and provides the battery residual quantity (mAh), the
charging state (%), the endurance time, the battery voltage (MV), the temperature
(centigrade), and so on, and supports the battery with the highest capacity of
14,500 mAh [10]. Detection can also provide detection function for internal short
circuit or battery terminal disconnection. In order to obtain accurate electricity state, it
is necessary to make the learning cycle of the BQ27542-G1 power management chip
and use the TI company to provide the Battery Management Studio software for the
cycle learning of the battery, and communicate with the software system by the IIC
interface. The cycle learning steps are shown in Fig. 3.
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The learning cycle starts with a discharge and a relaxed battery (the battery voltage
is stable and is in a low voltage state), usually in 3.0–3.3 V. Then, the battery is
charged to the full (battery management software must be detected to be full of elec-
tricity). Once the charge is stopped, the battery voltage is at a high voltage, usually
between 4.1 and 4.2 V, and then the battery is discharged again. Then, the battery
management software uses another voltage measurement and determines the state of
the charge it represents, through two known types. The charging state and the maxi-
mum volume of the battery are calculated through the Kulun gauge [11].

4 System Software Design

The system software is mainly composed of two parts: the bottom monitoring terminal
and the top-level management host computer software. This paper mainly introduces
the design of management software.

4.1 Software Design of Monitoring Terminal

The monitoring terminal has many functions, such as complex logic and time sequence,
and the idea of sampling and blocking and subfunction calling when programming. The
sub-functions of the monitoring terminal include SD card, FLASH module, GPS
module, illumination module, and temperature and humidity module. The main
structure of the software design of the monitoring terminal is shown in Fig. 4. The
main program can directly call the sub-functions to realize the expected function.

Battery Management Studio
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Charge 

IIC Bus

Fig. 3. Periodic learning
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4.2 The Design of the Management Software of the Upper Computer

Visual Studio software is used as the development platform and written in C# language.
The management software can be divided into data query, personnel management, and
common tools from function division. According to the use authority, the management
software can be divided into non-internal management personnel and internal man-
agement personnel, non-internal management personnel only does inquiry and other
basic works. The right to use, and the authority of the internal manager can use all the
functions. Management software plays an important role in the whole intelligent street
lamp management system [12]. On one hand, the management software uses UDP
protocol and the server to carry out data transmission. Management software receives
data from the monitoring terminal, parses data, and stores it in the database. On the
other hand, the management software gets the number from the SQL SERVER data-
base. According to it, the management software communicates with the monitoring
terminal in a similar way of broadcasting, and the monitoring terminal will receive
instructions from the management software at the same time. Only when the ID is
consistent with its own device, the instruction will be stored in the monitoring terminal,
and the action is executed according to the instruction. The data lattice is used in the
CJSON format. The design of the management software is shown in Fig. 5.
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5 Field Test Results

The system has been tested at Nantong University. From the field test results, the
modules of the acquisition system can work steadily without interference between
them. It can collect information such as power, illumination, GPS location, and upload
to the server according to the expected requirements. The success rate of collecting and
uploading the streetlight information is 98.23%. The good feedback mechanism can
realize the effective control of the street lamp and realize the monitoring and
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management of the city street lamp. Through the upper computer software, the manager
can see the streetlights in each area of the city. Compared with the traditional manual
inspection, it can realize the intelligent management of the streetlights in the city, which

is in line with the street lamp management requirements of the intelligent city. Table 1.
is the street lamp status information obtained by the upper computer software.

From the data statistics of the field test, the distributed street lamp management
system can achieve the desired effect better. The street lamp status information can be
uploaded to the host computer management software in time and effectively, and it is
obtained by the management. In view of packet loss in information uploading, the
antenna quality will be changed in the later stage, and the anti-collision work of
uploading data can be optimized. The success rate of data uploading can reach 100%.

6 Conclusions

The design of intelligent street lamp management system based on ARM Cortex M3F
is proposed and realized for the first time. The system integrates embedded technology,
network technology of narrow band, and database technology to realize the intelligent
management of urban street lamps, and has taken a great step to the process of intel-
ligent city [13]. The concept proposed in this paper has changed the current situation of
urban streetlight management, which not only can solve the problems of urban street
lamp management well, but also have a very valuable benchmarking on other infras-
tructure management in smart cities [14].
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Table 1. Street lamp status information

Reg No. Hum (%RH) Lig Tem (°C) Pow Gps

ch 1 40.2 62.1 26.1 80.3 Get
ch 2 45.3 61.5 25.3 82.4 Get
ch 3 44.5 63.0 27.5 86.1 Get
ch 4 45.6 65.4 28.6 83.5 Get
ch 5 48.7 56.6 29.5 84.6 Get
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Abstract. A reactor robot for object salvaging underwater was designed to
reduce the labor intensity of operators under the nuclear radiation environment.
The control system of the robot, composed of control system hardware and
control system software, was designed to be compact and radiation resistant.
The control algorithm of the robot based on current, velocity, and position
feedback of each motor makes the robot achieve the goal of salvaging exactly
and rapidly. In order to verify the stability of the control system, the salvaging
foreign matter experiment was tested in nuclear base. The result shows that the
control system of the robot is stable enough.

Keywords: Reactor robot � Object salvaging underwater � Control system �
Control algorithm

1 Introduction

As the development of nuclear power plant automation, the robot technology is widely
used in this field. The robot can replace the operators to accomplish some tasks, avoid
the hazards caused by long-term exposure of operators to the nuclear environment.
Therefore, using robot to replace the operator has become the consensus [1–7].

In recent years, especially after the accident of Fukushima Nuclear Power Station,
many robots have been applied in the nuclear plant. “Packbot 510” is a robot developed
by American iRobot company. Fin-shaped support wheel is mounted on both sides of
this robot’s underpan which uses caterpillar structure. The size of the support wheel is
889 mm in length, 521 mm in width, and 178 mm in height. There are two models of
4-DOF manipulator matching for the robot, and their maximum grasp ability is 13.6 kg
and 6.8 kg, respectively. Different kinds of sensors can be mounted on the robot. This
robot was the first batch of the rescue robot which entered in the accident scene of
Fukushima Nuclear Power Station. It moved in the wreckage and returned the data of
the nuclear accident site [8–10]. “Rosemary” is a robot which is developed based on
the robot named “Quince” by Chiba Institute of Technology in Japan. It consists of a
crawler mobile platform and a manipulator fixed on the mobile platform. All the key
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components are replaced by the radiation-resistant ones on the basis of “Quince”. After
11 main components have been tested, the result of the irradiation experiment proved
that the robot could work for at least 400 h in the radiation environment [11–16]. In
addition, for different demands, the researchers in China, Germany, France, England,
Canada, South Korea, and other countries have done majority researches and devel-
oped a series of specialized purposed robots for nuclear power stations [17–20].

During the normal operation of the nuclear power plant, underwater inspection is a
routine task. Once foreign matter is found underwater, operators need to use salvage
equipment for underwater salvaging operations. To solve this problem, a reactor robot
for object salvaging underwater was designed to reduce the labor intensity of operators
under the nuclear radiation environment.

2 The System Composition

According to the functional requirements, the robot is divided into robot mechanical
body and robot control console. Figure 1 shows the system composition of the robot.
The robot mechanical body, including wheeled mobile platform, 4-DOFs manipulator,
and camera system, is used as an executive mechanical structure for underwater foreign
matter salvage. The robot control console, including control instruction interactive
system, data acquisition system, video capture system, and other hardware, “Robot
real-time control system” software, is used as control core unit to remote control the
robot. The control instructions are issued through the man–machine interaction inter-
face, while the sensor information installed in the robot mechanical body is received
and displayed in the robot control console.

Robot control cable

Inside reactor poolOutside reactor pool

Robot mechanical bodyRobot control console

Fig. 1. The system composition of the robot
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3 The Robot Control Console

Considering the robot running in the RX plant where the nuclear power plant reactor
pressure vessel is placed, the robot control system is integrated into a control console as
much as possible due to the high safety requirements of the system. Through the study
of the working area, robot uses the mechanical body to realize the design target. And
the control system ensures the safety of the operation, the accuracy of the location, and
the speed of the grabbing. According to the requirements of the function, the robot
chooses the reasonable hardware equipment and the reasonable control strategy to
optimize the foreign matter salvaging operation.

3.1 The Hardware of the Control System

In order to provide sufficient operability, the Advantech industrial computer is used as
the main control unit which provides adequate hardware interface to facilitate the
integration of control instruction interactive system, data acquisition system, and video
capture system. In the control instruction interactive system, each joint uses Copley
driver and Maxon servomotor as the driving unit. In order to minimize the connected
cable weight between robot mechanical body and control console, and provide reliable
instruction interaction at the same time, each node and the main control unit uses CAN
bus as the control protocol. In the data acquisition system, analog data acquisition card
is chosen to collect analog information of three joysticks. Number one joystick controls
the manipulator end executor of MRR along the X, Y, Z three-axis linear motion and
wrist joint rotation movement in the Cartesian coordinate. Number two joystick con-
trols the wheeled mobile platform of MRR front, rear movement, and pivot steering
movement. Number three joystick controls the main camera PTZ horizontal, vertical
rotation, and camera lens focal length zoom. In the video capture system, the main
camera controller uses P150R camera controller of Ahlberg Electronics Corporation.
The output signal port connects the MRAD-S color radiation-resistant camera through
a radiation-resistant cable. The input signal port connects I150USB camera signal
converter of Ahlberg Electronics Corporation via a dedicated cable. Operating per-
sonnel realized the control of the main camera through this series of hardware con-
nections. Compared with the main camera, auxiliary camera has fewer functions. Only
using a separate controller fixed to the dedicated mounting holes of control console
connected N29F radiation-resistant camera via a dedicated cable, operating personnel
realizes the control of the auxiliary camera. In addition, in order to realize the video
display of the main camera and the auxiliary camera, the main camera controller and
auxiliary camera controller are designed with a dedicated image signal output port
which is connected to the video capture card. Figure 2 shows the structural compo-
sition of the control system hardware.

3.2 The Software of the Control System

To ensuring safe, controllable, and efficient control of the robot, the control system
software of the robot is designed to provide reliable multimode motion control of the
robot. The control command for the desired action is issued in the human–computer
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interaction interface through the mouse, keyboard, and joystick. Meanwhile, the
human–computer interaction interface in real time displays the sensor information
installed in the robot mechanical body. The response of the front panel of the control
system software is operated through the man–machine interaction interface. According
to the function, the control system software can be divided into seven modules, namely,
three-dimensional model real-time simulation module, parameter configuration mod-
ule, single-axis control module, multi-axis linkage module, teleoperation module, main
camera display module, and auxiliary camera display module. Figure 3 shows the
control interface of the software for robot’s remote control system.

4 The Control Algorithm of Salvaging Foreign Matter

The control algorithm of salvaging foreign matter based on current, velocity, and
position feedback of each motors uses the combination mode of semiautomatic on a
massive scale and manual operation on a small scale. This method can make the robot
achieve the goal of salvaging exactly and rapidly. Specifically, it designs “pre-set
setting zone” in the control system software. There are five pre-set setting zones which
are “calibration location”, “pre-working location”, “grabbing location”, “place loca-
tion”, and “zero location” in the human–computer interaction interface. In the process
of operation, the fixed algorithm is written on those five pre-set setting zones, with

PCI bus
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Fig. 2. The structural composition of the control system hardware
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semiautomatic being used in the operation. Then, the operator operates relevant
position via one-click way which is a button in the human–computer interaction
interface.

5 Experiment

To test the comprehensive performance of robot and verify the control algorithm of
salvaging foreign matter, we were being the experiment of salvaging foreign matter in a
nuclear base. The way of the experiment is that operator controls robot to search and
salvaging foreign matter. First, when the robot is in the initial state, the operator uses
the main camera pan–tilt to search environment and check the position of foreign
matter. Then, the operator controls the robot to salvaging foreign matter and puts the
foreign materials into the container. Finally, the operator makes the robot get back to
the zero position.

In this experiment, the operator issued the order to the human–computer interaction
interface by mouse, keyboard, or analog stick, and robot completed the test of sal-
vaging foreign matter successfully. Hence, it can verify that the control system of the
robot is stable enough.

6 Conclusion

In order to reduce the labor intensity of operators under the nuclear radiation envi-
ronment, a reactor robot for object salvaging underwater was designed. The robot
control system is integrated into a control console as much as possible due to the high
safety requirements of the system. The control system of the robot, composed of
control system hardware and control system software, was designed to be compact and

Fig. 3. The control interface of the software for robot’s remote control system
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radiation resistant. The control algorithm of salvaging foreign matter based on current,
velocity, and position feedback of each motor uses the combination mode of semi-
automatic on a massive scale and manual operation on a small scale. The salvaging
foreign matter experiment was tested in nuclear base and the result shows that the
control system of the robot is stable.
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Abstract. In order to improve the recognition rate of mechanical vibration
signals of high voltage circuit breakers, a feasible new fault diagnosis method is
proposed in this paper. Firstly, the empirical wavelet transform (EWT) is
adopted to decompose the original multi-component signals into a series of
intrinsic mode functions (IMF). Secondly, the envelop energy entropies of these
IMF components are calculated as signal features. Finally, establishing the
optimal support vector machine (SVM) classifier by particle swarm optimization
(PSO) method. Using this EWT-PSO-SVM model to identify the unknown
samples, the results show that the EWT method can effectively reduce modal
aliasing problem, and the recognition rate of EWT-PSO-SVM model is higher
than EMD-PSO-SVM model, these results verify the feasibility and superiority
of the proposed EWT-PSO-SVM fault diagnosis method.

Keywords: Empirical wavelet transform � Particle swarm optimization �
Support vector machine � Fault diagnosis

1 Introduction

With the increasing demand for electricity, People’s requirements on reliability of High
voltage circuit breakers (HVCBs) are getting higher and higher. Therefore, the oper-
ation state of HVCBs is highly valued by engineers and technicians, and the researches
on fault diagnosis of HVCBs have been carried out in succession.

The vibration signals produced by HVCBs is a transient non-stationary time series,
and usually, these signals are analyzed by time-frequency analysis method. Empirical
mode decomposition (EMD) [1] is a widely used time-frequency analysis method in the
field of mechanical fault diagnosis, it can decompose the signals into a series of
intrinsic modal functions (IMF) with the frequencies from high to low in order. For
example, EMD was used for fault diagnosis of HV Circuit Breaker by Huang et al. [2]
in 2011. But with the in-depth studies of EMD, it found that the EMD method has
serious mode aliasing problem [3]. In order to solve this problem, the EWT method
was proposed [4] in 2013. This method has been widely used in recent years [5], and
some achievements have been obtained. Just because the EWT method can effectively
reduce the modal aliasing problem. Therefore, in this paper, The EWT method is used
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for signal decomposition. Finally, support vector machine (SVM) is used for vibration
signal recognition in this paper, while the parameters in SVM are optimized by particle
swarm optimization (PSO) method.

2 EWT and Feature Extraction Method

2.1 EWT

Gilles combined the theoretical framework of wavelet transform and the self-adaptation
of EMD, a new signal processing method EWT was proposed in 2013 [6]. Firstly, the
frequency axis of the original signal Fourier spectrum is normalized to 0;p½ �. The
normalized frequency axis of Fourier spectrum is then adaptively divided into N sub-
bands, N + 1 boundaries are needed. Let wn to be the boundaries of the adjacent
interval, and wn are chosen from the midpoint of two adjacent maxima of Fourier
spectrum, n = 0, 1, 2, …, N, and define w0 ¼ 0, wN ¼ p. Then each sub interval can be
represented as: Kk ¼ wk�1;wk½ �, k = 1, 2; . . .;N ,that is 0;p½ � ¼ TN

k¼1 Kk. The detailed
segmentation is shown in Fig. 1. The shadow parts are defined as the transition section
Tn with wn as centre and 2sn as width. Where sn ¼ cwn, c is coefficient and 0\c\1.

After determining the division intervals Kk, the empirical wavelet is defined as a
band-pass filter on each Kk interval, According to the construction method of Meyer
wavelet, the empirical scaling function /̂n(w) and the empirical wavelet function
ŵn(w) are defined as:

/̂n wð Þ ¼
1; wj j �wn � sn

cos p
2 b

1
2sn

wj j � wn þ snð Þ
� �h i

;

wn � sn � wj j �wn þ sn
0; other

8
>>><

>>>:

ð1Þ

w1

2τ1 2τ2 2τ3 2τn 2τn+1 τN

w2 w3 wn wn+1 π

Fig. 1. Sensor network with sensors, mobile sink and data routing
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ŵn wð Þ ¼

1; wn þ sn � wj j �wnþ 1 � snþ 1

cos p
2 b

1
2snþ 1

wj j � wnþ 1 þ snþ 1ð Þ
� �h i

;

wnþ 1 � snþ 1 � wj j �wnþ 1 þ snþ 1

sin p
2 b

1
2sn

wj j � wn þ snð Þ
� �h i

;

wn � sn � wj j �wn þ sn
0; other

8
>>>>>>>><

>>>>>>>>:

ð2Þ

where bðxÞ¼x4 35� 84xþ 70x2 � 20x3ð Þ, sn ¼ cwn. According to the construction
method of classical wavelet transform, we can construct empirical wavelet transform.
The detail coefficients are defined as the inner product of signal f(t) and empirical
wavelet function wnðtÞ:

we
f ðn; tÞ¼ f ðtÞ;wnðtÞh i ¼

Z
f ðsÞwnðs� tÞds ¼ F�1 f wð ÞŵnðwÞ

h i
ð3Þ

The approximate coefficient is defined as the inner product of signal f(t) and
empirical scaling function /1ðtÞ:

we
f ð0; tÞ¼ f ðtÞ;/1ðtÞh i ¼

Z
f ðsÞ/1ðs� tÞd s ¼ F�1 f wð Þ/̂1ðwÞ

h i
ð4Þ

where the Fourier transforms of wnðtÞ and /1ðtÞ are ŵnðwÞ and /̂1ðwÞ respectively. The
complex conjugates of wnðs� tÞ and /1ðs� tÞ are wnðs� tÞ and /1ðs� tÞ respec-
tively. Signals reconstruct from detail coefficients and approximate coefficients, give
the result as follows:

f tð Þ ¼ we
f ð0; tÞ � /1ðwÞþ

XN

n¼1

we
f ðn; tÞ � wnðtÞ

¼ F�1 cwe
f 0;wð Þc/1ðwÞþ

XN

n¼1

cwe
f n;wð ÞcwnðwÞ

" #

ð5Þ

where * represents convolution, the Fourier transforms of we
f ð0; tÞ and we

f ðn; tÞ are
cwe
f 0;wð Þ and cwe

f n;wð Þ respectively, according to the mathematical form of recon-
structed signal, empirical mode fk (k = 0, 1, 2, …, N − 1) is defined as:

fk tð Þ ¼ we
f ð0; tÞ � /1ðtÞ; k ¼ 0

we
f ðk; tÞ � wkðtÞ; k ¼ 1; 2. . .N � 1

�
ð6Þ

2.2 Feature Extraction Method

Hilbert transform is often used to extract the envelope of signals in mechanical fault
diagnosis field. The Hilbert transform of signal x(t) is defined as:
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x̂ tð Þ ¼ 1
pt

� x tð Þ ¼ 1
p

Zþ1

�1

x sð Þ
t � s

ds ð7Þ

while the analytical signal of signal x(t) is defined as:

g tð Þ ¼ x tð Þþ jx̂ tð Þ ð8Þ

and the amplitude of g(t) is: A tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x tð Þ2 þ x̂ tð Þ2

q
, here, A(t) is envelope of signal x(t).

According to information entropy theory, the characteristic entropies of signals can be
calculated as follows: let’s the envelope signal divided into N segments along time axis,
then the segmented energy can calculate by following formula:

Q ið Þ ¼
Z
tiþ T

N

ti

A tð Þj j2dt ð10Þ

where i = 1, 2, 3, …, N; T is total time of envelope, ti and tiþ T
N
are start and end time of

the i-th segment respectively. While in this paper, Q(i) are normalized as follows:

e ið Þ ¼ Q ið Þ=
XN

i¼1

Q ið Þ ð11Þ

and the characteristic entropy of the signal x(t) is defined as:

Hj ¼ �
XN

i¼1

e ið Þlge ið Þ ð12Þ

In summary, the steps of feature extraction are as follows:

1. EWT decomposition, According to Eq. 6, the IMF components fk tð Þ are obtained;
2. Calculate the characteristic entropy of each IMF component by Formula 12, and in

this paper, each IMF component is divided into 16 segments along the time axis;
3. Consist eigenvectors: T ¼ H1;H2; . . .;HN½ �.

3 SVM and PSO

3.1 SVM Classification Principle

For non-linear separability samples, the optimal classification hyperplane can be cal-
culated by solving the optimal problem with the following constraints:
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minU w; eð Þ ¼ wk k2
2 þC

Pl

i¼1
ei

s:t:yi w � xi þ bð Þ½ � � 1� ei;
i ¼ 1; 2; 3. . .lð Þ

8
>><

>>:
ð13Þ

where ei ðei � 0Þ is relaxation variable, Uðw; eÞ is objective function, and C is penalty
coefficient. And the optimal hyperplane means that the hyperplane can not only divide
the two types of samples correctly, but also make the classification interval 2/ wk k of
the two categories reach the maximum, as shown in Fig. 2.

For non-linear SVM, the proper inner product function K ¼ ðxi; xjÞ is used to
transform the nonlinear problem into the above linear problem, and the most commonly
used kernel function is RBF kernel function, and it defined as:

K xi; xð Þ ¼ exp � xi � xk k2
2g2

 !

ð14Þ

where g is kernel parameter, the corresponding classification decision function is:

f xð Þ ¼ sgn
Xl

j¼1

ai � yiK xi; xð Þþ b

 !

ð15Þ

The kernel parameter g and penalty coefficient C jointly affect the performance of
SVM, In this study, PSO optimization algorithm is used to select parameters C and g.

3.2 PSO

PSO is a widely used model parameter optimization algorithm, it has a strong global
search capability. Assume that in a D dimensional search space, the population
Z ¼ Z1; Z2; Z3; . . .; Zsð Þ consists of S particles (each solution of the optimization
problem is called a particle), among them, the ith particle represents a D dimensional

Fig. 2. Optimal classification hyperplane
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vector Zi ¼ Zi1; Zi2; . . .; ZiDð ÞT ,Zi is the position of ith particle in D dimensional space,
according to the objective function, the fitness value corresponding to each particle
position Zi can be calculated, velocity of particle i is V i ¼ Vi1;Vi2; . . .;ViDð ÞT , indi-
vidual extreme value of population is Pi ¼ Pi1;Pi2; . . .;PiDð ÞT , while global extremum

is Pg ¼ Pg1;Pg2; . . .;PgD
� �T

. The position and velocity of a particle is updated by the
following formula:

Vkþ 1
id ¼ wVk

id þ c1r1 Pk
id � Zk

id

� �þ c2r2 Pk
gd � Zk

id

� �
ð16Þ

Zkþ 1
id ¼ Zk

id þ aVkþ 1
id ð17Þ

where k is iteration times, w is inertia weight, d = 1, 2, …, D; i = 1, 2, …, s; c1 and c2
are learning factor, and they are greater than 0; r1 and r2 2 [0,1] is random number; a is
a constraint factor to control the speed weight.

4 Results and Discussion

4.1 Test Environment and Pre-treatment

In this study, the type of HVCB is ZW32-12G/630-20. Three kinds of vibration signals
are collected, they are normal state (Normal), pedestal screw loose state (Fault I), time
delay state caused by insufficient lubrication (Fault II). Each group collects 30 sets of
data, 20 sets of data are used to train SVM, and the other 10 sets of data are used to test
SVM classifier model. According to the recognition rate of SVM classifier model, it
can verify the superiority of the proposed fault diagnosis method.

The data acquisition platform is built by piezoelectric acceleration sensor and NI
USB6002 data acquisition card, the sampling frequency fs is set to 40 kS/s, and the
sampling point n is set to 8000, using the EXCEL table to store the sample points.
Figure 3a is a normal state time domain waveform which is collected by the acquisition
platform in 0.2 s, it has not been de-noised yet. Taking into account the smoothness of

Fig. 3. a Time domain waveform of normal state fs ¼ 40KS=sð Þ; b Three kinds of signals after
de-noising
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the de-noised signal, and try to make the signal to noise ratio as large as possible, in this
paper, using wavelet soft thresholding method to reduce noise of each signal, and the
value of threshold thr is 0.2034 V, Fig. 3b is the de-noised signals of three types of
original vibration signals.

4.2 EWT Simulation of Measured Signals

The vibration signal is analyzed by EWT toolbox. EWT method decomposes signals
into a series of IMF components according to the frequency component of the signals,
that’s to say, we can get the sub events fk tð Þ of the signals. In order to compare it with
the EMD method, take the normal signal as an example, as shown in Fig. 4, the same
normal state signal is decomposed by EWT and EMD respectively, when the number
of segments of EWT is 5, it can be found that under the same condition, the number of
IMF components decomposed by EMD are 14, it is more than those decomposed by
EWT. However, a large number of studies have shown that the number of main IMF
components of HVCB is not so much [5, 7, 8], this phenomenon shows that the IMF
components decomposed by the EMD method have spurious modes, that is, the same
mode may contain two or more main frequency components, or the two modes share
the same dominant frequency component simultaneously. In terms of instantaneous
non-stationary signals generated by the HVCBs, it shows that the EMD method is not
suitable for the decomposition of HVCBs mechanical vibration signals.

Fig. 4. Comparison of IMFs of EWT and EMD methods a EMD decomposition result b EWT
decomposition result
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It can be seen from Fig. 4a that the energies of IMF components are mainly
concentrated in the first 6 orders IMFs. That is to say, the information of the original
signal is mainly reflected in the first 6 order IMFs, therefore, in this paper, these IMF
components are chosen to extract the characteristics of the signals. Signals with dif-
ferent mechanical conditions are different in energy distribution of each IMF compo-
nent, however, the energy distribution of each IMF component fluctuates little in the
same mechanical condition. According to Eq. 12, firstly, each IMF component is
divided into 16 segments along the time axis, and Tables 1 and 2 list a set of entropies
by using EWT-information entropy and EMD-information entropy methods respec-
tively, here, T ¼ H1;H2;H3;H4;H5½ � as the eigenvector obtained by using the EWT-
information entropy method. While T ¼ H1;H2;H3;H4;H5;H6½ � as the eigenvector
obtained by using the EMD-information entropy method. It can be seen from the table
that the features of signals in different states are very different, especially Table 1.

4.3 Analysis of Recognition Results

In order to compare the pros and cons of EWT and EMD methods, we input the
eigenvectors obtained by the EWT and the EMD methods into SVM (which has been
trained) respectively, we can determine the quality of the methods by comparing the
recognition rate. Use test set data for PSO parameter optimization, the initial param-
eters of PSO are as follows: c1 ¼ 1:5, c2 ¼ 1:7, termination generation is 200, initial
population size is 20. As shown in Figs. 5a and 5b, for EWT-information entropy
features, the best parameter c and the best parameter g of SVM classifier are 0.1 and
0.38582 respectively, and the recognition rate of optimal SVM classifier is 100%.
While Figs. 6a and 6b are the results of the EMD-information entropy features, a group
of Fault I sample is mistakenly recognized as Normal state, the classification results of
each state (each state has 10 groups of test data) are shown in Table 3. Compared with
EMD-information entropy method, the features of signals obtained by the EWT-
information entropy method are more significant, it because that the EWT method can
effectively decompose the signals into a series of real vibration events, while EMD
method could not.

Table 1. Entropies obtained by using EWT-information entropy

H1 H2 H3 H4 H5

EWT Normal 1.0778 1.1278 1.0089 2.0679 2.7175
Fault I 1.3695 1.5496 1.9139 2.1117 2.4553
Fault II 1.3005 1.2534 1.0324 1.0078 0.4059

Table 2. Entropies obtained by using EMD-information entropy

H1 H2 H3 H4 H5 H6

EMD Normal 1.2886 1.2563 2.1249 1.1447 2.0987 1.0303
Fault I 1.3240 1.1450 2.2204 1.1894 2.0473 1.0426
Fault II 1.3514 1.3397 1.9775 1.0592 2.0297 0.8116
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5 Conclusions

Both the EWT-PSO-SVM and EMD-PSO-SVM methods can achieve a certain effect in
HVCBs fault diagnosis. Under the same condition, the proposed EWT-PSO-SVM
method is better than the EMD-PSO-SVM method in recognition rate. The quality of
signal decomposition directly affects the accuracy of fault diagnosis, choosing an
effective signal decomposition method is very important, the EWT method can
effectively reduce the modal aliasing shortcomings of EMD method, and can effec-
tively decompose vibration signals into real sub events, and then the obtained char-
acteristic parameters are obvious. The EWT method is a new signal decomposition
method, and it was proposed in 2013, it has been widely used in recent years. In this
study, by comparing with EMD method, experimental results verify the feasibility and
superiority of the EWT method in fault diagnosis filed.

Fig. 5. a Parameter optimization of PSO algorithm (EWT), b recognition results (EWT)

Fig. 6. a Parameter optimization of PSO algorithm (EMD), b recognition results (EMD)

Table 3. Recognition rate comparison

Normal (%) Fault I (%) Fault II (%)

EWT-PSO-SVM 100 100 100
EMD-PSO-SVM 90 100 100
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A Dynamic Programming Track-Before-Detect
Algorithm with Adaptive State Transition Set

Hao Xing(&), Jidong Suo, and Xiaoming Liu
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Abstract. Due to the use of a fixed-size state transition set, the traditional
dynamic programming Track-Before-Detect (DP-TBD) algorithm significantly
reduces the detection and tracking performance of maneuvering targets. This
paper proposes a DP-TBD algorithm with an adaptive state transition set
(ASTS-DP-TBD). The algorithm improves the search efficiency of the maneu-
vering target by introducing Kalman filtering and target state transition proba-
bility in the traditional algorithm. In addition, this paper also optimizes the
termination decision strategy of the algorithm, which significantly improves the
detection performance. Simulation results show that the proposed algorithm in
this paper has better detection and tracking results than traditional algorithms for
maneuvering targets.

Keywords: Track-Before-Detect (TBD) � Dynamic programming (DP) � State
transition set � State transition probability

1 Introduction

TBD technology is an effective method for detecting and tracking weak targets in a low
SNR environment [1]. TBD is a multi-frame signal accumulation technique. Compared
with the traditional detection method, TBD does not detect the target by setting a
threshold for each frame. Instead, after accumulating multiple frames of data, the target
trajectory is given at the same time when the detection result is obtained.

The principle of DP-TBD algorithm is clear and its performance is excellent. It is a
research hotspot in recent years. The basic idea of DP-TBD algorithm is to convert the
target detection from a multistage decision-making process to multiple single-stage
problems. Through each stage, the merit function is optimized to obtain a global
optimal solution. The DP-TBD algorithm was originally used for optical image pro-
cessing and this is the first application of DP in TBD [2]. The DP-TBD algorithm is
divided into probability density accumulation and energy accumulation [3, 4]. The first
one is suitable for maneuvering targets, but need to know clutter prior distribution
(CPD) information. The second one does not require CPD information, and constructs
the stage function directly with the target amplitude or energy, but it is only applicable
to weak maneuvering targets with approximate trajectories of the motion trajectories.
From then on, mountains of work have been done to improve the performance of DP-
TBD [5–8].
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This paper proposes an improved DP-TBD algorithm that can effectively achieve
the detection and tracking of maneuvering targets. The improved algorithm introduces
the acceleration component into the target state vector, which can optimize the pre-
diction of the position and velocity in the Kalman filtering, so that the state transition
set can be timely adjusted according to the change of the target speed. In addition, the
introduction of state transition probability enables the target to more accurately accu-
mulate energy along the true trajectory. At last, this paper optimizes the termination
decision strategy by improving the setting method of the threshold. And the detection
performance of maneuvering target is obviously improved.

2 Traditional Energy Accumulation Algorithm Model

2.1 System Model

In this paper, we assume the target is moving radially relative to the radar, and the radar
obtains a M � N size measurement sequence for each full scan, which is called a frame
and observes a total of K frames. The radar scanning interval is T and the measurement
data at frame k can be expressed as

Zk ¼ fzkðx; yÞjx ¼ 1; 2; . . .;M; y ¼ 1; 2; . . .;N; 1� k�Kg ð1Þ

Where zkðx; yÞ is the measurement recorded in cell (x, y), which is given by

zkðx; yÞ¼ Ak þ nkðx; yÞ; no target in cell (x,y) at frame k
nkðx; yÞ; target in cell (x,y) at frame k

�
ð2Þ

where Ak is the target amplitude, nk is the measurement noise which obeys normal
distribution.

Xk ¼ ½sxðkÞ; vxðkÞ; syðkÞ; vyðkÞ� represents the position and velocity of the target in
the x-direction and y-direction at frame k. The target trajectory sequence from the first
frame to the K-th frame is given by

XðkÞ ¼ fX1;X2; . . .;XKg ð3Þ

ZðkÞ ¼ fZ1; Z2; . . .; ZKg is a set of measurement sequences obtained by the target
trajectory. X̂ðkÞ is the target estimation sequence. It is hoped that X̂ðkÞ is most likely to
come from a trajectory of a real target.

2.2 Traditional DP-TBD Algorithm

(1) Initialization: For all states X1

I1ðx; yÞ ¼ jz1ðx; yÞj
W1ðx; yÞ ¼ 0

�
ð4Þ

where Ið�Þ denotes merit value function, wð�Þ stores states transition records.
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(2) Recursion: For 2� k�K, for all states Xk

Ikðx; yÞ ¼ max
ðx�;y�Þ2Jkðx;yÞ

fjzkðx; yÞj þ Ik�1ðx�; y�Þg

Wkðx; yÞ ¼ arg max
ðx�;y�Þ2Jkðx;yÞ

ðIk�1ðx�; y�ÞÞ
� �

8><
>: ð5Þ

where Jkðx; yÞ denotes state transition set, which is a set of all possible positions of the
target from frame k − 1 to frame k. Determined by the target’s maximum speed vmax

x
and vmax

y , as follows:

Jkðx; yÞ ¼ fða; bÞjx� vmax
x � a� xþ vmax

x ; y� vmax
y � b� yþ vmax

y g ð6Þ

(3) Judgment and termination: For threshold VT , find

fX̂Kg ¼ fXK : IKðx; yÞ[VTg ð7Þ

(4) Backtracking: for k ¼ K � 1;K � 2; . . .; 1

X̂k ¼ Wkþ 1ðx; yÞ ð8Þ

Traditional DP-TBD algorithm is only a multi-frame accumulation of measured
data, ignoring the state-characteristic relationship between measurement data frames. If
the size of the state transition set is not suitable for the algorithm, it will reduce the
detection and tracking of the target, especially the radar maneuvering target. Therefore,
the selection of the state transition set is very important for the performance of the
algorithm.

3 The ASTS-DP-TBD Algorithm

When facing with maneuvering targets, the traditional DP-TBD with constant size of
transition set can hardly detect the targets. An improved DP-TBD algorithm is pro-
posed in this paper. In the DP, there exists an energy accumulation path for each
present resolution cell (i, j) at frame k, so we can take advantage of positions of the
plots included in the path to estimate the target state vector. According to the estimated
state vector, we can predict the target state vector at frame k + 1 by the one-step state
prediction in the Kalman filtering.

On the one hand, the acceleration component is introduced into the target state
vector. This can optimize the prediction of the position and velocity in the Kalman
filtering, so that the state transition set can be changed according to the target speed.
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On the other hand, in the process of target transfer, it is interfered by various noises,
which will reduce the probability of energy accumulation of the target on the real
trajectory. In this paper, the state transition probability is introduced in the energy
accumulation strategy. It can make the target more accurately accumulate energy along
the true trajectory and reduce the interference of process noise. Based on these, this
paper also optimizes the termination decision strategy of the algorithm by improving
the setting method of the threshold. The new threshold can be better adapted, and the
detection performance of maneuvering target is obviously improved.

(1) The introduction of acceleration component in target state vector

The improved target state vector xðkÞ and measurement state vector zðkÞ are as follows:

xðkÞ ¼ ½sxðkÞ; vxðkÞ; axðkÞ; syðkÞ; vyðkÞ; ayðkÞ� ð9Þ

zðkÞ ¼ ½�sxðkÞ;�vxðkÞ; �axðkÞ;�syðkÞ;�vyðkÞ; �ayðkÞ� ð10Þ

where sxðkÞ, vxðkÞ, axðkÞ is the position, velocity, acceleration on direction x respec-
tively, and syðkÞ, vyðkÞ, ayðkÞ is the counterparts on direction y.

In fact, we only have the measurements of target position, as to the measurements
of velocity and acceleration are given by

½�vxðkÞ;�vyðkÞ�T ¼ ½�sxðkÞ;�syðkÞ� � ½̂sxðk � 1Þ; ŝyðk � 1Þ�; k� 2 ð11Þ

½�axðkÞ; �ayðkÞ� ¼ ½~axðkÞ; ~ayðkÞ�; k� 2 ð12Þ

By introducing the acceleration component in the target state vector, the state
transition set can be adjusted timely according to the change of the target position and
speed. The state transition set is given by

Jkðx; yÞ ¼ fða; bÞjx� ~vxðkÞ� a� xþ~vxðkÞ; y� ~vyðkÞ� b� yþ~vyðkÞg ð13Þ

(2) The introduction of state transition probability

In order to make the target more accurately accumulate energy along the true trajectory,
this paper introduces the state transition probability in the energy accumulation strat-
egy. In the Kalman filtering process, the probability of the transition from xk�1ðx0

; y
0 Þ to

xkðx; yÞ can be calculated as

Dk�1ðx0; y0Þ ¼ 1ffiffiffiffiffiffi
2pr

p expð� d2
2r2Þ k� 2 ð14Þ

where d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx00 � xÞ2 þðy00 � yÞ2

q
denotes the distance between ðx00; y00Þ and ðx; yÞ.

And ðx00; y00Þ is the predicted value of ðx; yÞ at frame k.
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(3) ASTS-DP-TBD algorithm steps

Step 1: Initialization. For all states X1

I1ðx; yÞ ¼ jz1ðx; yÞj
W1ðx; yÞ ¼ ½0; 0�T

(
ð15Þ

x̂ð1Þ ¼ ½�sxð1Þ;�vxð1Þ; 0;�syð1Þ;�vyð1Þ; 0� ð16Þ

P̂1 ¼ ½rw; rw=T; rw=T2; rw; rw=T; rw=T
2��

½rw; rw=T ; rw=T2; rw; rw=T; rw=T2� ð17Þ

where P is predicted state error covariance matrix.
Step 2: State prediction.

~xðkÞ ¼ Fx̂ðk � 1Þ; k� 2 ð18Þ

where F is state transition matrix and is given by

F ¼

1 T T2=2 0 0 0
0 1 T 0 0 0
0 0 1 0 0 0
0 0 0 1 T T2=2
0 0 0 0 1 T
0 0 0 0 0 1

2
6666664

3
7777775

ð19Þ

Step 3: Recursion. For 2� k�K, for all states Xk

Ikðx; yÞ ¼ max
ðx�;y�Þ2Jkðx;yÞ

fjzkðx; yÞj þDk�1ðx�; y�Þþ Ik�1ðx�; y�Þg

Wkðx; yÞ ¼ arg max
ðx�;y�Þ2Jkðx;yÞ

½Ik�1ðx�; y�Þ�
� �

8><
>: ð20Þ

where Jkðx; yÞ is state transition probability, which is determined by (13). And
Dk�1ðx�; y�Þ is determined by (14).

Step 4: Calculation of predicted state error covariance matrix

~Pk ¼ FP̂k�1F
T þCw; k� 2 ð21Þ

Gk ¼ ~Pkð~Pk þCvÞ�1; k� 2 ð22Þ

P̂k ¼ ðI � GkÞ~Pk; k� 2 ð23Þ

where Gk is filtering gain matrix. Cw, Cv is process noise covariance matrix and
measurement noise covariance matrix respectively.

Step 5: State estimation.
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x̂ðkÞ ¼ ~xðkÞþGk½zðkÞ � ~xðkÞ� k� 2 ð24Þ

Step 6: Judgment and termination: For threshold VT , find

fX̂Kg ¼ fXK : IKðx; yÞ[VTg ð25Þ

VT ¼ �bn � ln½� lnð1� pdÞ� þ an ð26Þ

an ¼ lþ r½ð2 lg nÞ1=2 � 1
2
ðlgðlg nÞþ lgð4pÞÞ

ð2 lg nÞ1=2
� ð27Þ

bn ¼ ð2 lg nÞ1=2
r

; n ¼ M � N � num ð28Þ

where pd is the detect probability, M and N are the number of distance units in the x
and y directions; num is the number of distance units the target may span between two
frames; l and r are the mean and variance of the merit function obtained by accu-
mulating k frames of the target trajectory.

Step 7: Backtracking: for k ¼ K � 1;K � 2; . . .; 1

X̂k ¼ Wkþ 1ðx; yÞ ð29Þ

4 Simulations and Result Analysis

To verify the performance of the improved DP-TBD algorithm, the ASTS-DP-TBD
algorithm is compared with other DP-TBD algorithms. Assume that the size of the
radar data received per frame is 70 � 60. There are a total of 22 frames of received
data, and the interval T ¼ 1. The target with initial state x1 ¼ ½1; 1:6; 0; 8; 2; 0�0 is to
make steering movements that change in both magnitude and direction in the obser-
vation area. In addition, we assume that measurement noise obeys a Gaussian distri-
bution. This paper uses target detect probability pdð Þ and track probability pkð Þ to verify
the performance of the algorithm. (1) Detect probability: the probability of maximal
accumulation value at last frame exceeds the threshold and error between the estimated
target position and the real target position is no more than two units at the last frame.
(2) Track probability: the probability of error between the estimated target position and
the real target position is no more than two units at every frame. In the simulation we
performed 100 Monte Carlo experiments.

Figure 1 shows a comparison of merit functions obtained after 22 frames of
accumulation for various DP-TBD algorithms with an SNR of 7 dB. Figure 1a shows
the merit function of traditional DP-TBD algorithm. Figure 1b shows the merit func-
tion of ASTS-DP-TBD algorithm with no state transition probability (NASTS-DP-
TBD). Figure 1c shows the merit function of ASTS-DP-TBD algorithm. The first two
algorithms have agglomeration effects so that the merit function amplitude value is not
highlighted from clutter. We can see that ASTS-DP-TBD algorithm can well overcome
the agglomeration effect and detect the true state of the target more accurately.
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(a) Merit function of traditional DP-TBD Algorithm (b) Merit function of NASTS-DP-TBD Algorithm

(c) Merit function of ASTS-DP-TBD Algorithm

0
60

10

50

20

70Am
pl

itu
de

 V
al

ue
 o

f A
cc

um
ul

at
io

n

40

30

60

y direction

50

40

30

x direction

40

50

20 302010 100 0

65
60

70

75

50 70

80

Am
pl

itu
de

 V
al

ue
 o

f A
cc

um
ul

at
io

n

40 60

85

y direction

5030

90

x direction

40

95

20 302010 100 0

104
60

105

106

50 70

107

Am
pl

itu
de

 V
al

ue
 o

f A
cc

um
ul

at
io

n

40 60

108

y direction

5030

109

x direction

40

110

20 302010 100 0

X: 44
Y: 23
Z: 109.5

Fig. 1. Comparison of merit functions
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Figure 2 shows the detect probability of basic DP-TBD algorithm, NASTS-DP-
TBD algorithm and ASTS-DP-TBD algorithm. When the state transition number
q = 9, the pd of basic DP-TBD is almost 0. When the state transition number q = 16,
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the performance of pd is still not ideal. This is because the mismatch between state
transition set and target velocity. From Fig. 2, we can see that the NASTS-DP-TBD
and ASTS-DP-TBD have better performance, further more, when considering the state
transition probability, the performance of ASTS-DP-TBD can obtain a further esca-
lation. As what Fig. 3 shows, when the track probability closes to 1, the demonded
SNR of ASTS-DP-TBD is less more 3 dB compare to the NASTS-DP-TBD. This is
because the proposed algorithm uses the measurement data and target motion character
jointly to confirm the real target. From Fig. 4, we can see that the NASTS-DP-TBD can
effectively track the maneuvering target compare to other algorithms.
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5 Conclusions

Traditional DP-TBD with constant size of state transition set can hardly detect and
track the maneuvering targets because the mismatch between target velocity and
transition set, and ignoring of the state transition probability leads to a loss to the
algorithm’s performance. This paper proposes a new method that introduces Kalman
filtering and target state transition probability in the traditional algorithm. In addition,
this paper also optimizes the termination decision strategy of the algorithm, which
significantly improves the detection and tracking performance.
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Abstract. The paper mainly analyzes the development status and the devel-
opment trend of the intelligent manufacturing technology in the machining field
at present, presents the necessity of development of intelligent manufacturing,
and creatively processes a new method of a blade with multiple space and
compound angles so as to provide reference for development of intelligent
manufacturing in the machining field in China.

Keywords: Intelligent manufacturing � Machining field � Digital manufac-
turing � Industry 4.0

1 Introduction

As the computer technology, the information technology and the automation tech-
nology develop rapidly, market competition is fiercer; intelligent manufacturing
becomes the core of the high-end manufacturing industry at present and is the base and
leading edge of the current manufacturing development, so that the machining and
manufacturing technology faces more and more challenges. From the view of time
development, intelligent manufacturing is the trend of integrating integrative devel-
opment of information technology and manufacturing technology in the new century
under the condition of technological development and market requirement; and par-
ticularly, intelligent manufacturing technology must be applied in the machining field
of enterprises if they need to make breakthroughs and develop.

The paper mainly represents the developing situation and the developing trend of
intelligent manufacturing and analyzes the application advantages of intelligent man-
ufacturing in the field of mechanical processing at the same time; and on this basis,
application of the intelligent manufacturing technology in the machining field is
realized through innovation of mechanical processing method of a blade, so that the
foundation is laid for the follow-up development.
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2 Development of Intelligent Manufacturing Technology

2.1 Conception of Intelligent Manufacturing

The conception of “intelligent manufacturing” is first proposed by the writer of an
American book named Manufacturing Intelligence and is that an intelligent robot can
finished small batches of production by adopting technologies such as integrated
knowledge engineering, robot vision, software manufacturing systems and the like
under the condition of no human intervention, and the production process is called
intelligent manufacturing [1].

From the twenty-first century, new information technology promotes innovation of
knowledge society; conversely, knowledge innovation 2.0 promotes development and
morphological transformation of the new information technology, i.e., the production
of Internet Plus [2]. In short, Internet Plus is the new development form produced by
integration of Internet and traditional industries; Internet Plus manufacturing is industry
4.0, of which the essential core is intelligent manufacturing, is a new conception
proposed by Germany and is called as Made-in-China 2025.

2.2 Development Situation of Intelligent Manufacturing in the Field
of Mechanical Processing

At present, US, Japan, EU, especially Germany with very high development level of
manufacturing industry all pay great attention to the development of intelligent manu-
facturing technology; various researches about intelligent manufacturing were carried
out in 1990s and were brought into the national strategic planning of technological
development; therefore, intelligent manufacturing became the important direction of
manufacturing development of the developed countries and became commanding
heights of development of advanced manufacturing industry of every country [3–6].
Intelligent manufacturing of China started late, but in our country, policy researches are
carried out actively and investment is increased to intelligent manufacturing industry [7].

As science and technology of our country develop increasingly, the machining field
of our country develops in an intelligent and diversified manner, and machining
intelligence has been realized [8]. In addition, the numerical control technology is
introduced to the machining field in the continuous development process of manu-
facturing industry in our country, so that the purposes that the machining technology of
China develops sustainably and the machining technology keeps up with the times to
satisfy requirement of times can be achieved.

Machining intelligence of China achieves certain development and still has the
following problems compared with that of foreign countries: The first, a small amount
of money is invested to intelligent manufacturing technology, and the importance of
intelligent manufacturing technology is not understood correctly; the second,
machining intelligence is not understood correctly and the intensity of input and use is
small; At last, the traditional production mode cannot be truly integrated with intelli-
gent manufacturing technology. Therefore, the application of intelligent manufacturing
technology in mechanical processing is restrain to some extent.
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2.3 Development Trend of Intelligent Manufacturing in the Field
of Mechanical Processing

Intelligent manufacturing technology is an integrated technology formed by permeating
and interweaving of manufacturing technology, automation technology, system engi-
neering, artificial intelligence and other technologies, and is driven to generate and
develop by market requirements and science and technology, namely, driven by con-
stant change of market requirements, the production scale of manufacturing develops in
a flexible direction of composite variety and scalable batch; meanwhile, under the
impetus of the development of information science technology, the resource allocation
of manufacturing has developed in an information intensive direction. Intelligent
manufacturing is not only a manufacturing process method or a product design any
more but an integrated activity and system from the product concept system to the final
product, and is a functional system and an information processing system. For example,
from the global perspective, a digital manufacturing technology represented by 3D
printing exists, namely, a computer design is taken as blueprint, specially made
powdered or liquid metal material is taken as raw material, and a 3D printer is taken as
the tool, so that a required product can be printed out directly through the manner that
material is added in hierarchy of the material. Creation and practical application of
intelligent manufacturing technology can be applied throughout the whole manufac-
turing process; and advanced manufacturing technologies are integrated quickly so as
to make design, production, management, service and other processes of manufacturing
more and more intelligent, and the manufacturing is networked, systematized, intel-
lectualized, and globalized.

For China, the development of manufacturing plays an important role in improving
the production efficiency of equipment, increasing transformation and upgrading of
national manufacturing industry, lowering energy consumption, and realizing intel-
lectualization of equipment manufacturing. In such an environment, applying intelli-
gent manufacturing technology in the field of mechanical process becomes inevitable
trend of development of manufacturing.

3 Advantages of Application of Intelligent Manufacturing
Technology in the Field of Mechanical Process

3.1 Improving the Working Efficiency Through Man–Machine
Integration

Man–machine integration can be realized when the intelligent manufacturing tech-
nology is applied to mechanical processing, so that the workload of traditional working
staff can be reduced, the working efficiency can be improved, and the modernization
development of an enterprise can be promoted. Through man–machine integration, the
dominant position of workers can be embodies in the manufacturing process effec-
tively, and the intelligent manufacturing technology can release potential abilities
continually through manual operation.
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3.2 Autonomous Learning and Automatic Perfection

The intelligent manufacturing technology takes the original knowledge storage as the
basis and can have relates data perfected automatically through unceasing practice, use
and unceasing learning in the practical manufacturing process, so that better operation
can be realized. Besides, the system can restore automatically when out of order.

3.3 Improving the Production Quality

As the market competition is fiercer and fiercer, the production quality must be
improved so as to improve the enterprise market competition. The intelligent manu-
facturing technology is of high accuracy, namely, products of related specification can
be manufactured accurately in the manufacturing process, so that the production quality
can be improved effectively [9].

4 Application Examples in the Field of Mechanical
Processing Based on Intelligent Manufacturing

4.1 Analysis of Technological Characteristic of a Blade

The purpose of improving the firing accuracy of a correction projectile of a project is
achieved by correcting the balistique through an electric steering engine on the head of
the projectile. The blade is the operative part of the steering engine and is an important
part of the steering engine; lateral force vertical to the projectile shaft can generate
during flying by adjusting the angle between the blade and the projectile shaft, so that
the flying direction of the projectile can change to as to achieve the purpose of cor-
recting the flying posture and track of the projectile. During flying, the force that air
applies on the blade must be stable and balance, so that the blade is in for form of
bevels forming multiple space and compound angles; and the relative position and
angle of the bevels can directly influence the flying posture of the correction projectile.

The structure of the blade is shown as Fig. 1; it can be seen from Fig. 1 that the
bevels form at one end of the part and form space compound angles; the thickness
direction is symmetrically vertical to the center line; a rotating body is formed at the
other end; and the center of the rotating body coincides with the symmetrical center line
of the bevels at the left end. The total length of the part is 82.5 mm, the thinnest part of
the part is only 2 mm in thick; the angle tolerance of the two surfaces is plus or minus
10′; and the thinnest part is 0.2 mm in the thickness direction.

4.2 The Original Processing Method

The traditional processing method of the part is as follows:
Step 1 a lathe worker processes one end of the rotating body and leaves a cylindrical

technical holder at the other end, a center hole is formed in an end surface of
the technical holder by a center drill;
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Step 2 one end of the rotating body is clamped on a linear cutting machine, so that
the outline of the part can be formed, and the technical holder is still
remained; and the index head is applied.

Step 3 the common index head is used to clamped a tail seat of the rotating body and
pushes up the processing centers of five shafts and the technical center hole at
the other, and the shaft X, the shaft Y, the shaft Z, the shaft A, the shaft B,
and the Shaft C moves simultaneously, so that processing of the bevels is
finished.

The disadvantage of the processing method is that clamping is carried out twice, the
error of repeated clamping causes the problem that the relative position of the part is
lowered, the process is complicated, the cost is high, the cutting stress is high, and the
processing period is long; and in addition, the size of a processed part is not stable, and
the residual deformation is great, so that the percent of pass is only 20–30%.

As the processing volume increases, the disadvantages of the processing is more
and more prominent during the processing process, and the processing plan and the
processing cost are influenced seriously, so that a new processing method is required to
be adopted to finish blade processing.

Fig. 1. The structure of the blade

New Processing Method Based on Intelligently Manufacturing 651



4.3 New Processing Method

4.3.1 Processing Technology Principle

Motor Function of an Extension Machine Realizing One-Time Cutting and Clamping
of All Bevels

An index head is fixed on the linear cutting machine for clamping a blade, the shaft X,
the shaft Y, and the shaft A can move through rotation of the index head, and one-time
clamping of the part can be realized, so that the accuracy of relative positions of the
bevels can be ensured, and cutting stress and residual deformation can be reduced.

Performing Calculation and Check Assembly Through Assembly Module Function of
UG

Excel is used to calculate that the indexing accuracy can meet the requirements of a
drawing (Table 1) when a 57-hole code disc is adopted; UG software is used to
performing three-dimensional simulation check assembly; when the part is clamped at a
certain angle, the space compound bevels can transform into a plane inner bevel; the
plane inner bevel forms an included angle with a workbench, and the plane inner bevel
can be directly cut by a machine tool, so that the processing difficulty is greatly
reduced. Therefore, we determine that the processing think is as follows: the rotating
body is still formed through turning, the technical holder is not remained at the other
end anymore; the linear cutting machine is adopted to finish processing of a compound
bevel; and the linear cutting machine can cut a great amount of remain, and then the
processing stress is smaller, so that residual deformation of a processed part can be
reduced, and the size stability of the processed can be ensured.

4.3.2 Processing Process
The processing process is as follows:
Step 1 the included angle between symmetric shafts vertical to the blade is

calculated, and the calculation result is 13° 6′;

Table. 1. Calculation table of indexing accuracy of index head

Number of dividing
head holes

66 62 59 58 57 54

The degree of one hole 0.136364 0.145161 0.152542 0.155172 0.157895 0.166667
The theory number
of holes

96.06667 90.24444 85.87778 84.42222 82.96667 78.6

The actual number
of holes

96 90 86 84 83 79

The degree of error 0.009091 0.035484 −0.01864 0.065517 −0.00526 −0.06667
The minimum error 0.005263 0.009091 0.035484 0.018644 0.065517 0.005263 0.066667
The actual degree 13.09091 13.06452 13.11864 13.03448 13.10526 13.16667
The target degree
of drawing

13.1
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Step 2 an index head is fixed on the linear cutting machine, after the length direction
is found, the part is inclined for 13° 6′ through rotating of the index head, at
the moment, molybdenum wire is parallel to one compound bevel; then
programming is performed to make the molybdenum wire work on the
coordinate X and the coordinate Y in a diagonal manner, so that two bevels
can be cut; then the direction is rotated for 9° 1′ oppositely, so that other two
parallel bevels can be cut;

Step 3 the direction is rotated to 90°, and then the left end surface and a 3° bevel can
be finished; Fig. 2 (small bevel at the right end);

Step 4 the direction is rotated to 0°, and then the processing of outline can be
finished; (Fig. 3).

Fig. 2. 13° 6′ Location map
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A blade processed through the above method is proved that the use requirements
can be met completely through tests and experiments, and the size stability of pro-
cessed parts is good, so that the processing efficiency and the product quality can be
improved greatly, the processing period is decreased to 20% of that of the original
parts, and the qualification rate is increased to 100%.

5 Conclusion

In the processing process of a blade with multiple space and compound angles, a data
analysis mode combining UG assembly module and Excel table is applied first, so that
accuracy and speediness of calculating data are ensured. The processing method has the
advantages of compensating the defect that parts cannot rotate or move during pro-
cessing of a linear cutting machine, enlarging the processing range of the linear cutting
machine, lowering the technical capacity requirements and workload of an operator and
the processing cost and providing a new processing thinking and method for like parts,
and has promotional value.

A new machining method of the part is researched to complete transition traditional
mechanical processing to intelligent manufacturing; meanwhile, the advantages of
intelligent manufacturing technology in the machining field is realized, and the intel-
ligent manufacturing technology is applied scientifically, so that the machining field of
manufacturing industry of China is promoted to break through to some extent and
develop constantly.
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Abstract. Nios II is applied in three-phase AC-voltage regulator energy-saving
system as the core microprocessor of FPGA system in this paper. A complete
voltage regulating main topology circuit is designed. Only three groups of
triggering signals are required to control the six thyristors’ conducting angles.
A SOPC system is created by Qsys and Quartus II. The PID control algorithm is
used to adjust the output voltage in real time according to the load change to
save energy. The generation of high-precision triggering signals and PID control
regulator functions are realized by Nios II, and simulated in
MATLAB/Simulink. Experiments and in-field tests have shown the feasibility
of the proposed scheme. The whole system’s analysis, synthesis, simulation and
configuration are completed by Quartus II. Experiments show that the method is
simple and reliable, and achieves a better energy-saving effect.

Keywords: Thyristor � Three-phase AC-voltage regulator � Energy-saving
system � SOPC

1 Introduction

Nowadays, energy issues have become the focus of attention of governments around
the world. Research and application of energy-saving technology can reduce industrial
power consumption, save energy costs for enterprises and reduce environmental pol-
lution. If the output voltage of the voltage regulator can be adjusted with the change of
the load, and the power factor is kept constant in a certain range, the purpose of saving
energy is realized. Three-phase AC-voltage regulator is widely used in industry,
electricity, transportation, and other fields. At present, most of the thyristors are used to
realize AC-voltage regulator. Its advantage is that the control circuit is simple and the
power capacity is large. But the drawback is that the power factor will decrease when
the control angle increases. The traditional method is to generate trigger pulses to
control thyristors by microprocessor [1]. However, trigger pulse generation algorithm
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has some difficulties for microprocessor. With the appearance of FPGA/CPLD, an
effective way to control thyristor is provided. FPGA/CPLD is highly capable of han-
dling logic operations and numerical operations. As the development of modern SOPC
(System on Programming Chip) technology, the application and design based on
Nios II and VHDL/Verilog HDL hardware description language have new design
methods and design process [2].

In this paper, the complex control algorithm is realized by Nios II processor and
HDL language. It not only reduces the development cycle, but also embodies the
design ideas for users and applications. Finally, this SOPC system is implemented by
Quartus II and Qsys. This control system is tested on the three-phase AC-voltage
regulator energy-saving system Results show this system hardware and software design
is reasonable and has good energy-saving effect.

2 Principle and Simulation

2.1 The Principle of Phase-Controlled Voltage Regulator

The phase-controlled AC-voltage regulator changes the supply voltage by controlling
the phase angle of the switching device, so as to effectively control the load voltage.
Unidirectional AC-voltage regulator with resistance load circuit as shown in Fig. 1.

The property of the load has a great influence on the circuit. The output voltage of
the phased the effective value Uo of the load voltage is

Uo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
p

Zp

a

ffiffiffi
2

p
Ui sin xt

� �2
dwt

vuuut ¼ Ui

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2p

sin 2aþ p� a
p

r
ð1Þ

Fig. 1. Unidirectional AC-voltage regulator with resistive load
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Ui is the effective value of AC-voltage regulator input. The effective value of load
current is Io = Uo/R, and its factor is

cos u ¼ P
S
¼ UoIo

UiIo
¼ Uo

Ui
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2p

sin 2aþ p� a
p

r
ð2Þ

The phase shift range of the a is 0� a� p, thyristor conduction angle h = p − a,
and voltage adjusting range is 0 * Ui. With the increase of a, the power factor of the
circuit is also reduce. Load impedance angle u ¼ tanh�1 xL=Rð Þ, when the load is the
inductive load. The current in the circuit is discontinuous when u � a � p. The
effective value of inductive load voltage is:

Uo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
p

Zaþp

a

ffiffiffi
2

p
Ui sin xt

� �2
dwt

vuuut ¼ Ui

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h
p
þ sin 2a� sinð2aþ 2hÞ

2p

r
ð3Þ

2.2 Three-Phase AC-Voltage Regulator Method for Thyristor

The key point of the thyristor three-phase power-supply regulator is the trigger angle is
calculated in accordance with the inter-phase regular of the three-phase power supply
to trigger the corresponding six thyristors reliably and effectively, on the basis of the
power-supply voltage or current synchronization signal is collected accurately. Double
pulse synchronous trigger mode by power-supply voltage is used in this system. These
trigger mode requirements control the trigger thyristor turn-on and turn-off in turn,
which to the synchronization signal as a reference, according to the pre-designed
sequence, even if this outside is disturbed does not change the sequence [3–5].

Fig. 2. Three-phase and three-wire circuit
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So as to achieve high reliability, high precision of the three-phase voltage regu-
lation must satisfy the following conditions: accurate synchronizing signal acquisition;
High precision and strong anti-interference ability of the thyristor trigger pulse and
isolation of output. In order to achieve the above objectives on the basis of references to
the other researches, proposed using the FPGA of EP4CE115F29C7 combining
specific synthetic trigger circuit of main circuit. Take three-phase and three-wire star
type circuit as an example, as shown in Fig. 2. The output voltage is shown in Fig. 3,
when the trigger pulse when a ¼ 60� that is shown in Fig. 4,

2.3 System Model and Simulation

The model of the three-phase power regulator system was established in
MATLAB/Simulink with 10 Ω resistance in series of 1uH inductors as load. The three-
phase power output voltage is shown in Fig. 5, when a is 30°, 60°, 90°, and 120°.

uu v w

uv uw vw vu wu wv uv uw vw

Fig. 3. The output of three-phase AC power

Fig. 4. Thyristor double pulse trigger signal
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2.4 The Principle of Control System

According to inputs deviation values, the PID control carries out multiplication and
addition operation through the proportion, integral, and differential rules. Finally, the
operational results for the output are taken. In the analog system, the PID algorithm
equation is

pðtÞ ¼ Kp½eðtÞþ 1
TI

Z
eðtÞdtþ TD

deðtÞ
dt

� ð4Þ

where P(t) is output of controller, e(t) is deviation, KP is proportion factor, TI is integral
time constant, and TD is differential time constant. As for FPGA, it can only calculate
the controlled quantity by time sampling deviation. So it is necessary to discretize (4).
The discrete equation of PID is

PðkÞ ¼ KPfeðkÞþ T
TI

Xk

j¼0

eðjÞT þ TD
T
½eðkÞ � eðk � 1Þ�g ð5Þ

where k is sampling sequence, T is sampling period, e(k) is the deviation at the time of
the k-th sample, e(k − 1) is the deviation at the time of the (k − 1)-th sample, and P
(k) is the output of controller at the time of the k-th [6].

(a) α=30° (b) α=60°

(c) α=90° (d) α=120°

Fig. 5. The output of three-phase AC power supply at different phase angles

660 T. Ya et al.



3 System Implementation

3.1 Hardware Design

The system of three-phase AC-voltage regulator energy-saving is composed of the
output phase to phase voltage detection circuit, zero-crossing synchronization signal
detection circuit, phase sequence detection circuit, display and data output circuits, the
core circuit of FPGA, trigger pulse generation and the output circuit, photoelectric
isolating and driving circuit of thyristor, and voltage regulating circuit of Thyristor, as
shown in Fig. 6. The system can calculate the power factor angle according to the zero
synchronization signal and the phase difference of current and voltage of load are
detected, in addition it can regulate the output voltage according to adjust triggering
angle of output trigger pulse sequence, so as to the power factor is improved greatly.
The load voltage is collected by the mutual inductor. The current detection sensor uses
Hall sensor. Its maladjustment current is less than 30 mA and the respond speed is less
than 10 s. The analog–digital conversion is implemented with AD9235 of which the
conversion accuracy is 12-bit and 65MSPS data rates.

3.2 Software Design

The design of software is carried on TOP-DOWN method based on Quartus II. The
whole design’s Analysis, Synthesis, Simulation and configuration are completed by
Quartus II. Qsys is an object-oriented development tool for SOPC, which was intro-
duced by Altera. The Nios II processor core and peripheral interfaces for this project
can be built through the Qsys tool. The design of SOPC platform is shown in Fig. 7
where AD_9235CTRL is A/D converter driver modules. The starting point of the
trigger pulse signal is calculated by Nios II with as shown in Fig. 8. According to the
power angle u, the voltage of need to downregulated, and the U-phase voltage syn-
chronization signal as reference signal [7].

3.3 System Debug

The beam pumping unit with 30 KW three-phase asynchronous motor is used as test
object in this system. The load changes from time to time depending on the running

EP4CE115F29C7

Zero-crossing
Detect

Phase Sequence 
Detect

Output Voltage
Detect

Load Current 
Detect

Display and Output

Photoelectric
Isolation

Thyristor
Driver 

Thyristor

Fig. 6. The block diagram of system structure
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state in this system. The three-phase output voltage with a phase angle of 30° and 60° is
shown in Fig. 9. As shown in these figure, the test results are consistent with the
simulation. By experiment, the scope of regulating voltage from 150 to 220 V range is
adjusted, but after more than 90° increase in the number of higher harmonic will lead to
motor stalling [8].

The load current and output voltage are detected and sent to the computer terminal
through serial port for analysis. The result of the test is shown in Fig. 10. According to
the comparison of load current and output voltage, the system has good load tracking
characteristics and good energy-saving effect.

Fig. 7. The SOPC platform

Fig. 8. Trigger pulse signal of the FPGA running
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4 Conclusion

The system using FPGA with the advantages of high speed, work stability, and easily
modifying have realized three-phase AC-voltage regulator energy-saving system and
corresponding with the external circuit, the whole system performance is greatly
improved. The design of the control algorithms with Quartus II and the Nios II
embedded processor is customized with Qsys, which have the advantages of a great
deal of flexibility, augmentability, and short design development cycle [9, 10]. This
energy-saving system can be applied to the ship electric propulsion, dynamic posi-
tioning and pumping units and other energy-saving equipment, which is of further
reference significance for the realization of energy conservation.

(a) α=30°                                              (b) α=60°

Fig. 9. The wave of regulator output at 30° and 60° with three-phase asynchronous motor

Load current

Output voltage

Fig. 10. Load tracking waveform
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Abstract. With a single RF front-end to equivalently realize RF trans-
formation of multiple antenna elements, single RF array is an important
way to reduce the manufacturing cost of massive MIMO systems. Time-
division-multiplexing-based single RF array is suitable for uplink receiver
array. However, there are some bottlenecks in broadband applications,
such as very fast switching speed requirement of RF switch, wide band-
width requirement of analog front-end and low signal fidelity, which stop
the wide use of this technology. To overcome the above bottlenecks, a
time-modulated-array-based broadband single RF receiver array archi-
tecture is proposed in this paper, and the theory of time-modulated
array along with the idea of signal reconstruction is also introduced to
broadband the single RF array. With these methods, the performance
requirements of RF switching speed and analog front-end are expected
to be reduced significantly while the signal fidelity degradation can be
safely ignored. The experimental results show that the proposed archi-
tecture can improve the bandwidth of the system with traditional RF
switching elements.

Keywords: Single RF array · Time-modulated array ·
Massive MIMO · Signal reconstruction · Time-division multiplexing

1 Introduction

Large-scale antenna array is one of the key technologies in modern mobile com-
munication and radar systems, and it offers a variety of interesting applica-
tions for civilian and military organizations, including direction of arrival esti-
mation, multiple-input-multiple-output (MIMO) operation, digital beamforming
and interference suppression [1]. However, these conventional array systems typ-
ically require a separate RF front-end and digitizer for each of the array antenna
elements, thereby increasing the size, weight, power consumption, and cost of the
systems. Therefore, single RF array technology, which uses a single RF front-end
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equivalent to realize multiple elements of RF conversion, is proposed to effec-
tively overcome the economic and complex problems of large-scale antenna array.

The idea of single RF was first proposed by Fredick et al. [2] in 2002, and their
work enables a drastic reduction in hardware requirements for smart antenna sys-
tem through time-division multiplexing; however, this technique also has several
short-comings, such as: signal distortion, xxxcan only be applied the prototype
with narrow band pass and a limited number of antenna elements due to the
high need for RF switching speed and audio-to-digital converter (ADC) per-
formance. Therefore, different alternatives to realizing orthogonal transmission
systems that result in a single RF front-end MIMO system [3], and several types
of code-division-multiplexing-based single RF front-end have been recently [4,5]
to accommodate various multi-antenna schemes including spatial multiplexing,
spatial diversity, and beamforming; however, the noises from the receivers are
also enlarged, resulting in a significant gain loss. To improve the quality of out-
put signal, Henault et al. [6] designed a single RF MIMO receiver that adopts
a beam-switching antenna instead of a conventional array antenna, and this
design architecture can be deployed in a very small physical space while achiev-
ing a full spatial multiplexing gain; however, this technique is only suitable for
the low frequency waves in time-division scenarios.

In this paper, the theory of time-modulated array and method of signal recon-
struction to broadband single RF array are demonstrated, and this method sig-
nificantly reduces the performance requirements of RF switch speed and ana-
log front-end on the premise of signal fidelity remaining unchanged. To better
describe this proposed method, we first build the theory model of the array sys-
tem, and then demonstrate the reconstruction condition of antenna element sig-
nal, and finally present the specific signal reconstruction method. The experimen-
tal results show the effectiveness of the proposed method in reducing the require-
ments of RF switching speed when trying to maintain the system performance:
to a single RF array with 15 receiver elements and 10 MHz receiving bandwidth,
the switching speed requirement could be reduced by 70% at a penalty of 2 dB
array gain loss, and therefore, significantly improves the system bandwidth.

2 Preliminaries of Single RF Digital Beamforming
System

The modern standard digital beamforming system provides significant perfor-
mance improvement over analog beamforming system [1]. The antenna system
needs the array signals of each array element, and the usual way to obtain these
signals is to connect each array with a microwave digital receiver. Figure 1a
presents the conventional structure of this system. However, this architecture
incurs significant hardware cost because we need to deploy M RF receivers for
M signal arrays. The main idea to put down the hardware cost is to reduce the
number of RF receivers from M to 1, and the related research works mainly fall
into two categories: The first structure is called time-division multiplexing as
showed in Fig. 1b, in which a microwave switch selects one channel from all M
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M
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x1 x2 xM

(b)

Fig. 1. Digital beamforming systems. a The standard digital beamforming system.
b Time-division-multiplexing-based single RF digital beamforming system.

antenna channels and record the array signal sequentially in one sampling cycle
just like the time-division multiplexing signal selection technology [2]. The sec-
ond type is the code-division multiplexing, where the input signals from antenna
elements share a single RF path by code modulation and demodulation [4,5].

Compared with code-division multiplexing, time-division multiplexing
method employs RF switches which have very simple structure to replace the
complex code modulation and demodulation circuit, and thus, obviously reduces
the complexity of the system and avoids the problem of big gain loss of code-
division multiplexing modulator. However, the present time-division multiplex-
ing single RF structure requires that the switching speed must be at least 2 ∗M
times of the array bandwidth (M is the number of antenna elements), and there-
fore, the switching speed of RF switch becomes a bottleneck in realizing the
broadband single RF arrays.

In this paper, a broadband single RF receiver array based on time-modulated-
array theory is developed, which is demonstrated in Fig. 2a. The time modulation
circuit and real-time signal reconstruction processing algorithm are also intro-
duced to overcome the bottlenecks of the current single RF structures.

3 The Proposed Architecture

3.1 System Composition

In this subsection, the system of our proposed broadband single RF receiver
array is demonstrated, which is presented in Fig. 2a. This proposed architecture
can be divided into the following four parts.
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(a) (b)

Fig. 2. a System architecture of the proposed single RF receiver array. b Theoretical
model of the proposed single RF receiver array.

1. Antenna array: It consists of M antenna elements, and the received sig-
nal of each element is denoted as sm, (m = 1, 2, . . . , M). We consider all
the antenna arrays to be the same, and the differences between each array
can be neglected. Instead, the signal reconstruction becomes one of the key
considerations when deploying the antenna arrays.

2. Time modulation: It employs M independent single-pole double-throw RF
switches to replace the single-pole M -throw RF switches of the time-division
multiplexing structure. The switches in our system must have high switching
speed, and this enlarges frequency response variation between switch circuit
and combiner, which must be counted.

3. RF front-end and ADC: It has the classic superheterodyne digital receiver
structure. In order to support the broadband characteristics of the array, the
digital receivers should have very large instantaneous bandwidth (no less than
M times of array bandwidth) to support the broadband characteristics of
the array, and the noises of amplifier, mixer and ADC must be counted to
maintain a high quality of signal processing result. In addition, the bandwidth
of the digital receiver is extremely large, and the nonideal characteristics of
each element also need to be dealt with.

4. Real-time signal reconstruction: It uses the high-speed digital signal
obtained by the ADC to estimate the input signal of each antenna element,
and the FPGA which has a strong parallel processing capability is recom-
mended as the processing platform to achieve the real-time performance.
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3.2 The System Modeling Based on the Time-Based Modulation
Array Theory

The signal flow of each component can be established following the previous
theoretical modulations, and the signal flow of the whole single RF array can
be built as shown in Fig. 2b. um(t) is the switch function of the m-th antenna
array at time t. This is a periodical function with the period to be τ , which can
be described as follows:

um(t) =

{
1, μ1,mτ ≤ t ≤ μ2,mτ ;
0, others;

(1)

Hmod,m(f) is the frequency response function of the m-th array signal caused
by switch and combiner. w(t) and e−j2πf0t represent the hot noise and the local
oscillator of RF front-end, respectively.

∑
n δ(t − nTs) is the sampling impact

string function whose period is Ts. Hamp(f), Hlpf (f) and Hadc(f) are the trans-
mission functions of amplifier, filter and AD converter, respectively.

Then, the mapping between the input signal sets {sm(t)|m = 1, 2, . . . ,M}
({sm(t)} for short) and the ADC output ŷ[n] is established. Each switch func-
tion um(t) can be designed according to the requirement, and then, the output
response function before sampling can be calculated after selecting the switch
function set {um(t)|m = 1, 2, . . . ,M} ({um(t)} for short). Finally, the completed
output response function of the array model y(t) and its discrete form ŷ(t) can
be derived as follows:

y(t) = F ({sm(t)})|um(t) (2)

ŷ(t) = F̂ ({sm([n])})|um(t) (3)

According to the theory of time-modulated array, the energy of signal s(t)
after time modulation is spread to the each harmonic whose frequency is fsw =
1/τ , and its frequency domain is expressed as follows:

S(f) =
M∑

m=1

K∑
k=−K

G(k)
m · Sm(f − k · fsw) (4)

where Sm(f) is the frequency domain of the input signal from the m-th array
element, G

(n)
m is the coefficient of the Fourier series with k order, and Hmod,m(f)

is the RF switch frequency response. Therefore, the frequency domain of signal
ŷ(t), which is denoted as Ŷ (f), can be expressed as follows.

Ŷ (f) = Hadc(f)Hlpf (f)[
M∑

m=1

K∑
k=−K

G(k)
m Sm(f − f0 − kfsw)

+ W (f − f0)]Hamp(f − f0) (5)

where W (f) is the frequency domain of the noise signal w(t).
The time domain of ŷ(t) can be calculated by transforming Ŷ (f) to time

domain, and discrete form of ŷ[n] is described as ŷ[n]. If Nyquist sampling con-
dition is satisfied, ŷ[n] contains all the information of ŷ(t), and the input signal
can also be described by its discrete form sm(n).
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3.3 Array Signal Reconstruction

By introducing the time-modulated-array theory, the single RF receiver array
can be designed with less limitations, and the time to switch on and off the
switches in time modulation {um(t)} can be set freely; however, not all possible
{um(t)} ensure the holographic characteristics of the whole single RF receiver
array. Therefore, we must first determine the conditions that the input single
set {sm(t)} can be derived from the ADC output ŷ[n], and then, the inverse
function of F̂ (·) (Eq. 3) must be derived.

The signal reconstruction process can be divided into the following three
stages:

1. Step 1: The frequency domain of ŷ(t), which is reconstructed from ŷ[n], is
described as Ŷ (f), and ŷ[n] must satisfy Nyquist sampling condition.

2. Step 2: Estimate the frequency response of s(t) by Ŷ (f), and it is completed
by two steps of equalization and demodulation. The estimated value of S(f)
in the Passband range is denoted as S′(f).

3. Step 3: The set of discrete forms of signals from array elements is denoted
as {sm(n)}, and it is derived from S′(f). In this work, we assume that the
bandwidth of Ŷ (t) it M times of the bandwidth of sm(t), and S′(f) can be
described as follows:

S′(f) =
M∑

m=1

(M−1)/2∑
k=−(M−1)/2

G(k)
m · Sm(f − k · fsw) (6)

The time domain of the above equation is described as follows.

S′(t) =
M∑

m=1

(M−1)/2∑
k=−(M−1)/2

G(k)
m e−j2πkfswtsm(t) (7)

where s′(t) is the time domain representation of S′(f). Considering that fs =
M cot fsw, the discrete form of S′(t) is described as follows:

[s′[Mn + 1], s′[Mn + 1], . . . , s′[Mn + 1]]T = A · [s1[n], s1[n], . . . , s1[n]]T (8)

where A is a matric, whose element is denoted as apm

K∑
k=−K

G
(k)
m · e

−j2πkp
M .

Then, the {sm(n)} can be calculated from Eq. (8), with a precondition that
the matrix A is reversible.

4 Experimental Results

To demonstrate the effectiveness of our proposed theory, we simulated the time-
modulated-array-based single RF receiver array architecture, and compare the
simulated results against the time-division-multiplexing-based single RF array
[6]. The number of antenna elements in this experiment is set to be M = 15, RF
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switching period is set to be τ = 50ns, and the instantaneous bandwidth of the
array is set to be 10 MHz.

To simplify the experiments, we assumed that the RF switching time mod-
ulation circuit has an ideal cut-off characteristic (which can be described by
Eq. 1). In addition, the simulated transfer functions of RF front-end amplifier,
RF front-end filter and the ADC are assumed to satisfy the flat bandpass char-
acteristics, which means that the frequency responses of Hamp(f), Hipf (f), and
Hadc(f) in bandpass remain as constants. Furthermore, the switching control
signal of our time modulation circuit is set the same as that of the time-division-
multiplexing-based single RF array. The pulse interval delay of adjacent array
element is τ

M ≈ 3.33 ns, and the duty cycle of pulse is μ2,m − μ1,m, which can
be set by the values among [ 1

M , 1
2 ].

Fig. 3. The array gain loss under different duty cycles of pulse.

The simulation results of the array gain loss under different duty cycles are
presented in Fig. 3. The X-axis gives the normalized pulse width (normalized by
τ
M , which is the pulse width of time-division-multiplexing), and the Y-axis gives
the array gain loss. The experimental results show that our proposed architec-
ture has a better flexibility in obtaining the array gain by modifying the switch-
ing pulse width. Alternatively, the required RF switching speed, which is the
multiplicative inverse of RF control pulse width, can be greatly reduced with a
penalty of small array gain loss. The experimental result show that the switching
speed requirement could be reduced by about 30% if we allowed 2dB array gain
loss, and the array bandwidth can be three times of that in the time-division-
multiplexing-based single RF array if the RF switches used are the same, and
thus, significantly improves the performance of system bandwidth.

5 Conclusions

Time-division-multiplexing based single RF array is suitable for up-link receiver
array, however, there are some bottlenecks in broadband applications, such as
very fast switching speed requirement of RF switch, wide bandwidth requirement
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of analog front-end and low signal fidelity. Therefore, a time-modulated-array-
based single RF architecture is proposed in this paper to solve the above prob-
lems, by reducing the performance requirements of RF switch and analog front-
end. The experimental results demonstrate that this proposed method can sig-
nificantly increase the RF switch flexibility with a small penalty of array gain
loss, and therefore, improve the performance of system bandwidth.
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Foundation of China (NSFC) under Grant 61604054, and Shanghai Aerospace Science
and Technology Innovation Fund (SAST2016097, SAST2017112).
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Abstract. In view of advantages and disadvantages analysis of software
communication architecture (SCA), general open architecture (GOA) and
avionics software system structure (ARINC653), a new type of integrated sys-
tem software architecture which is suitable for launch vehicle was designed in
this paper. According to the characteristics of the launch vehicle software, the
new software system architecture including four layers, such as resource service
layer, operating system layer, middleware layer, and application layer. Each
layer is independent to each other, and all layers can integrate the functions of
the traditional launch vehicle software system. The new software system
architecture can support flexible functional expansion and tailoring, which
enables it to quickly adapt to the requirements of different types of launch
vehicles, and greatly reduce the repetitive design work.

Keywords: Launch vehicle � Integrated electronic system � Software
architecture

1 Introduction

The discrete software structure was adopted in traditional launch vehicle’s designing.
According to specific task requirements, the control system, telemetry system, exterior
measuring, and safety control system are constructed in parallel from top to bottom.
This discrete structure has the advantages of simple interface and easy to analyse the
cause of failure. But every subsystem was designed independently, the resources cannot
be shared, which leads to problems such as redundancy of hardware resources, various
kinds and large quantity of equipment. Especially in the design of different models of
launch vehicles, it is necessary to redesign the hardware and software if the function is
extended or cut.
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In recent years, with the increasing of space missions, high-density launch and
simultaneous development of multiple models launch vehicles have become the normal
state of China’s aerospace industry. In addition, emergency rescue in orbit, natural
disasters and other emergency tasks, also need the launch vehicle to have the ability to
respond quickly [1]. Although the space launch capability has been greatly improved in
recent years, it is far from enough to meet the needs of high-density launch. Therefore,
it is urgent to design an open integrated electronic system architecture [2].

The United States implemented the JTRS program to address the problem of fre-
quent updating and high cost of radio stations, the software communication architecture
[3] specification is proposed and continuously revised [4]. However, the architecture
implementation is complex and the hierarchy from hardware to software is not clear
enough. Under the background of increasing requirement of performance and function
upgrade of avionics system, in 1996, the United States published the SAEAS4893,
generic open architecture (GOA) framework, which stipulates the hierarchical division
of the system hardware and software, as well as the type of interface. It is beneficial to
reduce the cost, ensure the upgrades and extensibility of the system [5], but the reli-
ability of the application function is not considered. To realize physical and functional
integrate, the integrated modular avionics system is proposed, it not only faced with
illegal access problems brought by the highly shared resources, but also must ensure
the application software maintainability and portability [6]. To solve the above prob-
lems, ARINC653 standard is proposed, which defines the standard interface of appli-
cation software from the perspective of single module. This standard uses the idea of
spatial and temporal partition isolation to ensure the security of the system. However,
all application functions operate independently in the partition and are directly pro-
vided service by the core operating system, which is not applicable in systems with
high real-time requirements. Because these structures are not designed for high-speed,
highly reliable spacecraft like the launch vehicle, they cannot be used directly in the
launch vehicle.

An open integrated electronic system architecture was designed in this paper, which
adopts the open hierarchical structure, the partition real-time operating system and
middleware technology.

2 Traditional Software Architecture Analysis

2.1 Software Communication Architecture (SCA) Analysis

The Software Communication Architecture (SCA) [3] is a standard set of specifications
for all software radio stations developed by the Joint Program Office (JPO) in the
United States. The core idea of the SCA standard is that the system functionality is
defined by software. Based on the same idea, China has also issued software com-
munication architecture specification. The overall architecture of SCA is shown below
[7] (Fig. 1).
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The CORBA middleware and core framework, which are designed above the
operating system, are the two main features of SCA software architecture. The interface
between them and the operating system and the service interfaces they provided for the
upper layer application are shown below [7] (Fig. 2).

As can be seen from the figures

1. The real-time operating system provides basic services for CORBA components,
core framework, NON-CORBA components, or device drivers.

2. The upper layer waveform application software can obtain the basic services by
calling the API provided by the embedded real-time operating system.

3. The upper layer waveform application software can realize messaging by calling
CORBA components.

Fig. 1. The overall architecture of the SCA

Fig. 2. Interface between CORBA components and underlying support software
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4. The core framework can provide the upper layer waveform application software
with abstraction of hardware and low-level software, the file access services, and
management services, such as configuration, installation and unloading.

5. For NON-CORBA components, the upper layer waveform application software can
access the API provided by the NON-CORBA component adapter.

6. The upper layer waveform application software can directly call the API provided
by the device driver.

The advantage of the SCA architecture is that the waveform is defined by software
to achieve different radio functions, so the software associated with waveform gener-
ation is included in the application layer. Accordingly, the SCA software architecture
hierarchical division is not in accordance with the processing order of sending or
receiving a waveform, i.e., the order of RF transceiver, RF front end processing, signal
processing, and information processing. This leads to the fact that SCA architecture is
not clearly divided from the bottom to the top in terms of hardware to software.
Because of this, the upper layer waveform application software can invoke the API
provided by the device driver and interact with the hardware driver directly. In addi-
tion, the embedded real-time operating system, CORBA components, core framework
and the NON-CORBA component or device drivers can provide API for upper layer
waveform application software, the interface is scattered and not conducive to
standardization.

2.2 General Open Architecture (GOA) Analysis

SAE AS4893 is an important open system structure standard. The main features of
GOA are hierarchical division and interface classification. The architecture diagram is
shown below [8] (Fig. 3).
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The physical resource layer, resource access layer, system service layer and
application software layer are included in the GOA architecture. According to the
description of each layer in the standard, the hierarchy of architecture is divided
according to the order of physical resources, underlying software, operating system and
top application software. The hierarchy is relatively clear. It is conducive to the iso-
lation from hardware to software, enabling the system to be more open and easy to be
upgraded and expanded.

The extended operating system in the system service layer is other components
outside the operating system, which allows the abstraction of the public needs of
different applications. It can be understood that when some software components are
invoked by multiple applications, they can be extracted as part of the extended oper-
ating system. In fact, compared to the ASAAC standard, the general system man-
agement (GSM) in the ASAAC is equivalent to the XOS in the GOA [9], so the
system’s parameter configuration function can be used as a XOS service. This is
beneficial to the standardization and modular design of the software and avoids the
repeated development of the same processing function. At the same time, the extracted
software components can be repeatedly verified, and the reliability is improved.

However, the applications, which located above system service layer, includes
multiple functions, they are running on the same platform and sharing system
resources, resource competition or illegal access may occur in the working process.
Therefore, it is not suitable for important functions that require high real-time per-
formance or systems require high operational reliability.

2.3 ARINC653 Software System Architecture Analysis

ARINC653 software architecture is an application interface standard for the new
generation of aircraft data integration requirements. Its main advantage is to use space
and time partition isolation to achieve high reliability and security of software [10].

Fig. 4. ARINC653 software architecture
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A generic APEX interface is defined between the core operating system layer and the
application layer (Fig. 4).

The application software can be decoupled by means of partition isolation, so that
each partition has no influence on each other. When one partition fails, other partition
applications on the processor can still run normally, which improves the reliability of
software operation. Due to partition isolation, each partition program can only be run in
the allocated time, so as to avoid the resource competition question, and partition program
cannot access other partitions address, which improved the security of the software.

However, in the ARINC653 architecture, all functional applications are placed on
top of the core processing software, partitioned, and run-on schedule. This will reduce
the real-time performance of application software for handling interrupts, and for
shareable software components in a partition, when multiple applications need to call
them, they need to communicate across partitions, which reduces processing efficiency.
Therefore, it is necessary to balance security and real time in software system design. If
partition isolation is needed, note that processing with high real-time requirements is
not recommended as an application in a partition.

3 Requirements and Principles for Overall Architecture
Design of Integrated Electronic System Software
on Launch Vehicle

The main characteristics of electronic system on launch vehicle can be summarized as
follows:

1. The electronic system on launch vehicle is short in working time and has high real-
time requirement.

2. High reliability requirement for single mission.
3. The working parameters of wireless subsystems such as space-based telemetry,

ground-based telemetry, satellite navigation, and safety control are relatively fixed,
and there is no need to redefine them in the task phase.

4. For launch vehicles, the number of launches is limited, the mission time is short and
the amount of test data obtained is small. Therefore, the high reliability of the
system should be ensured in design stage.

The middleware and core framework used in SCA software architecture build a
middle layer on top of the operating system. The middle layer provides messaging
service, service interfaces, and control over the top layer applications. This idea can
solve the communication and management problems when multiple systems are
integrated.

The hierarchy in GOA architecture is very clear, which can separate hardware from
software, applications from operating systems. The architecture is good for system
upgrade and expansion. The extended operating system proposed in GOA architecture
is also worthy of reference. The idea is to extract shareable software components from
the application layer, make components that belong to management or underlying
services part of the XOS, which can simplify software development.
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The idea of partition isolation in ARINC653 software architecture allows partitions
to be independent of each other. After multiple systems are integrated, it can be used to
ensure the security and reliability of software.

Through the above analysis, it can be concluded that the design of integrated
electronic system on launch vehicle should be based on the following principles:

1. The architecture is layered, the layers are isolated downward, and the interfaces
between layers should be standardized.

2. The time and space partition isolation technology are used to improve the security
and reliability of application at run time.

3. The middleware layer is used to isolate the operating system from the application
software to improve the software portability.

4. The principles of middleware layer design are: it is convenient for application layer
software development and management of application layer software, and the
shareable service software components in the application layer can be classified into
the middleware layer.

4 Software Architecture Design of Integrated Electronic
System on Launch Vehicle

4.1 Overall Architecture Design

The designed software architecture of integrated electronic system on launch vehicle is
shown below. The architecture consists of four layers, from top to bottom: application
layer, middleware layer, operating system layer, and resource service layer (Fig. 5).

4.2 Resource Service Layer Design

Resource service layer interact directly with hardware. It uses hardware driver to
convert the operating system calls into direct access or control of the hardware,
provides hardware device abstraction interfaces to the operating system layer.

This layer contains core drivers and architecture support drivers. The core drivers
complete the initial configuration of CPU and related minimum system hardware, and
complete the configuration, initialization, boot, and operation of the operating system
as well. The architecture support drivers are primarily composed of other hardware
drivers, including drivers for serial port, Flash, developing and debugging devices, and
interface software for adapting the operating system to different CPUs.

4.3 Operating System Layer Design

In this paper, an embedded real-time operating system with partition support is
adopted. Its functions mainly include two aspects, one is partition management, the
other is to provide common services.

Partition management mainly include the following functions: manage the partition
time and space, ensure that the partition runs in the allocated time and address space;
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provide communication services within and between partitions; manage partition
schedule, support schedule definition, and schedule switching, etc.

Common services mainly include the following functions: process management,
time management, virtual interrupt management, memory management, health man-
agement, etc.

4.4 Middleware Layer Design

The middleware layer is the key in software design. It includes three components:
operating system abstract component, communication service component, and exten-
ded public service component.

1. Operating system abstract component.

The operating system abstract component calls the operating system layer APIs,
encapsulates them, and then provides service to the application layer with the encap-
sulated APIs. The operating system abstraction component isolates the application
layer from the operating system layer.

2. Communication service component.

The communication service component provides a variety of ways for communi-
cation within each partition of the application layer, such as blackboard, signal volume,
etc. And it provides multiple ways for communication between partitions, such as
shared memory, message queues, etc. Finally, it also provides partition scheduling

Fig. 5. Software architecture of integrated electronic system on launch vehicle
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management service, using schedule to plan the running order and time of each par-
tition, and when a partition fails, the schedule can be switched.

3. Extended public service component.

Extended public service component provides the application layer with interfaces
that the operating system does not have and can simplify the application layer software
development. It includes such as file system service, matrix operation service, etc. This
component can be selected and configured according to specific requirements.

4.5 Application Layer Design

Time and space are isolated between partitions in the application layer. This layer
consists of three types of applications: management applications, task implementation
applications, and shareable applications. Each application is located on a partition of
the application layer, and the key application software can be backed up in other
partition of the same hardware module or different hardware module.

1. Task implementation applications.

This kind of application is a series of digital signal processing software, which can
be used to realize the integrated functions. For the integrated electronic system on
launch vehicle, it includes flight control, telemetry, satellite navigation, safety control
and other functions. The digital signal processing software includes framing, naviga-
tion message processing, filter processing, guidance rate calculation, etc.

2. Shareable applications.

This kind of applications refers to software components that can be shared in task
implementation applications. It can be obtained by combing and clustering the pro-
cesses of functions such as telemetry, satellite navigation and flight control etc.

3. Management applications.

Management application is used to complete the system-level management function
of integrated electronic system on launch vehicle. Its functions include system control,
health management etc. Enable the system to have the system-level health status
monitoring capability, and the graceful degradation capability in fault state.

5 Advantage Analysis of the Software Architecture Design

• Based on the idea of hierarchical design, the software architecture of launch vehicle
electronic system is designed into four layers. It can isolate hardware from upper
software, and isolate applications from operating system. The isolation between
software layers facilitates software upgrade, maintenance, and migration.

• Based on heterogeneous platform universal middleware design idea, set up mid-
dleware layer between operating system layer and application layer. It can separate
the top layer application from the underlying software and hardware, as well as

An Open Integrated Electronic System Software 681



provide messaging and service interfaces for the top layer application. This can be a
good solution to the multisystem integrated management problems.

• The extended service component provided by the middleware layer can be com-
posed of two parts: the business component; the software components in the
application layer that are invoked by multiple functions and have certain real-time
requirements can be extracted as middleware components. Such components can
improve software processing efficiency.

• With the embedded operating system that supports partition isolation, the partition
configuration, operation, management and scheduling of different applications are
realized. Meanwhile, without additional hardware, the application software can be
multiple redundant backup in different partitions. It satisfies the demand of high
reliable operation of electronic system on launch vehicle.

6 Conclusions

In this paper, the software architecture of integrated electronic system is designed based
on the open and hierarchical principle. On the basis of realizing the integrate of
electronic system, it satisfies the demand of universalization and high reliability of
electronic system on launch vehicle. The software architecture can effectively reduce
the weight, volume, and power consumption of the electronic system and improve the
overall performance of China’s future spacecraft.
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Abstract. The eMMC (embedded multimedia card) device was originally
applied for high storage devices on mobile devices by a driver provided a good
internal programming interface to the hardware. This article analyzes the read
and write characteristics of eMMC devices in high-speed mode. It is proposed to
improve the read and write performance of eMMC devices by using frequency
replacement algorithm and double buffer as the basic improvement scheme.

Keywords: Device driver � eMMC � Operating system � Interface protocol

1 Introduction

The eMMC device integrates a NAND flash controller, a NAND Flash array and an
eMMC interface on a single chip [1], which ensures high-performance communication
between the host controller and the eMMC memory card. And multiple eMMC storage
cards can be combined into large-scale storage arrays to facilitate the storage of large-
capacity data [2]. This article proposes the use of scheduling algorithms, DMA tech-
nology and replacement of FIFO strategies in the eMMC high-speed mode to solve the
problems of storage volatile, storage management and high bit error rate, providing
practical significance for the development of high-speed storage device driver.

2 eMMC Device Driver Read and Write Mode

The eMMC device supports multiple read/write modes, such as high-speed SDR,
HS200, and HS400 modes. The HS400 mode has a maximum transfer speed of
400 MB/s. When the eMMC device reaches the transfer mode, the block size (repre-
sented by size_of_block) of each write is set by command, and the number of blocks of
the current transfer packet is calculated based on the start address (represented by
add_start) and the end address (represented by add_end) as shown in Eq. (1).

num of block ¼ add end � add start
size of block

ð1Þ
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Then reset the FIFO queue and interrupt status, configure registers by the calculated
num of block, place current task status in the data transfer state. If there is a DMA
request [3], the DMA descriptor is started by acquiring the physical address of the data
map. Through the number of blocks calculated, the single block or multi-block oper-
ation is decided. For multiple block read operations, the host first sends a read oper-
ation command, after receiving the response correctly, it sends the data block with 16
detection bits through the data line [4]. If it is incorrect, re-read or enter the interrupt. If
correct, the slave sends a stop command after waiting for two clock cycles. Multiple
block write operations are similar to multiple block read operations, the multi-block
read and write operation timing is as shown in Fig. 1.

3 The Optimization for Device Driver Performance

As the transmission speed increases, data transmission requires more efficient cache
calls and storage strategies in the eMMC device. Double buffer and frequency-based
page replacement algorithms are proposed to improve the reliability.

3.1 The Design of Double Buffers

The operating system usually reads and writes in units of 512 bytes, and NandFlash has
a sector size of 512 bytes. Therefore, a basic unit of I/O transfer between the eMMC
device driver and the device can allocate a buffer composed of a plurality of sectors to
summarize the write request of small data blocks and then write it to the device.

In a single buffered scheme, the transmitted data is input to the system buffer, and
the process will do a pre-read. Since the writing of data is logically continuous, it is
expected that this data block will eventually be used, and only an unnecessary block
will be read at the end of the processing sequence. When the data is ready to be sent to
the device, coping it from the user space to the system buffer, and the requesting
process can freely continue to execute or swap out if necessary. This method increases
the storage speed of the device compared to the case without buffering, and the user
program can process data block that has been read or written while the next block is
being read.

In high-speed storage devices, data block write speed is fast and read speed is slow,
which is easy to cause write data to be overwritten, so two system buffers can be
allocated to improve this problem. That is, while a process is transferring data to and
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Fig. 1 Schematic diagram of sending data in multi-block read mode
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from a buffer (the data is fetched from this buffer), the operating system is emptying (or
filling) another buffer. We can roughly estimate the execution time as max [C, T],
where C is the computation time between input requests and T is the time required to
input a block of data. Therefore, if C � T, the block-oriented device can be run at full
speed. Device buffering scheme is as shown in Fig. 2.

3.2 Improvement Based on Frequency Substitution Algorithm

When a new block is read into the NandFlash storage array, an existing block must be
replaced for constrained cache space. Therefore, it is necessary to design a high-
performance page replacement algorithm in the eMMC devices.

The LFU algorithm wastes the buffer space due to locality. So a frequency-based
permutation algorithm is proposed in [ROBI90]. As shown in Fig. 3, the blocks are
logically grouped into a stack with a new area and an old area. When a cache hits, the
block being accessed is moved to the top of the stack. If the block is already in the new
zone, its time accessing counter does not increase, otherwise the counter increases by 1
once as a hit, the block with the lowest access counter and no access to the new zone is
swapped out. The method is possible to replace a block that is relatively frequently
accessed because there is not a long enough interval to establish the number of
accesses.

Therefore, a further improvement is to divide the stack into three zones: a new area,
a middle area, and an old area. Assuming that there is a large enough intermediate area,
the blocks that are accessed relatively frequently are reduced in time for the data block
to be read back into memory due to a miss. Since only the blocks in the old zone meet
the replacement conditions, there is an opportunity to increase their access counters
before they become eligible for the replacement. Because of the higher hit rate, less
time for allocating a new buffer, the performance of write is correspondingly improved.

I/O device
enter move 

Single buffer

I/O device enter move 

Doublebuffers

Fig. 2 Device Buffering Scheme

Fig. 3 Frequency replacement algorithm
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4 Conclusion

This paper analyzes the read and write operations in high-speed mode, and proposes
dual buffers between the operating system and the driver to meet the requirement of the
read and write performance for large-capacity storage devices. By improving the
frequency-based permutation algorithm between the driver and the NandFlash storage
array, the problem of mismatch between write and read speeds is effectively improved,
and the read and write performance of the eMMC device is improved overall.
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Abstract. This essay analyzes the measurement of the power factor in the drive
motor system of the frequency converter. Due to the fact that it is inconvenient
to utilize the power analyzer to acquire the motor power factor directly.
A method is proposed. We can collect the DC bus signal waveform. Then we the
could reconstruct motor stator three-phase voltage and current to test indirectly
the motor power factor. In addition, there are some simulations and data col-
lected from experimental device in order to verifying accuracy. Congruously,
the experimental results show that within a certain error range, the motor power
factor can be measured by voltage and current reconstruction.

Keywords: DC bus voltage � Phase voltage reconstruction � Phase current
reconstruction � Power analysis � Power factor

1 Introduction

Power factor is an important parameter of the power system. The traditional power
factor measurement is usually the use of AC voltage and current sensors on the stator
side. Then we could measure the three-phase voltage and current on the stator side. We
could obtain power factor by power analyzer. However, the price of the power analyzer
and AC sensors is high. This method inevitably increases the test cost. Moreover, in
many cases, the accuracy requirements are not very strict and environment is complex.
Consequently, the use of power analyzers is not an appropriate for power factor
measurement.

This essay will introduce a new method which could indirectly measure the motor
power factor. It can be considered by collecting voltage and current signals from DC
bus, and then using the data analysis reconstruction algorithm to reconstruct the voltage
and current of the stator phase. And we could calculate motor power factor. The main
benefits of this method are that it can dramatically decline measurement costs and data
analysis can be easily achieved in the upper computer, improving the convenience of
measurement.
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2 Principle

The typical voltage source PWM inverters is widely used in the frequency converters.
Its basic structure is shown in Fig. 1. The basic structure consists of three pairs of
power devices. The basic working principle of this system is as follows: The state of
the switch tubes on the three-phase upper arm is defined as Sa, Sb and Sc. Furthermore,
state is defined as “1” when it is turned on, and it is “0” when it is turned off [1]. When
the state of the switch is 100, the state of the upper three power tube is on, off and off.
The current of the DC bus is equal to the A-phase of the output. When the state of the
switch is 010, the B-phase current of the output is equal to the bus current. When the
upper arms are all on or off, the output vector is 000 or 111. In this case, Bus current
does not indicate any phase current.

The on-off state of the upper and lower power devices is opposite. This means that
there are eight kinds of working states which can form 8 spatial voltage vectors. Six of
them are nonzero space voltage vectors that including U0(100), U60(110), U120(010),
U180(011), U240(001), U300(101). The remaining two zero vectors are U000(000) and
U111(111) respectively. The space vector graphic is divided into six sectors by these
eight working conditions [2].

The on-off state of power tube is usually controlled by PWM wave. SPWM is used
more often in daily utilization. The width of each pulse and the distance between them
are determined by the intersection of sine wave and triangle wave [3].

However, SPWM output voltage has some harmonic component, leading to large
switching loss and dead zone issues. Therefore, the SVPWM technology is developed
to alleviate this problem. Compared with SPWM, SVPWM has more advantages.
When the voltage vector is output, the flux path of the motor is close to the circle and it
is easy to achieve [4].

In the practical application of SVPWM, the inner tangent hexagonal pattern (n = 6)
is usually used. As shown in Fig. 2, each side is still composed of vectors. Each sector
is modulated by two nonzero vectors and zero vectors. Symmetric modulation mode is
often used. In one cycle, the operating time of each voltage component is divided into
two sections. The corresponding phase currents of the DC bus at different switching
times can be obtained from Table 1. Through observing Fig. 3, in the second sector,
the data of the ib and ic phase currents can be obtained by sampling and reconstruction.

Fig. 1. Three-phase voltage source inverter with load
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And ia can be calculated according to formula (4). In the same way, this conclusion can
be acquired in other sectors.

Fig. 2. Inverter output space vector

Table 1. DC bus current corresponding phase current at different
switching times

Section Voltage vector Corresponding phase current

1 V1 100ð Þ i ¼ ia
V2 110ð Þ i ¼ �ic

2 V2 110ð Þ i ¼ �ic
V3 010ð Þ i ¼ ib

3 V3 010ð Þ i ¼ ib
V4 011ð Þ i ¼ �ia

4 V4 011ð Þ i ¼ �ia
V5 001ð Þ i ¼ ic

5 V5 001ð Þ i ¼ ic
V6 101ð Þ i ¼ �ib

6 V6 101ð Þ i ¼ �ib
V1 100ð Þ i ¼ ia

Fig. 3. SVPWM waveforms in sector 2
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However, in the actual system, it is difficult to collect accurate data of phase
current. The minimum operating time Tmin of a nonzero voltage space vector must
satisfy formula (1).

Tmin ¼ Tdead þ Tconv þ Tsett ð1Þ

Tdead, Tconv, and Tsett, respectively indicates inverter dead time, current sampling
A/D conversion time and current setting time. Tsett can be also explained as the stable
settling time of the DC bus current [5].

After Fig. 4 shows that the switch state changes, there is a current setting time, and
there are current sampling time and an inverter dead zone. For sampling time is too
short, lead to cannot complete reconstruction. We can through the translation pulse
method and vector insertion method to solve the problem.

Set rs for motor each phase of the stator resistance. The inductance is L. The
counter electromotive force is e. And the motor midpoint is n. The median points of
three pairs of power devices a, b, and c respectively. The DC capacitance midpoint for
o, then you can get the formula (2) [6].

Uan ¼ Uao�Uno ¼ iars þ Ls
dia
dt þ ea

Ubn ¼ Ubo�Uno ¼ ibrs þ Ls
dib
dt þ eb

Ucn ¼ Uco�Uno ¼ icrs þ Ls
dic
dt þ ec

8><
>: ð2Þ

Add the two sides of formula (2) separately.

Uao þUbo þUco � 3Uno ¼ 3ðia þ ib þ icÞrs þ Ls
dðia þ ib þ icÞ

dt
þ ea þ eb þ ec ð3Þ

Under the condition that the three-phase system has no center line and the three-
phase balance of the reverse electromotive force. We can be obtained formulas (4) and
(5) [7].

ia þ ib þ ic ¼ 0 ð4Þ

ea þ eb þ ec ¼ 0 ð5Þ

Fig. 4. Schematic diagram of bus current after switching state changes
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So, we can get the formula (6).

Uan ¼ 2
3Uao � 1

3Ubo � 1
3Uco

Ubn ¼ 2
3Ubo � 1

3Uco � 1
3Uao

Ucn ¼ 2
3Uco � 1

3Uao � 1
3Ubo

8<
: ð6Þ

We can find that phase voltage Uan, Ubn, Ucn could be expressed by Uao, Ubo, Uco.
The Uao, Ubo and Uco are expressed as bus voltage and three switch tube function. We
use T1, T2, and T3 to represent the instantaneous phase voltage duty ratio given by the
three power tubes of the upper half bridge within a period Ts. So here we can get the
formula (7).

Uan ¼ Vd
2
3 T1 � 1

3T2 � 1
3 T3

�� ��
Ubn ¼ Vd

2
3 T2 � 1

3T1 � 1
3 T3

�� ��
Ucn ¼ Vd

2
3 T3 � 1

3 T1 � 1
3 T2

�� ��

8<
: ð7Þ

According to formula (7), it can be found that for each switching cycle, the output
three-phase voltage can be obtained as long as the duty ratio of each switching circuit is
obtained.

The proposed method reconstructs the output three-phase voltage by using the
detected DC-link voltage and the output three-phase current reference [8].

When the power system is running, the power grid needs to provide two parts of
electricity: active power for one-way conversion to other energy and reactive power for
electromagnetic energy exchange [9]. The measurement of both electric power and
energy, especially in no sinusoidal conditions, is still an open research problem in the
metrology community [10]. Many researches have been made on the definition and
calculation of reactive power at home and abroad, and they have been put forward
corresponding theories. The traditional power definition method is based on
sinusoidal A-C circuit. In a single-phase sinusoidal circuit.

Apparent power

S ¼ UI ð10Þ

Active power

P ¼ UI cosu ð11Þ

Reactive power

Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2 � P2

p
¼ UI sinu ð12Þ

The u is the impedance angle. Reactive power is considered to be the energy
exchange between power and load [11]. The cosu is the value calculated in the article.
In the motor system, the motor is equivalent to a large inductor. There only exists
inductive reactive power.

The accurately and fast estimation of Phase Difference (PD) is required between the
voltage and current of an AC electrical power system to calculate the Power Factor
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(PF) for defining how effectively the electrical energy is converted into the useful form
[12].

The voltage and current signal reconstructed from the DC bus. The voltage and
current phase difference are calculated by the upper computer. In the motor system, the
current hysteresis voltage signal is a phase difference u. And then we can get the power
factor.

3 Simulation and Experiment

In matlab/simulink, the input and output of the inverter are simulated. We assume the
drive signal is SVPWM wave, and the current waveform of the bus in Fig. 6 and the
corresponding driving signal waveform at the corresponding time can be obtained. As
can be seen from Fig. 5, the bus current does contain all the information of output
three-phase current [13].

To observe the waveform of Fig. 6, we can find that the figure of SVPWM
waveform in five sectors and six sectors. So, we need sampling the signal in the three-
vector corresponding to the DC bus waveform that we can get three-phase current
waveform. We can get the three-phase current and voltage waveform shown in Figs. 7
and 8.

By analyzing Figs. 7 and 8, we can calculate the power factor of the stator end of
the motor model directly at 0.809 and the error is 1.3%, which meets the test
requirements.

The experiment waveform data is shown in Figs. 9 and 10.
Blue waveform is DC bus current waveform, red waveform is DC bus voltage

signal. There are a great quantity of laboratory electromagnetic interference, so there is
a big wave distortion. From the waveform, it can be found that the signal of each phase
waveform is contained in the bus current (Figs. 11, 12 and 13)
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Fig. 5. Bus current waveform
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Fig. 6. Bus current corresponds to the drive waveform
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Fig. 9. Bus voltage and current afterglow

Fig. 10. Bus voltage and current waveform
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0 200 400 600 800 1000 1200 1400

Time/ms

3

4

5

6

7

A
m

pl
itu

de
/A

Fig. 12. Current waveform of bus at 500 rpm
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After theoretical analysis, we can get the following reconstructed waveform.
From Figs. 14 and 15, we can get the power factor is 0.88, and the theoretical

power factor is 0.89. After calculation, the error is 1.1%, which meets the test
requirements (Figs. 16, 17, 18 and 19).
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Fig. 15. Reconstructed A-phase voltage waveform at 500 rpm
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Fig. 18. Torque variation waveform at 1000 rpm
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After theoretical analysis, we can get the following reconstructed waveform.
From Figs. 19 and 20, we can get the power factor is 0.906, and the theoretical

power factor is 0.902. After calculation, the error is 0.5%, which meets the test
requirements.

4 Conclusion

In order to detect the power factor of the motor, the power factor of the stator end of the
motor should be considered. DC bus signal and corresponding SVPWM waveform
signal are collected, and then the bus signal is sampled at the corresponding switching
time. Simulation and experiment show that this method can reconstruct the voltage and
current signal of stator terminal. By calculating the phase difference of voltage and
current, we can get the power factor. The value are close to the actual value. However,
in the process of reconstruction, there are waveform distortion, which is caused by
sector switching and power tube switching. All of these can be solved by other
algorithms, such as translation pulse method, vector insertion method, etc., which will
be further studied in future experiments.
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Fig. 19. Reconstructed A-phase current waveform at 1000 rpm
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Abstract. Rapid electrokinetic patterning (REP) is an optoelectronic technique
to manipulate particles. The number of particles can be adjusted by varying REP
parameters such as frequency and voltage. An experimenter using REP may
want more or fewer particles than are collected in a certain experiment. We use
evolution of life curve to analysis REP system, and use nine screens to analysis
system. Currently an experimenter may try to vary the experiment parameters to
acquire the desired number of particles. This approach is cumbersome. Our goal
is to set up an automatic REP system. It can help us to acquire the particles in an
automated way. Therefore, we used subfield analysis to set up the automatic
rapid electrokinetic pattern system.

Keywords: Particle image velocity � Rapid electrokinetic patterning �
Manipulation particles

1 Background

In order to acquire the velocity of micro- or nanofluidic, the need for these measure-
ment techniques has continued to grow since the development of the first micro flow
characterization technique, microparticle image velocity (lPIV), in 1998 [1]. Since
then the number and variety of methods of manipulating micro and nanofluidic flows
has exploded. It is now common to find microfluidic devices with several different
forces acting on the flow that are not typically significant at macroscales. Surface
tension gradients, electrophoretic effects, and electrothermal forces are all common
drivers of microfluidic flows. Recently, there are many methods to evaluate
microparticle image velocity. And there are many practice problems related with
microfluid are found and some different kinds of microfluid models are designed to
investigate its property. Thus, with the rapid development, lPIV could be used in more
wide flow field [2–4].
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2 Micro-PIV Mathematical Model

Micro-PIV(particle image velocity) is a measurement technique which allows for
capturing velocity information of whole flow fields in fractions of a second.

Figure 1 shows the setup for PIV recording. Small tracer particles are added to the
flow. It is assumed that the tracer particles move with the local flow velocity between
the two illuminations. The light scattered by the tracer particles is recorded via a high
quality lens. With modern Charge Coupled Device(CCD) cameras (1000 � 1000
sensor elements and more), it is possible to capture more than 100 PIV recordings per
minute. By comparing these particle images, we can extract the displacement infor-
mation from a PIV recording.

Our goal is to set up an automatic REP system. It can help us to acquire the
particles in an automated way. The principles are the following, first, the CCD images
the particles; second, the computer identifies the appropriate feedback signal; the
computer controls the signal generator and amplifier. There are two images from
different times. Comparing these two images, we can find the particle velocity. Cross
correlation function k of two image intensity functions fk(i, j) and gk(i, j) computed for a
correlation region measuring p by q pixels.

ukðm; nÞ ¼
Xq

j¼1

Xp

i¼1

fkði; jÞgkðiþm; jþ nÞ ð2:1Þ

3 Design Procedure

3.1 Description of Requirements

Figure 2 gives us the Causal Analysis. It is analysis the reason that we cannot control
particle following the adjustment.

Fig. 1. Micro-PIV schematic
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From Fig. 2 we can know that threshold and low contrast, both of them influence
the result. From the top line, the main reason about control particle on time is separate
unit, and the open loop system is another factor.

3.2 REP Equipment

In order to set up an automatic REP system, we build the Substance field model. It can
help us to acquire the particles in an automated way. Thus we analysis our system and
construct the Substance field model. Figure 3 shows the construction.

With the addition of the electricity field, we use signal generator and ampler to
adjust the power of electric. At the same time, the time delay is increased, on the other
hand when we see the picture, we also need time to adjust the equipment, it also wastes

Seperately Multiple level

Read

Control

Resolution

Open loop 
system

Particle size

Time delay

Overlapped
image

Power and light

Control
particles

Threshold

Low contrast

Fig. 2. Casual analysis

Fig. 3. Set up of REP equipment
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time. In order to minutes the time, we use computer to connection the particle and the
electric equipment.

Therefore, we used subfield analysis to set up the Automatic Rapid Electrokinetic
Pattern System in Fig. 4.

3.3 Inventive Principles and the Matrix of Contradictions

Sometimes, the radio is very low, it is difficult to distinct the background and the
particle, Fig. 5 shows the example.

We use the neighbor fixed instead of the whole picture, and use center point to
calculate the location and record each center points. The result is shown in Fig. 6.

Fig. 4. Automatic rapid electrokinetic pattern system
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4 Conclusions

Automatic rapid electrokinetic pattern system is set up, and the laser and electric field is
used to control particle motivation. Moreover, the particle is closed to the neighbor
particles, and the contrast ratio between the particle and the background are similar, it is
difficult to identify and counting particles. In this circumstance, we set up matrix of
contradictions, and find out the particle and background contradiction factors, and use
40 innovation principles to build a band-pass filter which uses the highest and lowest
gray pixels. It is valid for simulation particles and experiment particles. Especially
some particles image with low contrast ration, noise, and short distances.

Fig. 5. Particle image

Fig. 6. Processed image
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Abstract. Due to the influence of special topography and meteorology con-
ditions, the southwest ATC secondary surveillance radar has a unique charac-
teristic which consists of a complex interference condition and a difference in
data character compare with other areas. In order to analyze the blind area of the
radar coverage and the surveillance of unreasonable target movement in this
area, a radar target data analysis technique based on geometrical method is
proposed in this paper. The data analysis technique consists of a horizontal
position discrimination region method and a vertical altitude discrimination
interval method. The technique can be implemented by the air traffic control
department with a rational analysis of critical data components in the radar data.
Therefore, by using such technique to achieve the purpose of improving the
capability of critical data monitoring and maintenance, providing reasonable
issue detection, and to ensure the safety of civil aviation operation.

Keywords: Secondary surveillance radar � Geometrical method � Data
analysis � Elevation coverage

1 Introduction

The secondary surveillance radar (SSR) has been utilized by ATC as an initiative and
efficient tool to maintain traffic control operations [1]. Based on the influences of
topography and meteorology conditions in southwest zone, the data analysis process
becomes more particular regarding the data characters and interference parameters.
Thus, the evaluation of SSR data analyze can be carried out from two aspects, to
evaluate the quality of connectivity and signal stability at physical layer, or to evaluate
the conformity from data formation point of view [2]. Critical data such as altitude,
speed will only go through limitation determination process since there is no deeper
data quality analysis can be done by daily system operation and maintenance [3].

Therefore, based on the traditional radar data analysis method, it is an essential
process to consider a better technique to analyze the data quality of SSR regarding the
complex terrain factors and the target movement characteristics.
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2 Data Reception and Processing

2.1 Nonstandard Radar Data Processing

In general, one frame of data contains only one service information or target infor-
mation as shown in Fig. 1, the standard ASTERIX format can be used for analysis [4].

A radar located in southwest sending the assembly data is more special, as shown in
Fig. 2. If the standard format is used, the data of the underlined part will be treated as
discarded and will result in a systematic loss of critical information.

According to the data characteristics, SIC and SAC are used for nonstandard one
frame data segmentation, and then reverse check the SIC character data (radar format
type CAT characters, data length characters, and FS characters) data rationality, as
above conditions are in line with the standard ASTERIX format for analysis. The
multiple standard data format included in the segmentation is shown in Fig. 3.

2.2 Quality Analysis Based on Radar Data

Traditional air traffic control secondary surveillance radar quality analysis usually
includes two methods—communication level and data level. The quality analysis on

Fig. 1. Under normal circumstances of a frame of service information

Fig. 2. Southwest a radar a frame of raw data

Fig. 3. Adjusted data
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the communication layer mainly includes whether the signal arrives, the standard signal
pin, the transmission baud rate, the CRC check, the framing and the number of frames,
the delay, and the signal stability. The data layer on the main includes the format of the
grammar check, if the rotation cycle is normal, whether the angle and distance of
measurement are in deviation, the target (position, altitude, speed) loss/jump, coverage
[5].

3 Radar Data Quality Analysis Based on Geometric Region

Since the aircraft is a moving target, according to the parameters of current location,
speed, direction, integrated aircraft performance, radar wave error, and radar coverage,
we can determine the aircraft forecast data (position, direction) of the relevant range at
the next radar cycle. If there is a radar detection situation outside the forecast delin-
eation, a clear question and a source of origin may be given. Target positioning
becomes one of the most important analysis. This paper presents a radar target position
detection discrimination method based on the geometric region (referred to as the target
position discrimination method TPDM). This method includes the horizontal position
discrimination region and the vertical altitude discrimination interval.

In TPDM, some part of aircraft performance parameter values are required, the
current performance of all aircraft to analyze the parameters to get the minimum taxi
distance turning radius: Rmin ¼ 31:14m, Maximum cruising speed: Vmax ¼ 900 km=h,
Maximum rate of increase: Cup ¼ 17m=s, Maximum rate of decline: Cdown ¼ 32m=s.
These important parameters are the fundamental values of the target location dis-
crimination algorithm.

3.1 Horizontal Position Discrimination Area

Based on the flight direction, the maximum flight speed and the radar scan period of the
last radar detection target position Os, the next detection target position Cr of the radar
can be determined and rounded at Cr and the radius is Rmin, and Os for two outer lines
l1 and l2, where Cmax is the limit boundary range of the radar detection target, and the
geometric principle is shown in Fig. 4.

In order to facilitate the calculation of the coordinates of each point, so that the
current Os point as the origin of the coordinates to the east as the X axis, north as the Y
axis to establish the Cartesian coordinate system, as shown in Fig. 5. Let Os be the
coordinates x0; y0ð Þ, Cr xr; yrð Þ, Cmax xmax; ymaxð Þ, A xA; yAð Þ, B xB; yBð Þ.

The straight line distance from the current point to the point Cr is S ¼ 3
2 v0 � 1

3 v
0� �
t,

where v0 is the historical track point velocity at the previous cycle. According to the
track direction h, the coordinates xr; yrð Þ of the center of the circle can be calculated,
i.e.,

xr ¼ x0 þ S cos hð Þ
yr ¼ y0 þ S sin hð Þ

�
ð1Þ
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Now take xr; yrð Þ as the center of the circle, draw a circle with a radius of Rmax, and
made Os point for the ray l1; l2 round tangent, tangent points are P and Q, can be
obtained l1 and l2 the linear equation:

l1 : y ¼ y0 þ tan b x� x0ð Þ; ð2Þ

l2 : y ¼ y0 þ tan a x� x0ð Þ; ð3Þ

where the angle a and b between the two lines and the east X axis is given by the
following formula:

Fig. 4. Predicted radar scans the target position area

Fig. 5. Radar data detection geometric area (horizontal area) schematic
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b ¼ hþ arc sin
Rmin

v0t
; a ¼ h� arc sin

Rmin

v0t
ð4Þ

When the speed is the maximum cruising speed, there are Smax ¼ Vmaxt, The
coordinates xmax; ymaxð Þ of the furthest point Cmax at the next scanning period can be
calculated, i.e.,

xmax ¼ x0 þ Smax cos hð Þ
ymax ¼ y0 þ Smax sin hð Þ

�
ð5Þ

Now Smax is the radius, Os for the circle to draw the arc AB intersects two lines for
the A and B, there AOsj j ¼ BOsj j ¼ Smax, so A, B coordinates were

xA ¼ x0 þ Smax cos b
yA ¼ y0 þ Smax sin b

�
ð6Þ

xB ¼ x0 þ Smax cos a
yB ¼ y0 þ Smax sin a

�
ð7Þ

At this point, OsAB three points of the coordinates have been calculated, the three
points surrounded by the sector-shaped area is the radar data detection geometric area
(horizontal area).

3.2 Vertical Altitude Discrimination Interval

The geometrical principle is shown in Fig. 6. The altitude interval falls between the
maximum climb rate and the maximum decline rate. The h0 is the altitude of the current
track point, and the altitude may be between ½hB; hA� after the next scan period t, hA is
the altitude of the highest point A, hB is the altitude of the lowest point B. Relationship
there are:

hA ¼ h0 þ tCupMax ð8Þ

hB ¼ h0 � tCdownMax ð9Þ

½hB; hA� determine the vertical area of the geometric region of the radar data
detection. Where CupMax and CdownMax are the maximum climb rate and the minimum
decline rate.

4 Analysis of ATC SSR Data

In this paper, the data is derived from the detection data of a radar station in the
southwest. The scanning period is 4 s. The nonstandard radar data processing method
is used to process the SSR data of the air traffic control and analyzed according to the
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standard ASTERIX. The specific method is based on the basic data quality analysis
mentioned in the above 2.2.

4.1 Judgment Method

To determine whether the coordinates of a3 fall in sector OsAB as follows:

(1) To determine whether the direction of a3 fall between a; b½ �;
(2) To determine the angle 0 (that is, the direction of a3 angle) of the ray of the Osa3

point and the X axis is in the a; b½ � between; calculation formula:

0 ¼ arctan y3�y0
x3�x0

� �
, if 0 62 a; bð Þ, then the result is a3 data is incorrect; If

0 2 a; bð Þ, proceed to method (3);
(3) To determine whether a3 is within the sector OsAB; calculate the distance

Osa3j j, which is given by the following formula:

Fig. 6. Radar data detection geometric area (vertical area) schematic
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Osa3j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3 � x0ð Þ2 þ y3 þ y0ð Þ2

q
ð10Þ

If Osa3j j\ Smax, get a3 in the sector, otherwise, The result of the judgment is that
the a3 data is incorrect.

According to the radar high-level coverage and vertical altitude interval to re-judge
whether a3 can be scanned by radar, as shown in Fig. 7, where h0 is the elevation of a2,
h1 * h4 are radar coverage in the direction of a2 visible The elevation of the
mountain. Whether a3 can be scanned is as follows:

(1) According to the elevation and direction, the first contour line can be found, which
is greater than or equal to a2 elevation, as shown in Fig. 7.

(2) Calculating the value hC at intersection point C between line AB and line h2h3,
then the vertical interval modified to ½hC; hA�;

(3) Determining the altitude H3 of a3. If it is found that a3 in the vertical altitude
interval, a3 data is correct,otherwise a3 data is not correct.

4.2 Data Analysis

One of the radar scans position data a1 �23802:2; 6677:26ð Þ, a2 �23930:1; 7078:89ð Þ,
a3 �24115:6; 7411:31ð Þ. Altitude h1 = 2900, h2 = 2900, h3 = 2900. Flight direction
were 103.5984, 120.04, 123.766. Where a1, a2 is the validated data, and the data to be
verified a3 is analyzed. According to the target position discrimination method, a2 is
the target track point data of the current radar scanning. The speed is 510 km/ h, the
direction is 124.04, the altitude is 2900 m, and the speed of a1 is 500 km/ h. The three
coordinate points of the sector OsAB at this time are Os (−23930.1, 7078.89),
A (−24478, 7915.7), B(−24382, 7970.8). The vertical altitude interval [2772, 2968],
a ¼ 116:887, b ¼ 123:1209. According to the judgment method of 4.1, it can be seen
that a3 falls in the sector-level OsAB horizontal position area. As shown in Fig. 8, a3
position data is reasonable, the flight direction is reasonable, the speed value is
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h1
h2

h3

h4C
h0
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tu

de
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)

Fig. 7. Vertical radar coverage
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reasonable. According to the method of 4.1 to calculate hc = 2810 m, corrected ver-
tical altitude interval, and a3 altitude h3 = 2900 m, we can see that the altitude data to
determine reasonable.

5 Conclusions

This paper illustrated an additional method of ATC secondary surveillance radar data
analysis without considering the communication level and the standard ASTERIX data
format level. Using the GIS characteristics to obtain 36° radar full terrain coverage.
Based on geometric location area and the proposed radar detection target location
identification method which including the horizontal position discrimination method
and vertical altitude discrimination interval method, to achieve the ATC secondary
surveillance radar data positioning quality and data rationality analysis.

This method combines the elevation and motion characteristics to solve the prob-
lem of rationality of the critical data determination, in order to make a more com-
prehensive secondary surveillance radar data analysis. The actual data are used to solve
the problem of data quality reliability which overcomes the issue of multi-radar data
fusion. By using the method as such, we can ensure the safety of critical data of ATC
automation, and maintain the safety of civil aviation operation and air traffic control.
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Abstract. The utilization of millimeter wave (mmWave) frequency has
shown great potential for future wireless cellular systems. Compared
with conventional fully digital precoding, hybrid precoding achieves a
high performance with less radio frequency (RF) chains and lower hard-
ware complexity. In this paper, we investigate the hybrid precoding for
multiuser communication in a downlink mmWave massive MIMO sys-
tem. First, we present a hybrid precoding scheme designed based on
zero-forcing (ZF) precoding. Then, we derive the spectral efficiency of
this hybrid precoding scheme and get its closed-form expression which
can be represented by the digamma function. Finally, simulation results
demonstrate the validity of the analytical result.

Keywords: Hybrid precoding · Millimeter wave · Zero forcing ·
Spectral efficiency

1 Introduction

As a promising technology for upcoming fifth generation (5G) systems, mmWave
communications have attracted tremendous attention due to large bandwidths
and rich spectral resource [1]. Massive MIMO technology can be well combined
with mmWave as the decrease in wavelength of mmWave makes it possible to
place a very large number of antennas in a much smaller dimension. Moreover,
the large antenna arrays can provide sufficient multiplexing gain by precoding
and combining to overcome the free-space path loss of mmWave channel.

It is not practical to apply conventional fully digital precoding structure in
mmWave systems because the implementation of fully digital precoding requires
one dedicated RF chain per antenna element, which leads to unacceptable power
consumption and cost at mmWave systems. To address the RF hardware con-
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straint, hybrid precoding is proposed by achieving near-optimal performance
with much less RF chains.

To date, most researches on hybrid precoding for mmWave MIMO systems
have been focused on the improvement of hybrid precoder structure and the
design of optimization algorithm. There are several typical algorithms depend-
ing on different precoder structures. The orthogonal matching pursuit (OMP)
algorithm utilizes the spatially sparse characteristic of the mmWave channel for
fully connected structure [2], the success interference cancellation (SIC) algo-
rithm leverages the block diagonalization property of RF precoding matrix for
partially connected structure [3], and the matrix factorization algorithm designs
the precoding matrix based on matrix polar decomposition for hybridly con-
nected structure [4]. More recently, the researches have been shifted to the
analysis of spectral efficiency and energy efficiency with different hybrid pre-
coder structures [3,5]. However, most literature just list the spectral efficiency
expression and compare the spectral efficiency of different precoding schemes
via numerical simulation, which motivates us to derive a closed-form expression
of spectral efficiency for hybrid precoding based on a specified algorithm and
structure.

In this paper, we consider a multiuser mmWave massive MIMO system,
present a hybrid precoding scheme designed based on ZF precoding, and then
get the closed-form expression of spectral efficiency which can be represented by
the digamma function. Finally, numerical results demonstrate the validity of the
analytical expression.

2 System Model

Consider a narrowband downlink multiuser mmWave MIMO system as shown
in Fig. 1. A base station (BS) with Nt transmit antennas and NRF

t RF chains is
assumed to communicate with K users. Each user has Nr antennas. To transmit
Ns data streams, the RF chains number of the BS must satisfy Ns ≤ NRF

t ≤ Nt.
We focus on the multiuser beamforming case in which the BS communicates
with every user via only one stream. Therefore, the total number of streams
NS = K. The BS applies an Nt × NRF

t analog precoder F =
[
F1,F2, ...,FNRF

t

]

and a NRF
t × Ns digital precoder B = [B1,B2, ...,BNs

]. The digital precoder
modifies both phase and amplitude while only phase changes are made by the
RF precoder with a variable analog phase shifters network. Thus, each entry of
the RF precoder is of constant modulus, which is normalized to satisfy Fi,j =

1√
Nt

ejϕi,j , where ϕi,j is the angle of phase shifter and Fi,j is the (i, j)th element
of F. To meet the total transmit power constraint, the entries of B are normalized
to satisfy ‖FB‖2F = Ns, where ‖·‖F is the Frobenius norm. The transmitted
signal is given by

x = FBs (1)

where s = [s1, s2, . . . , sK ]T is the K ×1 vector of transmitted symbols, satisfying
E

{
ssH

}
= P

K IK , where P is the total transmitted power. (·)T is the transpose
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of a matrix and (·)H means the conjugate transpose of a matrix. We assume
equal power allocation for different users’ streams, and after the processing of
the RF combiner at the kth user, the signal is represented as

yk = wH
k Hk

K∑
k=1

FBksk + wH
k nk (2)

where wk is the RF combiner of the kth user, Hk is the Nr × Nt vector
which represents the mmWave channel between the BS and the kth user, and
nk∼CN (0, σ2I) is the additive white Gaussian noise vector. Throughout this
paper, we assume that the channel state information is known to both the trans-
mitter and receiver. The received signal-to-interference-plus-noise ratio (SINR)
of the kth user can be expressed as

SINRk =
P
K

∣∣wH
k HkFBk

∣∣2
K∑

k �=u

P
K

∣∣wH
k HkFBu

∣∣2 + σ2

(3)

If Gaussian inputs are used, the system can achieve a long-term average (over
the fading distribution) spectral efficiency, which is given as

R =
K∑

k=1

E {log2(1 + SINRk)} (4)

Due to high free-space path loss, mmWave channels are expected to have
limited scattering [2], and the propagation environment is well characterized
by the extended Saleh–Valenzuela model [6]. Under this model, the mmWave
channel between the kth user and the BS can be expressed as

Hk =

√
NtNr

L

L∑
�=1

αk,�ar(θk,�)aH
t (φk,�) (5)

Fig. 1. System model of the mmWave MIMO system with hybrid precoding structure
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where αk,� denotes the complex gain for the �th path including the path loss.
We assume that αk are i.i.d. random variables following the complex Gaussian
distribution, i.e., αk,� ∼ CN (0, 1). The variables θk,�, φk,� ∈ [0, 2π] are the �th
path’s angle of arrival and departure (AoA/AoDs), respectively. Finally, ar(θk,�)
and at(φk,�) are the antenna array response vectors of the BS and the kth user,
respectively. If a uniform linear array (ULA) is assumed, the transmit array
response vector at(φk,�) is defined as

at(φk,�) =
1√
Nt

[
1, ej 2π

λ d sin(φk,�), ..., ej 2π
λ (Nt−1)d sin(φk,�)

]T

(6)

where d is the distance between antenna elements and λ is the signal wavelength.
The user’s receive array response vector ar(θk,�) can be written in the similar
fashion.

3 Analog and Digital Precoder Design

In conventional massive MIMO systems, ZF precoding is generally acknowledged
as optimal for fully digital precoding. To realize the fully digital beamforming
performance, it is sufficient that the number of RF chains in fully connected
architecture is greater than or equal to twice the number of data streams [7].
For easy analysis, we choose NRF

t = 2Ns. Denote the fully digital ZF precoder
as V, and Vi,j = vi,je

jγi,j is the (i, j)th element of V. Choose the kth column of
the digital precoder Bk = [0, . . . ,

√
Ntb2k−1,

√
Ntb2k−1, . . . , 0]T . Then, satisfying

FB = V is equivalent to

b2k−1e
ϕi,2k−1 + b2keϕi,2k = vi,keγi,k (7)

for i = 1, . . . , Nt and k = 1, . . . , Ns. The equation has multiple solutions. From
the triangle inequality, the norm of the composite complex number satisfies

||b2k−1| − |b2k|| ≤ ∣∣b2k−1e
jϕi,2k−1 + b2kejϕi,2k

∣∣ = vi,k ≤ |b2k−1| + |b2k| (8)

Along this line, we further choose one solution b2k−1 = b2k = vk
max, where

vk
max = max {vi,k} for i = 1, . . . , Nt. It can be verified by the extended Euler

formula ejϑ + e−jϑ = 2 cos(ϑ) that the following is a solution for the above
equation.

ϕi,2k−1 = γi,k − arc cos( vi,k

2vk
max

) (9)

ϕi,2k = γi,k + arc cos( vi,k

2vk
max

) (10)

With the previous analysis, we adopt the algorithm for hybrid precoder design
in the case that NRF

t = 2Ns. Multi-stream baseband precoding can be applied to
the mmWave channel matrix H =

[
HH

1 ,HH
2 , . . . ,HH

K

]H , where the fully digital
ZF precoder can be performed as

V = HH(HHH)
−1

Λ (11)
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where Λ is a diagonal matrix, introduced for column power normalization of the
hybrid precoder. Considering the special structure of the column vector Bk in
the algorithm, the digital precoder B is a block diagonal matrix. As the matrix
V is not block diagonal and FB = V, the analog precoder F is also not block
diagonal, which means the hybrid precoder we presented is a fully connected
structure as shown in Fig.1.

4 Spectral Efficiency Analysis

In the following, we quantitatively analyze spectral efficiency achieved by the
designed scheme. For the kth single-antenna user, the RF combiner and the
receive array response vector ar(θk,�) become constants. Then, the mmWave
channel between the kth user and the BS can be simplified as

Hk = DAH (12)

where D =
√

Nt

L [αk,1, αk,2, . . . , αk,L] and A = [at (φk,1) ,at (φk,2) , . . . ,

at (φk,L)]. In the spectral efficiency analysis, we introduce the asymptotic orthog-
onality property of mmWave MIMO channel assuming the number of transmit
antennas approaches infinity [8]. Then, for a ULA system with large scale anten-
nas, we assume that the transmit antenna vector is asymptotically orthogonal.
In combination with the asymptotic orthogonality property, substitute (11) and
(12) into (3), we can obtain

SINRk =
P

Kσ2

∣∣wH
k HkFBk

∣∣2

=
P

Kσ2
|Λk,k|2

=
PNt

KLσ2

L∑
�=1

|αk,l|2

= β

L∑
�=1

|αk,l|2 (13)

where β � PNt

KLσ2 . As the assumption αk,�∼CN (0, 1), it can be concluded that
|αk,�|2 follows an exponential distribution with parameter 1, i.e., |αk,l|2∼Exp(1).
When the number of transmit antennas approaches infinity, different paths of the
users are independent. Denote x �

∑L
�=1 |αk,l|

2
. The entry x, which expresses

the summation of L independent variables that follow the same exponential dis-
tribution, follows Gamma distribution with a shape parameter L and an inverse
scale parameter 1, i.e., x∼Γ (L, 1). The probability density function of x is given
by

f(x) =

{
xL−1e−x

Γ (L) , x ≥ 0

0, otherwise
(14)

where Γ (L) = (L − 1)! is the Gamma function. Substitute (13) and (14) into
(4), the spectral efficiency achieved by the adopted scheme can be written as
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R =
K∑

k=1

E {log2 (1 + βx)}

=
K∑

k=1

∞∫

0

log2 (1 + βx)
xL−1e−x

Γ (L)
dx

(a)≈ log2e
K∑

k=1

∞∫

0

ln(βx)
xL−1e−x

Γ (L)
dx

= log2e
K∑

k=1

⎡
⎣

∞∫

0

(lnβ)
xL−1e−x

Γ (L)
dx +

∞∫

0

(lnx)
xL−1e−x

Γ (L)
dx

⎤
⎦

(b)
=

K∑
k=1

[
log2β + log2e

Γ ′ (L)
Γ (L)

]

= Klog2e [lnβ + ψ (L)] (15)

where (a) is derived from ln (1 + βx) ≈ ln (βx) as Nt goes to infinity. The left
item of (b) results from

∫ ∞
0

xL−1e−x

Γ (L) dx = 1 which can be computed from the
probability density function f (x) in the Eq. (14), while the right item of (b)
follows from the equation

∫ ∞
0

(lnx) xL−1e−xdx = dΓ (L)
dx = Γ ′ (L). The entry

ψ (L) is the value of the digamma function ψ (z) which is defined as ψ (z) = Γ ′(z)
Γ (z)

at the point z = L. When z is greater than zero, the value of ψ (z) increases
monotonically as L increases.

As the signal-to-noise ratio (SNR) can be denoted as P
σ2 , according to the

Eq. (15), the spectral efficiency monotonically increases as SNR and the number
of transmit antennas increase when β ≥ 1. The effect of channel paths on the
spectral efficiency depends on the magnitude of ψ (L) and lnL.

5 Simulation Results

In this section, simulation results are presented to show the performance of
the designed algorithm and the validity of the derived expression. Assume that
K = 4 data streams are sent from the BS to four single-antenna users while the
number of BS RF chains is 8. Considering the sparsity of the mmWave MIMO
channel, we choose the path number L = 10. Assume the noise variance is 1.
For each simulation, the spectral efficiency is plotted over 1000 channel realiza-
tions. For comparison, we also simulate the low-complexity phase zero precoding
(PZF) scheme proposed in [9] and beamspace MIMO (B-MIMO) scheme pro-
posed in [10].

Figure 2 illustrates the spectral efficiency of different hybrid precoding
schemes for Nt = 256. As expected, the analytical spectral efficiency of the
proposed scheme is very accurate in high SNR regime. Compared with PZF
and B-MIMO schemes, the designed algorithm has a better performance. The
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Fig. 2. Spectral efficiency versus SNR

analytical spectral efficiency in the Eq. (15) is derived when the value Nt goes
to infinity. On the condition that Nt is a relatively small number, SNR is low
and β < 1 which leads to log2 (β) decreases as SNR increases, and the spectral
efficiency also decreases. When the SNR increases and reaches a specified value,
β ≥ 1 leads to the result that log2 (β) increases as SNR increases. This explains
the reason why SNR = −15 dB and −20 dB have a close value.

Next, we analyze the spectral efficiency versus the number of transmit anten-
nas as shown in Fig. 3. In order to express the asymptotic property clearly, we
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Fig. 3. Spectral efficiency versus transmit antennas
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choose SNR = −5 dB as the gaps of spectral efficiency between different precod-
ing schemes are relatively clear at this point. In Fig. 3, it is observed that, as the
BS transmit antennas Nt increases, the analytical result gradually approaches
the practical result and the performance gap between the analytical result and
the practical result decreases. It indicates the validity of our analytical result.
Also, the spectral efficiency increases as the transmit antennas increases, which
is also consistent with our theory analysis.

6 Conclusion

In this paper, we presented a high-performance hybrid precoding algorithm for
downlink multiuser mmWave systems leveraging the large number of deployed
antennas. The performance of the presented algorithm was analyzed for single-
antenna users when the system dimensions were very large. Moreover, the closed-
form expression of spectral efficiency for the adopted scheme was derived. Sim-
ulation results demonstrated the validity of the analytical result.
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Abstract. With the development of satellite load and very large scale integrated
(VLSI) circuit technology, spaceborne real-time synthetic aperture radar
(SAR) imaging systems have become a solution for rapid response to hazards.
Through analyzing the algorithm pipeline flow as well as introducing the
storage-computation model, a balanced and high-efficiency 2-D data access
technology based on cross-mapping data storage method has been achieved to
suit the large point processing for real-time spaceborne SAR system. A proto-
type based on NetFPGA-SUME board with Xilinx XC7VX690T is given to
verify the performance of the proposed design. Taking Stripmap SAR imaging
of 16384 * 16384 granularity raw data (5 m resolution, 25 km width) as an
example, the imaging based on chirp scaling algorithm takes 6.63 s, which is
better than some other real-time processing methods.

Keywords: SAR � Real-time processing � FPGA parallel accelerating
component

1 Introduction

Spaceborne synthetic aperture radar (SAR) is a remote sensor operating in the
microwave band which has the features of all-weather and all-day. As one of the most
important methods of space-to-earth observation, SAR has been mainly used for
maritime surveillance and national security, disaster management and ecosystem
monitoring [1]. Following the development of the yield of wide open missions, the
demand of real-time performance for SAR data processing raised rapidly. Different
kinds of chips such as field programmable gate array (FPGA), application-specific
integrated circuit (ASIC), digital signal processors (DSP), and graphic processing units
(GPU) are chosen to build a high-performance spaceborne SAR real-time processing
platform. DSP has been proposed to accelerate the image formation processing [2].
However, due to its drawbacks such as fixed architecture, low data throughput capacity,
and complexity of high-speed design, DSP is not feasible to satisfy the demands of
SAR imaging systems. In recent years, GPU implementations have been proposed
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which are able to process SAR images at very high parallelism in real time [3].
However, these GPU-based SAR systems have the disadvantage of high power con-
sumption of per device. FPGA-based architectures enable for massive parallel pro-
cessing and flexible use of hardware resources while only low power is needed. It
solves the low ratio between computational power and power consumption problem of
DSP and GPU [1].

The proposed design introduces the CS algorithm for SAR image processing [4].
The [5] represents that four times all-pixels FFT are the most computation-hungry
operations of CS implementation, and the efficiency burden mainly occurs in the data
access after corner turning (matrix transposition). Several optimized methods have been
introduced for this problem. The [6] uses the window access mode to accelerate the
matrix transposition and the [7] uses ping–pong buffers for DDR SDRAM in multi-
DSP system to solve this problem, respectively. In this paper, the cross-mapping
method [8] has been introduced in our 2-D SAR data access strategy generation.
Through analyzing and modeling the algorithm pipeline flow, a balanced and high-
efficiency 2-D data operation technology has been achieved for real-time spaceborne
SAR system. A NetFPGA-SUME-based imaging prototype system according to the
proposed method is implemented, and the Stripmap SAR raw data with the parameters
of Chinese Gaofen3 satellite [9] has been adopted to test the efficiency and real-time
performance of the system. The results indicate that our design can be potentially used
for spaceborne on-board real-time processing.

2 CS Algorithm and Storage Strategy

In this paper, we only discuss the SAR imaging processing after A/D conversion. The
static mapping of CS image processing can be described by the end-to-end processing
chain as shown in Fig. 1. NR and NA represent the sample numbers of the range
direction and azimuthal direction. As the left flowchart in Fig. 1 shows, the standard
CS algorithm can be partitioned into two parallel branches. The right branch which is
denoted by the solid-line rectangular boxes represent phase function estimation
(PFE) and quantify operations. The left branch is denoted by the gray, dashed rect-
angular boxes, which represent four times FFT and three matrix transpose operations.
For each stage, two branches are mutually independent, and thus they can work syn-
chronously. This paper focuses on the left branch optimization for FPGA
implementation.

In general, the SAR raw data are stored range-first. Thus, three matrix transpose
operations are required during the total processing procedure. Generally,
DDR SDRAM always be introduced as external bulk-storage memory for raw data,
which means the FPGA should establish a high-speed data access link between the
inner processing module and external DDR SDRAM. The DDR-based matrix transpose
is achieved using the submatrix cross-mapping method. In this way, matrix transpose
operation can be performed simultaneously with the data reading before each FFT
stage, and the access efficiency of the range and the azimuth can be balanced. Figure 1
also shows the main two steps of the method. First, divide the NA� NR raw data matrix
into M � N submatrixes of Na� Nr order; second, map each submatrix into the three-
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dimensional storage array of the DDR. Each submatrix corresponds to a row of DDR,
and every two rows of data in a submatrix are cross-mapped to this DDR row.
Moreover, each of the two adjacent submatrixes in two dimension is distributed in
different banks of DDR.

Fig. 1. Flowchart of CS algorithm and storage strategy.
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3 Computation-Storage Balanced Modeling Analysis

In this paper, a generic model is given to analyze the bandwidth matching problem
between the proposed-like universal systems first. It is assumed that an independent
processing flow in the system operation requires i storage operations m1…mi and
j computing operations p1…pj. The flow diagram is shown in Fig. 2.

The bandwidth of each storage operation unit and arithmetic unit is represented by
Bm1…Bmi, and Bp1…Bpi, respectively. So the storage and computation capability of
system can be represented as follows:

Bmemory ¼ x1Bm1; x2Bm2; . . .; xiBmi½ �min ð1Þ

Bprocessor ¼ y1Bp1; y2Bp2; . . .; yjBpj
� �

min: ð2Þ

where xi as well as yi means the parallelism of memory or arithmetic unit, which
depends on the number of sub-memory (such as RAM and FIFO) and computing core.
Thus, the bandwidth matching problem is divided into following two conditions:

max x1Bm1; x2Bm2; . . .; xiBmi½ �min
s.t. x1Bm1; x2Bm2; . . .; xiBmi½ �min � y1Bp1; y2Bp2; . . .; yjBpj

� �
min

: ð3Þ

where mi and mj represent the i-th storage and j-th computing operation, respectively.
Assumed that system is designed under the limited Bp to achieve maximum utilization
of computing bandwidth, the equivalent optimization problem will be changed as
shown in (4), which is called calculation first solution.

max y1Bp1; y2Bp2; . . .; yjBpj
� �

min
s.t. x1Bm1; x2Bm2; . . .; xiBmi½ �min � y1Bp1; y2Bp2; . . .; yjBpj

� �
min

: ð4Þ

Furthermore, a typical flow of the CS algorithm implementation can be represented
by Fig. 3, which is treated as a single sequential pipelining system with storage and
computing units. The whole procedure can be divided into four separated pipelines,
two for azimuth and two for range. Each pipeline contains a computing process which
includes FFT/IFFT operation, phase function estimation (PFE) operation, and a number
of storage processes. For large point SAR imaging, the PFE can be approximately
considered as a real-time operation, thus FFT/IFFT rate determines the bandwidth of
each computing operation. The two azimuths as well as range pipelining processes can
be seen as the same pipeline. So, we get Bm4= Bm13, Bm3= Bm12, Bm2= Bm11, x4= x13,

m1 p1 p2 m2 p3 pj mi

Fig. 2. Schematic diagram of sequential pipelining system.
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x3= x12, x2= x11, Bp1= Bp4, y1= y4 in azimuth and Bm7= Bm10, Bm6= Bm9, Bm5= Bm8,
x7= x10, x6= x9, x5= x8, Bp2= Bp3, y2= y3 in range.

In order to balance two-dimensional data access by cross-mapping, the same
implementation method should be designed for range and azimuth. By taking azimuth
processing as an example, we get the storage first solution and its calculation is as
follows:

max x2Bm2; x3Bm3; x4Bm4½ �min
s.t. x2Bm2; x3Bm3; x4Bm4½ �min � y1Bp1

� �
min

; ð5Þ

max y1Bp1
� �

min
s.t. x2Bm2; x3Bm3; x4Bm4½ �min � y1Bp1

� �
min

: ð6Þ

These solutions can be used as the simple method to design the key structure of CS
algorithm under different needs.

On-chip memory such as RAM and FIFO can be handled as reading and writing
buffers (RAM or FIFO). The optimization problem above has the following
relationship:

Bm2 ¼ Fm2Wm2

Bm3 ¼ Fm3Wm3

Bm4 ¼ Bddr ¼ qgBddr peak

Bp1 ¼ Bfft ¼ FfftW

;

8>><
>>:

ð7Þ

where Fm2, Fm3 represent the clock frequency of the buffer used in storage operation
Bm2 and Bm3. Wm2, Wm3 are the word length of Bm2 and Bm3 separately. Bddr_peak is the
peak bandwidth of DDR. And Bddr, the actual bandwidth of DDR weighted by η and q,
which are both determined by the data access mode (range/azimuth) of the DDR. η
represents the actual DDR bandwidth loss ratio and q is the utilization of burst length.
Bfft, equals to Bp1, can be calculated by Fp1 and W. Fp1 represents the clock frequency
of FFT processing module and W is the word length of SAR data.

M1 Raw Data 
Storage

P1 Azimuth 
Processing1

P2 Range 
Processing1

P3 Range 
Processing2

P4 Azimuth 
Processing2

M2 Reading 
Data Buffer

M3 Writing 
Data Buffer

M4 Azimuth 
Results Storage

M5 Reading 
Data Buffer

M6 Writing 
Data Buffer

M7 Range 
Results Storage

M8 Reading 
Data Buffer

M9 Writing 
Data Buffer

M10 Range 
Results Storage

M11 Reading 
Data Buffer

M12 Writing 
Data Buffer

M13 Azimuth 
Results Storage

Fig. 3. Flowchart of CS algorithm hardware implementation.
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4 Experiments and Results

To validate the effectiveness of the proposed design methodology, we establish a
prototype using a single NETFPGA-SUME, which consists of one Xilinx
XC7VX690T FPGA, a pair of 4 GB DDR3 and 36 MB QDRII, etc. A sub-board with
zynq7020 SoC is connected to the NetFPGA-SUME via the FMC interface. The SoC
sub-board is only used as the data I/O of the entire system by its Gigabit Ethernet, and
it can be used for some software expansion functions. The photo of the hardware
system is shown in Fig. 4. In this paper, entire design test and CS imaging processing
are implemented by the NetFPGA-SUME.

Therefore, the system model includes three kinds of memory bandwidth, DDR3,
QDRII, and internal RAM. QDRII is used as the writing buffer and RAM is used as the
reading buffer. As the source of DDR is limited, we design the system based on the
storage first method. The storage first solution (5) is changed as follows:

max Bddr;mBqdr; kBram
� �

min
s.t. Bddr;mBqdr; kBram

� �
min � nBfft

� �
min

: ð8Þ

Both range and azimuth processing can use (8) to analyze. The prototype design
with the highest storage bandwidth utilization can be achieved by confirming the
appropriate m, k, n. Table 1 shows several important clock frequencies in the system.
Fddr_io and Fqdr_io represent the clock frequency of the DDR I/O and QDR I/O. The
word length of both RAM and FFT is 64 bit which equals to the single precision
floating point complex form of SAR raw data.

Table 2 shows the summary of parameters for parallel processing design where the
data outside the brackets is the constraint result obtained from (8) and the determined
values of parameters are inside the brackets. Following our design, the operation of

Fig. 4. Photo of hardware system.
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range and azimuth has the same results. One thing to be noted is that Bram of range
operation is set to 3.2 GB/s indeed. That is because the data in once burst eight of DDR
contain four azimuth lines and two range lines, and then we increase the word length of
RAM in range operation. The number of this memory is halved as well.

In order to pipeline the computing operation, reading and writing buffers use ping–
pong structure which has double consumption of storage resources. Four lines of data
as a group are in ping or pong [5]. FFT operations can be operated near pipeline with
four parallelism, thus the system efficiency is mainly determined by DDR bandwidth.

The FPGA resource occupation is shown in Table 3. According to the above timing
analysis, it takes 6.63 s for the system hardware to process Chinese GaoFen3 25 km
width, 5 m resolution Stripmap SAR raw data with 16384 * 16384 data granularity.
Table 4 shows a comparison between the proposed parallel system and some previous
works. Compared with [1, 5, 10, 11], and taking into account the data granularity

Table 1. Basic clock frequencies of the system implementation.

Parameter Parameter value

FPGA main frequency 200 MHz
Fddr_io 400 MHz
Fram 200 MHz
Fqdr_io 500 MHz
Ffft 150 MHz

Table 2. Summary of the parameters for parallel processing design.

Parameter Parameter value
Range operation Azimuth operation

Bddr 4 GB/s (4 GB/s) 4 GB/s (4 GB/s)
Bqdr 4.5 GB/s (4.5 GB/s) 4.5 GB/s (4.5 GB/s)
Bram 1.6 GB/s (3.2 GB/s) 1.6 GB/s (1.6 GB/s)
Bfft 1.2 GB/s (1.2 GB/s) 1.2 GB/s (1.2 GB/s)
m � 1(1) � 1(1)
k � 3(2) � 3(4)
n � 3(4) � 3(4)

Table 3. Resource occupation of FPGA.

Parameter Value

Number of slice registers 136730 (15.78%)
Number of LUTs 107298 (24.77%)
Number of RAMB36s/FIFOs 660 (44.90%)
Number of DSP48s 378 (10.50%)

730 T. Sun et al.



processed, the proposed system undoubtedly shows advantages in both processing time
and power consumption. Figure 5 shows the final imaging result with reliable quality
of the proposed system.

5 Conclusion

In this paper, in order to improve the real-time performance of SAR imaging process, a
balanced and high-efficiency 2-D data access technology is proposed. With cross-
mapping methods and CS hardware implementation model, the feasible and efficient
prototype is implemented. Four FFT cores are instantiated and operated in parallel. The
platform requires 6.63 s to focus 25 km width, 5 m resolution Stripmap SAR raw data
with a granularity of 16384 * 16384. The proposed method not only can be designed
and implemented quickly, but it can also achieve high processing efficiency.

Table 4 Comparison with previous works

Works Year Schemes Data granularity Time (s)

Proposed 2018 FPGA 16384 * 16384 6.63
[10] 2017 FPGA 16384 * 16384 10.6
[5] 2017 FPGA + ASIC 16384 * 16384 12.1
[1] 2016 FPGA + Microprocessor 6472 * 3328 8
[11] 2008 Multi-DSP 4096 * 4096 13

Fig. 5. Imaging result of the system hardware.
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Admittedly, this technology is suited for other CS-based modes and other granu-
larity imaging. With the development of anti-radiation reinforcement technology and
system fault-tolerant technology, the proposed framework is undoubtedly expandable
and feasible for potential spaceborne real-time SAR imaging processing.
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Abstract. To generate the excitation signal of radar synchronous motor which
can obtain the azimuth and elevation of radar antenna, high-speed DSP was used
to generate SPWM by the arithmetic of asymmetry rule sampling. The advan-
tage, theory, and mathematic model of SPWM were deeply analyzed. Based on
TMS320LF2407A, the process of obtaining SPWM was given. Finally, the test
waves were analyzed. The result of experiment shows that it has advantages of
high precision, real time, and simple structure to use DSP on the generation of
SPWM.

Keywords: Synchronous motor � DSP � SPWM � Asymmetry rule sampling
algorithmic

1 Introduction

There are many traditional methods for measuring angle of radar antenna. According to
different sensors, it can be divided into potentiometers, brush contact encoders, pho-
toelectric encoder, AC micromotor, and so on. With the development of microelec-
tronic technology, it is more and more popular to adopt inductive AC micromotor,
synchronous motor, and all-electronic solid-state synchronous motor. This method not
only has high reliability, but also has strong anti-interference performance. Moreover, it
has the advantages of high precision, real time, simple structure, convenient, long
service life, maintainability, etc [1]. Synchronous motor requires an AC excitation
voltage signal, which usually uses frequency at 50, 60, and 400 Hz [2]. SPWM can
greatly reduce the harmonic components which will get a satisfactory driving effect.
SPWM is the abbreviation form of sinusoidal pulse width modulation, a method to
change the pulse wave of equal width to the pulse wave of gradually changing width
according to the regulation of sine.

At present, the methods of producing SPWM can be divided into two categories:
hardware and software methods. It is difficult to improve the circuit by using the
hardware method, such as generation SPWM waves by analog and digital mixing
circuits. Using software method may obtain the lowest cost of circuit, which is
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generated by real-time calculation. It requires a very high speed of the controller, and
DSP is the most cost-effective controller to meet this requirement. TMS320LF2407A is
a DSP chip especially used for industrial control in TI Company. By using the DSP, not
only the excitation signal of the self-aligning machine can be generated in real time, but
also the precise control of the relevant motion system can be realized.

2 SPWM Principle

The principle of generating positive SPWM by software method is using a set of
isosceles triangle wave compared with sine wave, and wave of the setting isosceles
triangle is called carriers, while sine wave is called modulated wave. As shown in
Fig. 1, the time when the carrier and modulation waves intersect acts as the “on” or
“off” moments of the switch. DSP calculates the corresponding value of the comparator
in real time, a pulse width is obtained according to the sine law of change of pulse
modulation waveform.

3 Mathematical Model

The real-time calculation of SPWM signals needs a mathematical model. There are
various ways to build mathematical model, such as harmonic elimination method, equal
area method, sampling SPWM, and series methods derived from them. Sam-
pling SPWM method varies from natural sampling, symmetric regular sampling to
asymmetric regular sampling [7]. The waveform generated by the asymmetric rule
sampling method is closer to sine wave than other methods. This paper focuses on
asymmetric regular sampling SPWM method, generating SPWM wave by asymmetric
rule sampling method as shown in Fig. 2.

Modulation wave

Open
Shut 

t

u

o

u

t
o

Carrier wave

Fig. 1. SPWM wave generation method
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As shown in Fig. 2, US is the peak value of the triangular carrier, UM is the
amplitude of the modulated wave, and TC is the period of the triangular carrier. Sine
and triangle waves create two intersections at the waist. In triangular wave, sampling at
the vertex and bottom of symmetry axis, further improves the similarity between step
wave and sine wave. And, t1, t2 are the two sampling times, determine the “open”,
“close” time of the SPWM wave, namely, ton1, ton2, toff 1, and toff 2.

In Fig. 2:

toff 1 ¼ TC
4

� a; ton1 ¼ TC
4

þ a

ton2 ¼ TC
4

þ b; toff 2 ¼ TC
4

� b

According to the triangular similarity:

a
TC
4

¼ UM sinxt1
US

ð1Þ

b
TC
4

¼ UM sinxt2
US

ð2Þ

According to Equality (1) and Equality (2) generation into toff 1, ton1, ton2, and toff 2,
we get

ton1 ¼ TC
4
ð1þM sinxt1Þ ð3Þ

Fig. 2. Generating SPWM wave by asymmetric rule sampling method
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ton2 ¼ TC
4
ð1þM sinxt2Þ ð4Þ

In Equality (3) and Equality (4), M ¼ UM=US is the ratio of the sinusoidal peak to
the triangular peak. It is called modulation degree and its value ranges between 0 and 1.
The higher the setting is, the smaller the harmonic amplitude, so more effective the
harmonic suppression.

As shown in Fig. 2, sampling time is divided into double sampling and odd
sampling, the two sampling times are given below:

t1 ¼ TC
2
k ðk ¼ 0; 2; 4; . . .; 2N � 2Þ ð5Þ

t2 ¼ TC
2
k ðk ¼ 1; 3; 5; . . .; 2N � 1Þ ð6Þ

The ratio of triangulation frequency to sine wave frequency is given below:

N ¼ fC
f
¼ 1

TCf
ð7Þ

and

xt1 ¼ 2pft1 ¼ pk
N

ðk ¼ 0; 2; 4; . . .; 2N � 2Þ ð8Þ

xt2 ¼ 2pft2 ¼ pk
N

ðk ¼ 1; 3; 5; . . .; 2N � 1Þ ð9Þ

Equality (8) and Equality (9) is generated into Equality (3) and Equality (4), and we
get

ton1 ¼ TC
4
ð1þM sin

pk
N
Þ ðk ¼ 0; 2; 4; . . .; 2N � 2Þ

ton2 ¼ TC
4
ð1þM sin

pk
N
Þ ðk ¼ 1; 3; 5; . . .; 2N � 1Þ

Therefore, the pulse width of SPWM wave is obtained as

ton ¼ ton1 þ ton2

736 L. Zhao and S. Zheng



4 DSP Realize

TMS320LF2407A DSP has two event managers and each event manager has two
timers, three comparison units, three capture units, and an incremental photoelectric
encoder interface. We can use the periodic value of the timer cycle register and the
comparison value of the comparator to implement the SPWM. The high integration of
DSP can minimize the use of peripheral circuits and reduce the cost.

In the design, a half sine of 800 Hz is first generated, and then a directional signal is
added to resolve the first half cycle and the latter half cycle of the sinusoidal signal,
thereby generating a 400 Hz SPWM waveform.

The carrier frequency can be set according to the system itself. In this case, the
frequency of modulation wave is 400 Hz, and the system clock frequency is 40 MHz.
The modulation M is chosen to be 0.9. Using timer 1 and comparison unit 3 to produce
SPWM, the pulse width is output by the pin CMPR3, and the direction signal is output
by the pin IOPB2.

The program consists of a main program and a timer underflow interrupt service
program. The main program is a loop, and waits for a period interrupt of the timer 1 to
occur. A comparison value of the comparator in the next timer period is calculated in
the timer underflow interrupt service program, so that the pulse width is determined and
a direction signal is given.

In order to improve the calculation speed, the sinusoidal value in the calculation is
obtained by the method of lookup table, and the sine value of 0–180° is provided in
Table [8]. Interrupt program setup steps are shown in Fig. 3:

secure the scene

directional 
signal output

restore the scene

direction signal 
judgment

K K 1= +

calculate K
N

π

2calculate 1 sin
2
c

on
T KM t

N
π⎛ ⎞+ →⎜ ⎟⎝ ⎠

1calculate 1 sin
2
c

on
T KM t

N
π⎛ ⎞+ →⎜ ⎟⎝ ⎠

K N?>=

1 2on on ont t t= +

CMP3 ont=

K 0=

Fig. 3. SPWM generation step
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(a)

(b)

(c)

Fig. 4 a 800 Hz SPWM wave. b SPWM waveform with directional signal. c Filtered waveform
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5 Results Analysis

The output waveform of 800 Hz SPWM is shown in Fig. 4a. The frequency of the
carrier is 40 kHz. In Fig. 4b, the top of the waveform is 800 Hz SPWM, and below is
the direction signal, which can be seen at a frequency of 400 Hz. In the middle of the
picture is the 400 Hz SPWM with directional signal. Figure 4c is the sine wave shape
obtained by filtering. The sine wave period is 400.061 Hz, which meets the design
requirements.

6 Conclusion

Research shows that with TMS320LF2407A as the core, and using the asymmetric rule
to generate synchronous excitation signal SPWM, we can get a high precision result.
The high-speed operation ability of DSP ensures the good real time. Highly integrated
structure results to the simplest peripheral circuit, so the system structure is simple.
Using DSP to generate SPWM wave is convenient for the development of the system.
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Abstract. Dual-polarization Doppler weather radar variables such as differen-
tial reflectivity (ZDR), differential propagation phase shift (UDP), specific dif-
ferential phase (KDP), and the co-polar correlation coefficient (qHV), which are
closely related to the characteristic of hydrometeors. The precision of these
variables determines the accuracy for quantitative precipitation estimation
(QPE) and hydrometeor classification. By analyzing the relationship between
the polarimetric radar variables and the signal-to-noise ratio (SNR), it is found
that when the SNR decreases to a certain threshold, polarimetric variables
become more sensitive to the decrease in the SNR, and the precision of these
variables become deteriorated with the decrease of the SNR. This threshold
usually is closely related to the radar performance, for the X-band dual-
polarization radar used in this paper, the SNR threshold is about 20 dB. The
results of this study can provide some reference for radar system performance
evaluation and data quality control.

Keywords: Dual-polarization Doppler weather radar � The Signal-to-Noise
ratio � Radar performance

1 Introduction

Dual-polarization Doppler weather radar is currently the most advanced weather radar.
Unlike conventional Doppler weather radars, by transmitting and receiving horizontally
and vertically polarized electromagnetic waves, Dual-polarization Doppler weather
radar can obtain the polarimetric radar variables, which closely related to the properties
of clouds and precipitation, namely differential reflectivity (ZDR), differential propa-
gation phase shift (UDP), specific differential phase (KDP) and the co-polar correlation
coefficient (qHV). These radar variables can be effectively used in hydrometeor clas-
sification [1, 2].

It requires high data quality when applying dual-polarization Doppler weather radar
to the hydrometeor classification. Some studies have indicated [3, 4] that in order to
ensure radar data quality, compared to the reflectivity ZH, the polarimetric radar
variables: ZDR, UDP, KDP, and qHV require a high signal-to-noise ratio (SNR) of the
radar echo signal. To enhance the SNR, one of the most effective measures is to
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increase the radar transmission power, but the increase can be limited due to the current
technical condition. Usually, the standard of transmit power used in China is: 750 kW
for S-band, 250 kW for C-band, and 80 kW for X-band.

Based on the performance parameters of a domesticX-band dual-polarizationweather
radar, this paper discusses the sensitivity of polarimetric radar variables to the SNR and
provides some reference for future radar performance evaluation and data quality control.

2 Instrument

The dual-polarization weather radar (714XDP) studied in this paper was developed by
the Cold and Arid Regions Environmental and Engineering Research Institute of the
Chinese Academy of Sciences and the State-owned No. 784 Radar Research Institute.
The frequency band of this radar is X-band, and the maximum detection range is
150 km. The radar can acquire ploarimetric parameters are ZH, ZDR, UDP, KDP, and
qHV; Radar scan mode includes PPI, RHI, and volume scanning, more radar perfor-
mance parameter details can be seen in Table 1.

3 The Polarimetric Radar Variables and SNR: Sensitivity
Analysis

According to the performance parameters of the 714XDP radar, Fig. 1 shows the
scatter plots of the SNR and the polarimetric radar variables ZH, ZDR, KDP, and qHV.
From Fig. 1, it can be found that the accuracy of the polarimetric radar variables is
closely related to the SNR. In Fig. 1a, the reflectivity ZH exhibits a clear linear rela-
tionship with the SNR and decreases with SNR decrease. When the SNR is less than

Table 1. Main performance parameters of the 714XDP Radar

No. Parameter Content

1 Antenna diameter 2.4 m
2 Beam width 0.98° (H), 0.98° (V)
3 Cross polarization level � 32 dB
4 Antenna gain 45.4 dB
5 Scan mode PPI, RHI, VCP
6 Polarization type Linear H and V
7 Frequency 9370 ± 20 MHz
8 Peak power 81 kW
9 Pulse width 1 ls
10 PRF 500–2000 Hz(1 ls)
11 Elevation/Azimuth resolution 0.3°/1°
12 Minimum received power −106 dBm (1 ls)
13 Bin number 1000
14 Range bin length 150 m
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15 dB, the ZH become decentralized, but it still maintains a clear linear relationship
with the SNR. However, for the polarimetric variables ZDR, KDP, and qHV, for the high
SNR, their values are mostly concentrated in the range of meteorological echo
(Table 2). And when the SNR is lower than about 20 dB, the concentration of these
value begins to decline, and more points start to diffuse toward the maximum and
minimum values. In terms of data accuracy, this means that the error of the data
increases.

The reason for this result is mainly due to the fact that the calculation of polar-
ization parameters is related to radar echo signal power and noise power [5]. When the
SNR is higher, which means the echo signal is higher, the fluctuation of the noise has
little influence on the calculation of the polarization parameter, so data obtained is more
stable at this time, however, when the noise increases to some extent, which means the
SNR decreases. With the decrease of SNR, the influence of the noise power on the

Fig. 1. Relationship between SNR and ZH, ZDR, qHV, KDP of 714XDP radar

Table 2. The range of polarimetric variables for meteorological echoes

ZDR (dB) qHV KDP (°/km)

Max num 4.0 1.00 3.0
Mini num −2.0 0.80 0.0
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calculation of the polarization parameters cannot be neglected. As a result, the calcu-
lation result of the polarization data is unstable and the data error increases. For
reflectivity ZH, its value is only affected by the horizontal channel gain and noise power
of the polarization radar, therefore the SNR has little effect on it. Moreover, we have
also analyzed the sensitivity of the texture parameter SD(UDP) to the SNR (Fig. 2), the
texture parameter SD(UDP) is defined in Eq. (1) in the Eq. (1), the average “ave(UDP)”
is calculated by a movefilter window of 1.2 km, the “NUDP” indicates the number of
range bins used for the move filter (the number used in this paper is 8). The SD(UDP)
denotes that the degree of fluctuation of UDP within a certain distance in a ray, it plays
an important role in distinguishing between meteorological and non-meteorological
echoes.

SD UDPð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP7

bin¼0 UDP � ave UDPð Þ½ �2
NUDP

s
ðEq:1Þ

From Fig. 2, it can be found that as the SNR decreases, SD(UDP) shows a sig-
nificant trend of increase, and its uncertainty becomes raised. Same to other polari-
metric variables, When the SNR higher than about 20 dB, SD(UDP) is stable and
concentrated within 10 degrees, when the SNR below about 20 dB, the increment of
SD(UDP) indicates that the variation of the UDP along the detection direction becomes
higher. The main causes of this variation are: the outer noise power variation of the
radar system and the phase noise which arised from the inside of the radar system.

Fig. 2. Relationship between the texture parameter SD(UDP) and SNR of the 714XDP radar
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4 Conclusions and Discussions

In this paper, based on the data of the 714XDP polarization radar, the relationship
between radar detection variables ZH, ZDR, qHV, KDP and the signal-to-noise ratio of
radar echo signal (SNR) is briefly shown and the texture parameter SD(UDP) of the
polarimetric parameter UDP is analyzed too. The result shows that for the 714XDP
polarization radar when the SNR is less than about 20 dB, the radar polarmetric
variables become sensitive to the change of SNR, and the data accuracy will gradually
be deteriorated with the decrease of SNR, then radar data become unreliable. The value
of the SNR threshold that causes the accuracy of polarization data to begin to degrade
is mainly related to the performance of the radar system receiver, if the radar receiver
performance is stable, then the SNR threshold may be lower than the threshold of the
714XDP radar. However, it means the stability of the radar receiver is poor and needs
to be adjusted when the SNR threshold is too large.
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Abstract. The atmospheric structure constant of refractive index is an impor-
tant parameter to describe the turbulent characteristics of the atmosphere. Using
the ROBS data obtained by the Sichuan Provincial Meteorological Bureau in the
Yanyuan, Dayi, Xinjin, Xindu, and Longquanyi districts, the real-time sampling
of ROBS data combined with the hourly precipitation data provided by con-
ventional meteorological observation stations was used for statistical analysis.
Study the change trend of atmospheric structure constant of refractive index in
the precipitation process in different regions. The results show that the con-
vective movement during the precipitation process and the drag effect of the
precipitation particles on the surrounding atmosphere, with the occurrence and
development of the precipitation process, atmospheric structure constant of
refractive index has a significant increasing trend, indicating the significance of
precipitation. The vertical velocity and C2

n are consistent with the change of
precipitation, which can better reflect the change of precipitation intensity. The
C2
n value corresponding to the maximum precipitation time is two to five orders

larger than that before and after the occurrence of precipitation.

Keywords: Atmospheric structure constant of refractive index � Wind profile
radar � Precipitation � Characteristic analysis

1 Introduction

Random turbulent movements in the atmosphere cause random changes in the
refractive index of the atmosphere. The atmospheric structure constant of refractive
index is an important parameter that represents the atmospheric optical turbulence
intensity, and its size is proportional to the backscattered energy of the wind profile
radar to detect turbulence [1]. The relationship between the spatial and temporal
variations of atmospheric turbulence intensity and the surrounding environmental
conditions is very complex. In the atmospheric boundary layer affected by the complex
surface of the earth and various weather conditions, C2

n is mainly affected by unstable
convection caused by ground thermal radiation. In the free atmosphere, C2

n is mainly
affected by the temperature gradient and the wind speed gradient [2]. Chun et al. [3]
statistically analyzed data from April to May 2014 in the Chengdu area, showing that
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the characteristics of C2
n of daily changes are obvious and there are differences in the

time of change. Sun et al. [4] statistically analyzed a large number of sounding
experimental data and found that C2

n of Hefei area conforms to lognormal distribution
within 25 km, and the magnitude of day–night variation was 0.8.

Wind profile radar is a remote sensing device that uses atmospheric turbulence to
scatter electromagnetic waves and other physical quantities to detect atmospheric wind.
It can provide a variety of data products based on wind fields. Its basic data products
include radial velocity, spectral width, signal-to-noise ratio, horizontal wind direction,
horizontal wind speed, vertical velocity, and atmospheric structure constant of
refractive index that reflects atmospheric turbulence. Ma et al. [5] used wind profile
radar data to study changes in troposphere height and precipitation cloud during the
Meiyu period; Muschiniski et al. [6] studied the atmospheric turbulent structure using
the power spectrum data of the return signal in the vertical direction of the boundary
layer wind profile radar, and analyzed the average of C2

n vertical structure.
The research on the atmospheric structure constant of the refractive index of wind

profile radar is mainly focused on the height distribution and temperature and humidity
analysis. There are few studies on the change characteristics of atmospheric structure
the constant of refractive index during precipitation. This paper mainly selects pre-
cipitation events in various regions, and studies the change characteristics of atmo-
spheric structure constant of refractive index.

2 Data

The data from this paper are from the ROBS data of the wind profile radar at the
Yanyuan, Dayi, Xinjin, Xindu, and Longquanshan stations and the time-to-
precipitation data from the China Meteorological Data Network [7] (All data in this
paper adopts the world time). Among them, the wind profile radars at the Longquanyi,
Dayi, Xinjin, and Xindu sites are TWP3 boundary layer wind profile radars, and the
wind profile radars at the Yanyuan site are TWP8-L tropospheric wind profile radars.
The radar performance indicators are shown in Table 1. Wind Profiler product data files
of ROBS include sample height, horizontal wind direction, horizontal wind speed,
vertical wind speed, horizontal reliability, vertical reliability. The high resolution of the
low mode product is 60 m, and the high mode product height resolution is 60 m or
120 m. ROBS data is every 5-min interval data.

3 Results and Discussion

This article selects a rainfall process covering Yanyuan, Dayi, Xinjin, Xindu and
Longquanyi from October 21 to October 23, 2017. The selected area has the same
climate, different terrain. The general characteristics of the terrain in Yanyuan County
are surrounded by high-altitude valleys and central hill basins. Generally, the altitude is
2300–800 m, and the highest altitude is 4393 m. It belongs to the subtropical monsoon
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climate zone, with small annual temperature difference and large daily temperature
difference. Dayi and Xinjin regions form the main body of the western plains of
Sichuan, with cloudy fog and short sunshine. Xindu and Longquanyi are located in the
western part of the Sichuan Basin. The landforms mainly consist of mountains, hills,
and flat dams with four seasons distinct. Figure 1a, b are the timing profiles of the wind

Table 1. Boundary layer wind profile radar parameters

Types index Radar
TWP3 wind profile radar TWP8-L wind profile radar

Working frequency
(MHz)

1270–1295 1270–1295

Maximum
detection height
(km)

� 3 � 6

Minimum detection
height (m)

� 100 � 100

Wind speed
resolution (m/s)

0.2 0.2

Wind direction
resolution (°)

0.5 0.5

High resolution Low mode is 60 m, high mode is
60 m or 120 m

Low mode is 60 m, high mode is
60 m or 120 m

Time resolution Less than or equal to 3 min for 3
beam operation and 5 min for 5
beam operation

Less than or equal to 3 min for 3
beam operation and 5 min for 5
beam operation

Measurement
performance

Wind speed measurement range:
0–60 m/s
Wind direction measurement range:
0–360°

Wind speed measurement range:
0–60 m/s
Wind direction measurement range:
0–360°

Fig. 1. Timeline of the vertical profile of the wind vector of Yanyuan: a October 21 b October
22
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vector vertical profiles from October 21 to October 22, 2017 in the Yanyuan area
respectively.

Analyze C2
n by the hourly precipitation corresponding to the vertical wind speed, as

shown in Figs. 2 and 3, respectively, the Yanyuan’s 2190 m vertical wind speed
profile, the Yanyuan’s 2190 m height hourly precipitation and timing diagram of C2

n .
As observed in Fig. 1a, the vertical wind speed has a large amplitude at 03:00–09:00
with a range of −1–5 m/s, and the wind speed increases rapidly at 09:00–11:00. At the
time of 11:00, the maximum value reached 6.7 m/s on the 21st, and the wind speed
quickly dropped to −1 m/s from 11:00 to 16:00, and rose first and then decreased from
16:00 to 20:00. The change range was 0–3 m/s, fluctuates around 0 m/s between
20:00–24:00. Figure 1b is followed by 1a. The amplitude of wind speed increases from
hour to hour from 00:00 to 07:00, and the wind speed fluctuates greatly from 07:00 to
10:00. It decreases first and then rises. The maximum value is 4.9 m/s at 10:00, after
which it rapidly decreases. From 12:00 to 17:00, the wind speed changes around 0 m/s.
After 17:00, the value increases slowly, and the range of change is 0–4 m/s. Corre-
sponding to the observations in Figs. 2a, b and 3a, b, the changes of C2

n in precipitation
and vertical wind velocity are basically consistent. The precipitation and it increased
with the increase of vertical wind speed. The increase was concentrated at 12:00–14:00
and increased to a maximum at 14:00. The hourly precipitation reached 2 mm,
reaching 10−8. On the 22nd, the hourly precipitation decreased by 2 orders of mag-
nitude, and the hourly precipitation remained at about 0.5 mm, staying at about 10−12.
The analysis shows that the change trend of vertical wind speed and hourly precipi-
tation at the same height in Xindu are consistent, and the range of change is 10−18–
10−4. It can be seen from the figure that C2

n is less sensitive to precipitation than vertical
velocity, but has a correlation with precipitation intensity.
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Fig. 2. Timeline of vertical wind speed profile of Yanyuan: a October 21 b October 22
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According to the site classification, the hourly timing chart of precipitation and C2
n

for Dayi, Xinjin, Xindu, and Longquanyi were made on October 22 respectively.
Figure 4a is a timing chart of the site of Dayi. Hourly precipitation at 00:00–04:00 h
increases first and then decreases from 0.2 to 0.4 mm. At the same time, it also shows a
trend of increase and decreases at the same time. The change range is 10−14–10−8. As
the precipitation decreases, the value also slowly decreases and finally fluctuates
around 10−14. Figure 4b is a timing diagram of the Xinjin station. Hourly precipitation
at 0–15 h has a relatively large span, which increases first at 00:00–03:00, then
decreases at 03:00–06:00, and then starts to increase sharply at 07:00–14:00, increasing
to amplitude. 1.4 mm, greatly reduced at 14:00–15:00, dropped to 0.2 mm. Value
fluctuations are consistent with changes in hourly precipitation, ranging from 10−22 to
10−10. Figure 4c, d is a timing chart for the Xindu and Longquanyi stations. The daily
change in hourly precipitation is more consistent with the daily change trend. The
maximum hourly precipitation 1.6 mm in the Xindu occurred at 13 o’clock, and the
maximum value also appeared at the same time, with an amplitude of 10−7. At hour 0–
15, the hourly precipitation of Longquanyi fluctuates at 0.8 mm, the value fluctuates at
10−9, the maximum hourly precipitation appears at 15 o’clock, and the amplitude is
10−6. The hourly precipitation and value decrease greatly after 15 o’clock. The value
fluctuates around. In sum, the hourly precipitation coincides with the overall change
pattern.

According to the development of precipitation, we selected different rain moments
to compare different levels of C2

n . Figure 5a shows the time sequence of C2
n at the

Yanyuan station. The selected time is at 06:00 on the 21st, 13:00 on the 21st, and 04:00
and 20:00 on the 23rd. As shown in the figure, at the same altitude, the rain increases.
As C2

n increases, the value of C2
n at different moments increases with the increase of

rain. At 13 o’clock, the hourly amount of precipitation is maximum and the C2
n value

reaches 10−7. The value of pre-precipitation is similar to the overall size at the end of
the precipitation. The 2 km height is a maximum of two orders of magnitude.

Fig. 3. Hourly precipitation and timing diagram of Yanyuan: a October 21 b October 22
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Figure 5b is the timing diagram of the C2
n moment at Dayi station. The selection

time is at 06:00 and 13:00 on the 21st, 11:00 and 18:00 on the 22nd. The C2
n value of

13:00 is larger than the other three moments by two to five orders of magnitude.
Figure 5c is a timing diagram of C2

n moment at Xindu station. The selected time is at
03:00 and 17:00 on the 21st, 18:00, 21:00 on the 22nd, and the same 17 o’clock xo
value is larger than the other three moments by two to five orders of magnitude. With
the height increase, there is a clear decrease.

In summary, the analysis of each site, with the occurrence and development of the
precipitation process, there is a clear trend of increase, and the distribution of the
characteristics of the vertical wind speed, hourly precipitation changes. The C2

n value
corresponding to the maximum precipitation time is two to five orders larger than that
before and after the occurrence of precipitation.

Fig. 4. Hourly precipitation and time series: a Dayi Station b Xinjin station c Xindu station
d Longquanyi station
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4 Conclusion

In this paper, through the data analysis of the characteristics of atmospheric refractive
index distribution profile in Yanyuan, Dayi, Xinjin, Xindu and Longquanyi, the fol-
lowing conclusions have been drawn: Convective movement in the process of pre-
cipitation and the drag effect of precipitation particles on the surrounding atmosphere,
with the development of precipitation process, C2

n has a significant increase. The
vertical velocity and C2

n are consistent with the change of precipitation, which can
better reflect the change of precipitation intensity. The C2

n value corresponding to the
maximum precipitation time is two to five orders larger than that before and after the
occurrence of precipitation. Due to limited observation data, this article only studied a
small number of cases and obtained some preliminary conclusions. In the future, a
more comprehensive and in-depth statistical analysis will be conducted around the
atmospheric refractive index structure constants to improve the reliability and accuracy
of the conclusions.

Fig. 5. Time sequence diagram of C2
n a Yanyuan station b Dayi station c Xindu station
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Abstract. The production efficiency of small and medium auto parts manu-
facturing enterprises has been restricted by unreasonable production processes
arrangement, high equipment load rate, high quantity of work in process (WIP),
etc. To cope with these problems, this paper proposes a novel modeling method
to analyze production line. The production line model is established by the
method that combination of object-oriented Petri net (OOPN) and time transi-
tions. Then the proposed model is validated based on incidence matrix and state
equation analysis method, by which the bottleneck of the production line is
identified. Simulation results are provided to validate that the proposed method
can accurately reflect the production process and the bottleneck.

Keywords: Production line modeling � OOPN � Incidence matrix � Production
bottleneck

1 Introduction

The production line is the core of manufacturing, and the manufacturing competi-
tiveness is affected by production cycle, quality and cost of the products. So in order to
produce better quality products with lower cost in a short time, modeling is necessary.

At present, there are many methods for manufacturing process modeling, such as
IDEF, object-oriented, queuing theory [1–5]. But they have obvious deficiencies in
system calculation and performance analysis. Meanwhile, computer simulation soft-
ware from the earliest common programming language, to the text mode simulation
software, to the graphical construction model [6], has been well applied to the man-
ufacturing process simulation [7–9]. However, they lack theoretical analysis.

This paper has both theoretical calculation and simulation verification. It proposes a
novel modeling method, then the established model is theoretically analyzed. Finally,
the analysis results are verified by simulation.
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2 Petri Net

2.1 Basic Petri Net

A basic Petri net system is a triad [2],

PN ¼ P;T; Fð Þ ð1Þ

where P and T are respectively the place set and the transition set. F � (P � T)[
(T � P) is a directed arc set to represent the flow of resources in the net.

2.2 Object-Oriented Petri Net

Object-oriented Petri net system is a multivariate group,

OOPN ¼ ðP;T; F;OP;&;W;M0Þ ð2Þ

where OP represents the object net; and represents the relationship between the basic
net and the object net; W is the set of weights, M0 is the initial state identity.

Because we just focus on the number of the objects, so for OOPN model, we can
use the number to descript the observed objects.

3 OOPN Modeling and Analysis

3.1 Introduction of Camshaft Production Line

The production process about the camshaft production line is shown in Fig. 1.

3.2 Establishing of OOPN Model

According to the production process of the camshaft, the whole process is divided into
three stages: the rough machining stage, the finishing stage, and the detection stage.
OOPN models of whole and each stage are shown in Figs. 2, 3, 4 and 5. In Fig. 2, P01
and P02 represent the material place and product place respectively.

Material OP1
Marking

OP2
Finish Turning

OP3
Drill

OP4
Radial Hole

OP5
Radial Hole

OP6
Milling Signal Board

OP7
Deburring

OP8
Measure Hole

OP9OP10
Fine Grinding CAM

OP11
Polishing

OP12
Washing

OP13
Drying

OP14 OP15 OP16
Leakage Check

OP17
Pressure Pin Final Product

Material OP1
Marking

OP2
Finish Turning

OP3
Drill

OP4
Radial Hole

OP5
Radial Hole

OP6
Milling Signal Board

OP7
Deburring

OP8
Measure Hole

OP9
Fine Grinding Sha  Neck

OP10
Fine Grinding CAM

OP11
Polishing

OP12
Washing

OP13
Drying

OP14
Surface Inspec on

OP15
Final Inspec on

OP16
Leakage Check

OP17
Pressure Pin Final Product

Fig. 1. Production process of camshaft
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Fig. 2. Whole OOPN model

Fig. 3. OOPN model of rouge machining stage

Fig. 4. OOPN model of finish machining stage

Fig. 5. OOPN model of detection stage
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3.3 Validation of OOPN Model

The state equation of the established OOPN model is

M ¼ M0 þATX ð3Þ

where, A, X, and M represent incidence matrix, transition vector, and the state
vectors respectively. If the established OOPN model is suitability, the production
system can be returned to the initial state:

ATX = 0 ð4Þ

Based on the incidence matrix, the basic solutions of the three stages of camshaft
production line are calculated by Eq. (4):

x1 ¼ ð1; 1; 1; 1; 1; 1; 1; 1; 1ÞT ð5Þ

x2 ¼ ð1; 1; 1ÞT ð6Þ

x3 ¼ ð1; 1; 1; 1; 1; 1; 1; 1ÞT ð7Þ

According to the calculation, there are nonzero solutions in the three processing
stages, so the OOPN model is suitable, the established models are able to run from the
beginning of the production to finish and return to the initial state, which can realize
repetitive production cycle.

3.4 Bottleneck Analysis

The production cycle is the time after a series of transitions to return to the initial state,
namely,

s� yT A�ð ÞTDx=yTM0 ð8Þ

where x satisfies the formula (4), is called T invariant, y satisfies Ay = 0, is called S
invariant, D ¼ diag dj

� �
is the diagonal matrix of each transition time.

According to formula (8), the production cycle of the rough machining stage, the
finishing stage, and the detection stage is: s1 = 31 s, s2 = 26 s, s3 = 23 s, respectively.
As we can see, the production cycle of rough machining stage is the longest, and the
subsequent production stages are impacted, so it is the bottleneck of the system and
affects the production efficiency of the whole production line.

To take full advantage of process time, output and tack time data, and to more
intuitively understand the working state of equipment on the production line, the next
chapter maps the OOPN model to Plant Simulation software.
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4 Simulation and Analysis

The places and directed arcs in OOPN model are converted into entity and line of Plant
Simulation respectively and set the parameters of entities to represent the transition
process. Then simulation time is set to one month. Finally, the statistical results of the
working status of each device are shown in Fig. 6.

As evidently shown in Fig. 6, the load rate of OP7, OP5_1 and OP3_1 is as high as
67.18%, 65.42%, and 67.18% respectively. And for the first six workstations, there are
obvious blocking phenomena, particularly the blocking rate of the OP1 process is up to
49.86%. The result indicated that the bottleneck of the whole production line appeared
in the rough machining stage.

The result of simulation analysis is the same as that of the modeling analysis, which
indicates that the proposed method that integrating OOPN hierarchical modeling with
time transition can describe the actual production process well and can find the bot-
tleneck of the production line accurately.

5 Conclusion

In the process of producing auto parts, there is a large difference in the load degree of
different equipment, so the production line is imbalanced. In order to solve the prob-
lem, this paper takes the camshaft production line as an example, proposing the OOPN
hierarchical model method and adding time in transitions. Then use the incidence

Fig. 6. Working status of each device
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matrix and state equation analysis method to prove the accessibility of established
OOPN model and to determine the bottleneck of the production line. Finally, the
theoretical analysis results of OOPN model verified through simulation analysis. It
provides a theoretical basis for improving the production line.
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Abstract. In this paper, a radar electromagnetic environment sensing method
based on the cyclic spectral algorithm is discussed, which can be used to acquire
the spectrum information of radar signals and distinguish them. This paper uses
the second-order cyclostationary detection algorithm based on the spectral
correlation function (SCF) to obtain the cyclic spectral. The estimation of SCF is
and the estimation precision by calculating deviation and variance of SCF are
displayed. In the simulation, a scenario of radar electromagnetic environment is
presented by transmitting Linear Frequency Modulation signals (LFM) and
Amplitude Modulation signals (AM). Simulation results indicate that the cyclic
spectral algorithm can not only sense the spectrum information of signals but
also judge the type of signal. Therefore, the bandwidth of the interference
information can be detected. The simulation results show that this method is
highly preferred for radar electromagnetic environment sensing even under low
signal-to-noise ratio (SNR) circumstance.

Keywords: Radar electromagnetic environment � Second-order
cyclostationary � Detection � SCF � MIMO radar

1 Introduction

Multiple-Input Multiple-Out-put (MIMO) Radar is designed to combat channel fading
and improve receiver performance through various methods [1]. Multiple receivers are
used to detect targets and sense the complex electromagnetic environment. In this
paper, to improve the anti-interference ability of MIMO radar, we consider to detect the
range of frequency of the interference by sensing the radar electromagnetic environ-
ment. Then waveforms are designed and transmitted by adjusting the range of fre-
quency to avoid the band of interference information.

The electromagnetic environment of MIMO radar is pretty complex for its devise
noise and poor prior knowledge. In this paper, cyclostationary detection technique is
utilized to sense spectrum information as in the radar communication system almost all
signals show a cyclic stabilization [2–6]. The technology of cyclostationary detection is
highly preferred for spectrum sensing in low SNR due to its robustness to the
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uncertainty of noise. It can also exploit signal spectral feature by identifying spectral
correlation peaks in the SCF which includes cyclic and angular frequency domains.

The remainder of this paper is organized as follows. Section 2 describes the
cyclostationary feature detection. Section 3 calculates the estimation precision of SCF.
Section 4 gives the simulation results. Finally, the paper is concluded in Sect. 5.

2 Second-Order Cyclostationary Detection Algorithm

Define received signal

zðtÞ ¼
Xq

i¼1

siðtÞþ nðtÞ ði ¼ 1; 2; . . .; qÞ ð1Þ

where nðtÞ represents the noise and
Pq

i¼1 siðtÞ represent the combination of signals
which include LFM, AM, and so on. t and q represents time and the number of signals.

The autocorrelation function Rzzðt; sÞ of zðtÞ can be defined as follows:

Rzzðt; sÞ ¼ EfzðtÞz � ðtþ sÞg ð2Þ

where s stands for the time offset. z �ð�Þ represents the conjugate of zð�Þ and Ef�g aims
to calculate the mean.

The autocorrelation function Rzzðt; sÞ of zðtÞ can also be expanded as follows by
using Fourier series:

Rzzðt; sÞ ¼
X1

p¼�1
Ra
zzðsÞej2pat ð3Þ

where p is the number of accumulations. Thus we have

Ra
zzðsÞ ¼ lim

T!1

ZT=2

�T=2

zðtÞz � ðtþ sÞe�j2patdt ð4Þ

where Ra
zzðsÞ is the cyclic autocorrelation function (CAF) of zðtÞ.T is period and a is the

second-order cycle frequency which equals p=T0.
The Fourier transform of the CAF can be defined as SCF as follows:
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Sazzðf Þ ¼
Z1

�1
Ra
zzðsÞe�j2pf sds

¼
Z1

�1
f lim
T!1

ZT=2

�T=2

zðtÞz � ðtþ sÞe�j2patdtge�j2pftdt

¼ lim
T!1

lim
Dt!1

ZDt=2

�Dt=2

1
T
Zðt; f þ a=2ÞZ � ðt; f � a=2Þdt

ð5Þ

where Zð�Þ is the Fourier transform of signal zðtÞ. Frequency ðf þ a=2Þ and frequency
ðf � a=2Þ belong to two spectral components of zðtÞ. Dt represents the time interval.

The sketch for calculating the SCF of signal zðtÞ can be summarized in Fig. 1. SCF
provides more possibilities for detecting cyclostationary signals and it works well when
distinguishing cyclostationary signals from the noise since cyclostationary signals have
peaks in certain positions of SCF diagrams.

start

Set a delay     for         to obtain

Calculate the FFT of                to obtain  

Calculate the conjugate of               to obtain  

Calculate the SCF of signal 

end

)( τ+tz

)( τ+tZ

)( τ+∗ tZ

)(tz

Define signal )(tz

Calculate the FFT of        to obtain  )(tZ

τ )(tz

)( τ+tz

)( τ+tZ

)(tz

Fig. 1. The sketch for calculating the SCF of signal zðtÞ
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3 The Estimation of SCF

We consider converting the estimation of SCF to the estimation of the autocorrelation
function as the autocorrelation function’s estimation theory is mature. It’s an estimation
process to obtain autocorrelation function Rzzðt; sÞ of zðtÞ. R½m; n� represents the dis-
cretization form of Rzzðt; sÞ. t and s represent starting time and the time offset
respectively. t ¼ mT1 and s ¼ nT2,where m and n are discrete points and T1 and T2 are
sampling period. The cyclic autocorrelation function RX1 ½n� comes from the discrete
Fourier transform (DFT) of R½m; n� about m as follows:

RX1 ½n� ¼
XM�1

m¼�ðM�1Þ
R½m; n�e�jX1m ð6Þ

where X1 ¼ x1T , X1 is the digital angular frequency and x1 represents analog angular
frequency. x1 ¼ 2pf1, f1 is angle frequency and M is the number of observations.

The SCF SX1 ½X2� comes from the DFT of RX1 ½n� about n as follows:

S
X1 ½X2� ¼

XN�1

n¼�ðN�1Þ
RX1 ½n�e�jX2n ð7Þ

where X2 ¼ x2T , X2 and x2 represent the digital and analog angular frequency sep-
arately. x2 ¼ 2pf2 and N is the number of observations. Thus

SX1 ½X2� ¼
XN�1

n¼�ðN�1Þ

XM�1

m¼�ðM�1Þ
R½m; n�e�jX1me�jX2n

¼
XN�1

n¼�ðN�1Þ

XM�1

m¼�ðM�1Þ
R½m; n�e�jðX1mþX2nÞ

ð8Þ

Calculate the mean of R½m; n� about m as follows:

EmfR½m; n�g ¼ P� m
P

R½m; n� ð9Þ

where P is the number of observations. Calculate the mean of (9) about n as follows:

Em;nfR½m; n�g ¼ EfR½m; n�g ¼ P� m
P

� P� n
P

R½m; n� ð10Þ

Calculate the mean of (8) about SX1 ½X2� and put (10) into it as follows:

762 J. Hu et al.



EfSX1 ½X2�g ¼
XN�1

n¼�ðN�1Þ

XM�1

m¼�ðM�1Þ
EfR½m; n�ge�jðX1mþX2nÞ

¼
XN�1

n¼�ðN�1Þ

XM�1

m¼�ðM�1Þ

ðP� mÞðP� nÞ
P2 R½m; n�e�jðX1mþX2nÞ

ð11Þ

Thus, the deviation of SX1 ½X2� can be showed as follows:

biafSX1 ½X2�g ¼
XN�1

n¼�ðN�1Þ

XM�1

m¼�ðM�1Þ

mn� Pðmþ nÞ
P2 R̂½m; n�e�jðX1mþX2nÞ ð12Þ

where R̂½m; n� is the estimation of discrete autocorrelation function R½m; n�.
It is obvious that biafSX1 ½X2�g is the asymptotic unbiased estimation of SX1 ½X2�

when P approaches to1 for fixed m and n. For the fixed P, the mean of R̂½m; n� is close
to R½m; n� only when m and n is far less than P. It is very difficult to calculate the
variance of SX1 ½X2�. When signal zðtÞ is a Gaussian random variable, whose mean is l
and variance is r2 as follows: z�Nðl; r2Þ. Then the variance of SX1 ½X2� can be defined
as

varfSX1 ½X2�g ¼ l4 þ 6l2r2 þ 3r4 ð13Þ

The mean square error (MSE) can be defined as

MSEfSX1 ½X2�g ¼ varfŜX1 ½X2�g � fbiafŜX1 ½X2�gg2 ð14Þ

Substitute (12) and (13) into (14), the MSE of SX1 ½X2� can be showed as follows:

MSEfSX1 ½X2�g ¼ l4 þ 6l2r2 þ 3r4

� f
XN�1

n¼�ðN�1Þ

XM�1

m¼�ðM�1Þ
A� R̂½m; n�e�jðX1mþX2nÞg2 ð15Þ

where A ¼ ½m� Pðmþ nÞ�=P2.
The smaller the MSE of SX1 ½X2� is, the more precise estimation of SX1 ½X2� is. The

estimation sketch of SX1 ½X2� can be summarized in Fig. 2.

4 Simulation and Analysis

In this section, simulation results are presented and they testify the ability of acquiring
the spectrum information of cyclostationary detection algorithm in the complex elec-
tromagnetic environment.

Define slfmðtÞ ¼ s1ðtÞþ s2ðtÞþ s3ðtÞ where s1ðtÞ, s2ðtÞ and s3ðtÞ are three different
signals. Define their frequency rate K1 ¼ 3� 1012, K2 ¼ 1:5� 1012, K3 ¼ 1:5� 1012,
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their initial frequency f1 ¼ 0 MHz, f2 ¼ �7:5 MHz, f3 ¼ 10 MHz, and their bandwidth
B1 ¼ 30 MHz, B2 ¼ 15 MHz, B3 ¼ 15 MHz. Figure 3 depicts the SCF of signal
slfmðtÞ. It is a symmetric process to calculate the SCF of signal slfmðtÞ. Thus, the
simulation is symmetric about alfa ¼ 0. To observe clearly, the contour map of Fig. 3
is shown in Fig. 4. It depicts that the spectrum of signal slfmðtÞ focuses on the alfa ¼ 0.
Because of the influence of initial frequency of s1ðtÞ, s2ðtÞ and s3ðtÞ, the distribution of
signal sðtÞ from left to right is s2ðtÞ, s1ðtÞ, s3ðtÞ and there are frequency overlaps
between the signals. The frequency overlap between s2ðtÞ and s1ðtÞ is shown in area A
of Fig. 4. The length of area A represents the length of frequency overlap.

The frequency overlap between s1ðtÞ and s3ðtÞ is shown in area B of Fig. 4. The
length of area B represents the length of frequency overlap. The gradient of line 1a–4a
can be used to judge the magnitude of the frequency rate between signals. Line 1a

start

Represent             with

Calculate the variance of 

Calculate the MSE of               

end

Convert CAF              to

Calculate the mean of

),( τtRzz ],[ nmR

][ 2
1 ΩΩS ],[ nmR
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1 ΩΩSE ][ 2

1 ΩΩS

Calculate the deviation of ][ 2
1 ΩΩS

][ 2
1 ΩΩS
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1 ΩΩS

The MSE is satisfied ?

Yes
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Fig. 2. The sketch of estimation of SX1 ½X2�

764 J. Hu et al.



Fig. 3. The SCF of signal slfmðtÞ

Fig. 4. The contour map of SCF of signal slfmðtÞ
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represents the frequency rate between s2ðtÞ and s3ðtÞ, and the reason why line 1a is
parallel to line 4a is that K2 ¼ K3. Line 2a represents the frequency rate between s2ðtÞ
and s1ðtÞ. The effect is shown in Fig. 4 as the result of K2\K1. Similarly, line 3a
represents the frequency rate between s1ðtÞ and s3ðtÞ. The effect is shown in Fig. 4 as
the result of K1 [K3. It shows that the analysis of SCF can be used to sense the
information of signal such as bandwidth, frequency, frequency rate, and frequency
overlap.

To analyze the influence of the SNR on the cyclostationary detection algorithm, we
select the SNR ¼ 5 dB and SNR ¼ 20 dB, other simulation conditions are the same as
Fig. 3. Simulation results in Fig. 5 indicate that the cyclostationary detection algorithm
is highly preferred for spectrum sensing. We can obtain the spectrum information such
as the frequency overlap and the frequency rate even through the SNR is low.

There are various interference signals in electromagnetic environment of radar.
Simulation is performed to illustrate the ability of cyclostationary detection algorithm,
which can be used to distinguish the frequency range among different kinds of inter-
ference signals. Figure 6 shows the SCF of different signals. An AM signal is named
s1ðtÞ whose carrier frequency fc is 10 MHz and the baseband frequency fb is 5 Hz.
A LFM signal is named s2ðtÞ whose bandwidth B is 11:25 MHz, the frequency rate K is
2:25� 1012 and the initial frequency f0 is 15 MHz. Define sam�lfmðtÞ ¼ s1ðtÞþ s2ðtÞ.

The SCF of signal sam�lfmðtÞ are shown in Fig. 6 when SNR ¼ 5 dB and
SNR ¼ 20 dB. We use the contour maps which indicate that there are the spectral
characteristic at alfa ¼ �2fc (point A and point C) and f ¼ �fc (point B and point D)
of s1ðtÞ. The spectral characteristic of signal s2ðtÞ concentrates on the location of line
3a, the length of line 3a equals the bandwidth of signal s2ðtÞ. It is a symmetric process
to calculate the SCF of signal. Thus, the simulation is symmetric about alfa ¼ 0.The
lines 1a–2b exist because of the combination of AM signal s1ðtÞ and LFM signal s2ðtÞ.
The location and the length of lines 1a–2b change with the frequency rate and initial
frequency of s2ðtÞ. There is a frequency overlap at point D about s1ðtÞ and s2ðtÞ.

Fig. 5. The influence of the SNR on the cyclostationary detection algorithm
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Simulation results indicate that the cyclostationary detection algorithm can distin-
guish different signals even SNR = 5 dB. With the SNR increasing, the discernment
becomes better and better. We can analyze the SCF of complex electromagnetic signals
to obtain the spectrum information such as bandwidth of signal, initial frequency,
frequency rate, frequency overlap, and so on.

Figure 7 shows the comparison of the Cyclic Spectral Algorithm and the method of
short-time Fourier transform (STFT). The experiment is finished by the LFM signal and
the AM signal. Define the SNR ¼ 20 dB. As illustrated in Fig. 7, with the decrease of
bandwidth, the STFT Algorithm gets weaker and weaker in distinguishing signals.
However, the Cyclic Spectral Algorithm can detect signals clearly.

Fig. 6. The contour map of SCF of signal sam�lfmðtÞ in different SNR

Fig. 7. Comparison of radar electromagnetic environment sensing method
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5 Conclusion

This paper presents a radar electromagnetic environment sensing method based on the
cyclic spectral algorithm to sense the spectral information by calculating the SCF.
A method to calculate the estimation precision of SCF is also introduced. Simulation
results indicate that the type of signal can be obtained and the bandwidth, frequency
rate, initial frequency, and frequency overlap can also be known from the curve of SCF
in low SNR. Thus, this method can detect the interference frequency effectively in the
complex electromagnetic environment. However, the scenario of radar electromagnetic
environment is simple. In the future, complex scenario will be further considered.
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Abstract. Based on the basic theory of laser communication in the atmosphere,
the effects of wavelengths, transmission distance, and visibility on communica-
tion link are studied; considering the restriction parameters in the satellite-ground
communication link, the outage probability, fade statistic, intensity fluctuation
and bit error rate of OOK/BPSK modulation are derived; the link budget is
discussed; the results show that mid-far infrared wave has better transmission
performance in atrocious atmosphere compared with the near-infrared wave,
which could become an optimization choice in satellite-ground downlinks.

Keywords: Communication in satellite-ground link � Mid-far infrared wave �
Link performance � BER

1 Introduction

Due to the advantages of large capacity, high speed, high concealment, and high anti-
interference ability, optical communication has become the development trend of large
capacity space communication in the future. A series of pilot projects have been carried
out in space communication using the near-infrared (0.8–1.55 lm) laser [1–4], the
transmission rate is also a few Mbps to 5.625 Gbps; with low bit error rate coherent
laser communication is realized. However, haze and turbulent environment will seri-
ously affect the near-infrared communication performance, under the constraints of the
atmospheric model, searching for the available optical frequency band has always been
the primary concern of space laser communication [5].

In recent years, the longwave infrared laser is becoming more practical [6]. Andrew
et al. established a preliminary long wave infrared laser system, using a quantum cascade
laser with a power of 180mW, adjustable wavelength and working at room temperature
to achieve the average transmitted rate 155 Mbps (up to 1 Gbps) [7]. Donald et al.
established an experimental system with a maximum modulated frequency of 500 MHz
with 5 km transmitted distance and the laser output power exceeds 1 W [8].

This paper is organized as follows: the communication characteristic in atmospheric
and the influence of different link parameters are studied in Sects. 2 and 3 analyze the
outage characteristics of infrared laser satellite-ground link and the BER performance
under OOK/BPSK modulation; the link budget of satellite-ground downlink using mid-
infrared is carried out in Sect. 4; Finally, the conclusions are drawn in Sect. 5.
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2 Basic Theory

2.1 Transmission Loss

The atmospheric transmittance of slant path can be defined as [9]

T ¼ expð� secu
ZH

0

aðk; hÞdhÞ ð1Þ

here k is the wavelength, u is the zenith angle, H is the transmitted distance, a ¼ aa þ as
is the total attenuation coefficient, aa is the absorption coefficient, as is the scattering
coefficient. For the atmospheric absorption, there are eight higher transmittance bands
between the 0.72–15 lm, known as the atmospheric window, with the increase of
altitude, atmospheric absorption effect decrease obviously. For the atmospheric
scattering, Rayleigh-scattering and Mie-scattering are classified according to the
difference of laser wavelength and particle radius.

The Rayleigh-scattering occurs when the diameter of particles is much smaller than
the wavelength, and its attenuation coefficient is

rm ¼ 2:677� 10�17 � Pk4=T ð2Þ

here P is the atmospheric pressure, T is the absolute temperature, k is the wave number.
The Mie-scattering occurs when the diameter of particles is the same as the

wavelength, and its attenuation coefficient is

ra ¼ 3:91=Rv � k0=kð Þq ð3Þ

here Rv is the visibility (km), k is the wavelength, k0¼ 0:55 lm, q is the wavelength
correction factor which related to the visibility, can be represented as

q ¼

1:6 Rv [ 50 km
1:3 6km\Rv � 50 km
0:16Rv þ 0:34 1km\Rv � 6 km
Rv � 0:5 0:5km\Rv � 1 km
0 Rv\0:5 km

8>>>><
>>>>:

ð4Þ

The Rayleigh-scattering and Mie-scattering attenuation coefficients vary with laser
wavelength are shown in Fig. 1, the attenuation caused by the molecular can be ignored
in mid-far infrared band compared to the near-infrared wave; and in the same visibility
conditions, the longer the wavelength, the smaller the attenuation of the Mie-scattering.

2.2 Atmospheric Turbulence

Turbulence is a random change of the refractive index due to the variations in atmo-
sphere temperature and pressure, which can cause the laser beam jitter and the intensity
fluctuation of the received signal. In turbulence environment, the scintillation index of
the received intensity is [10]
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r2I ¼ 2:25l1k
7=6ðH � h0Þ5=6 sec11=6 u ð5Þ

l1 ¼
ZH

h0

C2
nðhÞ

h� h0
H � h0

� �5=6

dh ð6Þ

here H is the transmitted distance, h is the altitude, h0 is the ground altitude, k is the
wave number, u is the slant path zenith angle, C2

n is the refractive-index structure
constant, according to the Hufnagel-Valley model [11]:

C2
nðhÞ ¼ Ahv expð�h=100Þþ 0:00594ðvv=27Þ2ð10�5hÞ10 � expð�h=1000Þ

þ 2:7� 10�16 expð�h=1500Þ
ð7Þ

here Ahv is the refractive-index structure constant near the ground, vv is the vertical path
wind speed, typical values are Ahv ¼ 1:7� 10�14 m�2=3, vv ¼ 21m/s.The scintillation
index in satellite-ground link varies with the wavelength is shown in Fig. 2 with
H ¼ 36000 km, h0 ¼ 500 m, u ¼ 30�. It is shown that the longer the wavelength, the
lower the scintillation index, and also the lower requirement for the aperture of the
receiving antenna.

3 Performance Analysis in Satellite-Ground Laser Link

3.1 Outage Characteristics

The fluctuation of the received intensity follows the lognormal distribution in weak
turbulence, and follows the gamma–gamma distribution in medium and strong turbu-
lence, which probability density function can be defined as [12]

Fig. 1. The scattering attenuation coefficient varies with the wavelength

Performance Analysis of Mid-Far Infrared Wave 771



pI uð Þ ¼ 2
C að ÞC bð Þu abuð Þ aþ bð Þ=2Ka�b 2

ffiffiffiffiffiffiffiffi
abu

p� �
ð8Þ

here u is the normalized intensity, K(�) is the second type modified Bessel function, the
parameter a and b are

a ¼ 1
exp r2lnX Dð Þ� �� 1

; b ¼ 1
exp r2ln Y Dð Þ� �� 1

ð9Þ

here r2I 0; L;Dð Þ ¼ exp r2lnX Dð Þþ r2lnY Dð Þ� �� 1, r2lnX Dð Þ and r2lnY Dð Þ are the scintil-
lation index with the fixed receiver aperture.

The outage probability is defined as the probability that the system bit error rate is
greater than the target bit error rate, the outage probability can be expressed as

Prfade ¼
ZIT
0

pI uð Þdu ð10Þ

here IT is the intensity threshold. The expected fading can be defined as

n ITð Þh i ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pabr2I 0; L;Dð Þ

p
v0

C að ÞC bð Þ abITð Þ aþ b�1ð Þ=2Ka�b 2
ffiffiffiffiffiffiffi
abI

p� �
ð11Þ

Fig. 2. The scintillation index of received intensity varies with the wavelength
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The average fading time can be defined as

t ITð Þh i ¼ Prfade= n ITð Þh i ð12Þ

3.2 BER of OOK/BPSK Modulation

Under the effects of atmospheric turbulence, the average bit error rate of OOK and
BPSK can be expressed as

Pr Eð Þ ¼ BERh iOOK¼
1
2

Z1

0

pI uð Þerfc SNRh iu
2

ffiffiffi
2

p
� �

ds ð13Þ

Pr Eð Þ ¼ BERh iBPSK¼
1
2

Z1

0

pI uð Þerfc SNRh iuffiffiffi
2

p
� �

ds ð14Þ

here erfc(�) is the error function complement,〈SNR〉is the average signal-to-noise
ratio, which can be expressed as

SNRh i ¼ SNR0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

1þ 1:33r2RK
5=6 þ r2I 0; L;Dð ÞSNR2

0

q ð15Þ

here SNR0 is the signal-to-noise ratio without turbulence.

3.3 Numerical Results

3.3.1 The Fading Probability and Average Fading Time
The fading probability and average fading time of the satellite-ground link vary with
the received intensity are shown in Fig. 3 with receiver aperture is 10 cm, the longer
the wavelength, the lower the fading probability and average fading time of the link.
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3.3.2 Relation of BER and SNR with OOK/BPSK Modulation
The satellite-ground laser link performance with the relation of BER and SNR under
OOK/BPSK modulation is shown in Fig. 4. The BPSK modulation method is obvi-
ously superior to the OOK, especially in longwave infrared which can achieve better
than 3 dB gain compared to the OOK modulation.

4 Link Budget in Satellite-Ground Down Link

The average received power of satellite-ground downlink can be calculated as

M ¼ Pt þGT þ st þ LFSL þGR þ sr þ gdd � Sreq � satm � LFM ð16Þ

here M is the link margin, Pt is the output power, GT and GR is the gain of transmitted
and received antenna, respectively, st and sr is the transmittance of transmitted and
received antenna, respectively,LFSL is the free space loss; gdd is the efficiency of the
detector, Sreq is the minimum received power request, satm is the atmospheric loss; LFM
is the scintillation loss.

Choose 4 lm mid-infrared wave for satellite-ground downlink budget analysis, the
laser output power is 1 W, the transmittance is 0.6, transmitted distance is 40,000 km,
transmitted antenna aperture is 250 mm, received antenna aperture is 1 m, the link
margin is usually requested at least more than 3 dB, so it is required the received detector
has a more than 50 dBm sensitivity in order to establish the satellite-ground downlink.

5 Conclusions

The performance of satellite-ground laser communication with different wavelengths is
studied, considering the transmitted characteristics in turbulent environment, the
longwave infrared has better performance than the near-infrared, which could break-
throughs the limitations of near-infrared laser communication in atrocious atmosphere.
Improving the power of longwave infrared laser is a key problem to be solved in
practical application. The future work will focus on the influence of satellite platform
dynamics environment, noise environment and APT performance on the mid-far
infrared laser communication in satellite-ground downlinks.
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Abstract. Liquid antennas can be easily reconfigured, which means that the
antennas can work at different frequency by adjusting the height of liquid sur-
face. This paper presents that seawater antennas can be used in high-frequency
surface wave radar. First, performance of seawater antennas is analyzed using
Ansys HFSS. Then the measured results of a real seawater antenna are pre-
sented. The results show good agreement with the simulation and can be used in
a range of 4–15 MHz.

Keywords: Seawater antenna � Liquid antenna � High frequency surface
wave radar

1 Introduction

In recent years, liquid antennas get a lot of attention. Initially, liquid antennas appeared
among amateur radio operators. In 2002, N9ZRT made a cylindrical antenna using salt
water for high frequency communication [1]. In 2005, Ewananovil [1] demonstrated a
Marine monopole antenna with a frequency of 1.3 GHz. In 2012, Tam [2] made
various injection antenna systems using water pumps. In 2012, Lei [3] analyzed the
influence of solution conductivity and dielectric constant of the base on antenna per-
formance. In 2014, Hua [4] improved the radiation efficiency of seawater antenna by
loading metal discs on the top of the feeding probe. Hua [5] designed a seawater half-
loop antenna for VHF maritime wireless communications in 2015.

Liquid antennas have great reconfigurable ability, which is convenient to vary
characters by changing the size and shape of the antenna. When the radar system stops
working the liquid inside antennas can be pumped out, which improves the stealthiness
level [6]. Furthermore, water is nearly transparent, which makes it difficult to be
observed. Seawater is one of the most popular materials because it is easy to obtain
with relatively low cost.
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High-frequency surface wave radar (HFSWR) operates in 3–15 MHz, in this fre-
quency band, the conductivity of seawater is 4–6 S/m, and the relative dielectric
constant is 81, consequently, seawater can be regarded as a perfect conductor. Besides,
HFSWR antennas need to cover a relatively wide band, which results in significant
difficulty in design. The reconfigurability of seawater antennas has a future prospect in
HFSWR applications.

In this paper, a design of seawater antenna for HFSWR receiving is investigated.
First, we analyze the influence of structure on the performance of the seawater
antennas. Then the measured results are given compared with the simulation. The
results demonstrate that the seawater antenna performs well in frequency from 4 to
15 MHz.

2 The Structure of the Seawater Antenna

Figure 1 shows the structure of the seawater antenna. The antenna consists of a
plexiglass tube, a POM base, and a water pump. The external diameter of the tube is d1,
and the inner diameter is d2. The height of seawater is H. the height of POM base is H1.
The antenna needs to be mounted on a ground screen.

Figures 2 and 3 are the reflectance coefficient and impedance characteristic of the
seawater antenna compared with the perfect conductor (PEC) antenna. When the height
is 4 m, radius is 10 cm, the seawater and PEC antennas have similar performance,
while the impedance of seawater antenna is higher, and the resonant frequency is lower.

The seawater antenna can change the resonant frequency by adjusting the height of
the seawater. Figures 4, 5 and 6 show the HFSS simulation of different seawater height.
The resonant frequency of the seawater antenna will rise if the height of water surface
reduces.

Plexiglass tube

POM base

Water pumpCoaxial feed

H

d1

d2

H1

Fig. 1. Structure of the seawater antenna
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3 Measurement

The seawater antenna fabricated is shown in Fig. 7. The maximum height of the
antenna H = 4 m. Plexiglass tube external diameter d1 = 22 cm, and inner diameter
d2 = 20 cm. The height of POM base Hb = 20 cm. The antenna was set up at the
beach, with a 10 cm spacing grid ground screen. We use sodium chloride (NaCl)
solution whose concentration is about 1%.

Figure 8 shows the measured results of the seawater antenna. In order to make the
antenna to operate at the frequency 4–15 MHz, the antenna matching is adjusted
roughly. In Fig. 8, the curves with an asterisk is simulated results, while the curves
without asterisk are measured results. The measured and simulated results have the
same trend. When the height of seawater varies from 4 to 2 m, the resonant frequency
changes from 8 to 12 MHz, and the available frequency (S11 < −10 dB) is 4–16 MHz.

The seawater antenna gain is about −20 dBi, as shown in Fig. 9, which is higher
than the antenna in a practical HFSWR system, whose detection range reaches 200 km.
Consequently, the seawater antenna satisfies the requirement of HFSWR receiving
antennas. The value of gain is higher at 11 MHz may due to the cross-coupling from
nearby antennas whose height is about 6 m.
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Fig. 7. Photograph of the fabricated seawater antenna
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4 Conclusion

This paper has presented the idea of application of seawater antennas on HFSWR. The
measured results of the seawater antenna agreed with the simulation. The center fre-
quency of the antenna can be altered by controlling the height of the seawater. The
resonant frequency of the antenna can be turned from 8 to 12 MHz, and the bandwidth
is 15.6% (4–16 MHz, S11 < −10 dB). The results show the availability of using sea-
water antennas on HFSWR. The reconfigurability of seawater antenna meets the
requirement of wide bandwidth of HFSWR, and reduces the possibility of being
detected. Other characteristics such as low cost and high transparency are also useful
for HFSWR.
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Abstract. In the process of shipping, container overboard falling accidents
occur frequently. To detect the submerged containers, this paper proposes an
underwater acoustic sensor network based detection system, which performs the
positioning task through a multi-beacon nodes cooperative method to improve
the robustness and accuracy of the system. The simulation results show that the
proposed multi-beacon nodes cooperative positioning system can effectively
solve the problem of link break between the sensing nodes and the beacon nodes
due to the severe underwater environment and extend the detecting area with
improved positioning accuracy.

Keywords: Drowning container � Underwater sensor networks � Localization

1 Introduction

As part of the global trade, approximately 130 million containers loaded with goods are
shipped worldwide each year. However, due to the bad weather and unpredictable sea
conditions, etc., it is inevitable that containers fall into the sea and submerge. Recently,
in March 2018, the Maersk Shanghai container ship lost about 76 containers in North
Carolina. One of the containers was equipped with 3 tons of dangerous chemicals,
sulfuric acid, which may cause serious pollution to the ecological environment [1]. It is
important to salvage the drowning containers which carry dangerous goods in time. It
should be noted that a quick and accurate detecting and positioning system for the
drowning container is a prerequisite for timely salvage.

Underwater acoustic sensor networks technology has been utilized to detect and
localize the submerged containers [2]. However, in the scheme proposed in [2] there
exist some shortcomings, such as un-optimized deployment of the detecting sensor
nodes and high probability of the link break between the detecting sensor node and the
beacon node mounted on the container. In this paper, an improved container posi-
tioning scheme for a three-dimensional environment is considered. In particular, a fixed
detecting nodes deployment method is employed to cover a large area with a small
number of detecting nodes. Furthermore, to extend the coverage area of the detecting
nodes and improve the positioning accuracy and robustness, a cooperation scheme
between the beacon nodes are presented.
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The paper is organized as follows: Sect. 2 describes the multi-sensor collaborative
positioning schemes based on the existing system model in 3D space, and Sect. 3
compares the results and analyzes the proposed schemes. Section 4 gives the
conclusions.

2 Multi-beacon Nodes Cooperative Positioning System

2.1 Node Deployment

When building a UASNs system, sensor nodes deployment is one of the most
important tasks. Especially when the underwater sensor nodes transmit the sensing
information to the surface sink node through multiple-hop relays, a good deployment
strategy can ensure the network connectivity of the system, and lays a good foundation
for the subsequent positioning and real-time tracking submerged containers.

In order to optimize the network performance such as network connectivity and
coverage, this paper chooses the tetrahedral deployment scheme in a deterministic way
so that the requirements of high coverage and positioning accuracy can be satisfied
with fewer sensor nodes [3]. With the help of the autonomous underwater vehicle and
surface unmanned ship technologies, sensor nodes can be placed in the designated
locations in a controlled manner. Tetrahedron deployment scheme is superior to the
random deployment and cube deployment methods in reducing positioning errors and
improving positioning ratio, while maintaining the average number of adjoining anchor
nodes and network connectivity. A tetrahedron deployment unit is shown in Fig. 1.
Four sensing nodes or anchor nodes are placed at the vertices of a regular tetrahedrons,
and the possibly exiting submerged containers may randomly lay somewhere in the
monitoring space. The number of the tetrahedron deployment unit for covering the
whole detecting area can be determined by the volume of the interested area and the
underwater acoustic communication distance.

Anchor node
Unknown node

Fig. 1. The tetrahedron deployment unit
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2.2 Improved Cooperative Positioning Scheme

Several beacon nodes with the ability of underwater acoustic communication are
installed at the different vertex of a container, and each beacon node is assigned a
unique ID number. After a container falls into water, the trigger unit will activate the
corresponding beacon nodes, and the monitoring center will manage the deployment of
sensor nodes in the accident water area. Then, the anchor nodes will communicate with
the beacon nodes installed on the container to obtain the distance information between
the anchor nodes and the beacon nodes.

Due to the complex underwater environment, in order to reduce the inability to
locate the possibly existing container, multi-beacon nodes cooperative positioning
scheme is used to improve the existing system.

First, we use the method of multi-beacon nodes, and several beacon nodes are
installed on a container in advance. When some beacon nodes cannot communicate
with the anchor nodes successfully, other beacon nodes may still have good links with
the anchor nodes. As a result, the container can be located. Second, in order to solve the
problem that all the beacon nodes on a container cannot communicate with the anchor
nodes in a tetrahedron deployment unit, we convert the beacon nodes that have been
located into anchor nodes, and such beacon nodes broadcast the their assistant location
information containing their accuracy index. Subsequently, when an unlocated beacon
node that cannot be located by the normal anchor nodes receives the assistant locating
information, it selects the beacon node with the highest accuracy index to calculate its
own location. The accuracy index is calculated as follows [4]:

gi ¼ 1�
P3
k¼1

ui � xkð Þ2 þ vi � ykð Þ2 þ wi � zkð Þ2�l2ik
�� ��
P3
k¼1

ui � xkð Þ2 þ vi � ykð Þ2 þ wi � zkð Þ2
ð1Þ

where (ui,vi,wi) is the location coordinate of the ith beacon node, (xi,yi,zi) is the ith
anchor node’s coordinate. lik is the measured distance between the ith beacon node and
the kth anchor node.

Suppose that two acoustic beacon nodes are installed on a container, then under
normal conditions, two sets of measurement data will be transmitted back to the
monitoring center for each container. Then, the two sets of data can be used to perform
position calculation independently by the tetrahedron positioning algorithm [5], and the
positioning results are further fused to reduce the positioning error. On the other hand,
if one beacon node fails to communicate with the anchor nodes due to the severe
underwater acoustic communication condition and cannot join the positioning network,
the other beacon node may still have communication links to the anchor nodes. If both
beacon nodes lose links to the anchor nodes, they can try to use the assistant anchor
nodes switched from other located beacon nodes. Thus, an improved positioning
performance can be achieved.
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3 Simulation Results

Simulation for the proposed container positioning system is performed. Figure 2
describes the relationship between the positioning error and the total number of anchor
nodes with one beacon node on each container. It can be observed that the tetrahedron
deployment is better than the cube deployment and random deployment scheme on the
positioning error performance. Figure 3 shows the comparison of the positioning

Fig. 2. Location errors of different deployment schemes

Fig. 3. Location errors with different beacon nodes on each container
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performance between two positioning system with one and two beacon nodes on each
container, respectively. The simulation results show that the positioning error of the
two beacon nodes system is significantly lower than that of the single beacon node
system.

4 Conclusion

An improved collaborative localization method is applied to perform the drowning
container positioning task. The unstable underwater acoustic communication link may
influence the positioning performance. The proposed multi-beacon nodes based
cooperative positioning system takes the advantage of multi-beacon nodes installed on
each container to adapt to the severe underwater environment. The simulation results
show that the proposed scheme can improve the robustness and accuracy of the
positioning system with relatively small number of detecting sensor nodes.
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Abstract. Internet of Things (IOT) technology is another leap forward for the
world information industry following the computer and the Internet, providing
an unprecedented opportunity for the rapid development of agricultural mod-
ernization. This article describes the concept and architecture of agricultural
Internet of Things (IoT), analyzes the key technologies of agricultural IoT from
the three levels of information perception layer, network transport layer, and
application layer. It analyzes the key technologies of IoT and proposes the
Agricultural Internet of Things System architecture design. And pointed out that
the middleware server software architecture, through the test MQTT agreement,
identify the appropriate message mechanism. The development of agricultural
internet of things will play a greater role in accelerating the integration of
informatization and agricultural modernization and promoting the development
of agricultural modernization.

Keywords: Agricultural internet of things � Information perception �
Middleware � MQTT protocol

Wisdom Farm uses sensors to collect data and equipment for the greenhouses and
installs corresponding controlled devices that change the greenhouse environment in an
effort to keep the plants in the best environmental condition. The controlled devices
include drip irrigation equipment, roller blinds, ventilators. These are hardware devices
in the perceptual layer. They have a variety of data structures, electrical properties of
different properties, and multiple types of transport protocols. The overall process of
agricultural site data monitoring as shown in Fig. 1.

Taking the application of IoT environment as an example, taking full account of the
low power consumption of sensor devices and low network bandwidth, our entire
system adopts lightweight publish/subscribe system based on Internet of Things
environment. The overall architecture design is shown in Fig. 2.

Figure 2 depicts the architecture design and interaction between the publisher
(lower computer), lightweight messaging broker (middleware), and subscriber (upper
computer) of a lightweight publish/subscribe system. The lightweight publish/subscribe
system under the Internet of Things environment is mainly divided into three parts,
among which subscribers (PC) include farm monitoring system, control system, and
early warning system; lightweight message broker layer (middleware) is the system’s
server, responsible for publishing and subscription registration, subscription
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Fig. 1. The overall process of farm data monitoring

Fig. 2. System architecture design

792 C. Man et al.



information management, message matching, the implementation of the message
storage and forwarding functions; Publisher to the remote terminal, for example,
including mobile data terminals, sensors, and intelligent networking equipment,
responsible for the acquisition and release of information.

In publish/subscribe systems, client participants include publishers and subscribers.
The publisher and the subscriber of the message are decoupled, that is, the publisher of
the message does not know the presence of the subscriber, nor does the subscriber need
to know which publisher the message originated from, and neither the publisher nor the
subscriber has a reference to the other party. Publishers and subscribers also decoupled
in time, when the publisher sends the message, does not require subscribers online,
when subscribers go online, they can still receive subscription news. The message
broker can guarantee that the publishers and subscribers decoupled in time and space
can accurately forward the message according to the message subscription mode.

The Lightweight Message Agent layer is the core functional layer of the
publish/subscribe system, implemented as an MQTT Message Broker, responsible for
connecting the publisher of the message with the subscriber of the message. The MQTT
Message Agent is a server-side implementation that supports the MQTT Lightweight
Transport Protocol. In this system, multiple MQTT message agents operate in a dis-
tributed system with network bridging mode, which implements message load bal-
ancing. The MQTT Message Broker is divided into two parts, the MQTT Broker
Interface Layer and the Message Broker Message Service Layer. The MQTT Broker
interface implementation layer provides the publisher or subscriber with interfaces for
publishing messages, subscribing to messages, unsubscribing, and the like, and provides
RESTful interface extension to the outside so that publishers and subscribers can
conveniently send and subscribe to the HTTP request sent by a browser via a browser.

As shown in Fig. 2,Message Brokermessaging service layer consists of a registration
management module, a subscription informationmanagement module, a data forwarding
module, and a message verification module, and also includes data stores such as sub-
scription tables and routing tables. Among them, the registration management and sub-
scription information management module is responsible for managing and maintaining
subscriber information, and is responsible for real-time update subscription table, when
new subscription information to join or cancel the subscription, in the subscription table to
do the appropriate additions and deletions. The data forwardingmodule is responsible for
forwarding the message posted by the publisher to the corresponding subscribers. The
message checking module is responsible for verifying the validity of the message, and
only the processed data forwarding module can obtain the message.

To achieve this, as shown in Fig. 3.
Cloud server software architecture design is based on the choice of server software

running platform and monitoring system communication protocol. According to the
stability requirements of the server software, choose the Linux operating platform, the
server, and the device and other terminals using the MQTT protocol, cloud server
software architecture shown in Fig. 3.

Linux platform is used by server platforms, because Linux system has been the first
choice for high-performance server systems, the system kernel has many open-source
functions. Agricultural Surveillance System Server software design focuses on the
design of the software hierarchy and the related technologies used in communication,
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as well as the core business processes for writing server software using the Linux
system network programming and I/O reuse models. The core of the system cloud
server software is designed with improved MQTT message middleware and deployed
MySQL database. According to the characteristics of MQTT middleware, an appro-
priate load balancing algorithm is adopted to achieve cloud server load balancing.

System testing before the need to build a system test platform. Test platform set up
includes two parts, server software server platform structure and test equipment ter-
minal deployment. To ensure that the test environment is real and effective, cloud
server software testing is conducted using agricultural equipment.

Agricultural remote monitoring system cloud server software based on cloud server
platform deployment does not need to consider server hardware related deployment. By
the use of cloud server to meet the deployment of server software requirements, the
design will be deployed in the cloud server software Aliyun server, load balancing
using Ali cloud load balancing module. Through the purchase of Alibaba Cloud
computing services, according to the need to configure the server parameters, late if the
configuration can’t meet the needs of the relevant configuration can be changed to
ensure system stability. Cloud server software platform single cloud server configu-
ration is shown in Table 1.

In order to ensure the stability of the cloud server, the cloud server software adopts
cluster deployment. The single machine test in the cluster is deployed according to the
structure in Table 1, and the cloud server configuration can be configured according to
the actual scale of the agricultural device when it is put into use.

Deployment content in the cloud server mainly includes MQTT message middle-
ware deployment, MySQL database deployment, and load balancing cluster
deployment.

Fig. 3. Middleware server software architecture

Table 1. System test content list

Name Configuration

Operating system CentOS 7.2 �64
Internal storage 8 GB
Bandwidth 100 Mbps
Hard disk 512 G
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The use of agricultural remote monitoring system to test the basic functions of
cloud server software and the function of each module and performance testing stan-
dards. Table 2 shows the main contents of the test.

The functional test does the testing according to the functions of each part of the
cloud server software. The basic requirement of the test is whether the cloud service
software can meet the requirements of the agricultural remote monitoring system and
the business logic of each part is correct.

First, we use the online farm equipment to initiate the connection to the server
software, and release the theme information. We can use the mobile client to subscribe
to the theme information and check the running status of the online agricultural
equipment. The message received by the mobile client shows that the server can
receive and send the message correctly and the message is communicated correctly.

Server status monitoring subscribes related topics through the online agriculture
equipment in the mobile phone client; selects server through the phone client; then
views the server parameters.

On the premise that the function is correct, we need to do the server software
performance testing. Test scheme is divided into two kinds, namely, a single machine
test and multiple machine deployment test. Performance testing uses MQTT clients
simulates the way of concurrent access to the server. After a simulated MQTT client
establishing a connection with a server, the MQTT client sends data to the server and
simulates multiple client subscription messages. Sending and receiving messages are
attached to their times. So we can calculate and get the time when the messages are sent
and received.

The performance test items of a single server include the number of server con-
nections, server CPU, server memory, size of sending data and response time, the test
results are shown in Table 3. The test results in Table 3 are the results when the MQTT
client connection server publishes a message with QoS = 2. Different QoS settings, the
test results will be different.

Table 2. The main contents of the test

Test module Test items

User login module User login password
User name and login password of MySQL database

Information communication Post a message
Subscribe

Access control The user corresponding to the theme
The user corresponding theme list

Data encryption Encrypted data in transit
Message persistence The subject and the message in the MySQL database
The server status monitoring Subscribe to a specific theme to check the server status
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After the test, the number of MQTT messaging middleware connections in a single
server software can reach around 150,000. Before the improvement of Mosquitto, the
test results show that the number of connections is 50,000 or so, the improvement is
obvious. If a client issues a message, the server’s CPU, memory, and the sending data
will all consume server resources. The server CPU utilization is mainly affected by the
number of connections, the more connections, the higher the server CPU usage. Due to
the different content of the message posted by the client, the resource usage of the
server is different. In particular, the memory of the server increases with the increase of
sending data by a single client, and changes greatly. It can be seen from the MQTT
protocol is suitable for sending short message data, not large files.

Server cluster testing, which is dynamically allocated by load balancing to each
node server in the cluster. Cluster deployment is tested with five servers, one of which
deploys a load balancing server, while the other four make up the server cluster, two of
which are central node servers. The MQTT client connection first accesses the load
balancing module, then allocated by the load balancing module to the server node.

The test items include cluster connection number, average server CPU utilization,
average server memory utilization, sending data size, and response time. The client
connection number of the cluster test is the same as the number of client connections
tested by a single server. Under this premise, the response speed of the test cluster is
tested, and the test results are shown in Table 4. As you can see from the test results,
the cluster server deployment can share the server’s connections to each node server.
With the same number of connections, the CPU and memory usage of each node server
is lower than that of a single server connection. When the number of client connections
is large, the time for the client to subscribe is larger than that of the single server.

Table 3. Performance test results of a single server

The number
of
connections

CPU server
utilization
(%)

Server
memory
utilization (%)

The size of a single
client sending the
data

Completion time
of subscription
(s)

1000 1.5 1.2 5 KB 2
1.6 15.4 50 KB 10
2.1 62.4 1 M 19
2.3 86.9 5 M 113

5000 8.1 3.1 5 KB 8
10,000 14.2 4.5 5 KB 21
20,000 26.3 9.1 5 KB 53
30,000 37.4 16.7 5 KB 94
40,000 46.2 20.4 5 KB 97
50,000 67.6 26.3 5 KB 104
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1 Conclusion

This paper designs cloud server software for the agricultural remote monitoring system.
The software design starts from the demand analysis of agricultural remote monitoring
system, then from system architecture design to detail and implementation, finally the
system test proves the rationality of the design of the server software. Cloud server
software provides a messaging platform for the agricultural remote monitoring system.
The user can remotely monitor agricultural equipment and check the relevant data of
the device through the mobile terminal. By connecting agricultural equipment to the
Internet and conducting remote monitoring, this design is conducive to the intelligent
upgrading of the agricultural field and conforms to the trend of future agricultural
intelligence.
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Abstract. Internet of things in the field of marine fisheries develops very fast.
The current fishery servers have the problems of insufficient concurrency
capability, low stability, small scalability, and difficulties in maintaining, which
cannot meet the requirements of stable data transmission in high concurrency
mode. Since most fishing equipment is embedded and has limited computing
resources, remote monitoring and control systems for fisheries require that
communication modules can be easily integrated into the equipment and occupy
a small amount of equipment computing resources. This article introduces the
MQTT protocol subscription/publishing features, and designs the cloud server
software architecture.

Keywords: Internet of things � Marine fisheries � Remote monitoring of
fisheries � MQTT agreement

The MQTT protocol is an application layer protocol based on the TCP/IP protocol. The
client and the server transmit the messages by subscribing/publishing the theme of the
message, the content of which is the load of the message theme. The MQTT server is
called message middleware, and the message middleware is the application software
running on the server designed for the MQTT protocol.

The message transmission between MQTT clients needs to go through the message
middleware. The message middleware has the forwarding function. The MQTT client
and the message middleware use the publish/subscribe mode to transmit messages, and
the transmission mode is as shown in Fig. 1.

In Fig. 1, after the three MQTT clients establish a connection with the messaging
middleware, each MQTT client subscribes to and publishes the messages according to
their own business needs. The MQTT client 1 posts the message to the message
middleware, which publishes the message to the client 2 and the client 3 subscribing to
the message according to the subscription. Similarly, client 2 and client 3 publish
messages in the same mode as client 1 posts messages.

Cloud server software architecture design is based on the choice of server software
running platform and monitoring system communication protocol. According to the
stability of the server software requirements, select the Linux platform, server and
device and other communication protocol between terminals using MQTT protocol,
cloud server software architecture shown in Fig. 2.
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According to the demand of the Marine fishery remote system, the function of the
cloud server software demand mainly includes seven parts, respectively for the user
login validation, business processing, message persistence, access control, data
encryption, load balancing, and server status monitoring, as shown in Fig. 3.

The Cloud server software running in the Internet environment and the corre-
sponding IP address on the Internet opening to the outside world are the ways to have a
risk of malicious programs to connect server. Designing the user login authentication
module for specific users to connect to the cloud server is the basic requirement of the
server software, so the Marine fisheries have cloud server monitoring and control
system software to design the login authentication module. This module is the first step
on the device to connect server software, the user through a user name and password
for connection to the server, the server to verify the user name and password. If the user
name and password are correct through validation, user successfully logs into the
server; Otherwise, the user login to the service software fails. Cloud server to
authenticate a user name and password should be a timely response, because Marine

Fig. 1. MQTT publish/subscribe model

Fig. 2. Cloud server software architecture
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Fig. 3. Industrial monitoring system server software functional requirements

fishery equipment is higher to the requirement of real-time response speed and can
directly affect the data transmission speed, so the user name and password need to
deposit the response quickly to the database or file.

After a user successfully logs into the server, it sends data to the server or obtains
data. The core of the cloud server software is to handle the user’s connection and data
services. As the number of industrial devices in marine fisheries remote monitoring
systems is dynamically changing, server software needs to consider situations where
high-concurrent access to marine fisheries equipment is required and it should have the
capacity to handle high-concurrent client connections.

The cloud server software design should consider the storage of data between the
device and the cloud server. The remote monitoring of the marine fishery has the
demand of viewing the historical information of the device. The server software needs
to provide an interface for implementing this function. After the data sent by the device
to the server is persistently stored in the database after being processed by the server
software, the mobile terminal can view the content of the message sent by the device to
the server by accessing the database.

Cloud server software needs to add access rights to the device or user. Because
marine fisheries are relatively independent devices, messaging needs to be independent
of each other and need to be tailored to the needs of a particular device to access only
specific message content. The cloud server software needs access control so that the
device subscribes to and receives related message contents according to the permission
list. This method can limit the access rights of the device. Only the users or devices
with super privileges can view the contents of all the messages processed by the server.

User or device data are uploaded to the server via the Internet. The Internet is an
open network. Data can be transmitted on the network in clear text without any data
processing. To ensure data security, the data needs to be encrypted. Server software and
client data encryption needs to be considered on the basis of the communication
protocol to achieve, and also need to consider the computing resources of the limited
end of the encryption algorithm or protocol carrying capacity.
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The ability of a single server handling the connection of the device is limited. When
the number of equipment connections is large, we need to consider the load balancing
among multiple servers. Load balancing not only includes the topology of load bal-
ancing and load balancing algorithm, but also includes the data synchronization
between multiple servers. If we put data persistence into a database, the database will
support distributed configuration. Then using a load balancing algorithm to dynami-
cally configure the connection between the device and the server ensures the data
consistency across multiple servers.

Server status monitoring is an important part to ensure the stable operation of server
software. The items that the server software needs to monitor include the number of
device connections, server memory, and hard disk usage. By monitoring these contents,
you can get a real-time control of server health status and troubleshoot problems related
to server software operation before the server fails.

Server software design meets the functional requirements of the marine fisheries
remote monitoring system also need to meet the performance requirements. Perfor-
mance requirements mainly include three aspects, one is real-time, the second is the
carrying capacity, the third is the coupling of system and device-side program, as
shown in Fig. 4.

1 Conclusion

This article describes two parts of the cloud server software, which are requirement
analysis and architecture design. First we introduce the remote monitoring and control
system of marine fisheries, and analyze its working mode. According to the require-
ments of monitoring system in marine fishery, the requirements of cloud server soft-
ware are analyzed, and the cloud server software is analyzed in detail from function and

Fig. 4. Performance requirements map of cloud server software
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performance aspects. On the basis of requirement analysis, the architecture of cloud
server software is designed, including the choice of operating platform, communication
protocol, database, and so on. We choose cloud server software as MySQL database,
according to the requirements of the storage requirements, we design MySQL database
storage structure.
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Abstract. In the paper, we detect 2D surfaces and recognize 3D structures in
images, and generate occluded part of three-dimensional structure. We detect
objects vanish points and geometric segmentation lines, and generate the vector
and normal plane. We measure the objects boundaries which have been
detected. In the process, we have found the best linear segmentation positions,
generated buildings, and other 3D models in room. We propose some effective
assumptions to recognize the object model from images by geometric reasoning.
At the same time, we put forward structure prediction technology combined with
the volume reasoning by parameter representation of spatial objects. We detect
scene model relationships of each other by combining image-rich appearance
with geometric features. We proposed image geometric modeling grammar
framework according to previous discriminative classifier. It is used to represent
the physical structure of the visual component. The framework has broken the
traditional probability texture context grammar tree model. We proposed spatial
context theory and model generation rules. Finally, on the public existing data
sets, we proved that we only use structure prediction and linear segmentation of
scene to recover 3D structure by a lot of experiments, comparing to restoration
algorithm using whole image structure, ours method can produce more credible
scene entity models and space constraint relationships.

Keywords: Models detection � Geometric reasoning � Energy minimization
method � Models generation � Scene grammar model

1 Introduction

Using the relationship between objects, extract 3D geometry information can be traced
back to the origin of the computer vision. Forty years ago, in the early days of the
computer vision, researchers extracted linear information from Block world scene [1];
however, the method cannot handle errors from the extracted line or other shape
information. In information processing systems, it is an important task to recover 3D
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scene from 2D indoor images. Researchers often understand visual hierarchy structure
of indoor images by recovering scene probability grammar (SSH). Restoration of three-
dimensional objects in a complex scene by a single image not only relates to object
recognition, but also need to extract the 3D room space layout information (e.g.,
ceiling, floor, wall, etc.). The extraction of indoor space layout needs visual recognition
technologies to provide critical geometric information. There have been some quali-
tative prediction methods for image parameter model.

2 Related Work

In recent years, some more practical algorithms extracting 3D structure in limiting
threshold has been proposed. Such as Manhattan Worlds [2] and improved line seg-
mentation method using Manhattan world [3], however, these methods only focus on
direction of three-dimensional world and do not try to extract target information from
indoor scene information. Manhattan world hypothesis [4] is used to gain layout of the
single indoor image in common monocular reconstruction algorithm [5]. These
methods can be classified as discriminative approaches and generative approaches.

2.1 Discriminative Approaches

Conditional random field model (CRFs) [6] focuses on each pixel semantic label (such
as building, sheep, road, ship, etc.); however, these methods do not understand scene
structure. Pixel level label is not enough to express the problem of object block and
three-dimensional object relationship, etc. Hoiem [7] and Saxena [8] et al. put forward
different methods to generate surface to explore geometric feature vector. In order to
measure and recover indoor scene with structured support vector machine [9], Lee [10],
Wang [11], Hedau [12] et al. modeled background, foreground, and geometric layout
using different methods.

2.2 Generative Approaches

Generative approaches mainly detect the key features of image. Zhu and Mumford [13]
proposed the generative method driving AND/OR graph to express visual hierarchy in
order to measure model size and calculate model relationship. Han and Zhu [14] detect
rectangular structure in artificial scene by the sub-tree reapplication adapter theory [15],
Porway et al. [7] generate scene configuration in the C4 algorithm introduced Markov
chains model, and these algorithms are typical of generative approaches.

2.3 Others Methods

Some methods modeling geometric structure from single image, and generate geo-
metric labels and classification [16], and then found the folding line perpendicular to
the surface. Lee [13] proposed an indoor structural parameter model which was cal-
culated by building block world size constraint; however, the sampling process of this
model may have errors in spatial layout assumption, resulting in the deviation of
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calculation process. Hedau [17] et al. used appearance based on classifier and visual
features to compute regions of no confusion in 3D scenes, and used structured methods
to compute rectangular structures in images. In the literature [18], Wang et al. proposed
a similar approach that did not require the use of standard contrast results to mark the
chaotic parts of an image. Sugihara [8] provided a boundary optimization method based
on line detection; however, this method did not generate 3D objects. Han and Zhu [9]
were devoted to finding vanishing points of rectangular structures from linear
structures.

3 Ours Method

In this paper, we detect straight-line and orthogonal vanishing point by the detected
straight line in images. Detection building structure is divided into four steps: detecting
segmentation line, detecting vanishing point, generating normal plane, and generating
3D scene configuration finally.

3.1 Detection of Three-Dimensional Orthogonal Vanishing Point
and Segmentation Line

We put forward some fixed building hypothesis and tested each hypothesis and find the
best match (Fig. 1).

We use MATLAB own algorithm Kovesi [11] to detect straight line, restore the
direction of building according to three vanishing points, and generate three-
dimensional models. We used the random sampling detection 3D orthogonal vanish-
ing points in the image according to the method of Rother [12]. We also detect corners
and generate normal plane according to the cost function [7], and the formula is shown
as follows (Fig. 2):

VAðk; pÞ ¼ jkj expð�b=2r2Þ

3.2 Corner Generation Rules

Segmentation line detection in the scene is shown below (Fig. 3).

Fig. 1. The process of detection, measurement of boundary line, and generation of normal plane
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In this paper, an additional prediction item is added in order to detect corner. The
prediction item added in this paper is shown as follows (Fig. 4):

vPðpÞ ¼ expð�ð/ðkÞ=wÞ2Þ

Fig. 2. The detection of segmentation line and corner

Fig. 3. The detection of segmentation line in scenes

Fig. 4. The diagram of grammatical structure about corner detection
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3.3 Surface Generation Rules

In order to enhance the surface detection, this paper introduces a pattern parameter to
increase calculation precision. Scene middle surface generation process is shown in the
following (Fig. 5).

3.4 The Theory of Generating Scene Optimal Configuration

Many of the indoor environment can meet the Manhattan building blocks world theory
[14], such as most of the planes are in three orthogonal directions to each other, in
addition, indoor environment often has a single floor and ceiling, and the ceiling
brightness is close to a constant. Another property of indoor scene is symmetry
between ceiling and floor. In conclusion, this algorithm is based on the following
assumptions:

1. Each object in scene has a nonzero finite volume.
2. In order to test the volume location of indoor and related items, we assume that all

items are on floor.
3. In order to test objects whether in room or on the ground, we need to check the

projection of them whether in room or on the ground. If they are not in room, it will
remove from relevant items.

4. In order to test volume conclusion relationship of two objects, we assume that two
objects are in the same plane, and then projects two objects on the plane, if the
projection is together, it means they have cross volume.

5. Objects cannot intersect; therefore, the object volume of different stations is of
mutual exclusion.

6. Each object should be included in the free space scene wall.
7. If given the detection hypothesis x1; x2; . . .; xnf g and related objects hypothesis

o1; o2; . . .; onf g of image, we calculate the relationship between the detection results
and target according to weight of computation R ¼ ðx1; o1Þ ; . . .; ðxn; omÞ, among
them, R represents the reasonable allocation of scene.

Fig. 5. The computation of the normal plane in scene
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3.5 Generation Geometry Rules for Scene Configuration

It is necessary to define a series of geometric rule constraints, such as defining walls,
corners, etc. This paper defines two geometric rules for generating scene: “and rules”
and “or rules”. (1) “and rules” defining a plurality of vanishing point according to
detection results originally belong to one object, and generating vertex and plane of an
object; (2) “or rules” defining a plurality of vanishing point detection results originally
belong to different objects to generate different object vertex and plane (Fig. 6).

4 Experiments

Finally, we test ours algorithm by the experimental data including 102 images of York
Urban database [10], UIUC database [7, 16], and 44 images from the network are
collected by Delage et al according to average error of area under ROC curve (AUC-
ROC) to evaluate the quality of ours algorithm (Fig. 7).

Fig. 6. The assumptions of scene configuration according to above rule

Input image                          Normal plane vector graph of input image

Detection results of edge and straight line  The measurement of detected straight line

Generated indoor layout structure Room and objects generated according 
to models

Fig. 7. The results of our experiments
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The first group experiments: We test ours algorithm on indoor data set introduced
in [11]. The data set consists of 314 images, including spatial layout annotated images
and non-labeled cluttered layout images (209 training images and 105 test images).
After testing, the average error of ours algorithm is 26.5% in chaotic scene without
annotation. In the annotated scene, the average error of ours algorithm is about 16.2%
(Fig. 8).

The second group experiments: We test ours algorithm on the UIUC dataset.
The UIUC dataset contains 314 cluttered indoor images, in which the standard contrast
result is a label map of background layout without foreground objects. In this paper, the
experimental group data has 220 images and 6 aspects scenes. The standard contrast
results are manually segmented scene, and ours algorithm achieves good results on this
dataset (Fig. 9).

Table 1 is the segmentation accuracy comparison between ours algorithm and other
algorithms in UIUC database.

The third group experiments: This paper collected 54 indoor images, including
the case that some objects are blocked. We used the experimental design similar to the
literature [14] and marked standard contrast results manually for each pixel. The
average error and AUC-ROC of this algorithm in this dataset are 20% and 13%,
respectively (Fig. 10).

The fourth group experiments: We tested 44 images collected by Delage et al. and
other network images. Ours target focus on object against the wall and on the floor. We
detect straight line in this experimental dataset, measure linear distance, generate
normal plane, and then generate relevant scene configuration. The error of our method
is 19.5% on this dataset (Fig. 11).

Fig. 8. We test ours algorithm on indoor data set introduced in [12]

Fig. 9. We test ours algorithm on the UIUC dataset
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5 Conclusions

In this paper, we proposed an image 3D structure measurement and optimal configu-
ration method based on vanishing point detection, normal plane generation, and geo-
metric rule constraint. Our algorithm has multiple occlusion objects cross-checking,
measuring, and generating configuration rules. At the same time, we introduced a
method to generate indoor scene structure and 3D mode in single indoor image. At the
same time, we proposed a more optimized reasonable allocation hypothesis of scene. In
this paper, we first estimate and detect vanishing points, generate segmentation lines
and normal planes in indoor images, and also our method improves volume reasoning
theory.

Table 1. The compared results of measurements precision on UIUC database

Experimental
groups

Hoiem’
method [10]
(%)

Hedau’
method [12]
(%)

Wang’
method [14]
(%)

Lee’
method
[15] (%)

Ours
method

The first
group

73.50 79.90 81.40 78.80 89.66

The second
group

74.56 81.87 83.80 85.36 87.32

The third
group

78.62 84.89 86.87 89.67 90.30

The forth
group

87.32 90.98 91.37 92.88 94.67

Fig. 10. We test ours algorithm on indoor images collected in this paper

Fig. 11. We test ours algorithm on 44 images collected by Delage et al. and other network
images
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Abstract. This paper proposes a method about the intelligent supervision
system of farm based on “Internet + BDS + GIS”. Using Internet of Things
(IOT) to monitor and dispatch the management of farm machinery. Based on
BDS/GIS/GPRS and communication technology, the system can realize intel-
ligent monitoring and management for farms. The system consists of four
subsystems: agricultural machinery monitoring and dispatching management
system, automatic driving system of agricultural machinery based on BDS,
information management system and data management system. The GPRS is
used to achieve instant connection, and it can also improve the channel uti-
lization rate, transmission rate, and the quality of communication service. The
agricultural machinery monitoring and dispatching management system, auto-
matic driving system of agricultural machinery based on BDS, and information
management system are based on the positioning module of the BDS, which can
obtain the position information and ensure the continuous stability of the ser-
vice. GIS technology is applied to farm monitoring and management, to realize
real-time monitoring of farmland information and the collection and analysis of
data fast, efficient, and comprehensive, as well as the monitoring and manage-
ment of related personnel, machinery, and livestock. GIS makes the manage-
ment more scientific and intelligent.

Keywords: Intelligent supervision system of farm � Internet � BDS � GIS �
GPRS � Intelligent

1 Introduction

With the continuous improvement of the automation and information level of agri-
cultural production, how to monitor and control the agricultural field environment
convenient and effective is the focus of agricultural information research. The remote
monitoring system of agricultural information is a comprehensive system which is
combined with various technologies, including electronic technology, computer tech-
nology, communication technology, automatic control technology, sensor technology,
and so on. It can collect and analyze the information on the farm site through the
intelligent software that runs in the monitoring center. The farmers will be able to take
the information of the whole farm and respond to emergencies in time and accurately.
However, the traditional video monitoring system has the defects of simple function
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and low degree of automation, and the existing remote monitoring system has the
disadvantages of low-cost performance and complex system. How to effectively inte-
grate related technologies in other fields and develop a high-performance and low-cost
farm monitoring and management system is a problem to be solved urgently.

In view of the shortcomings of the existing system deficiencies and actual demand,
this paper proposes a method about the intelligent supervision system of farm based on
“Internet + BDS + GIS”. Based on the BDS, GIS, and GPRS, the intelligent monitoring
and management of the farm can be realized, and it can provide the managers with
comprehensive, timely and accurate services, and various information inquiries. Taking
farm management as the core and demand oriented, we can not only realize the
monitoring and management in the control centers, but also achieve monitoring and
management based on mobile phone terminals.

2 Key Technology

2.1 BeiDou Satellite Navigation System—BDS

BDS is a satellite navigation system built and run independently by China. It can
provide all-weather, all-day, and high-precision positioning, navigation, and time
service for global users. As the third generation of BeiDou system (BD3) opened the
global networking stage in 2018, and the application of the second generation system
(BD2) continued to expand and popularize, its application in the agricultural field
realized the automation of farmland management and opened a new mode of agri-
cultural production. In the field of agriculture, the application of BDS can reasonably
control the work of planting, fertilizing, irrigation and harvesting, and so on, effectively
reducing the human expenditure and improving the efficiency of agricultural produc-
tion. The combination of BDS and agricultural machinery can make the modernization
of agriculture transform into fully mechanized automation, and with the growing
maturity of BDS, it will become a reality.

2.2 Geographic Information Systems—GIS

Geographic information system, referred to as GIS, is an edge technology subject
which has been developed rapidly in 1960s, and can integrate geospatial data pro-
cessing and computer technology. It is a technical system of collecting, storing,
managing, processing, retrieving, analyzing, and displaying the geographical distri-
bution of space objects and related attributes and answering user questions as the main
task under the computer software and hardware. From a technical point of view, the
application of GIS in agriculture is mainly reflected in the following aspects:

1. As a tool for investigation and analysis of agricultural resources;
2. As a tool for the management of agricultural production; and
3. As an auxiliary decision-making tool for agricultural management.

In the field of precision agriculture, GIS is able to manage the basic information,
store, analyze, and process spatial data with high spatial resolution. Thus, the spatial
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distribution map of crop yield, soil properties and disease and insect pests, and other
environmental factors are generated, and it can also support space-aided decision-
making and output graphics and geographical statistics and field decision-making
drawings.

2.3 General Packet Radio Service—GPRS

General Packet Radio Service (GPRS) is the abbreviation of general packet radio
service. It is a packet switching data carrying and transmission way developed on the
basis of GSM. Different network users share the same group of GPRS channels. Only
when a user needs to send or receive data, will he occupy the channel resources. In this
way, multiuser business reuse can make more effective use of wireless network channel
resources. Through the GPRS wireless connection Internet, that is, using the GPRS
module, the farmland information collector is connected to Internet through GPRS
wireless network to realize the remote Internet and data transmission, which not only
covers a wide coverage, but is also fast in transmission speed and has low cost and
more economic benefit.

3 System Design

This paper proposes a method about the intelligent supervision system of farm based on
“Internet + BDS + GIS”. Based on the BDS, GIS, and GPRS, the intelligent monitoring
and management of the farm can be realized, and it can provide the managers with
comprehensive, timely and accurate services, and various information inquiries. The
overall structure of the system is illustrated in Fig. 1.

3.1 Agricultural Machinery Monitoring and Dispatching
Management System

The structure diagram of agricultural machinery monitoring and dispatching manage-
ment system is shown in Fig. 2, including vehicle BDS positioning unit and agricul-
tural machinery monitoring and dispatching center as two parts. The vehicle terminal
consists of the BDS receiving module, the GPRS transceiver module, the MCU main
control module, and various sensors. The BDS receiving module is used to receive the
data of the positioning satellite and the differential datum station, and calculate the
geographical position coordinates of the agricultural machinery itself. All kinds of
sensors acquire information about farmland temperature, humidity, and seeding depth.
Through the GPRS transceiver module of the vehicle terminal, all kinds of data such as
the comprehensive information like location, state, and alarm of agricultural machinery
are sent to the central server with fixed IP address and stored in the center database
using the GPRS network. At the same time, the corresponding alarm information is
sent to the corresponding client monitoring scheduling unit. The monitoring and

The Intelligent Supervision System of Farm 815



dispatching unit connects with the central server through the Internet network, receives
the data from the center server in real time, matches the agricultural machinery coor-
dinate information with the electronic map, and displays the correct position of the
agricultural machinery on the map, so that the monitoring and dispatching center can
grasp the dynamic position information of agricultural machinery clearly and intu-
itively and the machine can be monitored in real time. The monitoring and dispatching
center can receive the information of agricultural machinery position and the situation
of agricultural machinery operation, dispatch the agricultural machinery reasonably by
invoking the agricultural machinery dispatching model, and transfer the dispatching
results to the central server through the Internet network, and then send the dispatching
results to the corresponding agricultural machinery vehicle terminals through the GPRS
network to realize the rational dispatching of agricultural machinery resources.

Fig. 1. The overall structure diagram of the system
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3.2 Automatic Driving System of Agricultural Machinery Based on BDS

The automatic driving system is shown in Fig. 3, which is composed of high-precision
BDS positioning antenna and main module, controller, hydraulic valve, angle sensor,
and so on. The vehicle automatic driving receives the correction data from the dif-
ferential reference station through the communication module. The vehicle’s Beidou
positioning module and fusion algorithm are used to get the accurate location speed
information and the three-axis attitude sensor is used to get three direction information
of the vehicle itself. The path planning and navigation trajectory control of agricultural
machinery are carried out on the vehicle tablet computer using the information obtained
by steering wheel angle sensor. Using the special control and starter to control the
electromagnetic steering valve, the automatic driving of the vehicle can be realized, and
can complete the agricultural operation, such as ground turning, raking, longing,
sowing and spraying, and so on.

Fig. 3. The diagram of automatic driving system

Fig. 2. The structure diagram of agricultural machinery monitoring and dispatching manage-
ment system
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3.3 Information Management System

The main words in all headings (even run-in headings) begin with a capital letter.
Articles, conjunctions, and prepositions are the only words which should begin with a
lower case letter. The information management system is composed of two parts, the
information management center and the BDS positioning unit, as shown in Fig. 4.
The BDS positioning unit is mainly equipped on staff, farm machinery, and grazing
livestock to receive location data of the positioning satellite and calculate the location
coordinates of the carrier (staff, farm machinery, and grazing livestock position
information). Then the position information will be sent to a central server with fixed IP
address through the GPRS communication module and saved in the center database.
The information management unit connects with the center server through the Internet
network, receives the data from the center server in real time, matches the coordinate
information of the carriers with the electronic map, and displays the correct position of
the carriers on the map, so that the user can clearly and intuitively grasp the dynamic
position information of the related carriers and monitor them in real time. Combined
with GIS technology, and using MapXtreme as the bottom development platform of
map operation, the track replay, the location information display, and the monitoring of
its state such as missing tracking, crossing the boundary alarm, and so on can be
realized according to the location information transmitted by the positioning module.
At the same time, LBS services such as command and control, information inquiry, and
statistical analysis based on location information can be realized.

3.4 Data Management System

The data management system is composed of two parts: data management unit and
system management unit, as shown in Fig. 5. Data management unit includes data
receiving, parsing, storing, and processing functions. The data receiving program is
written in C#. By listening to the port of the server, creating a control array, multiple
connection requests can be accepted at the same time. The data sent through the GPRS
is parsed in the database according to the custom data frame protocol. The system

Fig. 4. The diagram of information management system
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management unit includes permission management and system maintenance function.
Through the permission management, the user can access the data in the database
through the data management system, and the database administrator is also able to
maintain the database through the system.

4 Conclusions

It will not adapt to the requirements of modern agriculture if the agricultural production
stays on the traditional scale, production and management. Therefore, it is necessary to
take the road of scale and modernization if agricultural wants to develop. By combining
the BDS, GIS, mobile Internet (GPRS), and related automation control technology,
communication technology, computer technology, and sensor technology, the system
can provide the managers with comprehensive, timely and accurate service and various
information inquiries, and help realize the intelligent monitoring and management of
the farm. It is hoped to have certain guiding significance for future agriculture.
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Abstract. The connectivity of vehicle-to-vehicle (V2V) communication
is critical for efficient data sharing among vehicles. However, the vehicles
moving in opposite direction show worse connectivity. To address this
issue, a platoon-based V2V connectivity enhancing scheme under bidi-
rectional highway scene is proposed in this paper. First, a typical bidirec-
tional highway scene is investigated to ensure a comprehensive analysis of
the connectivity probability among vehicles. Second, a time correlation
expression of vehicle movement is derived based on the platoon-based
expected lifetime model which is presented. Finally, compared with one
popular dynamic clustering scheme in bidirectional road scenarios, the
simulations validate the superior performance of the proposed scheme.

Keywords: Platoon-based scheme · Connectivity analysis ·
V2V communication · Bidirectional highway

1 Introduction

Currently, extensive studies have focused on the network connectivity of the
Internet of Vehicles (IoVs) for realizing the related services, which are performed
by message dissemination on the available links of vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure (V2I). Authors in [1] introduce generalized speed factor
to analyze network connectivity in highway under various sub-scenes. In [2], the
authors propose a probabilistic model for link duration in bidirectional highway
and make some improvements in [3] under more complex channel environment.
In [4], the authors regard vehicle mobility as Markov process for the time and
spatial correlation. In [5], the connectivity also influenced by the variation of the
safety distance is revealed. However, the cluster effects on the connectivity are
always ignored.

There have been some literature [6–8] noticing that some consecutive vehicles
with close space on the same direction can naturally be grouped into a platoon.
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Platoon-based driving pattern in highway is regarded as a promising driving
manner [8]. Vehicles in the same platoon share facilitate more efficient informa-
tion dissemination for the higher steady moving state. And clustering movement
of vehicles can be spontaneous or passive [9]. Broadly speaking, there are two
types of scenarios for V2V communications [10]: vehicles traveling in opposite
direction and same direction. Considering a vehicle driving along one direction
will meet a great number of vehicles in the opposite direction with a short meet-
ing time, and there would be still a good chance for information sharing if a
proper V2V communication strategy is designed [11].

To address the above issues, this paper is dedicated to investigating a typical
bidirectional road scenario in IoVs and exploring the connectivity performance
among platoon-based vehicles driving in opposite directions. Specifically, the
main contributions of this work are summarized as follows:

(1) A platoon-based connectivity performance enhancing scheme in bidirectional
highway for data sharing service is proposed, in which the connectivity prob-
ability and the expected link lifetime model of data service among platoon-
based vehicles moving in the opposite direction are derived.

(2) A comparison with one popular dynamic cluster scheme based on the pro-
posed scheme is presented and verified.

The remainder of the paper is organized as follows: a platoon-based con-
nectivity performance enhancing scheme under bidirectional highway scene are
described in Sect. 2. In Sect. 3, the numerical results are obtained from simula-
tions. Finally, Sect. 4 concludes this work and discusses future research direction.

2 Model

For any two vehicles i and j, if the distance is less than available transmission
range R, they have probability to connect each other, which depends on the
distance and vehicle density distribution on the road. Suppose the message is
propagated from source to destination through V2V by multi-hop. If the distance
between any vehicles i and j is longer than R, they could be disconnected,
which is regarded as individual vehicle. Conversely, the vehicle i is grouped
with j as a platoon. The front vehicle in each platoon is treated as header for
message relaying and other members are connected to each other; hence, the
communication range of one platoon is larger than individual vehicle. Sets R1

and R2 are the communication ranges for an individual vehicle and a platoon,
respectively. And set Sd1, Sd2, and Sd3 are the minimum safety distance for the
inter-individual vehicle and the inter-platoon and the platoon member vehicles,
respectively, which also satisfied Sd2 > Sd1 > Sd3 as shown in Fig. 1.

2.1 Platoon-based V2V Connectivity Probability

In this part, the connectivity probability of vehicles inside one platoon and pla-
toons in opposite direction under bidirectional highway is focused on. According
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Fig. 1. Platoon-based V2V connectivity scenario

to traffic theory [12], let X represent the inter-vehicle distance between two con-
secutive vehicles, ρ is the vehicle density per unit road length. There is at least
one vehicle in the interval with length x. The probability is given by

Pr {X ≤ x} = h (x) = 1 − e−ρx. (1)

Then, it can be found that X is independent identically distributed and obeys
an exponential distribution. Xi (i = 1, 2, ..., N − 1), let L express the length of
road, where N = Lρ , and Pc be the connectivity probability of the IoVs which
is given by

Pc =
N−1∏

i=1

Pr {Xi ≤ R} =
(
1 − e−ρR

)N−1
. (2)

Set γ as the ratio of the platoon in the road. So the connectivity probabil-
ity between any two consecutive vehicles with minimum safety distance can be
derived as

Pall =
[
γ

(
1 − e−ρ(R2−Sd2)

)
+ (1 − γ)

(
1 − e−ρ(R1−Sd1)

)](N−1)

. (3)

Set the neighbor nodes of platoon head as SNi, and all nodes are uniformly
distributed on the road, the density of cluster in one way is ρplatoon = SNi+1

2R1
.

When the link between platoon member j and platoon leader i is connected, let
Pm express the probability of platoon vehicle members as

Pm =
SNi∏

j=1

p {0 ≤ Dij ≤ R1} =
SNi∏

j=1

(
1 − e−ρR1

)
=

(
1 − e

−(SNi+1)
2

)SNi

. (4)
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Considering the minimum safety distance Sd3 between successive members
of a platoon, the formula should be expressed as

Pm =
SNi∏

j=1

p {0 ≤ Dij ≤ (R1 − Sd3)} =
(

1 − e− (SNi+1)(R1−Sd3)
2R1

)SNi

. (5)

When the platoon-based vehicles are moving in the opposite direction road,
the density of cluster becomes ρplatoon = SNi+1

4R1
, because the communication

range of platoon header and platoon members in one lane is 2R1, R2 , considering
the header control of the group in bidirectional road with the maximum range as
4R1. Hence, let Pplatoon express the probability of platoon vehicles in two lanes
as

Pplatoon =
SNi∏

j=1

(
1 − e−ρ2R2

)
=

(
1 − e

−(SNi+1)∗R2
2R1

)SNi

. (6)

2.2 Platoon-Based Link Lifetime Among Vehicles

In this part, according to the research on the relative motion between the vehicles
in the same direction [10], the link will break when the distance between i and
j is R1, marking the driving distance of vehicles at a time interval of t is S (t),
then the distance difference between i and j is computed as

Sj (t) − Si (t) + X = R1. (7)

When a vehicle or a platoon driving is in the reverse two-lane highway, the
reverse movement increases the communication range R from R1 to 2R1, then

Sj (t) + Si (t) − Lp = 2R1. (8)

Among them, Lp represents the platoon length. Before that, we have dis-
cussed the number of neighbor nodes of head vehicle i in a platoon is SNi, and
Lp is expressed as

Lp =
SNi∑

i=1

di(i+1). (9)

The driving distance difference between i and j can be expressed as

Sj (t) + Si (t) =
1
2
art

2 + vrt. (10)

where ar = aj +ai, vr = vj +vi. Here, whether there is a platoon in bidirectional
highway and platoon size is needed to be discussed. The first scene is that both
two lanes are individual vehicles, and expected link lifetime can be computed as

t =
−vr +

√
vr

2 + 2ar · 2R1

ar
. (11)
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(a) (b)

Fig. 2. a One platoon in single lane, b two platoons in two lanes

For the second scenario, the platoon exists in one lane or both, and link
lifetime can be computed as follows and is shown in Fig. 2.

t =
−vr +

√
vr

2 + 2ar (2R1 + Lp)
ar

. (12)

3 Experiment

In this section, the proposed platoon-based connectivity performance enhancing
scheme in bidirectional highway is numerically simulated. The impacts of the
minimum safety distance Sd1, Sd2, and Sd3, the vehicle density ρ, the com-
munication ranges R1 and R2, and the platoon ratio γ, the neighbor nodes of
platoon head SNi, the relative velocity vr and acceleration ar, and platoon size
Lp are analyzed. The length of the road is set as L = 10 km.

3.1 V2V Connectivity Probability in Platoons

Figure 3a shows that the road connectivity probability is enhanced when there
are platoons, and the variation of connectivity probability is proportional to
the platoon ratio γ, in which γ = 0 expresses no platoon on the road, and the
performances of all cases are almost the same due to the connectivity probabil-
ities of both approaches to 1 under the density of 0.06 veh/km. Then, Fig. 3b
shows two vehicle densities (ρ = 0.02, 0.04) by whether considering the minimum
safety distances are compared to present the whole road connectivity probability
under different platoon ratio γ. It is found that the probability is decreased and
is influenced by the safety distance.

Figure 4 shows V2V connectivity probability in platoons, consider the min-
imum safety distance Sd3 is at least 30 m, and the platoons in opposite direc-
tion road always have higher connectivity probability than one platoon in any
single lane. In addition, when the number of neighbor vehicle nodes increases,
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Fig. 4. V2V connectivity probability in platoons

the change in the amplitude of the connectivity probability is decreasing and
is approaching to 1. And the platoons in opposite direction road always have
higher connectivity probability, which may be due to the increase in the number
of neighbor nodes which leads to a decrease in dynamic variable space between
vehicles within the communication range. In addition, when considering the min-
imum safety distance, the connectivity probability is decreased.

3.2 Platoon-Based Link Lifetime Among Vehicles

Figure 5a shows four critical situations in a bidirectional highway scene which
is simulated based on the V2V connectivity probability in platoons with the
relative acceleration as ar = 1m/s2 is set: (1) no platoon in two lanes, (2) both
smallest platoons in two lanes, (3) one biggest platoon in single lane, and (4)



A Platoon-Based Vehicle-to-Vehicle Connectivity Enhancing Scheme 827

0 5 10 15 20 25 30 35 40 45

Vr (m/s) R1=300m, Sd3=30m, ar=1m/s2

10

15

20

25

30

35

40

45

50
 li

nk
 li

fe
tim

e 
t (

/s
)

Lp=0 no platoon
Lp=60 two min platoons
Lp=300 one max platoons
Lp=600 two max platoons

(a)

15 20 25 30 35 40 45
Vr (m/s)  R1=500m

0

100

200

300

400

500

600

700

800

 D
at

a 
se

rv
ic

e 
ca

pa
ci

ty
(M

bp
s) DCDS scheme

platoon-based scheme
no scheme

(b)

Fig. 5. a Platoon-based link lifetime among vehicles, b comparative analysis between
the DCDS and platoon-based scheme

both biggest platoon in two lanes. And other results can be extended from the
four basic situations. It can be seen intuitively that although the link lifetime will
gradually become smaller in all cases with the increase of relative velocity and
acceleration, the presence of platoons on both sides of the road can significantly
improve the link lifetime among vehicles.

Figure 5b shows the comparative analysis between the dynamic clustering
based data sharing algorithm (DCDS) and proposed scheme based on the analy-
sis for the expected link lifetime, according to the parameters setting of DCDS,
in which the data service capacity is one main parameter used to evaluate the
connectivity performance among cluster-based vehicles in bidirectional highway
with five traffic scenarios under different relative speeds computed by unit con-
version as vr = [18.8, 28.1, 35.8, 41.1, 42.9] m/s, the communication range R1 is
set as 500 m. Considering the DSRC, it supports the data transmission rate
between 3 and 12 Mbps for 60 and 120 km/hr vehicle speed [11]. Hence, the
maximum data service capacity among the five relative speeds is presented in
the figure. It is clear that the maximum data service capacity is enhanced when
the platoon-based scheme is considered under the same condition. In addition,
it is found that in the case of lower average relative velocity, both show little
difference in data service performance. However, as the average relative speed
increases, the proposed scheme shows better robustness.

4 Conclusions

In this paper, the platoon-based V2V connectivity enhancing scheme for data
sharing under bidirectional highway scene has been presented. Based on the
analysis of platoons in V2V communication, the connectivity probability and
expected link lifetime model are derived in several sub-cases first. Then, one
popular dynamic cluster scheme has been used to compare with the proposed
scheme in data service capacity. Simulation results indicate that the proposed
scheme has shown better performance in data service, especially in the case of
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higher relative speed. From another point of view, it is verified that connectivity
among vehicles moving in the opposite direction can be enhanced by the effect of
the proposed scheme. In the future work, the expected link lifetime model based
on the proposed framework with more complex movement conditions and impact
factors such as wireless channel access information, transmission capacity will be
considered. In addition, more reliable routing algorithm to display more complex
changes in the group movement of vehicle will be applied. It is to be noted that
this research is beneficial to further routing design, content distribution, and
real-time information sharing in IoVs.
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Abstract. Intelligent water regimen monitoring system is required to design for
protecting people’s safety and property in real time. It is bound to unstoppable
that the traditional water level detecting system using manpower is replaced by
automatic, intelligent monitoring system. This paper designs an intelligent water
regimen monitoring system, which contains remote monitor stations and mon-
itoring center. The remote monitoring station contains an embedded data
acquisition module in order to collect environmental data including water level
and image periodically. The collected data is then sent to a server over the
Internet via cellular network, which is stored on a database and processed to
determine early warning of flood in the area based on historical data. The design
system not only solves measuring accuracy problem, but also increases working
efficiency.

Keywords: Water regimen remote monitoring � Embedded device �
Real-time monitoring

1 Introduction

In China, as a large agricultural country, the construction of water conservancy
entailing is not only vital to flood control project construction, water supply security,
but also is important to the construction of ecological civilization and economic civ-
ilization. In December 2016, the General Office of the Central Committee of the
Communist Party of China and the State Council have jointly issued a document to
implement a “River chief” system nationwide, which is an institutional innovation for
improving integrated water governance and guaranteeing national water security.
Hence, using information technology as a support has become an inevitable trend to
solve management issues of rivers. Machine vision is a newly developed and widely
applied subject in recent years, which is expected to realize object tracking, mea-
surement, and recognition by using cameras and computers instead of human beings.

When machine vision is applied to hydrological monitoring, it has developed into a
novel noncontact method of water level measurement [1, 2]. Compared with the tra-
ditional networked sensor measurement method, the preparatory time is greatly
shortened, and more manpower and financial resources are saved in equipment
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installation and maintenance. Compared to the automatic technology of water detection
in foreign countries, China is still in its infancy and lack of mature products [3].
However, with the continuous upgrading of digital hardware and continuous research
of digital image processing technology, such products will surely become the most
reliable and widely used measuring methods.

In this paper, we design an intelligent water regimen monitoring system and
introduce the design details. Based on advanced techniques such as geographic
information system, wireless communications, computer technology, and embedded
technology, the proposed system is provided with function of real-time data acquisi-
tion, graphic collection, history query, and hydrographic analysis. This system is also
capable to realize the functions of distant monitoring and storing of hydrologic data, as
well as the function of database storage analysis after taking the place of the former
paper-based recording by hydrologic observatories. The experimental results show that
the system can work stably, with high accuracy, low cost, and easy to market.

2 System Structure

The intelligent monitoring system generally includes three parts: hardware and soft-
ware of remote measuring station, hardware and software of the data base station, and
software for the remote monitoring center. Remote measuring stations are responsible
for calculating water level with algorithms using the captured continuous image from
the video camera in real time. The results of computation are then sent to a server over
the Internet via a cellular data network, which are stored on a database and processed to
determine early warning of flood in the area based on historical data. Figure 1 shows
the architectural design of the system.

3 Remote Measuring Station

The remote measuring station is responsible for collecting videos, images, and water
levels, which have four blocks: camera, embedded data acquisition device, 4G router,
and solar power supply equipment [4].

3.1 Water Level Measurement

The video stream collected by the camera is sent to the embedded data acquisition
device for immediate processing, and the measurement results are obtained using a
dictionary learning algorithm. The water level data is then transmitted to the server at a
certain frequency by HTTP communication (Fig. 2).

3.2 Image Identification

We obtain the water level by using dictionary model [5]. A water gage is set up in the
river to be measured and we will collect the image of the water gage near the water
surface through a camera. By taking images of different scenes as training samples, we
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Fig. 1. Architectural design of the intelligent water regimen monitoring system.

Fig. 2. Flowchart of measuring water level.
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will obtain different training dictionaries. The next step is computing water level
according to the dictionary structure and the learning algorithm (Fig. 3).

3.3 Power Consumption Estimation of the Water Level Monitoring
Station

Since the remote measuring stations are usually far from town, the system is designed
to be powered using a solar power supply equipment with a backup battery that helps
the monitoring station to work at least 7 days without recharging [6].

4 Monitoring Center

Based on the digitalization management platform and computer, the monitoring center
includes the database and monitoring software. The monitoring software takes
responsibility of dealing with the hydrographic information from locale remote mea-
surement terminals and handling how to remotely monitor, providing a complete
monitoring interface to carry out historical data queries, display real-time data, data
collection, data storage, data analysis, and alarming for non-normal status. The system
would realize distributed measuring, centralized monitoring, and management. Fig-
ure 4 shows the functional architecture design of the monitoring center.

4.1 GIS

Based on GIS strong spatial data structure to interrelate kinds of hydro-geophysical
exploration data and spatial data, the system would show the geographical distribution,
operation status, and hydrological data of each station in real time, which provides
users with an intuitive and concise way of viewing information (Fig. 5).

Fig. 3. Flowchart of proposed algorithm.
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4.2 Parameters Configuration

Remote measuring station requires the users to first set the required parameters to the
server, and then initialize the camera and embedded board. There are three ways to set
needed parameters which include reading parameters from the configuration file, get-
ting parameters via a web interface, and getting parameters via client application
software.

Fig. 4. Functional architecture of the monitoring center.
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4.3 Data Management and Maintenance

The system supports functions of processing data and archiving data automatically in
real time. The data transmitted from the telemetry stations is statistically classified
according to time or geographical nodes, and periodic reports are generated according
to the needs of the water level monitoring, so as to report, keep an archive, and
reorganize hydrological data.

Under normal circumstances, the intelligent system records the water level data
every 5 min, and the data storage validity period is 5 years. After selecting the station
and time period, you can select the elements you want to compare, query, and display
them as a chart.
In order to guarantee the reliability and the recoverability, the technologies of data
backup online and system recovery are adopted. The backup date including measuring
instruments used in every remote measurement stations, installation locations, mea-
surement conversion algorithms and parameters, output template settings, and so on.
After completing the algorithm and parameter settings of a batch of measurement
stations, a system information backup is immediately performed. This backup helps to
automatically recover the system in the future. If the monitoring project fails, manual
observation data can be entered artificially.

Fig. 5. Web application shows map with overlay flood information.
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4.4 Event Management

According to the processing of data information uploaded by the device, the water level
of the detection station is alerted and alarmed in real time. The system displays the
pictures of the alarming site and the detailed contents of the warning, so that it can
release the flood or drought warning of water within the scope of influence timely.

The telemetry station has a self-check function, which can perform self-check on
the data memory, CPU, clock, power supply status, battery voltage, and measurement
circuit in the measurement and control device. When something goes wrong, the
monitoring host can display exception information for timely maintenance.

5 Conclusion

The designed system applies low-power consumption, and having a sampling period
which is usually over 5 min, the data can be uploaded to the monitoring center and
backed up on the local node simultaneously. It supports real-time remote access control
so as to initiate video transmission as needed, providing intuitive live image infor-
mation for the flood-fighting command. Using the system, testing accuracy and time-
effectiveness of hydrological monitoring data would be greatly improved. With the
characteristic of running stabilization, convenient maintenance, and low cost, it is easy
to expand and popularize, which can be used on the basis of existing hydrological
monitoring stations. It supports application scenarios such as river channels, lakes,
reservoirs, and urban culverts. By linking the water level data of various rivers, the
water level of key rivers can be predicted and the floods can be alerted.
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Abstract. In order to solve the problems in attitude stabilization control of
quadrotor UAV, an attitude stabilization controller based on Active Disturbance
Rejection Control (ADRC) is proposed. First, the dynamics model of quadrotor
UAV is introduced, and then the attitude stabilization controller based on ADRC
is designed for quadrotor pitch, roll and yaw channels, respectively. The sim-
ulation results show that the designed controller can meet the control precision
and rapidity requirements of the quadrotor.

Keywords: Attitude stabilization control � Quadrotor � ADRC

1 Introduction

The essence of PID control is to build a control strategy based on the error between the
target value and the actual value, so as to eliminate the error. This advantage makes PID
control to be widely used in control engineering [1, 2]. However, with the development
of technology and the continuous improvement of the control accuracy, speed, and
adaptability to the environment in the industry, PID control is difficult to meet the
requirements. For this reason, people are discussing the solution, which can mainly be
summarized as two major approaches [3]. The first one uses a combination of modern
control technology methods and PID control, using modern control theory to adjust PID
control parameters to improve the performance and adaptability of PID control, such as
adaptive PID, neural network PID, fuzzy PID, etc. The second is to analyze the
advantages and disadvantages of PID control from a more in-depth perspective and to
conduct a comprehensive improvement on its shortcomings. This is the auto-disturbance
rejection control technology. The auto-disturbance rejection control technology is a new
and practical technology that inherits and develops the ideology of PID control, absorbs
modern control theory results, and develops and utilizes nonlinear effects [4–6].

In this paper, aiming at the susceptibility to interference during the flight process of
quadrotor UAVs, an attitude control method based on ADRC is proposed, which can
estimate and compensate the interferences. The feasibility and effectiveness of the
proposed method are illustrated by simulations.
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2 Quadrotor UAV Mathematical Model

The motion of the drone is a spatial six degrees of freedom motion, including 3 degrees
of freedom of linear motion and 3 degrees of freedom around the centroid of angular
motion. According to Newton’s second law, the aircraft dynamics equation is [7, 8]
given as follows:

~F ¼ m
d~V
dt

ð1Þ

~M ¼ d~H
dt

ð2Þ

In the formula, ~F is the external force acting on the quadrotor drone and m is the
quality of the drone. ~V is the speed of the movement of the center of gravity of the
drone. ~M is the external torque acting on the drone and ~H is the absolute angular
momentum of the drone relative to the ground coordinate system.

(1) Linear Motion Equations Four-rotor UAVs are shown in Figs. 2 and 3. Forces on
the UAV are gravity, rotor lift, and air resistance.

G ¼ mg ð3Þ

Fi ¼ 1
2
qCix

2
i ¼ kix

2
i ð4Þ

Di ¼ 1
2
qCdx

2
i ¼ kdx

2
i ð5Þ

In the formula, the gravity of the drone is the lift G of the i-th rotor, the resistance of
the i-th rotor, the lift Fi coefficient of the rotor, the drag coefficient of the rotor, and the
angular velocity of the i-th rotor. The lift ki coefficient is the drag coefficient, where
i ¼ 1; 2; 3; 4.

The total lift ~F generated by the four rotors is given below:

~F ¼ R

0
0P4

i¼1
Fi

2
664

3
775 ¼

cosw sin h cos/þ sinw sin/
sinw sin h cos/� sin/ cosw

cos h cos/

2
4

3
5X4

i¼1

Fi ð6Þ

Substituting Eq. (6) into Eq. (1) yields the following:
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€x ¼ cosw sin h cos/þ sinw sin/ð ÞP4
i¼1

Fi � K1 _x

� �
m�1

€y ¼ sinw sin h cos/� sin/ coswð ÞP4
i¼1

Fi � K2 _y

� �
m�1

€z ¼ cos h cos/ð ÞP4
i¼1

Fi � K3 _z

� �
m�1 � g

8>>>>>>><
>>>>>>>:

ð7Þ

In the formula, ðx; y; zÞ is the centroid position of the drone, Kiði ¼ 1; 2; 3Þ is the
total drag coefficient, and g is the gravitational acceleration.

(2) The equation of angular motion, the relationship between Euler angle angular

velocity _/; _h; _w
� �

and body angular velocity p; q; rð Þ is given below:

p
q
r

2
4

3
5 ¼

1 0 �sin h
0 cos/ sin/ cos h
0 �sin/ cos/ cos h

2
4

3
5

_h

_/

_w

2
664

3
775 ð8Þ

By type (8), it is available as

_h

_/

_w

2
664

3
775 ¼

pþ p sin/ tan hþ r cos/ tan h
q cos/� r sin/

q sin/ sec hþ r cos/ sec h

2
4

3
5 ð9Þ

Due to the above assumptions, the quadrotor UAV is symmetrical in shape and
uniform in mass distribution, and it can be assumed that the center of mass of the
aircraft is located in the center of the quadrotor UAV, and its inertia matrix I is a
diagonal matrix [9] as given below:

I ¼
Ix 0 0
0 Iy 0
0 0 Iz

2
4

3
5 ð10Þ

In the formula, they are the rotational inertia X; Y ; Z of the four-rotor UAV.
The equation of angular motion of the quadrotor UAV can be obtained from the

rigid body rotation theorem, which is as follows:

M ¼ I
_p
_q
_r

2
4

3
5 ð11Þ
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According to the calculation method of angular momentum, the quadrotor UAV
angular motion equation is given as

Mx

My

Mz

2
64

3
75 ¼

_pIx � _rIxz þ qrðIz � IyÞ � pqIxz

_qIy � prðIx � IzÞþ ðp2 � r2ÞIxz
_rIz � _pIxz þ pqðIy � IxÞþ qrIxz

2
64

3
75 ð12Þ

In the formula, Mx;My;Mz is the component of the quadrotor UAV subjected to the
external moment around the shaft.

By type (12), it is available as

_p

_q

_r

2
64

3
75 ¼

Mx þ Ix � Izð Þqr½ �=Ix
My þ Iz � Ixð Þpr� �

=Iy
Mz þ Ix � Iy

� 	
pr

� �
=Iz

2
4

3
5 ð13Þ

By finishing formula (12) and formula (13), we get

€/ ¼ Mx � _h _w Iz � Iy
� 	h i

=Ix

€h ¼ My � _/ _w Ix � Izð Þ
h i

=Iy

€w ¼ Mz � _/ _h Iy � Ix
� 	h i

=Iz

8>>>><
>>>>:

ð14Þ

According to the “X” flying method of the quadrotor UAV, the momentum theorem
can be obtained from the following:

Mx

My

Mz

2
64

3
75 ¼

l F1 þF4 � F2 � F3ð Þ
l F1 þF3 � F2 � F4ð Þ
k F1 þF2 � F3 � F4ð Þ

2
64

3
75 ð15Þ

In the formula, l is the distance from the motor shaft to the center of mass of the
quadrotor UAV (arm length), and k is the coefficient between the lift and torque
generated by the rotation of the motor.

The system input for defining the quadrotor UAV is given below:

U ¼

U1

U2

U3

U4

2
6664

3
7775 ¼

F1 þF2 þF3 þF4

F1 þF4 � F2 � F3

F1 þF3 � F2 � F4

F1 þF2 � F3 � F4

2
6664

3
7775 ð16Þ
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In the formula, U1 is the amount of vertical lift control, U2 is the amount of roll path
control, and U3 is the amount of pitch path control, and U4 is the yaw path control
amount.

Comprehensively (14), (15), and (16) are given as

€/ ¼ U2lI
�1
x

€h ¼ U3lI
�1
y

€w ¼ U4kI
�1
z

8>><
>>:

ð17Þ

Considering that the currently set four-rotor flight environment is a small indoor or
outdoor wind speed, the resistance factor Ki i ¼ 1; 2; 3ð Þ in Eq. (7) is ignored. Thus, the
following mathematical model can be obtained by combining Eqs. (7) and (17) as

€x ¼ cosw sin h cos/þ sinw sin/ð ÞU1½ �m�1

€y ¼ sinw sin h cos/� sin/ coswð ÞU1½ �m�1

€z ¼ cos h cos/ð ÞU1½ �m�1 � g
€/ ¼ U2lI�1

x
€h ¼ U3lI�1

y
€w ¼ U4kI�1

z

8>>>>>>><
>>>>>>>:

ð18Þ

3 ADRC-Based Attitude Stabilization Control
for Quadrotor UAV

The ADRC technology mainly includes three parts: arranging the transition process,
Extended State Observer (ESO) and Nonlinear State Error Feedback (NLSEF). Among
them, the Tracking Differentiator (TD) is often used to arrange the transition process.
The purpose is to reduce the initial error of the system, solve the problem that the
rapidity and overshoot must be taken into consideration, and extract the differential
signal of the input signal. An extended state observer can estimate the state of the
system and the “total disturbance” of the internal disturbances and external distur-
bances in the system, and compensate for “total disturbances”. The nonlinear state error
feedback control law can compensate the suppression residual and improve the con-
troller function [10, 11].

Taking quadruple rotor pitch channel as an example to study the attitude control of
drone based on ADRC. Because the transfer function of the pitch channel of the
quadrotor UAV is third order, a linear ADRC control strategy is adopted for the
convenience of calculation, and its structure is shown in Fig. 1.
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e ¼ v1 � v
v1 ¼ v1 þ hv2
v2 ¼ v2 þ hv3
v3 ¼ v3 þ h �r r r eð Þþ 3 v2ð Þð Þþ 3 v3ð Þ½ �f g

8>><
>>:

ð19Þ

The third-order extended state observer is given as

e ¼ z1 � y
fe ¼ falðe; 0:5; dÞ
fe1 ¼ falðe; 0:25; dÞ
fe2 ¼ falðe; 0:125; dÞ
z1 ¼ z1 þ hðz2 � b01eÞ
z2 ¼ z2 þ hðz3 � b02 feÞ
z3 ¼ z3 þ hðz4 � b03 fe1 þ buÞ
z4 ¼ z4 þ hð�b04 fe2Þ

8>>>>>>>>>><
>>>>>>>>>>:

ð20Þ

The linear combination of status feedback is given as

u ¼ b1e1 þ b2e2 þ b3e3 � z4 ð21Þ

The parameters of linear ADRC are r ¼ 10, h ¼ 0:01, b01 ¼ 24, b02 ¼ 430,
b03 ¼ 8720, b04 ¼ 2;00;000, b1 ¼ 10, b2 ¼ 200, and b3 ¼ 2. Convert the transfer
function of the pitch channel to the controllable standard type as given below:

_x1 ¼ x2
_x2 ¼ x3
_x3 ¼ x4
x4 ¼ �11:4943x3 þ 1017:8u
y ¼ x1

8>>>><
>>>>:

ð22Þ

Linear ADRC control response results are shown in Figs. 2 and 3.

TD Liner
Combination

Controlled
Object

ESO

TD
+

+
+

Liner
Combination

+

0b

Controlled
Object

v

ESO

−
−

−
−

01/ b

Fig. 1. Linear ADRC control structure
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It can be seen from Fig. 2 that the linear ADRC’s control response to the pitch
channel is fast and there is no overshoot. Expanded state observer versus system state
vector is shown in Fig. 3x1, x2, x3 all have good estimates. There is some error in
estimating x4 expansion status.

The control effect of the linear ADRC on the roll channel and the yaw channel is
shown in Figs. 4 and 5. The parameter selection is the same as that of the pitch channel.

As can be seen from Figs. 4 and 5, the linear ADRC has a good control effect on
the roll channel and the yaw channel when the parameters are unchanged.

Fig. 2. ADRC control response of pitch channel

Fig. 3. Expanded state observer
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4 Conclusion

In this paper, based on the analysis of the mathematical model of the quadrotor UAV, a
four-rotor UAV attitude stabilization controller based on ADRC is designed. The
simulation results show that the ADRC controller has good control effects on all three
attitude channels such as pitch, roll, and yaw.

Fig. 4. ADRC control response results for roll channel

Fig. 5. ADRC control response results for yaw channel
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Fuzzy Adaptive PID Control for Translational
Flight of a Tail-Sitter UAV
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Abstract. This study proposes a new fuzzy adaptive PID control strategy to
enhance the performance of a tail-sitter UAV in translational flight. First of all,
the dynamic model of UAV is built, and then the interference of model
parameter perturbation and the disturbance in translational flight is analyzed;
Finally, the fuzzy adaptive PID controller is designed to solve the problem of
model uncertainty. The simulation results show that the controller has good
tracking quality and robustness.

Keywords: Tail-sitter UAV � Vertical takeoff and landing � Fuzzy adaptive
PID control � Flight control

1 Introduction

VTOL aircraft is a special aerial vehicle which can take off and land with zero velocity
like a helicopter, and fly at high speed horizontally like fixed wing airplanes [1]. The
tail-sitter UAV is a kind of superior performance VTOL aircraft due to its flexible
handling and does not require complex thrust reversing mechanism. Tail-sitter UAV
vertically takes off to a certain height and turn into the horizontal flight mode. When it
lands, it climbs with the nose up, and then reduces the thrust and lands vertically [2].
The tail-sitter UAV converts from vertical flight to horizontal flight by synchronous
rotary of the lift orientation and fuselage. There are many unmanned aerial vehicles
which apply this kind of lift system, e.g., Goldeneye as shown in Fig. 1.

Tail-sitter UAV achieves the pitch, yaw, and roll movement in flight process by
changing the aileron deflection and the rotating speed of rotors [3]. The two-rotor tail-
sitter UAV model is shown in Fig. 2.

The paper is organized as follows: In Sect. 2, the general attitude dynamic model of
a tail-sitter UAV is presented; in Sect. 3, the fuzzy PID controller is designed to solve
the problem of model uncertainty in translational flight and the performance of the
controller is verified; and in Sect. 4, the conclusion of the paper is given.

© Springer Nature Singapore Pte Ltd. 2020
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2 Vehicle Attitude Dynamic Model

Suppose that the aircraft is a rigid body and the acceleration of gravity does not change
with flight altitude, and the curvature of the Earth is ignored, then take the ground
coordinate system O-XYZ as inertial coordinate system. The equations of attitude
motion in the body coordinate system are built as given below:

_p ¼ Iz
IxIz � I2xz

Mx � Iz � Iy
� �

qrþ Ixzpq
� �þ Ixz

IxIz � I2xz
Mz � ðIy � IxÞpq� Ixzrq
� � ð1Þ

_q ¼ 1
Iy

My � Ix � Izð Þprþ Ixz r2 � p2
� �� � ð2Þ

_r ¼ Ix
IxIz � I2xz

Mz � Iy � Ix
� �

pq� Ixzrq
� �þ Ixz

IxIz � I2xz
Mx � ðIz � IyÞqrþ Ixzpq
� � ð3Þ

Fig. 1. Goldeneye UAV

Fig. 2. Two-rotor tail-sitter UAV model
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where xb ¼ p q r½ �T denotes the angular velocity of the aircraft in the coordinate
system of the body, MA;T ¼ Mx My Mz½ �T denotes the total torque applied to the
center of gravity of the aircraft, and Ix, Iy, Iz contain the moments of inertia of the
aircraft, which can obtained by the method in [4], Ix ¼ 0:0122 kgm2,
Iy ¼ 0:0048 kgm2, Iz ¼ 0:0079 kg m2; Ixz denotes the product of inertia, because the
aircraft is using symmetric airfoil, so Ixz ¼ 0. Equations (1)–(3) can be simplified as

_p ¼ Iy � Iz
� �

qr

Ix
þ Mx

Ix
ð4Þ

_q ¼ Iz � Ixð Þpr
Iy

þ My

Iy
ð5Þ

_r ¼ Ix � Izð Þpq
Iz

þ Mz

Iz
ð6Þ

U ¼ / h w½ � describes the vehicle orientation expressed in the classical roll,
pitch, and yaw angles (Euler angles), and the relationship between Euler angles and the
body angular velocity is as follows:

_/ ¼ pþ q sin/þ r cos/ð Þtan h ð7Þ
_h ¼ q cos/� r sin/ ð8Þ

_w ¼ q sin/þ r cos/ð Þsec h ð9Þ

The transition from vertical flight to horizontal flight of the tail-sitter UAV relies
mainly on the large angle maneuver in the pitch direction. Thus, the major research is
focused on the control law in the pitch direction during the transition.

Assuming that the angular rates of roll direction and yaw direction are zero, the
kinetic equation of pitch angular motion is given by (19)

€h ¼ My

Iy
ð10Þ

My¼ 1
2V

2qScCm denotes the total torque in the pitch direction. V is the air velocity,
which is the downwash flow velocity of the propeller when hovering and the synthetic
speed of the airflow and downwash flow in the level flight. q denotes the density of the
air, S is the area of wing, and c is the length of the wing chord. Cm is the pitch moment
coefficient, which can be calculated by the method in [5].

Cm ¼ Cmac þCmaaþCmde
de þCmqq

c
V

ð11Þ
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Substituting (11) into (10), we get

€h ¼
1
2V

2qSc
Iy

½CmahþCmde
de þCmq

c
V
_h� ð12Þ

3 Longitudinal Attitude Control During the Transition

With the change of pitch angle and level flight speed during the transition from vertical
flight to horizontal flight, the pitch moment coefficient also creates a larger change,
which is nonlinear. As a result, the established dynamic model exists interference of
model parameter perturbation and the disturbance is difficult to model accurately [6].
On the overall trend, it will increase the aerodynamic efficiency of ailerons. Therefore,
if the controller is still designed to adapt to the vertical flight mode, aircraft will
produce overshoot in the pitch direction during the transition and level flight, which
will lead to aircraft out of control and crash.

The step response of PID controller for pitch motion with interference of model
parameter perturbation is shown in Fig. 3. Pitch motion developed severe overshoot
shocks after joining interference at 2 s. Therefore, the traditional PID controller cannot
meet the needs of flight control of the vehicle during the transition.

Fuzzy control, which is on the basis of the operator’s experience, is independent of
the accurate mathematical model of the controlled object. A fuzzy self-tuning PID
controller is designed to control the longitudinal attitude of the aircraft during the
transition. Fuzzy self-tuning PID controller is based on the conventional PID control.
According to the error E and error change rate DE of feedback value and target value,
the PID parameters are online self-tuning by using the method of fuzzy reasoning, to

Fig. 3. The step response with interference of model parameter perturbation
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meet the different requirements of the controller parameters on different running status.
Thus, controlled objects can obtain good dynamic and static performance and adaptive
performance. The designed fuzzy self-tuning PID controller of pitch motion is shown
in Fig. 4.

E and DE are the inputs of the fuzzy controller, and DKp, DKi, DKd are outputs.
The domains of E, DE, DKp, DKi, DKd are {3, 2, 1, 0, 1, 2, 3}, fuzzy sets are {NB,
NM, NS, O, PS, PM, PB}.

The PID parameters setting principles are summarized as follows:
When the | E | is big, Kp is taken as larger value in order to improve the response

speed, Ki is smaller to avoid large overshoot, and in order to prevent excessive
instantaneous of | DE |, Kd is taken as a smaller value.

When the | E | is medium, Kp and Ki are taken as a medium value, and Kp is taken
as a larger value to reduce the overshoot.

When the | E | is small, Kp is smaller in order to improve the stability. Ki and Kd
are taken as larger value to reduce static error.

According to the above principles, the fuzzy control rules of Dkp, Dki and Dkd are
described in Table 1, 2, and 3.

-

ΔkdΔkiΔkp

Fig. 4. Fuzzy self-tuning PID controller structure

Table 1. Fuzzy control rules of Dkp

Dkp DE
NB NM NS ZO PS PM PB

E NB NM NS ZO PB PS NS NM
NM PS PS PS PM PS NS NS
NS PM PB PM PB ZO NB NM
ZO NS ZO PS PM PS ZO NS
PS NM NB ZO PB PM PB PM
PM NS NS PS PM PS PS PS
PB NM NS PS PB ZO NS PM
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At the beginning of the simulation, the normal PID controller parameters K 0
p, K

0
i , K

0
d

are tried out. Then the parameters are online corrected by the fuzzy self-tuning PID
controller, and DKp, DKi, DKd are got. The parameters of the system using fuzzy self-
tuning PID controller are as follows (Fig. 5):

Table 2. Fuzzy control rules of Dki

Dki DE
NB NM NS ZO PS PM PB

E NB NS ZO PM PB ZO NS NM
NM NB ZO PB PM PB ZO NB
NS NB ZB ZO PS PS NM NB
ZO NB NM ZO ZO ZO NM NB
PS NB NM PS PS ZO NB NB
PM NB ZO PB PM PB ZO NB
PB NM NS ZO PB PM ZO NS

Table 3. Fuzzy control rules of Dkd

Dkd DE
NB NM NS ZO PS PM PB

E NB PS NS NS NM PS PB PB
NM NS ZO ZO NM PS PS PB
NS NS PS NS NS NM NB NS
ZO NB NM NB NB NB NM NB
PS NS NB NM NS NS PS NS
PM PB PS PS NM ZO ZO NS
PB PB PB PS NM NS NS PS

Fig. 5. The step response of pitch motion with fuzzy self-tuning PID controller
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Kp ¼ K 0
p þDKp;Ki ¼ K 0

i þDKi;Kd ¼ K 0
d þDKd

The system is still able to track the step signal accurately after joining interference
of model parameter perturbation. So, the pitch motion of the aircraft can overcome the
interference with the designed fuzzy self-tuning PID controller which has strong
robustness.

4 Conclusions and Future Works

A fuzzy self-tuning PID controller is designed to solve the problem of interference of
model parameter perturbation during the transition from vertical flight to horizontal
flight. In order to overcome the interference and enhance the robustness of the system,
fuzzy control rules are used in tuning the parameters of PID controller. Thus, a new
solution is provided for the flight control during the transition of the tail-sitter UAV.
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Abstract. This paper considers the problem of renewable energy and spectrum
allocation for a fog-based IoT network where the fog node can request energy
from multiple renewable power suppliers (RPSs) to serve the end devices. We
consider that RPSs of different relay nodes can form coalitions. RPSs in the
same coalition can better coordinate their price strategy. Then, we analyze an
independent RPS’s incentive to join a coalition or stay independent, and a
nonindependent RPS’s incentive to deviate to join other coalitions or stay in
present coalition. Then, in this paper, we achieve the Nash stable coalition
structure, and the corresponding energy pricing for the structure. Finally, we
give simulation results, and results show that RPSs, the fog node, and spectrum
owner can benefit from coalitions.

Keywords: Fog computing � M2M communication � Internet of things (IoT) �
Renewable energy � Energy allocation � Coalitions formation

1 Introduction

Fog is a construction that distributes computation, communication [1], storage, and
control along the cloud-to-things continuum and through the structure, these services
can be closer to the end devices and users. And, Cisco introduces this new platform. It
extends the cloud computing paradigm to the edge of the network [1–3]. However, fog
is different from the cloud is that fog process part of services and data on fog devices
instead of transmitting to cloud [4].

In [5], the authors propose a new multi-tier fog computing model and is for smart
city applications. In [6], the authors summarize the opportunities and challenges of the
edge computing (EC), validate the efficiency of EC, survey the edge systems widely,
and then a comparative cloud system study is proposed by the authors. IoT services and
applications can be run from the edge of the network as well as access points, and
M2M gateways [7] with fog computing platform. Such works are committed to
improve quality of service (QoS), reduce latency, and allow real-time data analysis.
However, these works do not involve fog computing with renewable power suppliers
(RPSs) problems.
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In this paper, we explore a fog-based IoT network structure with price-sensitive end
devices. There are multiple relay nodes in the network and each relay node is having
multiple renewable power suppliers (RPSs). We will analyze how renewable energy
allocation impacts the wireless traffic, the pricing scheme of the IoT network, and the
strategy of the spectrum owner. And, in this paper, we propose a coalition structure,
RPSs form coalitions, and formulate their common price strategy together. By forming
coalitions, RPSs can coordinate their pricing scheme when providing energy to the
network. Finally, the conclusion is that by forming RPSs coalitions, different RPSs can
better coordinate their price decision which can reduce energy price, and there exists a
Nash stable in coalition structure.

This paper is organized as follows. In Sect. 2, we describe a renewable fog-based
IoT network used in this paper. The problem statement is described in Sect. 3. Sec-
tion 4 is the analysis of the problem and a coalition structure is proposed here. We
present the simulation and analysis in Sect. 5. Then, we draw conclusions in Sect. 6.

2 Network Model

Consider a network composed of a fog node, multiple relay nodes, spectrum owner,
and a set l of M MTDs attempt to access the fog node. The fog node, relay nodes, and
the spectrum owner are connected to the core network through a wireless backhaul to
transmit uplink or downlink data traffic. The fog node leases a bandwidth B from the
spectrum owner during a certain time duration on the random access channel (RACH).
The data traffic is uploaded to the fog node through multiple relay nodes.

2.1 The Data Aggregator and Spectrum Owner at the Edge

At the beginning of each gathering interval, the fog node broadcasts a beacon. When
MTDs receive this beacon, they start to implement random access protocol. Clearly,
end users or MTDs will transmit more data traffic if the p which is charged to end
devices is lower, which will lead to more energy request from RPSs. Thus, we assume
that the average number of M2M communication demands is the exponential function
QðpÞ ¼ ae�bp in each gathering interval, where the a here is a random variable because
the access demand of MTDs is uncertainty.

The fog node purchases the spectrum from the spectrum owner and provides to
MTDs, in the network, the fog node, relay nodes, and the spectrum owner uses the
same spectrum band and we assume that the whole price of the purchase price of
spectrum is b. Each M2M device occupies a certain bandwidth B at the access stage,
and a small-sized data packet is transmitted at this phase. The fog node broadcasts a
beacon at the beginning of each gathering interval. When MTDs receive this beacon,
they start to implement random access protocol. The whole bandwidth that the spec-
trum owner provides is x. And the unit price of bandwidth is s. Thus, the profit of the
spectrum owner is Pis ¼ s � x� b (Fig. 1).
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We use a standard Slotted Aloha (SA) for random access in this paper, and the
excepted throughput of SA is Geð�GÞ, where, we use G to describe the average number
of packets sent per slot. Each end device transmits an access preamble sequence to the
fog node on RACH and the access sequence is randomly selected. On the same RA
slot, if multiple devices transmit a different preamble sequence at the same time, there
will be no collisions. We use the notation xs to describe the number of available
preamble sequences, and the notation Bs to denote the bandwidth of an SA slot. The
notation ta represents the duration of the SA slot in time domain. Note that, in an access

interval, the total number of RA slots is xs
taBs

. Thus, G ¼ QðpÞtaBs

xsxs
(number of packets/slot)

is derived. The unit of the throughput of the SA protocol is (number of successfully
accessed devices)/slot. Then, in each gathering interval, the average number of suc-

cessfully accessed MTDs, TðxÞ ¼ QðpÞeDðpÞj
x , where the j here equals to � taBs

sxs
(Table 1).

Fig. 1. Data traffic is transmitted in the network, and RPSs provide energy. In the cooperation
scheme, RPSs form coalition and coordinate their energy price
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2.2 The Path Loss of Wireless Route of the Edge

Because the transmission follows a free path loss, according to the Friis’ law, the path
loss is given as LðhÞ ¼ 32:5þ 20 log10ðf Þþ 10c log10ðhÞþA� h, where the variable h
is the link distance, f is the carrier frequency, A is the oxygen-and-rain attenuation
coefficient, and c is the path loss exponent, the notation depends on the geometry when
transmitting. Relay nodes are independent with each other through how they price and
energy that RPSs can provide. Let Pi be the transmission power of relay node i and hi
be the distance of each node. Thus, with the path loss LðhiÞ and Shannon theorem, we

get R ¼ e lnð1þ PiLðhiÞ
n0e

Þ ) Pi ¼ ðeRe�1Þn0e
LðhiÞ , where e is the bandwidth of relay nodes, R is

the rate of delivering one unit traffic through the network. Let /ðeÞ ¼ ðeRe�1Þn0e
R , thus the

energy demand Ei ¼ QðpÞ
R Pi ¼ QðpÞ /ðeÞ

LðhiÞ, which means that to deliver one unit traffic

with rate R will consume energy is /ðeÞ
LðhiÞ. Let xi denote the energy price of RPS

i; i ¼ 1; . . .; nf g and we use ci to present the cost of the RPS i.

2.3 Renewable Power Suppliers

Relay node i ¼ 1; . . .; nf g, each was powered by an RPS, denoted by RPS i, corre-
spondingly. Such cost depends on energy efficiency and energy loss of transmission.
RPSs in the network model are used to store and supply energy. In our model, we use
renewable instead of conventional energy resources such as coal and petroleum. We
denote the energy price is pe and the production of RPS i by li unit energy per unit
time. The profits of the RPS i is

Q
i ¼ ðwi � ciÞQðpÞ.

Table 1. Table of notations

Symbol Definition

m The number of MTDs
Bs The bandwidth of an SA slot
x The bandwidth the spectrum owner provides to the aggregator
hi The transmission distance of relay node i
� The bandwidth of relay nodes
R Data transmitting rate of core network
�Li The path loss of fog node i

ci The unit cost of RPSs on relay nodes
wi Renewable energy price that RPS i charged the operator
p Price charged to end users and MTDs
W Vector of renewable energy price of RPS
Bj Coalitions of RPSs
Pi Transmit power of fog node i
s The bandwidth unit price of the whole network
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2.4 The Profit of the Fog Node

In fog-based IoT networks, different relay nodes will not share their price decisions and
other information with each other. According to the aforementioned network model,
there is a sequential structure of decision-making. First, the fog node plays the role of
the leader, determines and announces the service price pf to optimize its expected
profit. Then, the RPS i plays the role of follower, and according to the fog node price,
RPSs decide the energy price pi. And then, the fog node and the relay nodes adjust
spectrum resource. The interaction among relay nodes, the fog node, and the spectrum
owner can be formed as a Stackelberg game. The profit of the fog node isQ

f ¼ ðp� f ÞQðpÞ, the notation W here is the energy price charges to the fog node.

3 Problem Formulations

The aforementioned interaction among the fog node, the spectrum owner, and RPSs
can be formulated as a Stackelberg game that will enable us to determine the following
information: (1) What is the price that the fog node should pay each RPS and the
spectrum owner at each period for transmitting the traffic and (2) How much the
spectrum owner and RPSs provide spectrum and energy resource initially with the
uncertain exponential traffic amount.

In this paper, we will use backward induction to solve the proposed game. By
analyzing this game, we can find the equilibrium of the game. And, we begin with the
unique energy price that RPSs choose in Stage I, then we propose a cooperation
scheme in this paper. In the cooperation scheme, the individual RPS will form coali-
tions with one another freely and coordinate their price strategy in these formed
coalitions. RPSs in formed coalition will offer a joint renewable price. For the process
of the coalition formation, we use the concept of the Nash stable structure. The concept
of Nash stable structure here means that there will be no unilateral deviations by
individual RPS and RPSs in the same coalition behave as a whole with the same price
strategy. For convenience, we define N ¼ 1; . . .; nf g represents the set of relay nodes
and we use B ¼ B1; . . .;Bmf g to represent the coalition structure, where

Sm
j¼1 Bj ¼

N;Bh \Bk ¼ / for h 6¼ k. And, WBj ¼
P ðwi : i 62 BjÞ stands for the alliances’

wholesale price of Bj 2 B charge to the fog node which includes renewable energy
price and other prices. Also, we use CBj ¼

P ðci : i 2 BjÞ to express the cost of
coalition Bj 2 B and C ¼ Pm

j¼0 CBj means the whole costs of all coalitions.
Pay attention to the equation CBj ¼

P ðci : i 2 BjÞ, it implies that there are no other
extra costs when RPSs form coalitions. Thus, the coalition’s profit function

Q
Bj
ðWBjÞ

can be expressed as
Q

Bj
ðWBjÞ ¼ ðWBj � CBjÞQðpÞ, the fog node’s profit function

Q
f ¼ ½p�Pm

j¼0 WBj �QðpÞ ¼ ðp�WÞQðpÞ. Each coalition will set their energy price
strategy, then the fog node changes its wireless service price strategy p according to
coalitions price strategy.
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4 Analysis of Problems

When RPSs coalitions sell energy to the fog node, the coalitions formed by RPSs can
better coordinate their price strategies. And, in this section, the goal is to characterize
the energy price strategy of RPS coalitions. According to the result of the energy price
decision, we identify the unique optimal price that fog node charges to MTDs and the
price strategy of the spectrum owner. As a result, the pricing scheme obtained con-
structs a Stackelberg equilibrium, and the whole network will get more profit from the
equilibrium.

Assumption 1. Recall that the number of successfully accessed requests Q pð Þ, we use
gðpÞ to represent the price elasticity of Q pð Þ, and gðpÞ ¼ �pQ0ðpÞ=dp, where
Q

0 ðpÞ ¼ dQðpÞ=dp. Assume that gðpÞ ¼ p=ðaþ bpÞ, where a and b are constants,
a� 0 and b� 1. The equation gðpÞ ¼ p=ðaþ bpÞ requires that aþ bp[ 0, and implies
that the curvature property of Q pð Þ is denoted by wðpÞ ¼ QðpÞQ00ðpÞ=ðQ0ðpÞÞ2, where
Q00ðpÞ ¼ d2QðpÞ=dp2.
Proposition 1. Given RPS coalition structure, in the Nash Equilibrium, all coalitions
share the equal profit.

Thus, we denote the profit of coalitions
Q ðmÞ ¼ PBj . Without loss of generality, we

assume that B1j j � � � � � Bmj j, and one RPS can be classified into independent and
nonindependent.

Proposition 2. For the structure B ¼ B1; . . .;Bmf g, when the demand function sat-
isfies Assumption 1, we have following profits and strategies when the coalition
structure is equilibrium.

(1) W�
Bj
� CBj ¼ 1

m ðW� � CÞ ¼ aþ bC
1�bm, when

 W�
 m � 0 for any j 2 f1; . . .;mg.

(2) p� ¼ að1�bÞmþ aþC
ð1�bmÞð1�bÞ , and  p�

 m � 0.

(3)
Q�

Bj
¼ PðmÞ ¼ ðaþbCÞQðp�Þ

1�bm , when  W�
 ðmÞ � 0 for any j 2 f1; . . .;mg.

(4)
Q�

f ¼ ðaþ bCÞ
ð1�bÞð1�bmÞQðp�Þ, and

 P�
f

 m � 0.

Here, we make an implicate assumption that 1� bm� 0. Actually, if 1� bm\0,
there will be no transactions between RPSs and coalitions.

From this proposition, we can see that in a given coalition structure, each coalition
will gain the equal profit and the profit of a coalition is not related to the actual
composition of the coalition, but only the demand function of MTDs and the number of
the RPSs in network model. In order to promote the study of the proposed question 1
above, we need to recognize how RPSs allocate the coalition profit among members in
the same coalition. We use Shapley value to generate allocation among different RPSs
in coalitions because of its fairness. And, the Shapley value is often be used in gains
allocation. According to the Shapley value, RPSs in this coalition share an equal
distribution of the coalition profit in a coalition. According to the Nash stability con-
cept, for an individual RPS, if it obtains rigorous benefits from such a deviation, then it
tends to make a unilateral defection from the current coalition. We assume that for any
given coalition structure, there are two feasible deviations, an RPS can deviate from the
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current coalition to join another coalition, or to become independent. It means that an
RPS will share more profit if it deviates the current coalition. We denote the equilib-
rium coalition profit in which the coalition is composed of m RPSs with PðmÞ. Recall
that PðmÞ ¼ ðaþ bCÞQðp�Þ

1�bm .

We denote the number of RPSs in coalition Bj by jBjj, and UðmÞ ¼ PðmÞ
Pðmþ 1Þ. Here,

U mð Þ represents the ratio of the coalition’s profile before and after some RPSs
defection, it indicates the stability of the coalition. If U mð Þ is a small value, RPSs are
more likely to become independent. And, we can say a given coalition is Nash stable if
Uðm� 1Þ� jB2j þ 1 and UðmÞ� jBmj. The former provided that there is at least one
independent RPS and the latter provided that there is at least one nonindependent
RPSs. For convenience, we denote Bð1Þð2Þ ¼ fB1; . . .;Bmg, where jB1j ¼ 1; jB2j ¼
� � � ¼ jBmj ¼ 2, Bð2Þð2Þ ¼ fB1; . . .;Bmg, where jB1j ¼ � � � ¼ jBmj ¼ 2.

Result. For QðpÞ ¼ ae�bp, Bð1Þð2Þ is uniquely stable when n is an odd and Bð2Þð2Þ is
stable when n is an even.

According to Assumption 1, the demand curvature WðpÞ ¼ 1, and it can be derived
that U mð Þ ¼ e. If in a given structure, and there are m coalitions in this coalition
structure, only two RPSs in such a coalition structure are independent. When these two
RPSs form a new coalition, they can share more coalition profitPðm� 1Þ than they are
independent, because Uðm� 1Þ ¼ Pðm�1Þ

PðmÞ [ 2, and the coalition structure will not be

stable. When a coalition has l RPSs, and l� 3, then the coalition will not be stable,
RPSs would deviate the current coalition and to be independent, because of
PðmÞ

l � PðmÞ
3 \Pðmþ 1Þ. Therefore, we can conclude that a coalition will never be

stable if three or more RPSs are in one coalition. Thus, we can get conclusion that the
coalition structure Bð1Þð2Þ is stable for an odd n, and when n is an even, Bð2Þð2Þ is stable.

5 Simulation Results and Analysis

In this section, how the RPSs’ coalitions formation and how coalitions influence profits
through numerical simulations will be studied. In simulations, we set the bandwidth of
the backhaul wireless link as 20 MHz, at 25� 103GHz frequency, and the basic data
rate to 1� 103Mbit/s. For the path loss function L hð Þ, we set c ¼ 2:2 and the value of
A to 8 dB/km in function L hð Þ. And, the notation /ð2Þ is a fixed value.

Figure 2 shows the profit of each RPS with the different distances of different relay
nodes and the profit of the fog node with different relay nodes. We can see that the RPS
3 owns more profit than other RPSs, and RPS 3 follows the minimum distance.

We can see that as coalitions increase from 2 to 22, with the bandwidth of relay
nodes is 20MHz, the profits decrease to a very low level. With different numbers of
coalitions, the equilibrium profit of coalitions and the fog node how to change,
respectively. We can see that with the increase of coalitions from 1 to 10, profits of the
fog node and coalitions decrease to a very low value. The profit will decrease to the
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lowest when coalitions are not formed. RPSs can form coalitions with each other freely
and determine their energy prices. Different coalitions set their prices independently,
RPSs in a coalition will set a common energy price for the renewable energy provided
by the coalition.

6 Conclusion

We have conducted a comprehensive study on the issue of renewable power allocation
for a fog-based network with price-sensitive end devices in this paper. We proposed a
cooperation scheme where RPSs provide that renewable power suppliers tend to form
coalitions, through the coalition structure, and they can better coordinate their pricing
strategies. And, we proved that RPSs always prefer selling in groups in Nash equi-
librium. By forming RPSs coalitions, different RPSs will better coordinate their price
decision which can reduce energy price. Lower energy price means the fog node will
charge end devices a lower fee and more end device will transfer data to the fog node.
Furthermore, the result has also demonstrated that RPSs, the fog node, and spectrum
owner can benefit from coalitions.
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Abstract. With the development of the Internet of Things (IoT) indus-
try and the arrival of the 5G era, edge computing is considered to be
the more suitable computing technology for the IoT. In this paper, we
propose an edge-computing-based M2M data aggregation wireless trans-
mission system powered by efficient renewable energy allocation servic-
ing for the edge devices. The pricing scheme problem is formulated as
a Stackelberg game between the operator and multi-RPSs. Simulation
results show how the previous pricing scheme and bandwidth of each
node affect the renewable energy storage levels of each RPS and his own
profit. The results also show the operator’s optimal service price scheme
and the equilibrium renewable energy storage level of each RPS.

Keywords: Edge computing · M2M communication · IoT ·
Renewable Energy Supplier (RPS) · Pricing scheme · Simultaneous
decisions · Sequential decisions

1 Introduction

Edge computing extends cloud computing and plays a more and more important
role in the application of the Internet of Things (IoT) such as latency-sensitive
edge devices [1,2]. Further, edge computing was proposed using resources to
data processing at the edge of network instead of establishing channels for the
centralized cloud storage and utilization. In addition, edge computing can save
bandwidth and facilitate distributed architectures as the data traffic processed
at the edge of the network and considered to be a solution to the resource-limited
edge devices while offloading data traffic [3].

With the increasing demand for latency-sensitive service, the more efficient
energy management in the edge computing is considered to be reliable solution.
In [4,5], the authors proposed a cooperation mechanism based on fog/edge com-
puting from resource-constrained devices for Wireless Sensor Networks (WSN)
applications which can effectively allocate the computing load among different
c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
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nodes. Kiani and Ansari [6] studied the edge-computing-based Non-Orthogonal
Multiple Access (NOMA) technique to reduce the latency and promote the Qual-
ity of Service (QoS) for 5G networks. In [7], the authors outlined the random
access challenges from the LTE-A perspective and analyzed the most common
schemes to avoid the RACH access congestion. However, most of these efforts
focus on the solutions to the RACH access congestion and latency.

In this paper, we introduce a data aggregator and multi-hops data transmit-
ting system for alleviating the massive access and enhance the M2M communi-
cation. These relay nodes are powered by the renewable energy and we studied
the optimal energy storage strategy to obtain the optimal network performance.

The rest of the paper is presented as follows. In Sect. 2, we illustrate the
system model architecture and propose the problem formulation. Section 3 pro-
vides the unique renewable allocation NE solutions and analyzes the network
performance. Then, we provide numerical results and analyze the performance
under different impact factors in Sect. 4. Section 5 concludes the paper.

2 System Model

In this section, we first discuss each component of the network model and the
various parameters. Then, some assumptions and uncertain traffic demand func-
tional formation provided for the service chaining. An overview of this network
model is shown in Fig. 1 and summed up main notations used in this paper in
Table 1.

Fig. 1. The traffic transmitting to the fog node and furthermore to the corresponding
server through a set of relay nodes which are powered by renewable energy suppliers.

2.1 Network Description

M2M Aggregator and Operator The aggregator is collecting the M2M data
traffic from edge devices in certain area. At first, the aggregator broadcasts a
beacon at the beginning of each gathering interval. Then, MTD devices begin to
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implement their random access protocol as long as receiving such a beacon. Let
p be the service price chosen by the operator. The average number of demands
in each gathering interval is D, and depends on the price of p. We take the form
of exponential function to capture price sensitivity of traffic demand ˜D(p) =
ε · y(p) = ε · ap−b.

The operator is leasing the bandwidth W with unit price k from the cognitive
operator used as RACH resource. From the access model, we know that each
M2M device occupies a certain bandwidth w which has a unit price l to transmit
a small-sized data traffic packet. Let T (W ) be the successful access number of
all MTDs in each interval τ . Thus, the total on-demand band cost would be
T (W ) · w · l.

For random RACH access, we use Slotted Aloha (SA) scheme instead of
Pure Aloha (PA) which improves channel utilization. We assume that the usable
preamble sequence for each time slot has a value of x and the bandwidth of an
SA slot is w. At result, we get the number of edge devices successfully accessed
to the network, T (W ) = Wτx

w·t · G · e−G = D(p)e− D(p)wt
W τx = K · D(p)e

−D(p)
W .

For the operator, it gains r share of the revenue and remits to the RPS.
In any Nash equilibrium, the traffic through the service network chaining will
be identical. Let C =

∑n
i=1 c′

i =
∑n

i=1
L(hi)ρρ′

ϕB
· ci be the each-unit energy

storage cost and on-demand bandwidth cost of c0 = T (W ) · w · k through the
service chaining network. Thus, we can express the operator’s profit function as
Πo(r) = −c0q + rpE[min{q, ˜D(p)}].

Renewable Energy Suppliers and Assumptions Each node may have m
RPSs to compete with each other to be the unique energy resource. Finally, there
will be only one RPS i to be the renewable energy supplier of relay node i. The
winner of the competition must provide lower price pi of energy and have lower
energy storage cost of ci.

In our model, we assume the relay nodes of the chaining are all LOS so as
the operator can acquire the path loss value along the wireless communication
links. From Friis’ low, we can describe the path loss in dB as the expression:
L(h) = 32.5+20 log10(f)+10γ log10(h)+A×h, where h stands for link distance, f
is the carrier frequency, and γ is the path loss exponent. A is the oxygen-and-rain
attenuation coefficient.

Consider the path loss model, the later RPS should provide much more
renewable energy to guarantee the data traffic collected from end users trans-
port to core network. Let Pi be the transmission power and hi be the hop dis-
tance of node θi, and according to wireless network transmission model, we have

R = (e
R
B −1)n0B
L(hi)

, where B is the bandwidth used for M2M data transmission.

2.2 Problem Formation

The strategy of the operator is the pricing scheme p and the strategy of each
RPS is energy storage level and the price charged the operator. For the lower
service price, the RPS may not store enough energy to guarantee the QoS of end
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Table 1. Table of notations

Symbol Definition

hi The transmission distance of relay node θi

Pi Transmit power of relay node θi

R Data transmitting rate across the service chaining

W The bandwidth of aggregator leasing from cognitive operator

B The bandwidth of MTDs for transmitting data traffic

L̄i The path loss of relay node θi

ρ The energy storage efficiency parameter

ρ′ The energy transmission efficiency parameter

p Operator’s service price for transmitting data traffic

users which affects the operator’s profit. And finally, for this proposed game will
reach the point where a unique Pareto-optimal NE between the operator and
the RPSs. Specifically, the proposed game can be described as follows.

The operator will identify service price p to maximize its profit and the
equilibrium energy allocation tends to be unique. The two-stage Stackelberg
game will help us to determine the following information. What the price the
operator should pay to each RPS for forwarding the uncertain traffic over the
service chaining, considering the timely service and his own profit;What strategy
the RPS should choose his renewable energy price under the service price scheme
p by the operator;What the price the operator should choose about the on-
demand bandwidth through the chaining, considering the relationship between
the traffic demand and the service price scheme p.

To identify the unique Pareto-optimal NE from the proposed game, we will
use backward induction, which begins with the followers game (Stage II) and
goes back to the interaction between the operator and the RPS (Stage I), as
shown in Fig. 2. Then, using the result of Stage II considering QoS cost, we then
find the optimal service price scheme for the operator in Stage I. Therefore, we
will get the pricing scheme p and the relevant energy price of RPS which is
constituting a Stackelberg equilibrium.

3 Analysis and Performance of the RPSs’
Price Problem

In this section, we will discuss the strategies of energy price of RPSs, given
the service pricing scheme p by the operator. Then, identify the unique Pareto-
optimal NE between the operator and each RPS.

Define z ≡ q/y(p), for the service chaining, the final demand traffic depends
on the chosen value of p instead of each individual pi. Thus, we can get the total
expected profit of the service chaining network for offloading traffic Πc(p, q) =
−(C + c0)q + pE[min{q, ˜D(p)}]. Obviously, the optimal service price and the
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Fig. 2. The solution of optimal service price between operator and RPSs.

equilibrium factor z satisfy the following two first-order conditions as p∗
c = b(C+

c0) · z∗
c /((b − 1)[z∗

c − Λ(z∗
c ]) and F (z∗

c ) = ((b − 1)Λ(z∗
c ) + z∗

c )/(bz∗
c ).

3.1 Simultaneous Energy Price Decisions of RPSs

The RPSs sell its energy to relay node for transmitting data traffic and signing
the contract about the revenue sharing with the operator. Under such a contract,
each RPS is deciding his own energy price pi. Define P−i ≡ Σn

j=1pj −pi = p−pi.
Let Πi(pi | P−i, z) denote the RPS’s expected profit function, we have Πi(pi |
P−i, z) = y(pi + P−i){(1 − r)pi[z − Λ(z)] − ciz}.

For any prices chosen by all other RPSs, RPS i′s profit function Πi(pi |
P−i, z) is quasi-concave in his price pi and has the unique maximizer. Then, we
have the following theorem.

Theorem 1. For any given factor z, if b > n, the n RPS’ pricing game has a
unique Nash equilibrium that is given by p∗

i (z) = z
z−Λ(z) · 1

(b−n)(1−r) [(b−n)ci+C],
i = 1, ..., n.

In equilibrium, the total price for a set of n RPSs can be calculated as p∗(z) =
∑n

i=1 p∗
i (z) = bCz/((z−Λ(z))(b−n)(1−r)). If d[xh(x)]/dx = h(x)+xdh(x)/dx

> 0, then each RPS i’s profit function Πi(p∗
i | P ∗

−i, z), i = 1, . . . , n is quasi-
concave in z and reaches its maximum at z = z∗

c -the centralized factor.
The two-stage procedure works well for solving the price gaming problem

between the operator and RPSs. Substituting z = z∗
c and p = p∗(r) into opera-

tor’s profit function, we can rewrite it as Πo(r) = a(b−n)b−1[z∗−Λ(z∗)]b

[b(1−α)]b(C+c0)b−1(z∗)b−1 · g(r),
where α = c0

C+c0
and g(r) = {[(1 − α)b + (b − n)α]r − (b − n)α}(1 − r)b−1.

Theorem 2. Theorem 2. For any b > n, the operator’s profit function Πo(r) is
quasi-concave in r, and has the unique maximizer r∗ = (b−n−1)α+1

b−nα .
As expected, if the operator has a bigger share α of the revenue, it will gain

more profit. However, when there are more RPS involved in the service chaining,
the more share (1−r) of the revenue will leave to RPSs. For the service elasticity
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b, its effect is more complicated on r∗. An increase in b will result in lower traffic
demand and optimal energy service price.

3.2 Sequential Energy Price Decisions of RPSs

For given energy price choose by RPS 1 through i-1, RPS i choosing its own
energy price pi. We define P{1,i−1} ≡ ∑i−1

j=1 pj and P{i+1,n}(pi) ≡ ∑n
j=i+1 pj .

Thus, we can write the pricing problem as the following dynamic programming:
max Π(pi|P{1,i−1}, z) = y[P{1,i−1} + pi + P{i+1,n}] · {(1 − r)pi[z − Λ(z)] − ciz}.
If the price of elastic parameter b > 1, then for any given factor z, the n
RPSs’ sequential pricing game has a unique equilibrium satisfying the first-
order condition and we can get the n RPSs’ total price P ∗(z) =

∑n
i=1 p∗

i (z) =
(b/(b − 1))n · Cz/((1 − r)[z − Λ(z)]).

Theorem 3. The operator’s profit function Πo(r) is quasi-concave in r, and has
the unique maximizer r∗ = (1−α)bn−1+α(b−1)n

(1−α)bn+α(b−1)n .
The operator will be obtained optimally profit as a big share of r∗ of the

revenue and also has a big share of α of the total channel cost or larger numbers
of n RPSs. The outcome is similar to simultaneous energy prices’s decision of
RPSs.

3.3 Simultaneous Versus Sequential Channel Performance

Here, we provided some important features for analyzing the network perfor-
mances of two settings in decentralized solutions as the following proposition.

Proposition 1. (a) In the simultaneous decisions of each RPS, all RPSs have
same amount of profit, even through each RPS incurs different renewable energy
costs and storage levels. That is, we have Πi+1,I

Πi,I
= 1, i = 1, . . . , n. (b) In the

sequential decisions of each RPS, RPS i+1 earns b/(b-1) times of RPS i’s profit.
That is Πi+1,II

Πi,II
= b/(b − 1) > 1, i = 1, . . . , n − 1.

We can conclude from this that the operator’s profit in sequential decisions
is always higher than that of simultaneous decisions for which lower price may
have more devices trying to access the network and will generate more traffic
through the service chaining. Further, the part (b) implies that earlier deciding
of renewable price will put the RPS in the disadvantageous position which will
lead to earning of less profit compared to the later one.

4 Simulation Results and Analysis

In this section, we will study how the RPSs allocate its energy storage and
deciding energy price based on the scheme service price by the operator. We also
examine the optimal r share of the revenue chosen by the operator at the situa-
tion of simultaneous and sequential renewable energy price decisions of RPSs.
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4.1 Parameter Setting

We assume the service chaining contains eight hops and the distance between
relay nodes is set to be a random value of 100–900 m. The renewable energy
storage cost of each RPS has a random value between 1 and 10 cents/kWh and
the energy storing and transmitting efficiencies have a value of ρ = 0.89, ρ′ =
0.86, respectively. For the path loss model through the data transmission link,
we set γ = 2.3 and the value of A is assumed to be 12 dB/km. Further, the
price-sensitive exponent b of traffic demand has a value of 11. Also, we set the
carrier frequency f at 25 GHz and basic data transmitting rate is set to 100
Mbps.

4.2 Performance Analysis

We first study the equilibrium of renewable energy price and the energy storage
level of each RPS. In Fig. 3, we show the equilibrium renewable energy of each
RPS. Figure 4 shows that the profit of operator performances better off with the
number of hops increasing, and however, the operator earns more profit under
the sequential decisions than simultaneous settings at the same number of hops.

Tables 2 and 3 imply that the performance of the two channels with a band-
width of 150 MHz and 100 MHz. Compared with Table 3, Table 2 shows that in
equilibrium a larger bandwidth will lead to a higher service price and then the
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Table 2. The profit of operator with a bandwidth of 150 MHz

Strategy Price Traffic (bits) Profit

Simultaneous 14.6910 4845.3 6.4520

Sequential 14.6860 4863.4 38.0547
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Table 3. The profit of operator with a bandwidth of 100 MHz

Strategy Price Traffic (bits) Profit

Simultaneous 11.8380 5209.7 5.7976

Sequential 11.7726 5537.2 36.0213

data traffic will be cut off for the traffic demand model. However, the opera-
tor earns more profit when the bandwidth is increased. These two tables have
further proved that the strategy of sequential settings performs better than the
simultaneous decisions.

5 Conclusion

In this paper, we have studied edge-computing-based data traffic aggregation
network service chaining with multi-hops which is powered by the independent
RPSs. In the studied model, we use backward induction to specify the unique
Pareto-optimal equilibrium storage strategies of the RPSs under the price scheme
p chosen by the operator. Further, we studied the strategies of RPSs under simul-
taneous and sequential settings and analysis of the performance in decentralized
solution. Simulation results reveal that in equilibrium the sequential decisions
have better performance and earn more profit for the operator. We also observe
that the equilibrium profit of the operator decreases with the increase of the
hops and increases with the bandwidth through the chaining.
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Abstract. At present, modern manufacturing and management concepts such
as digitization, networking, and intelligence are widely used in the industry.
Industry automation and information have been unprecedentedly improved, and
therefore the entire life of industrial production link involves massive amounts
of data, and the status monitoring data of industrial machine have large, multiple
source, heterogeneous, and complex data characteristics. What is more, the
traditional processing methods and tools could not meet the requirements for
massive data, and may miss the best time to repair machine. So, to resolve the
challenges that the industrial sensory big data faces, this paper proposes the
sensory data collection and storage based on Hadoop platform.

Keywords: Hadoop platform � Sensory data � Data collection � Data storage

1 Introduction

According to the statistics of McKinsey, an internationally renowned consulting
company, the amount of data stored in the manufacturing industry far exceeds the total
amount of data in other industries [1]. In fact, during industrial production process, the
machinery and equipment are in continuous operation, especially sensor networks and
smart devices that continuously monitor equipment and collect data. As time goes on,
the data size, which is collected by sensors, has reached hundreds of terabyte (TB), and
even petabyte (PB) [2–4]. So, before data mining, we need to deal with the problem of
how to efficiently collect and store large amount of industrial semi-structured data.

The traditional sensory data management and analysis platforms are all based on
data warehouse technology, but data warehouse technology has some defects that
maybe could not meet the requirements of large amounts of sensory data [5, 6]. In order
to deal this situation, in this paper, we use the real-time sensory data storage solution
based on Hadoop developed by the author as an example to summarize and propose a
solution for collecting and storing big data for semi-structured data source.
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2 Data Collection and Storage

2.1 Real-Time Sensory Data

The sensory data used in this article comes from the following sensors: temperature
sensor, oil pressure sensor, pressure sensor, acceleration sensor, and three-phase
electric sensor formed five collection types. Real-time sensor data is in JSON format,
and uploaded every few seconds. It mainly contains several significant values, such as
the time sensor uploads data, the value sensor collects real-time status of sensor, and so
on.

2.2 Data Collection

The data collected by sensors is semi-structured data. For later data processing and
analysis, we need to extract and integrate widely heterogeneous data and the results are
stored according to uniform standards, so that we can easily extract useful information
from it and present the results in an appropriate way. So, collection of these data is to
process semi-structured data, so that they can meet the quantifiable standards of storage
data, and require that these processes are scheduled automatically.

To process semi-structured data, the combination of most programming languages
and databases can be completed very well. The question is which communication
protocol we choose. There are many ways for sensor to access server, such as TCP,
UDP, MQTT, and HTT. We also notice that the real-time sensory data is in JSON
format, so we choose HTTP as communication protocol, this is because it can reduce
development costs and improve reliability. We can place real-time sensory data into
entity body, and when server receives the request, it continues to parse JSON and deal
with data.

2.3 Data Storage

In reality, there are multiple collection stations at the production site, and the data
related to production monitoring generated during data collection every day is aggre-
gated into data oceans. The existing database technology is difficult to efficiently store
and manage large amounts of historical data. So, we propose a multi-table architecture
based on MYSQL combined with HDFS.

In order to achieve multiple table architecture, we use sharding technology. It
means we put data into two or more separate tables based on certain condition. That is
split by record, different records can be saved separately, each sub-table contains the
same number of columns, but fewer rows of data. In this article, we split table based on
the following two conditions. First, we split sensory data according to sensory type,
and this avoids storing all types of sensory data on one table. Second, the other
condition is based on time. For example, a table containing billions of records can be
divided into several tables according to month, and each small table contains data
representing a specific period of time. When you need to query the data of a specific
year or month, you only need to operate on the corresponding table.
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But with the continuous increase of data, relational databases have gradually
exposed some deficiencies in the face of large amounts of historical data storage and
access issues. Therefore, this paper uses the multi-table method of traditional database
to realize the real-time data storage, real-time data operation, and query display. In
addition, cumulative sensory data is transferred to HDFS for historical preservation
using data migration technology. This not only solves the problem of storing large
amounts of data, but also enables deep analysis and processing of historical data
through the use of big data technology. It maximizes the use of sensory data.

2.4 Architecture

According to the above three subsections, we propose an overall framework for semi-
structured sensory data solution. As shown in Fig. 1, the solution is that data collection
and storage is writing semi-structured data into MYSQL in a unified data format, then
regularly migrating data to HDFS for big data analysis. The communication of com-
ponents is mainly through HTTP protocol.

3 Hadoop Platform

As described above, we know that the big data has some significant characteristics,
such as volume, variety, velocity, and veracity [7]. Due to the limits of the traditional
platform, it could not reach the requirement of big data. But through Hadoop platform,
it makes sure that the platform can run in a complex environment, and can provide a
safer, more reliable, and more effective platform [8]. The Hadoop platform’s archi-
tecture is just shown in Fig. 2. As shown in Fig. 2, the Hadoop platform is divided into
five parts as given below:

• Data source: It is responsible for the source of the platform data, as described in the
previous section, the data mainly comes from the migration of historical data in the
database. And, the real-time data is mainly used to analyze the status of equipment.

Fig. 1. The architecture of data collection and storage
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• Data storage layer: It is responsible for historical storage and real-time data storage,
historical data is used for big data analysis, so it is stored in HDFS historical data. In
addition, it adopts the master–slave structure, using three servers to build Hadoop
cluster, one for master server and the other two for slave server, so that it could
improve the efficiency of data storing in each node.

• Data process layer: This layer is mainly used for data analysis, including off-line
data batch processing and real-time data stream processing. Off-line data batch
processing is core part of system, and is mainly responsible for machine learning
and data mining. It mainly uses MapReduce and SPARK to implement batch
processing. Stream processing is mainly used for the analysis of real-time data.

• Management layer: It mainly uses Zookeeper as a distributed coordination tool to
coordinate services and manage Hadoop cluster.

• Visualization layer: It is responsible for periodically storing the results of the
analysis in a database, and receiving the requests submitted by users, and then
providing an intuitive way to display data.

4 Conclusion

This paper has primarily focused on the sensory data collection and storage, so we
design and implement the sensory data collection and storage solution based on
Hadoop platform. First, it provides an interface, which is used for collection of real-
time data from sensor and formatting semi-structured data. Second, since the system
not only needs real-time query, but also needs to analyze and process historical data, so
we propose a multi-table architecture based on MYSQL combined with HDFS, which
uses traditional multi-table method of database to realize real-time operation and query
display and uses data migration technology to implement big data analysis on HDFS.

Fig. 2. The architecture of Hadoop platform
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In the end, the system uses ECharts to realize the visual analysis and provides a friendly
web interface for users. Meanwhile, the system has some significant advantages such as
mass storage, fast retrieval and query, reliable data management service, and high-
performance processing. In conclusion, it provides an effective solution to collect and
store real-time sensory data.
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Abstract. In the industrial network, the trend of combining different commu-
nication systems has been observed in the past years and it will continue in the
future. Nowadays, with the rise of Wireless Sensor Network (WSN) and Low-
Power Wide-Area Network (LPWAN), wireless technology is gradually infil-
trating into the field of industrial control. This paper proposes an industrial data
acquisition and transmission system using ATMEGA328P microcontroller
based on Narrowband Internet of Things (NB-IoT) technology. System realizes
the integration of heterogeneous networks and seamless acquisition and trans-
mission of data, and enables remote real-time monitor to the sensor nodes
distributed in the smart factory.

Keywords: Industrial network � WSN � LPWAN � NB-IoT � Smart factory

1 Introduction

At present, industrial equipment mainly uses cable communication. The traditional
communication methods have the disadvantages of being difficult to assemble, poor
anti-interference performance, and the communication efficiency is low [1]. Besides,
the cables are exposed to harsh industrial environment, so they require regular main-
tenance and replacement. With the rapid development of wireless sensor network [2],
wireless sensors have broad application prospects in industrial automation, daily life,
environmental monitoring, military, medical care, and other fields [3, 4]. WSN has
advantages in flexibility, convenience, and stability. Sensors acquire and send the
information through wireless communication technologies, such as Wi-Fi, Bluetooth,
and ZigBee [5]. Low-power wide-area network has advantages in wide network cov-
erage range and low power consumption of the terminal, so it is befitting for large-scale
deployment of Internet of Things applications. The overall structure of system is shown
in Fig. 1.
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The wireless sensors mainly monitor the temperature and humidity of smart factory,
and send data through ZigBee [6] technology. The wired sensors collect information
during the production process, including the temperature of machine, the vibration of
machine, and the production quantity. The wired sensors send data following Modbus
fieldbus protocol. Microcontroller reads and encapsulates all the data and transmits it to
the server through NB-IoT module.

The Modbus fieldbus protocol was designed and developed by Modicon, Schnei-
der’s subsidiary, in 1979. It is an application-layer bus standard that is widely used in
the field of industrial automation [7].

ZigBee is a wireless communication technology based on the IEEE 802.15.4
standard [8]. ZigBee technology is widely used in many fields including smart home,
building automation, industrial automation, and automatic metering.

NB-IoT is an emerging technology of the Internet of Things that supports low-
power device cellular data connections over wide-area networks, also known as low-
power wide-area networks [9, 10]. NB-IoT supports efficient connection of devices
with long standby time and high network connection requirements [11].

Wireless Sensors

Wired Sensors

ATMEGA328P

BC-95

CC2530

Sink

Cloud

ZigBee

Modbus
Infrared temperature sensor

Triaxial acceleration sensor

Infrared counter

Wired/wireless 
Sensors

ATMEGA328P
microcontroller NB-IoT module

Fig. 1. Structure of system
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2 System Design

2.1 Hardware Design

The system is designed to monitor data in the production line as shown in Fig. 2; the
infrared temperature sensor MLX90614 measures the temperature of the slide rails of
the hydraulic punching machine, the triaxial acceleration sensor WT61C is used to
measure the vibration of the punching machine, and the infrared counter QT50CM
counts the production quantity.

The CC2530 is a true System-on-Chip (SoC) solution for IEEE 802.15.4 with the
frequency of 2.4 GHz and a capacity of 250 Kbps. It enables building of robust net-
work nodes with very low total Bill-of-Material (BOM) costs. These applications can
easily be built on top of the IEEE 802.15.4 based standard protocols or on top of the
proprietary SimpliciTI network protocol. We use DHT11 sensor to detect ambient
temperature and humidity, and microcontroller communicates with CC2530 through
serial port.

ATMEGA328P is a microcontroller with an open-source electronic prototype
platform that is flexible and easy to use. The model of NB-IoT module is LTE BC95-
B5, which is produced by Quectel company.

2.2 Software Design

CC2530 makes up communication network following protocol Z-Stack provided by TI.
The end devices collect ambient temperature and humidity data and send it to the sink
node. Then, MCU reads the data in the sink node regularly through the serial port.
Simultaneously, the MCU stores the data collected by the wired sensor into the buffer.
MCU transfers data into an array of string type following a certain order. Then, MCU
converts the array to hexadecimal format and sends it to BC95 through serial port.

Hydraulic  punching 
machineConveyor

Infrared temperature 
sensor

triaxial 
acceleration 

sensor

Infrared counting 
sensor

Fig. 2. Production line of the smart factory
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BC95 starts with a self-test, it uses AT commands to detect current status such as
signal strength, status of SIM card, and network registration status. Then, BC95 sends
the data to the server. In this paper, the server IP is 47.93.98.105:22.

BC95 automatically converts the data to ASCII format and sends it to the server
following UDP protocol. The server reads UDP package and converts the data back to
decimal format, and then saves it in a log file. Administrators can remotely read the
contents of log files on server to remotely monitor plant data.

3 Experiment and Verification

First, waiting for CC2530 modules to complete networking and the NB-IoT to com-
plete self-testing. Then, the system starts acquiring and transmitting data. The MCU
stores and sorts the data collected by sensors, and prints the results through serial port.
We can monitor this process locally on computer through serial monitor, as shown
below.

Simultaneously, the NB-IoT module sends data to the server. As shown in Fig. 3,
server records the date, time, and resource IP address of every data. The initial data is
automatically converted to ASCII format by BC95, and the server saves all the details
into a log file (Fig. 4).

Fig. 3. MCU prints data through the serial monitor
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4 Conclusion

This paper introduces an industrial wired/wireless hybrid data acquisition system using
ATMEGA328P microcontroller based on ZigBee and NB-IoT technology. Micro-
controller works as the gateway of the system, which integrates the heterogeneous
networks. System achieves seamless acquisition and transmission of data, and enables
remote real-time monitor to the sensor nodes distributed in the smart factory.
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Abstract. This paper designs an indoor location and environment information
testing laboratory monitoring management system. The system includes four
parts: a development board based on STM32F103RET6 provided by China
Mobile, W5100 Internet module, the Wi-Fi-RFID-WSN sensing part, data ser-
ver, and Android client. Users can locate and monitor assets such as apparatus
equipment of labs, monitor environmental information, make it convenient for
both self-help studying or research and management, etc. This system has low
power consumption, good scalability, and client interface simple operation,
which can automatically identify where things with RFID tags, real-time query
laboratory environment information, through the client application user can set
up the environment parameters threshold, and start the transfinite alarm.
Moreover, testing results of the effectiveness of this system are proposed in the
end.

Keywords: Indoor localization � Laboratory monitoring management system �
Internet of things

1 Introduction

As the promotion of the Internet of Things technology and the development of the
intelligent hardware, the demand for intelligent laboratory management system is
growing with each passing day. A large amount of researchers is working on designing
intelligent monitoring management system applicable to various scenarios. The authors
in [1] designed an integrated module of ultrasonic medical laboratory management
system, in which each module can interact with relational databases, be organized by
the Internet, realize the business scheduling, data record, referral diagnosis, information
security, privacy of configuration, image management, and other functions. A labora-
tory consumable inventory management system is designed in [2], which includes
middleware, processor, and database module, and also can update inventory infor-
mation and consumable quantity. In [3], a laboratory information management system
is designed for mining and metal industry, the system is easy to access and manage
through the models of user trip graph, requirement specification list, database, and
system interface. Some scholars design to realize the integrated management infor-
mation system for environmental monitoring lab, which can standard management
resources such as implement sample, acquisition task review, sample selection, sample
scanning, data analysis, coding rules, quality control, and so forth [4]. In [5], authors
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promote a combining online learning and laboratory information management system
suitable for water hydraulic, the system uses the model B/S (browser/server) structure
to control, which can improve the efficiency of teaching and learning. [6] promoted an
information management system of computer lab by which the management of
experiment operation is optimized. An application to the information management
system of the environmental monitoring laboratory is designed in [7] that authors focus
on monitoring the information of environmental flow parameters. From the current
situation, there is a lack of positioning monitoring and management laboratory system,
so we focus on this application technology gap and carry out related research.

With the rapid development of indoor positioning technology, the location of the
service under the indoor environment can be used in the laboratory, library, super-
market navigation, elderly care, and the Internet of things, in the scene of which
accurate, economic positioning is particularly important. To meet the demand of uni-
versity laboratory teaching management, this paper promotes a laboratory management
system based on STM32F103RET6 (Laboratory Monitoring Management System
(LMMS)), suitable for Electrical, Chemical, Biology, and other professional laboratory
or library for information management and equipment monitoring, which can realize
precise localization of teaching instruments which is based on Wireless Fidelity (Wi-
Fi), Radio Frequency Identification (RFID), and Wireless Sensor Networks (WSN).
This system consists of STM32F103RET6 provided by China Mobile, W5100 Internet
module, the Wi-Fi-RFID-WSN sensing part, data server and Android client, apparatus
and equipment, achieve convenient self-help study and research, the real-time envi-
ronmental information monitoring, and security of personnel and asset. Generally
speaking, the system can provide convenience for teachers, students, and
administrators.

The remainder of this paper is organized as follows. In Sect. 2, we will introduce all
parts of LMMS and details of main technologies. Testing and analysis of both hardware
and Android client will be discussed in Sect. 3. In Sect. 4, we will provide the con-
clusion and plans of next steps.

2 LMMS Structure

The positioning technology of LMMS system is based on Wi-Fi-RFID-WSN which is
more suitable than the other indoor positioning technology for the laboratory regulation
scenarios. The most significant character of LMMS is that the fully integrated RFID
reader and WSN beacon are in a separate node, and sensor network of more than one
node is responsible for collecting information from RFID and sensor and then
uploading in LMMS server. Besides, LMMS can be easily configured in the traditional
experimental teaching environment and can increase the availability without improving
the network structure complexity of the system. All measured items in LMMS system
(such as equipment information tools, etc.) are attached with RFID Tag, and important
rooms are equipped with Wi-Fi module RFID read–write device that can identify the
room and all items with WSN beacon. The location and status information of each item
will be tracked by the RFID system according to the coverage of the router in every
floor and ensure that all RFID readers are covered by Wi-Fi signals. As a WSN, the
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experimental indoor configuration sensor group can collect environmental information
such as temperature, humidity, light intensity, PM2.5, and other environmental infor-
mation. The information data are uploaded via the RFID gateway and WSN gateway
by Wi-Fi to the cloud or data server. Administrators can get all items with RFID
positioning through the PC or Android client (precise to the floor of the classroom
location), view real-time laboratory environmental information and configure security
threshold, and realize the monitoring and management of laboratory safety efficiently.
Main structure of LMMS is shown in Fig. 1.

2.1 STM32F103RET6 and W5100 Internet

LMMS system is designed based on STM32F103RET6 which uses ARM®Cortex™-
M3 MCU and is provided by China Mobile enhanced development board, which relies
on complete TCP/IP protocol processing functions of W5100, and connected Wi-Fi
module with RFID Reader module. The core connection pins between them are shown
in Table 1.

2.2 Wi-Fi

Based on the 802.11ac standard, Wi-Fi can be used to locate the location of the mobile
device with Wi-Fi communication module through receiving the wireless network
signal strength (RSSI) on the site. In practice, the positioning accuracy of large indoor
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Fig. 1. Structure of LMMS

Table 1. The connection pins between STM32F103RET6, Wi-Fi, and ATR03 RFID reader

Module Source Ground Core pins connection

STM32F103RET6 3.3 V GND USART2-
TX

USART2-
RX

USART3-
TX

USART3-
RX

Wi-Fi J4-RX J5-TX
RFID reader RX TX
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space can be improved by increasing the number of Wi-Fi hotspots, which can be used
for complex indoor scenes and hot spots. However, since Wi-Fi positioning accuracy
can theoretically reach 3–5 m, the actual accuracy is about 10 m [8], so we use Wi-Fi
to make initial rough positioning, and if the objects need to be precisely located, the
RFID module can be used for it. We use the fingerprint algorithm based on RSSI
[9, 10]. There are many advantages of the fingerprinting approach [11, 12], including
the fact that no special hardware is required on the user mobile station (MS) side [13,
14]. Wi-Fi location follows two steps which are below:

Offline training: Divide the indoor area into different parts and make it as a digital
positioning network, establish a sampling point (spacing of 3 m), sample the locate
point by Wi-Fi receiver, record the point position and obtain the RSSI and access point
(AP) address, and then process the sampling data (filtering, average, etc.).

Online positioning: The user can hold the mobile device, move in the location
region, get the real-time RSSI and AP address, and then upload the information to the
server for matching. Finally, one can get the estimated position by using KNN
algorithm.

We denote Anðn ¼ 1. . .NÞ as the n-th AP, so the fingerprint of the i-th reference
point (RP) can be defined as

Ri ¼
PA1ðT1Þ PA2ðT1Þ . . . PAN ðT1Þ
PA1ðT2Þ PA2ðT2Þ . . . PAN ðT2Þ

..

. ..
. ..

. ..
.

PA1ðTMÞ PA2ðTMÞ . . . PAN ðTMÞ

2
6664

3
7775 ð1Þ

T is the strength of received signals, and P can be defined as

PAnðTmÞ ¼
CTm

Ni
ð2Þ

Ni denotes the number of the training sequence and CTm means the number of Tm in
RP training sequence. So the total fingerprint amount can be expressed as

D ¼ ½R1;R2; . . .;Rw� ð3Þ

w is the amount of RP in covered area.
In order to improve the operation speed, the signal strength distribution is divided

into P pieces. The i-th RP fingerprint could be expressed as

Ri ¼
PA1ðB1Þ PA2ðB1Þ . . . PAN ðB1Þ
PA1ðB2Þ PA2ðB2Þ . . . PAN ðB2Þ

..

. ..
. ..

. ..
.

PA1ðBMÞ PA2ðBMÞ . . . PAN ðBMÞ

2

6664

3

7775 ð4Þ
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The distribution of the Bk RSS of the i-th RP AP is given as

PAnðBmÞ ¼ C
Ni

ð5Þ

where C is the sample number of Bk signal strength.

2.3 RFID-WSN Integration

LMMS system innovation is to integrate RFID reader and WSN. There are four main
models of fusion technology: sensors-tag model, the WSN-tag model, WSN-reader
model, and WSN-RFID model which are shown in Fig. 2. In LMMS, we use WSN
+RFID model, as the hardware is independent, and data analysis and system collab-
oration are carried out on the software level.

We designed the RFID gateway to identify the personnel and property within the
scope of the recognizer and obtain the data report to WSN. As shown in Fig. 3, the
main structures are given as follows:

Sensor+Tag WSN+Tag WSN+Reader WSN+RFID

Basestation RFID Reader Sensor+RFID Tag WSN Beacon+RFID Tag

WSN Beacon RFID Tag WSN Beacon+RFID Reader

Fig. 2. Mode of integration of RFID and WSN
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Antenna: RFID antenna produces electromagnetic fields to provide drivers for
passive WSN beacon recognition, and collect the label data.

UHF RFID front end: It converts binary digital information into RF signal to
transmission. To deal with the diversity of labels, the Keonn AdvanReader-150 iden-
tifies the EPC codes of the tag, and if the important part is encoded as 0, it is the label
of the EPC Gen2 process. If an important part is encoded as 1, a sensor is found on the
label, and the reader enters the access stage after identification and retrieves the
information of the sensor.

Microcomputer: It is responsible for management and pretreatment of the received
information. The Python application is developed in the Linux system to execute the
query protocol, and the RFID data is transmitted through the serial port to the WSN
beacon node. Python applications continue to ask whether RFID readers have identified
new tags. If identified, the information is sent to the WSN beacon node and confirmed;
if the message is not recognized or timed out, the message is sent again. Finally, RFID
data and various sensor information are uploaded to WSN beacon nodes through WSN.

Beacon node: It is used to connect to a microcomputer by USB, and responsible for
transferring the collection information from the WSN beacon to WSN. The Waspmote
868 MHz beacon node is similar to other beacon nodes in the LMMS system, which
can accept, process, and resend data from the sensor.

Power supply: Power supply or batteries.
RFID gateway of LMMS improves the laboratory management and efficiency by

testing instruments and equipment and environmental information. Because RFID and
WSN packets are integrated in the gateway, all RFID monitoring is transparent to
WSN. RFID gateway improves the system performance. Each tag can be used to track
the equipment, and the cost of WSN beacon is only a few cents/euro, and users can
choose the passive RFID monitor inventory without batteries.

2.4 Data Service

Upload data to the data receiving server in Linux system through WSN gateway and
Wi-Fi connection. The control program files of all modules in LMMS are stored in the
server root directory, and SQL server database storage information is collected by
terminal. Create dedicated VLAN on existing wireless devices. Use WPA personal
protocol for secured communication, and each wireless network device uses a 256-bit

Fig. 3. RFID gateway structure
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key encryption, and the HTTP protocol will upload the data encapsulated in JSON
format to the client server. In addition, to ensure that the entire network is synchro-
nized, the WSN gateway periodically takes a timestamp from the HTTP server and
passes it to the rest of the WSN beacon nodes.

2.5 Android Client

Android client is comprised of Android Studio development, responsible for the WSN
gateway which receives data in the database, and displays it in the user interface, and it
also can display the different floors of the user and the location of the assets and more
other information. In addition, the platform also manages incoming alerts (for example,
the instrument does not exceed the default threshold in the specified area or environ-
ment parameter), and the pre-established protocol is started. Users with permission can
configure most of the system parameters on the client side (such as registering new
users or adding assets, setting up alarm thresholds, defining the RFID region, and so
on).

In conclusion, the function structure of LMMS system is shown in Fig. 4.

3 Testing

3.1 Location Testing

To test system positioning effect, floor of placing a gateway and three reference node,
tag location test four groups, all sign on the floor in the floor plan, and test results as
shown in Fig. 5. The system positioning error is within 2 m, and the average error is
about 1.3 m, which is sufficient to find the required equipment or teaching devices. The
results are accurate enough for the laboratory or library to verify the feasibility of the
system.
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3.2 Android Client Testing

Open the LMMS app under Android system, set the serial port terminal, and configure
the serial port to COM1. After the client application starts, it will automatically realize
communication through Wi-Fi and collect information of temperature, humidity,
lighting, and monitoring video. As shown in Fig. 6, things equipped with RFID tags
can be located, environmental information and system parameter configuration can be
achieved by clicking the buttons of temperature, humidity, illumination, gas, PM2.5,
dip angle, infrared, and monitoring. One can add and configure new sensors through
the app.

4 Conclusion

Based on the development platform of China mobile Internet of Things
STM32F103RET6, the technology of Wi-Fi, RFID, and WSN is integrated and
designed for the monitoring and management system of university laboratories.

Gateway Reference nodes Real positions Estimate positons

55.201
55.203

55.205 55.207

55.209 55.211

55.213 55.215

55.217

55.219

55.221 55.223

55.225

Fig. 5. Location testing

Fig. 6. Android client application interface

888 N. Chong



This LMMS system has low power consumption, good scalability, by which client
interface is simply operated. What is more, it can automatically identify where things
with RFID tags, real-time query laboratory environment information, set up the
environment parameters threshold, and start the transfinite alarm. The test system is
basically the same as expected, all modules work normally, and the system is
extendable. However, LMMS is still improving, and in the next step we will improve
the network construction, optimize routing algorithm, and sensor integration.
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Abstract. With the rapid development of the Internet, more and more network
technologies are used for the taxi service. At present, a number of popular online
taxi-hailing platforms have emerged in the taxi market in China, which have
played a significant role for the convenience of hailing taxi. The appearance of
the traditional online taxi-hailing platforms has provided new ideas for resolving
previous conflicts, and they also have some defects in management and profit
model. To address these problems, we propose a scheme for the online taxi-
hailing platform based on the blockchain technology, aiming at improving the
security and fairness of traditional online taxi-hailing platform.

Keywords: Online taxi-hailing platform � Blockchain � Decentralization

1 Introduction

We focus the concentrations on providing a new framework for the traditional online
taxi-hailing platform and solving the problems that may appear in it. In particular, we
hope to improve the security, fairness, efficiency, and flexibility of the platform.

The “online taxi-hailing” is a relatively new concept emerging in recent years. In
this mode, the customer’s demand is mainly achieved through the operation on the
mobile phone, and the scene of stopping the taxi directly on the roadside will no longer
exist. Online taxi-hailing platform is a smartphone application that serves as a platform
for passengers to call cars and for drivers to accept orders. In this platform, passengers
can easily release taxi information through mobile phones and can also communicate
directly with the driver. It can greatly improve the service efficiency.

However, in the traditional online taxi-hailing platform, many problems are grad-
ually exposed. The traditional online taxi-hailing platform uses the central agency to
manage the entire operation system. During this period, several operators are
involved [1]. The workload is very large and the algorithm has a large amount of time
complexity and space complexity. Under such operating models, unreasonable third-
party prices, market monopolies [2], and poor data security have gradually emerged
[3].

Blockchain is a new technology that has emerged in recent years [4]. It is a kind of
chained data structure in which data blocks are connected by time series, and is
cryptographically ensured that cannot be modified. The blockchain has the features of
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low computational complexity and high security [5, 6], also for removing the char-
acteristics of complicating The new architecture proposed in this paper is based on
blockchain technology. On the basis of the original, this paper decentralizes the online
taxi-hailing platform to ensure the validity and security of the data. This scheme
enables customers to take a taxi in a safer situation. Finally, we propose a scheme on
online taxi-hailing platform based on blockchain technology.

This paper is organized as follows: Sect. 2 first introduces the general architecture
and problems of the traditional online taxi-hailing platform. Section 3 begins to
describe the application of blockchain technology on this platform. Section 4 describes
the overall architecture of the design. The last section summarizes the previous content.

2 Traditional Online Taxi-Hailing Platform Architecture

The traditional online taxi-hailing platform modes are basically consistent, we take didi
dache, a popular taxi software in Chinese market, for instance. The system architecture
of didi dache can be mainly divided into four layers: data layer, service layer, access
layer, and user application layer. Its architecture is shown in Fig. 1.

From Fig. 1, the data layer contains all the data information such as location
information of vehicles and passengers, transaction data, and transaction locations. The
business layer is mainly used for the arrangements and dispatch of drivers and pas-
sengers, which are listed below:

Fig. 1. The traditional system in online taxi-hailing platform
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1. The driver reports the latitude and longitude every few seconds and the system
stores them in a database based on distributed file storage called MongoDB.

2. When a passenger submits an order, the system selects a nearby driver through
MongoDB.

3. The system pushes the order to the driver through the long connection service.
4. The driver accepts orders and then the service begins.

The access layer is mainly connected to the servers, and important protocols are all at
this layer. The top of the system is the user application interface, and as a front-end
device, it provides downloadable app for users and companies.

The online taxi-hailing platform mode has completely changed the operation way
of taxis, but as time goes by, some of the problems in the software are gradually
exposed. The main problems are as follows:

1. The intermediary agency to which the software belongs controls the price, resulting
in the phenomenon of unreasonable prices and high taxi expenses.

2. Information leakage and tampering. A large amount of transaction information and
user’s personal data are stored in the online taxi-hailing platforms. The transaction
information is easily tampered with, and the user’s personal data may also be stolen
after the central organization is attacked.

3. In the presence of an intermediary agency, an uneven distribution of benefits may
occur. The efficiency of system information transmission gradually decreases.

Because of the above defects, we propose an improved design.

3 Application of Blockchain Technology in the Online
Taxi-Hailing Platform

The concept of blockchain was first proposed by Satoshi Nakamoto in 2008.
In the blockchain connection list [7], each block contains a timestamp, a link to the

previous block, and the stored data of all the timestamp. The data in each block is
cryptographically encrypted and cannot be tampered with, so it ensures the security of
the blockchain [8].

Under the background of the online taxi-hailing platform, the advantages of the
blockchain technology that we add in the online taxi-hailing platform are as follows:

1. In the block corresponding to each timestamp, there are all taxi locations where the
current timestamp exists and the taxi transaction information is stored in chrono-
logical order in a blockchain after another, forming unique data structure. For
example, the location of taxi passengers and transaction information such as taxi
order information are all encrypted by numerous cryptographic algorithms that use
hashing algorithms as their mainstream. In blockchain technology, better security
comes from the correct use of cryptographic algorithms. Using only one crypto-
graphic algorithm is difficult to effectively ensure the security of the entire system or
even an application function. Effective combination of multiple algorithms is
required. Asymmetric cryptography can be used for identity verification, hashing
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algorithms can be used for irreversibility, symmetric encryption can be used for
large amount of data encryption, directional encryption can be used for digital
envelopes, etc., so that any data that has already been recorded cannot be tampered
with, which guarantees the security of the technology. As shown in Fig. 2.

2. Each block records a unique timestamp information and the location of the previous
block. These blocks are linked in chronological order to form a blockchain in the
online taxi-hailing platform. The blockchain contains all the data under each
timestamp. The location information can be reached through the orders in each
block corresponding to each timestamp. The actual time spent in each taxi trip and
the corresponding distance can be calculated, so as to accurately calculate the price
of each time. This guarantees fairness of costs.

3. Decentralization is one of the important features of blockchain technology. The
“centralization” in the blockchain is a kind of distributed data storage which can
protect the security of information and things. Although the traditional centraliza-
tion is combined with information security, there is potential risk in this form. But
in the blockchain technology, the things become different. First, because of the open
and transparent distributed storage characteristics of blockchains, the nodes become
more reliable and trustworthy. Second, the blockchain has the characteristics that it
cannot be modified and can be traced, that is, the information of the new platform
will not be modified and the security can be fully guaranteed. Finally, the block-
chain technology removes redundant centralization and decentralizes information to
both parties of the transaction, making information communications more efficient.
The form also lowers the operating expense, fasters response times, and greatly
reduces the time for both parties to interact.

Fig. 2. The blockchain in online taxi-hailing platform
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4 Blockchain-Based Online Taxi-Hailing Platform

As described in Sect. 2, the online taxi-hailing platform consists of a data layer, a
business layer, an access layer, and a user application layer [9]. For a blockchain
system, it is generally composed of a data layer, a network layer, a consensus layer, an
incentive layer, a contract layer, and an application layer.

The data layer encapsulates the underlying data blocks, associated data encryption
and time stamping techniques. The network layer includes data transmission mecha-
nisms and data verification mechanisms. The consensus layer encapsulates various
consensus algorithms for network nodes. The incentive layer integrates economic
factors into the blockchain technology system, mainly including the issuance and
distribution mechanisms of economic incentives. The contract layer mainly encapsu-
lates various types of scripts, algorithms, and smart contracts, and it is the basis of the
blockchain’s programmable features. The application layer encapsulates various
application scenarios and cases of blockchain. In the absence of a central organization,
information is encrypted and stored in each block. Simply completing each transaction
through smart contracts and algorithms is the biggest highlight of our innovation.

It can use JAVA language to achieve a blockchain design. First use the crypto-js
library to create a block, and then connect the block, and define the hash of the last
block. The block can be obtained through a simple function. Then using peer-to-peer
(P2P) or proof-of-work (POW) [10] network to optimize, so that we can build a
blockchain system and apply this technology to the online taxi-hailing platform.

For the online taxi-hailing platform, after integrating the above two structures, our
improved design plan is shown in Fig. 3.

Fig. 3. The online taxi-hailing app platform

Online Taxi-Hailing Platform Using Blockchain Technology 895



In the new scheme, we still divided the system into five layers: data layer, network
layer, consensus layer, incentive layer, contract layer, and application layer. The
content is modified as follows:

1. The data layer records all data and the current timestamp is required by the
blockchain, including the current location of the taxi, the current location of the
passenger, all transaction information and location information of the block cor-
responding to the previous timestamp. The data is asymmetrically encrypted on the
original basis to ensure the security of all data.

2. The network layer is mainly responsible for the verification of data to ensure the
accuracy of the data. When calculating the distance, consider the multiple types of
road segment, and we can appropriately select an appropriate distance calculation
method. Such as using Manhattan distance in the city as given below:

d1 ¼ x1 � x2j j þ y1 � y2j j ð1Þ

Using Euclidean distances in remote areas or on a flat principle, we get

d2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx21 � x22Þþ ðy21 � y22Þ

q
ð2Þ

3. The consensus layer is the Proof of Stake (POS) and Proof of Work (POW). POS is
also called the equity certificate and is similar to the property stored in the bank.
POW assigns you the corresponding interest according to the quantity and time of
your digital currency. Most virtual currencies, such as Bitcoin, Litecoin, etc., are
virtual currencies based on the POW model. With these two types of certification
mechanisms, the completion of the work can be guaranteed and the effectiveness of
blockchain technology can be reflected.

4. At the contract level, smart contracts allow for trusted transactions without third
parties. These transactions are traceable and irreversible. All users on the blockchain
can see blockchain-based smart contracts.

5. The application layer is oriented to passengers, drivers, and enterprises. The pur-
pose of this layer is to design a complete platform and to facilitate the public to
download and use it on their mobile phones.

This paper has completed an improved program based on the blockchain tech-
nology for the online taxi-hailing platform.

5 Conclusions

This paper put forward a new improvement plan based on the traditional taxi-hailing
platform. In this paper, we apply blockchain technology to the traditional way to
remove the original tedious third-party central organization and to protect all trans-
action data through encryption algorithms. We can record all data from the start of the
technology to the current time and use the most objective algorithm to calculate the
price of each time so that the security and fairness of the system can be greatly
improved.
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Abstract. The traditional Chinese flower arrangement as a national intangible
cultural heritage has high historical value and artistic value, with the increasing
demand of user’s emotional needs for interactive experience, its popularity, and
interaction are relatively limited. In the information age of the rapid development
of new media technology, using digital technology to protect and inherit this
excellent intangible cultural traditional art has far-reaching significance and it has
high theoretical value for developing the history and innovation of traditional
flower arranging art. Based on the augmented reality technology of intelligent
mobile terminal, the article integrates the digital resources of flower arranging art
from the perspective of satisfying the user’s emotional needs, restore the art of
flower arranging classic works, and enhance user interaction experience. Build an
operable digital virtual flower arranging application system that transcends time
and space, the combination of traditional flower arranging art and new media
communication platform can form a three-dimensional digital “new ecosystem”
for the dissemination and protection of intangible cultural heritage.

Keywords: Intangible culture heritage � Interactive experience � Emotional
needs � New digital ecology

1 Introduction

In June 2008, Chinese traditional flower arrangement as an important part of Chinese
traditional culture was included in the national list of intangible cultural heritage (ICH).
The traditional flower arrangement has the characteristics of strong ornamental and
short retention time [1]. Its defects lie in poor interaction, weak sense of participation,
and cannot be preserved for a long time. China is the origin country of flower arranging
but the traditional flower arranging is almost cut off [2]. Facing the plight of traditional
flower arranging and combining the characteristics of flower arranging that is imminent
to create and preserve the ICH. In recent years, attempts to digitally innovate and
preserve material cultural heritage or ICH are increasing, scientific and technological
innovation promotes cultural heritage in a new form in the public view and many
traditional cultures reappearance vitality through digitalization such as Dunhuang
Research Institute in order to protect the world cultural heritage. Dunhuang grottoesm
uses various technical means to digitally reproduce Dunhuang culture [3]. In 2009,
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Wang Xiao-Fen et al. discussed how to digitally preserve the paper cut of ICH [4]. In
2016, the new mode of cultural dissemination of rice paper was discussed based on
augmented reality technology [5]. In the same year, Li Long-xing, Yi Dong-cheng
discussed the necessity of the realization of the digital museum and put forward the
important steps to establish the digital museum [6]. In 2017, Wang De-fang and Zhang
Xiao-juan listed several digital media technologies that played a role in the protection
of ICH in Qinghai [7]. Hayun Kim et al. have studied the application of mobile
augmented reality technology in information modeling and user research in cultural
heritage websites [8]. Francesco Piccialli and Angelo Chianese reveal the trends and
challenges between cultural heritage and new technologies, they point out that new
technologies can shorten the time and space distance between human and cultural
heritage [9]. Bernard K. Means put forward 3D documents and records management in
the process of cultural heritage protection in 2017 [10]. In 2018, Zois Koukopoulos
et al. joined the platform of cultural heritage management communication and multi-
media participation, besides analyzing the challenges to create a multimedia cultural
heritage platform [11]. In summary, the above literature research and discussion of the
combination of the material cultural heritage or ICH with the new technology shows
the protection and innovation in recent years.

At present, the way of cultural inheritance of Chinese traditional flower arranging is
still limited to traditional classroom teaching, paper teaching materials, and association
activities. It is seriously divorced from the current trend of digital technology, in
particular, few digital studies on the knowledge propaganda, skill inheritance, and
market promotion of flower arranging. Therefore, the use of digital inheritance, pro-
tection, and development of traditional Chinese flower arranging is needed of foreign
cultural exchange and it is also an indispensable part of the traditional Chinese flower
arranging for the development of national culture. In the digital technology, the
development of virtual reality technology, such as holographic imaging technology and
augmented reality technology (AR) develop fastest and popular. This paper will discuss
the realization process and achievement of the integration of traditional flower
arranging and digitalization from the methods and materials, digital transformation, art
reproduction, entertainment science, and so on. Discusses the planning process and
technical realization of the combination of flower arranging and digital science and
technology media in the virtual reality mobile phone application form, and uses the
new media platform and new technology to carry out a complete system of information
digital popularization of science, art 3D reproduction and enhancement of interactive
experience for the flower arrangement of ICH. The purpose is to enhance the user’s
interactive emotional experience on flower arranging, improve the immersion and
entertainment of the application, and realize the popularization and persistent preser-
vation of multidimensional ICH.

2 The Overall Design of the Application System

In order to enhance the interactive experience of the ICH and meet the user’s emotional
needs, the author team developed the augmented reality mobile application of
“Fingertip Beauty”. The overall process of application is divided into functional
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module design, application development, visual style design, and AR technology
implementation. The overall function of APP is mainly divided into three functional
modules: popularization of science interaction module, augmented reality module,
flower arranging replacement game module and achieve fluency complete operation on
Android platform. The popular science interactive module realizes two-dimensional
graphics pages show and operable 3D Flower model. The augmented reality module is
to realize the multidimensional display and artistic popularization of the flower
arranging art. And the flower arranging replacement game module is to realize the
application and experience of flower arrangement through game entertainment. The
three modules plan to form a gradual experience effect through the in-depth under-
standing of the cultural information of the two modules, the replacement game module
has increased participation experience under the viewing experience, and has enhanced
the interactive demand and application. The visual design of the application system
adopts the traditional Chinese claborate-style painting with a fresh and elegant color
design, and selects 12 representative flowers according to the four seasons, integrates
the 2D and 3D digitized resources of the corresponding classic works of flower
arrangement, such as graphic information, three-dimensional model, scene rendering,
enhancement, and so on. Some resources and operation platforms are integrated and are
innovative to realize the new display of traditional flower arrangement in the form of
new media interaction.

2.1 Module Planning

Augmented reality mobile applications based on Android’s operating system, unity
interaction platform, and AR effect enhance the interaction between users and products.
The system module is divided into the following three main modules, namely, popular-
ization of science interaction module (Fig. 1①), augmented reality module (Fig. 1②),
and flower arranging replacement game module (Fig. 1③).

Each module can be explained in detail as entering the main interface (logo
interface and loading interface) to guide the user into the application, the whole
application starts from the selection month module into the details page, and the user
can choose to enter the ①, ②, or ③, and these three modules carry the emphasis of
application. The popular science module adopts the Chinese traditional vertical layout
format that has each page embedded with the 3D model of the corresponding flower. It
can be rotated and displayed independently and we can click on the magnifying view,
and this part realizes the stereoscopic multidimensional flower science detail display.
This link is not limited to traditional graphics and text-based two-dimensional science
and technology and the aim is to understand the plant structure and enhance the sense
of operation. After users scan the flower two-dimensional graphics card with the smart
mobile phone camera, the corresponding 3D flower modeling can be displayed on the
mobile phone screen while AR images can be rotated and zoomed by fingers at 360°.
At the same time, the scene animation with the corresponding season, including but-
terfly flying, deciduous, rain and snow particles, flower model accompanied situation
rendering, and strives to restore the user’s more realistic artistic perception and cultural
experience. This part makes use of augmented reality technology to bring users into
deeper interactive emotional experience and further strengthen cultural science
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richness. The flower replacement game module provides three kinds of four-season
flowers 3D material and is equipped with different pots, branches, and leaves 3D
material to match the different flower arrangements. This module will entertain the art
and culture of flower arrangement that makes it an interactive game and the user can
form the maximum interaction with the art of inserting flower in this link, and embody
the spread and application after science popularization. The relationship between the
three modules is step by step and the realization of need level presents a pagoda form,
which conforms to the multidimensional interpretation of Maslow’s theory of hierarchy
of needs [12].

2.2 Data Integration

After module planning, the layout of flower arrangement work is integrated with 2D
and 3D material data, which is divided into four seasonal plates in spring, summer,
autumn, and winter. In the four seasons, three representative flowers and flower
arranging works in China are selected in 12 categories. The flowers in spring are peony,
magnolia, and lily. In summer, flowers are lotus, pomegranate flower, and rose. In
autumn, are chrysanthemum, osmanthus, and orchids. In winter, the flowers are plum
blossom, narcissus, and cyclamen. This season and flower collocation ideas continue to
the core three main modules. The flower color matching of 2D design and 3D model
basically follows the flower color of real life, and therefore extends the color to the
interface color matching of the entire application system. Meantime, in order to show
the expression and cultural connotation of the flower arrangement more

Fig. 1. Module flowchart
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comprehensively, the traditional flower arranging art also embodies the combination of
landscape and flower in the application system, making a series of dynamic materials to
render the artistic conception of the flower arrangement (Table 1).

In the popular science interactive module, three kinds of representative flowers are
selected for popular science introduction each season. In this module, each flower has
three corresponding flower illustrations and three-dimensional details. In the AR
identification module, there is a complete set of augmented reality flower arrangement
restoration works in each season (Table 2). In the flower arranging replacement game
module, there are 12 flowers in each season, which are divided into three flower pots,
three flower branches, three flowers, and three leaves, the material can be freely
matched, and there are 324 kinds of collocation for four-season flower arranging
(Table 2 and Fig. 2).

3 Digital Transformation and Implementation

After module planning and data integration, the digital transformation of flower
arrangements needs to be implemented through three-dimensional models and tech-
nical means. The main program system architecture of this mobile phone application is
listed below. Operating system is Windows 10 64-bit version 1703, running system is
Android 5.1 “Lollipop” (API Level 22) development tool Unity Personal 5.3.3
(Windows) MonoDevelop Vuforia API. The hardware environment of the mobile

Table 1. Flower arrangement material

Season Spring Summer Autumn Winter

Flower
species

Peony, magnolia,
lilies

Lotus, pomegranate
flower, rose

Chrysanthemum,
osmanthus, orchid

Plum blossom,
narcissus,
cyclamen

Color

Animated
material

Butterfly flying The breeze, the
rain, and snow
particles

Falling leaves fall Snowflake

Table 2. Digital flower data table

Spring Summer Autumn Winter Total

Flower 3D model element 12 12 12 12 48
Standard dressing combination 3 3 3 3 12
Popular science page 3 3 3 3 12
Flower interface 3 3 3 3 12
Replacement game ways 81 81 81 81 324
AR recovery works 1 1 1 1 4
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phone application is listed below. The CPU is Intel(R) Core(TM) I7-4500U CPU @
1.80 GHz 2.40 GHz, 8 GB memory, graphics cards are Intel(R) HD Graphics Family
and NVIDIA GeForce GT 720M, network card requires 2�2 11bgn Wireless LAN M.2
Adapter, and screen resolution is 1080p.

3.1 3D Model Implementation

All kinds of floral three-dimensional materials required for modular planning of this
application are modeled with 3DMAX, the texture is created with Adobe Photoshop
CS6, Adobe Illustrator CS6, and other software. While modeling, the 3D flower model
must keep the curve and smoothness of the real flower. The 3D model repair tool was
used to repair and polish the flower model. The characteristic of each traditional
Chinese flower arrangement was sought to be kept, to preserve the charm of the ICH
maximally. Part of the flower arrangement restoration is shown in (Fig. 3). To enhance
the efficiency of the post-production process, the following model naming conventions
have been formulated: (1) Camel nomenclature. (2) Prefixes and suffixes are required.
The prefix is used to distinguish the category of the model, for which dz means the
single plant model, and zh means the flower arrangement combination model. The
prefix and file name are connected by a dash. The suffix is a four-digit editing date.
(3) Each part of the flower arranging combination is grouped. The group name consists
of three parts. Active/inactive tag to indicate whether the packet is a replaceable
component, sequence number to indicate which type of component this group is, and
the name of the group named after camel nomenclature.

Fig. 2. Overview of the floral interface material
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3.2 Program Implementation

The technical difficulties are mainly distributed in three aspects: the interaction in
popular science module, the implement of augmented reality module, and the inter-
action in flower rearrangement module. The specific system architecture is shown
in (Fig. 4). In the popular science module, three-dimensional flower arrangement

Fig. 3. Original lotus flower arranging and 3D model

Fig. 4. Augmented reality mobile application system architecture
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model is embedded in the 2D user interface. The interaction includes the 3D model
rotation function and the up-down slide function, both of which are realized by Unity
engine. The functions below are written in pseudocode.

Three-dimensional model rotation function:

void Update () { (1)

define the default speed;

if (number of touch <= 0) {

model spins at default speed;

        }

if (number of touch = 1) {

define the touch;

get the position delta of the touch;

define the new speed by the position delta;

model spins at the new speed;

}

}

Up-down slide function (2)

void Update() { 

define the bound of camera space；

define the default speed for camera;

if (touch detected) {

define the touch;

define the initial position of the camera;

get the y-axis position delta of the touch;

calculate the transform position of the camera;

if (new position is inside the bound)

camera moves to new position;

else camera moves to the edge of the bound;

} 

} 

The technical difficulty in the realization of the virtual reality part is whether to
connect the real world with the virtual world seamlessly, to enhance the immersive and
interaction of user. In terms of implementation, the Vuforia SDK is used to perform 3D
model-to-virtual reality conversion, which makes user to feel the integration of the real
world and the virtual world. In the AR part, Transform.rotate and Input.touch functions
are used to enhance the experience of interaction. To activate Vuforia, we need to
import the Vuforia SDK file package to Unity and enter the serial number, then the AR
function provided by Vuforia is available. To prepare the target library, we need to log
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in personal account on the official website, enter the library page, add a new database or
select an existing database, upload the picture of the flowers, then recognition target
identifies the feature point is automatically generated. When all the pictures are
uploaded, select Download Database (All) to get the unity package. Import the package
into Unity, then the target library is ready. To Link identification target and model, drag
3D flower model in Unity scene. In this scene, create a Vuforia image target (Vuforia-
Image), and then adjust the properties of the target image in the Inspector. The 3D
model should be moved onto the recognition target, and the direction and size of the
model should be adjusted. Set the 3D model as a sub-item for the target to complete the
link between them. To test, use Unity Remote to connect the tester or export the project
to the tester. When the tester camera captures the target image, the corresponding
model should be automatically displayed.

The technical difficulty of flower rearrangement is to make smooth user experience
while operating the 3D model of the flower arranging material. The simulation of the
flower arrangement needs to be like the action of the operation in real life. The process
of rearranging is to let user to master the art of flower arrangement and aesthetic sense.

The implementation of the flower rearrangement module is given as follows:

define new class Menu{ (1)

public bool IsOpen{

return to “IsOpen” function in Animator;

};

public void Awake();

public void Update(){

if (current canvas’ Animator state is open)

make the canvas interactable;

else make the canvas not interactable;

} 

} 

define new class MenuManager to manage menu{

initiate a menu as CurrentMenu;

public void Start(){

ShowMenu(CurrentMenu);

    }

public void ShowMenu(Menu menu){

if (there is already a menu in the field)

CurrentMenu.IsOpen = false;
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(2) Implementation of the user interface scrolling: A visual scrolling is implemented
by setting the movement of the camera. The length of the scroll is determined by a
global variable length.

(3) Switching between different scenes: Set EventSystem in scene to listen for com-
mands, set button to send scene-switching commands, and implement the
switching through SceneManager class. Different commands link to different
scenes. Attach the command list script on the EventSystem to implement the
script.

(4) Implementation of the flower rearranging: Set EventSystem to listen for command
and button to send rearrange command. Set the arrangeable part to a prefab, set
the GameObject class object as global variable, and then match the arrangeable
part to each of the prefab. The display status of prefab can be changed through
SetActive function.

4 Results and Discuss

After a series of planning and implementation, the result is the Android application
“Fingertip Beauty”. During the research process, two-dimensional illustration, user
interface, and three-dimensional model library of four-season flower arrangements were
established (Fig. 5). The four-season flower arrangement AR function was imple-
mented (Fig. 6) to enable new technologies to be integrated in traditional flower
arrangements as well as to achieve freedom of flower arrangement. The rearrangement
system enhances the fun of flower arrangement. The “Fingertip Beauty” application
integrates the above functions on a new media platform, greatly enhances the digital
operability of the flower arrangement art, from 2D to 3D. The improvement of the

Fig. 5. Three-dimensional library of flower arranging materials
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immersive and interactive experience makes an enhanced user emotional experience.
The digital form of the protection of ICH shows variety of operation and display forms
of traditional cultural, a new and long-lasting preservation of the flower arrangement is
established. “Fingertip Beauty” achieved a series of research goals. In terms of design,
it applied antique color style and elegant design style in the art as well as finishing the
combination of digital technology and art. In terms of operation, the application has
innovated the traditional flower arrangement, and three modules gradually deepen the
user’s interactive emotional experience and realize the digital operability of flower
arrangement. In terms of technology, the system’s procedures are tightly integrated,
autonomously enabling the display of augmented reality illustration models, and
enabling a smooth and natural gameplay experience. At the same time, this application
acquired the People’s Republic of China software copyright (registration number:
2018SR209700) and won the third prize in the second international VR/AR Jinchen
award in 2017.

Although the application has achieved many goals, there are shortcomings as well,
such as the promotion issue. The internal test for professional users has a good
response, but the application itself has not officially put on the market as a mature
product in the application store. As a prototype, the landing of this product has yet to be
inspected and implemented. In addition, the flower rearrangement module does not
have a sharing function. The digital flower arrangement works can only be viewed by
user but not be shared to the public. Sharing the user’s floral arrangement in the future
is going to be a meaningful research.

Fig. 6. Flower rearrangement module

908 D. Cai et al.



5 Conclusion

This paper starts with the emotional needs of the interactive experience, digitizes the
ICH to realize a virtual reality flower arrangement application. In the process of
implementation, a set of operational procedures for planning modules, data integration,
and technology implementation of virtual reality mobile phone applications are planned
to ICH heritage flower arrangements with new media platforms, augmented reality
technologies and interactive games, and to increase the multidimensional dimension of
traditional flower arrangements. The operability and interactive participation make the
art of flower arrangement surpass the limitation of time and space, from physical
display to digital exhibition, from static viewing to the innovation of interactive
experience. Looking into the practical application of the future, “Fingertip Beauty” and
its similar products can be used in teaching, to enhance the interactivity of knowledge
as well as improve the flower arrangement teaching to make it more life-oriented and
civilian. It can be used in exhibitions to display ICH and can be promoted based on
numbers to promote popularization of ICH. It can also be used for holographic display.
In the context of interactive technologies and cultural heritage, it provides a practical
implementation plan for the digitization of other cultural heritage and ICH, which is
conducive to the popularization of intangible cultural transmission and enhancement of
information technology, and the promotion of intangible cultural heritage. The digital
inheritance and the expansion of intangible cultural preservation channels to create a
new digital ecological structure of ICH.
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Abstract. To solve the problem of increasing nodes data in blockchain,
we propose an optimization model of storage capacity based on the con-
sortium blockchain (OMSCCB). We have divided blockchain network
into groups by the characteristics of partial decentralization of the con-
sortium blockchain in the OMSCCB. In each group, the full node is
selected according to the hardware performance and the accumulated
reliability evaluation of the node. The full node is responsible for storing
the blockchain data, and other ordinary nodes segment storage of the
blockchain data according to the consistent hashing. And then, we have
designed a replacement strategy of full node to ensure that the OMSCCB
can resume normal operation when the network is attacked. The exper-
imental results show that the storage cost of the system can be reduced
effectively, and the reliability of the system can be guaranteed at the
same time.

Keywords: OMSCCB · Full node · Segment storage ·
Consistent hashing · Consortium blockchain

1 Introduction

Blockchain [1] has recently attracted wide attention from all walks of life.
They are actively exploring blockchain technology and developing the appli-
cation of blockchain [2–4]. But there are still problems in the storage capacity of
blockchain. Taking Bitcoin as an example, the storage capacity of a single node
increased from 137 to 166 GB from May to November 2017. As the storage capac-
ity of the node increases rapidly, the requirement of the node joining the network
becomes higher and higher. Therefore, the optimization of the blockchain storage
capacity has become a problem needed to be solved urgently.

In view of the optimization of blockchain capacity, in the literature [5], the
author proposed a data replica allocation strategy to reduce node storage capac-
ity, but this method results in most block data being stored on a few nodes.
In the literature [6], the author proposed mini-blockchain, which introduced the
concept of account tree. Nodes only store the nearest new block and account tree,
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which reduces the storage cost, but it is difficult to verify the old transaction
information. In the literature [7], the author proposed that lightning network can
reduce the storage of blockchain data by off-chain transaction, but the payment
channel of lightning network will lead to a certain degree of centralization.

In view of the increasing number of data in blockchain nodes, a capacity
storage optimization model based on consortium blockchain is proposed. The
main contributions of this paper are as follows:

(1) The OMSCCB divides the nodes into two types: the full node and the ordi-
nary node. The full node is selected according to the node hardware perfor-
mance and the reliability evaluation of the node service, and the complete
blockchain data is stored. The ordinary node segments the storage blockchain
data according to the consistent hashing [8] to optimize the storage capac-
ity of the blockchain. The transaction query and verification services in the
group are handed over to the full node to reduce the performance burden of
the ordinary node.

(2) Based on consistent hashing, virtual node [9] is introduced into the
OMSCCB to dynamically allocate block data according to node performance
to achieve load balancing among nodes.

(3) The OMSCCB considers the situation that the node is attacked and cannot
work properly, so we propose a full node replacement strategy to ensure the
security and stability of the OMSCCB.

2 The Design of the OMSCCB

The design of the OMSCCB mainly includes selection strategy of the full node,
segment storage of the blockchain data, transaction verification, and replacement
of the full node.

2.1 Selection Strategy of the Full Node

The blockchain network is divided into multiple groups in the OMSCCB. Each
group selects a full node to undertake the corresponding services within the
group, thus releasing the hardware performance burden of other nodes. The
hardware performance, storage capacity, and reliability of the node should be
considered synthetically. The appropriate node is selected as the full node, which
is responsible for the query service within the group.

Calculation of the Node Performance. The OMSCCB proposed is that the
full node is responsible for storing the complete blockchain data, so the storage
capacity will be counted into the comprehensive performance of each node. The
ability of node to process and respond to business requests is mainly affected
by computing units, network bandwidth, and other factors; the performance of
node is determined by the storage capacity of hard disk and CPU parameters,
disk IO rate, memory, and network bandwidth; and the performance of each
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node is calculated by weighted summation of hardware parameters. The formula
for node performance is shown in Formula 1.

P (Nodei) = k1 ∗ Si + k2 ∗ n ∗ Ci + k3 ∗ Di + k4 ∗ Mi + k5 ∗ Wi
5∑

i=1

ki = 1
(1)

In the above formula, P (Nodei) is the performance value of Nodei; Si is
the storage capacity of hard disk; Ci is the frequency of CPU processing; n
is the number of CPU kernels; Di is the number of disk IO rates; Mi is the
memory size; Mi is the network bandwidth; ki is the weights corresponding to
the node hardware. In the actual scenario, ki need to set a reasonable weight
value which is set based on the type of service provided by the Nodei. In the
OMSCCB, the main service provided by nodes is to store data and query data,
which requires a lot of storage capacity, computing power, and data reading and
writing. Therefore, ki is set to (0.3, 0.3, 0.3, 0.05, 0.05).

Calculation of the Node Reliability. The OMSCCB calculates the reliability
of node based on the evaluation feedback and time factors. After each interaction
process, the nodes in the network will evaluate the resource providing nodes,
which will be recorded as Eij. It represents the degree of satisfaction given by
Nodei to Nodej after Nodej provided service for Nodei. Its value is in the
range of [0, 1]. The evaluation of the interaction between nodes determines the
degree of influence on the final description by referring to the time of the action.
The closer the interaction occurs to the current time, the deeper the impact
is. The formula for quantifying the influence of time characteristics is shown in
Formula 2. The calculation formula of the reliability of each node is shown in
Formula 3.

T (Eij) = e−|tnow−tm| (2)

R(Nodej) =
n∑

i=0

(T (Eij) ∗ Eij)/
n∑

i=0

T (Eij) (3)

T (Eij) is the time attenuation degree of the interactive evaluation; tnow is the
current time; tm is the action evaluation time. R(Nodej) is a reliable value of
Nodej .

Calculation of the Node Comprehensive Evaluation. The selection of the
full node needs to take into account the hardware performance and the reliability
of the node. It is necessary to refer to P (Nodei) and R(Nodej) in the process
of selecting the full node. When calculating the comprehensive evaluation of the
node, the optimal performance node Pmax(Node) in the group is introduced as
the reference, to balance the parameters.

H(Nodei) = P(Nodei)/Pmax(Node) + R(Nodei) (4)

H(Nodei) is Comprehensive capability Evaluation of Nodei. According to
the rank of the group, the node with the highest H(Nodei) value is selected as
the full node of the group.
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2.2 Segment Storage of the Blockchain Data

Blockchain data is segmented storage [10] according to the consistent hashing.
The hash value of each block in the blockchain is mapped to a hash ring with a
range of [0, 2

256
–1]. Each node is mapped to the hash ring by SHA-256 algorithm

[11] according to the IP address and port number. Each node stores the seg-
mented block data of the corresponding region. Blockchain data block mapping
relationship is shown in Fig. 1. When the node joins or exits, it is also mapped
to the hash loop, and the data of the corresponding region is migrated to the
node or the subsequent node to realize the dynamic expansion requirements of
the node.

Block2Block1 Block3 Block n

Node2 Node3

Node4Node1

0/2256-1

Fig. 1. Blockchain block mapping

Segment Storage. Because the hardware performance of different nodes is
different, and the hash result is random, it is possible that the performance
of the node does not match the storage capacity. The idea of virtual node is
introduced to maintain load balance among different performance nodes in the
OMSCCB. Suppose there are N +1 nodes in each group, one node is selected as
a full node from each group according to the full node selection strategy. The full
nodes stores all the blockchain data, and the other N nodes store the blockchain
data segmented. The consistent hashing ring is divided into the number of virtual
nodes set for the group by M regions of the same size and M is the total number
of virtual nodes set for this group. Due to the difference in performance between
nodes, M to actual node number N cannot be determined. The number of virtual
nodes should be allocated according to their performance.
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The total performance of each node in the group can be obtained according
to Formula 1. The sum of the total performance of the ordinary node in the
group can be obtained according to Formula 5.

Ptotal =
n∑

i=0

P (Nodei) (5)

Ptotal is sum of the total performance of the ordinary node in the group.
According to the allocation scheme of virtual nodes, the allocation of the number
of virtual nodes per node is known and calculated by Formula 6.

V (Nodei) = M ∗ (P (Nodei)/Ptotal) (6)

V (Nodei) is the number of virtual nodes allocated by node i; M is the total
number of virtual nodes; P (Nodei)/Ptotal is the proportion of node i in the
group.

Addition of the New Node. For example, when the new node is added to
the group, the performance value of the new node is calculated according to
Formula 1. The virtual node assignment is recalculated according to Formula 6,
and the virtual node mapping table is updated. The performance of the node
is matched with the size of the stored data, and the load balance of the data is
realized. The change of the virtual node mapping is shown in Fig. 2.

Fig. 2. Virtual node allocation

2.3 Transaction Verification

In the blockchain, each transaction can be verified by the information of the
query chain. In the model, each group is responsible for the transaction query
service in the group by the full node with high reliability. The ordinary node
acquires the verification result by interacting with the full node.
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The full node selected by this group may be malicious in disguise. When
verifying the transaction information, ordinary nodes not only query the full node
of the group but also randomly select several full node verifies from the full node
list of the blockchain network. The verification result is decided according to the
result set returned by all the full node. The specific steps are shown in Fig. 3.

Start

transaction validation 
request

Acceptance of 
request

Wait for the result Verification 
transaction

Return result setReceived result set

 Give positive feedback to the 
Full  noderesult of the same 

Download the 
corresponding block

Verification 
transaction

Give feedback

end

No

Full node

Ordinary 
node

Yes

Fig. 3. Transaction verification

2.4 Replacement Strategy of the Full Node

The full node is the node with the best comprehensive performance in the group,
and the reliability is high. It is undeniable that there is the possibility of being
attacked or downtime. When the full node stops working, the transaction query
and other services in the group cannot be carried out normally; therefore, it is
necessary to reselect the full node to maintain the stability of the system. The
process of replacing the full node is shown in Fig. 4.
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Start

Recalculate intra-group 
node performance values

Selecting optimal 
performance nodes

Full node normal

Download block data

Update the full node list

End

No

Have a complete 
block chain

Yes

Yes

Download from other full 
nodes

No

Fig. 4. Replacement strategy of the full node

3 Experimental Results

The hardware environment of the experiment is eight servers with different per-
formance. The OMSCCB is partially modified on Hyperledger Fabric1.0 [12]
storage model. The storage rules based on consistent hashing are added to simu-
late the experiment. In the experiment, the full node is order node in Hyperledger
Fabric, participating in the consensus of blockchain. It generates new blocks for
transaction sorting and is also a peer for storing block data. Other software
environments are Docker 17.03.1 Go 1.6.2 and java 1.8.015. Storage overhead,
transaction verification performance, and model reliability on the OMSCCB are
tested.

3.1 Test of the Storage Overhead

In the experiment, the storage overhead of the OMSCCB is evaluated in units
of the group. First, the size of the storage is counted when the number of blocks
in the OMSCCB is 1000/2000/3000/4000/5000. Then, in the case of a specific
number of blocks, we have counted and compared the size of storage capacity in
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the Hyperledger Fabric model and the OMSCCB proposed in this paper. The
results are compared as shown in Fig. 5.

For the node load test of the OMSCCB, we selected a group of nodes from
Server 2 to Server 5. In this group, Server 5 is the full node in the group, and
the other three Servers are the ordinary nodes. The storage capacity of each
node block of Server 2 to Server 5 is calculated when the number of blocks is
1000/2000/3000/4000/5000, and the result is shown in Fig. 6.

From the above two experiments, it can be seen that compared with Hyper-
ledger Fabric. The OMSCCB can effectively reduce the storage capacity of
blockchain in the same scale network. The increase of storage overhead is rela-
tively smooth. The OMSCCB also takes into account the hardware constraints
of ordinary nodes and distributes blockchain data according to the performance
of each node. The load balance between nodes is realized and the hardware
limitation of adding blockchain network nodes is reduced.
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3.2 Test of the Transaction Verification

In order to test the transaction verification of the OMSCCB, the experiment
took the response time of the node to the same-level transaction query verifi-
cation request as the reference. In the experiment, Server 2 is set up to query
500/1000/1500/2000/2500 transactions. We count the time them take to query
in the ordinary node of the OMSCCB, full node of the OMSCCB, and Hyper-
ledger Fabric query. The query results are shown in Fig. 7.

Figure 7 shows that the ordinary node in the OMSCCB takes a little more
time than the Hyperledger fabric in handling query transaction requests of the
same order of magnitude. While the full node and the Hyperledger Fabric node in
the OMSCCB both store the blockchain information, the transaction query time
is basically the same. In order to reduce the overhead of the storage capacity
of the OMSCCB, the ordinary nodes only store block data segmentarily. The
transaction verification needs the help of the full node in the group, so the
transaction query time of the ordinary node transaction is a little longer than
that of the Hyperledger Fabric.

3.3 Test of the OMSCCB Reliability

In the experiment, Server 5 was artificially shut down to simulate the full node to
stop service because of network attack. During this period, Server 2 always sends
the transaction verification request to the full node in the group to test the full
node service condition. Finally, calculate the transaction verification efficiency
to reflect the reliability of the model according to the number of transaction
verifications in the log data int unit time. The statistics of transaction verification
efficiency is shown in Fig. 8. The block storage capacity of Server 2 to Server 5
in 0 Time and 40 Time is shown in Fig. 9.

In the experiment, when the full node fails at 5 Time the transaction verifica-
tion request of the ordinary node cannot be completed directly through the full
node. The corresponding block should be downloaded to verify actively accord-
ing to the result. The check period of the full node is set to 30 s, and it was
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found at about the Time of 25. The full node replacement strategy was started,
and the new node replaced the faulty full node, and undertook the function of
transaction verification. Therefore, the OMSCCB has a certain ability to resist
the attack. The reliability of the OMSCCB can be guaranteed by selecting new
nodes instead of fault nodes to maintain the normal operation of the system.

4 Conclusion

The storage capacity of blockchain node data is reduced significantly and the
storage overhead of ordinary nodes is reduced in the OMSCCB. Meanwhile, the
block data stored by ordinary nodes can be dynamically allocated according to
their hardware performance thus balancing the storage load between nodes.

Because the OMSCCB has the full node replacement mechanism, it can
resume normal operation in a short time in the face of an attack, and it has
a certain anti-attack ability. In the future, we will further improve the reliabil-
ity evaluation of nodes and optimize the segmentary scheme of blockchain to
reduce the storage space under the premise of ensuring the data security and
transaction efficiency.
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Abstract. Aiming at the storage problem of blockchain, a space storage
optimization scheme based on the InterPlanetary File System (IPFS) is
designed. The scheme mainly achieves the purpose of space optimization
by summarizing the blocks regularly, excluding the expired Transaction
Output (TXO) that has no effect on verification. The Unspent Transac-
tion Output (UTXO) will be saved as a file on the IPFS network during
optimization. In this way, the miner node can quickly get the file and
start mining. The ultimate goal is to optimize the storage space for the
node and to increase the synchronization efficiency of the newly added
miner node. The simulation experiment of the proposed optimization
scheme is carried out. The experimental results show that the scheme
can summarize the historical transaction data regularly, eliminate the
Spent Transaction Output (STXO) which has no effect on the verifica-
tion transaction, so as to effectively reduce the node storage space.

Keywords: Blockchain · Bitcoin · Storage optimization ·
Node classification

1 Introduction

Blockchain technology [1] has attracted much wider attention. Meanwhile, the
number of users and trading volume of Bitcoin [2] has increased explosively.
By November 2017, the Bitcoin blockchain space occupied more than 166G [3],
as can be seen from the growth rate of the blockchain space. At present, space
occupied by the Bitcoin blockchain has already become a problem making people
anxious. At present, the storage space optimization for blockchain includes mini
blockchain [4], segmented storage [5] and so on. By analyzing the problems of
these schemes, based on the classic Bitcoin distributed architecture, this paper
aims to design a block-space optimization scheme for miner nodes by file storage
and forwarding function of the InterPlanetary File System and the idea of mini
blockchain scheme. This key technique has been discussed and realized.

The research contents includes the following.
There are two kinds of node roles in the point-to-point network. The full

node is to verify the transaction. The miner node is to generate blocks. Because
c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
https://doi.org/10.1007/978-981-13-6508-9_112
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it uses less transaction information that has been spent, this part of transaction
provides the possibility of spatial optimization.

Set the summary blocks and summarize the historical blocks periodically,
extract and organize the unspent transaction output contained in, and clean up
the useless transaction information for verification.

Calculate the efficiency of block optimization, extract effective UTXO infor-
mation and store it in the interstellar file system IPFS network.

2 Blockchain Storage Optimization Scheme
for Bitcoin Miner Node

2.1 Analysis of Work Flow of Miner Node

After the block is synchronized, the miner node has the qualification to partic-
ipate in the mining. Miner node collects transaction information from the P2P
[6] network, and finds out the data in the local block according to the UTXO
referenced in the transaction, and determines whether the transaction is legal.
Legitimate transaction data will be collected in the trading pool, waiting for the
node to write to the latest block, so every legitimate transaction corresponds to
a usable output from the previous transaction. It forms a chain of transactions.
The structure is shown in Fig. 1.
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Fig. 1. Example of Bitcoin transaction structure
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In the blockchain, such as 0, 1, 2, 4, 5, all the TXO has been quoted transac-
tion information is not a small number. In essence, the miner node does not need
this information in the process of verifying the transaction and calculating the
block header hash, so it is possible to optimize the storage space of blockchain.

2.2 Design of Spatial Optimization Scheme

Overall Design. Based on the Bitcoin-distributed architecture [7], this paper
designs a mechanism that can periodically summarize the historical blocks,
extract and sort out the UTXO [8] contained therein, and clean up the useless
transaction information. The overall structure of the program is shown in Fig. 2.
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Fig. 2. The overall structure of the program

Figure 2 shows that the scheme adds the summary block. There is a certain
span between the summing blocks. This periodic summary block assumes the
task of regularly cleaning out the block information.

Summary blocks contain the ability to collate the currently available TXO.
Miner nodes collect TX0 write files, stored in the IPFS network. The hash value
used to obtain the file is written to the block header of the summary block, and
the work flow of the mining and broadcast summary blocks is the same as that
of the ordinary block.

When other miner nodes receive the summing block, they need to download
and verify the correctness of the UTXO files from the IPFS network. If the
validation passes, the miner node continues to verify the transaction information
contained in the summary block. The subsequent work flow is in line with the
ordinary block validation process.

When the summary block is accepted by most nodes in the network and
written to the local blockchain, it means that the TX0 from the Genesis Block to
the latest block has been finished. The node can choose to delete the block body
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in the local saved blockchain according to its own situation. The UTXO data
required by the miner note in the subsequent verification transaction has been
saved in the IPFS network and downloaded to the local area when the summary
block is verified. Therefore, the deletion of historical block has little effect on the
miner note. The miner node can still verify the transaction information according
to the UTXO file.

After the block body is deleted, the blockchain can still be connected to
each other by the hash in the block header, forming a proof chain. Instead
of completely removing all information from the historical block, this scheme
chooses to retain the chain of proof and for the nodes, and it still retains the
latest thousands of blocks. The latest blocks retained can be linked to the chain
of proof to extend the Genesis Block, greatly increasing the cost of the attacker
secretly forging a fake blockchain.

Is a summary block

Collate currently unspent 
transaction output

Start

Generating UTXO files

Upload IPFS network

Write the file hash value 
to the block header

Y

Collect and validate 
transactions

Start digging

Broadcast block

N

Packing block

End

Fig. 3. The generation process of the block
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Generation and Validation of Summary Block. Combined with the design
idea of difficulty adjustment of Bitcoin, this scheme sets the same span value for
summary block. The exact process for generating a block is shown in Fig. 3.

In the process of mining, it is found that the block with header hash is
currently being calculated as a summary block, and the miner node first traverses
the blockchain of the area, starting from the last summary block to the end of
the latest block.

The specific optimization efficiency of blocks can be reflected by the formula
and the formula is as follows.

E =
∑n

i Si∑n
i Oi

(1)

E represents the optimization efficiency of the first n blocks; Oi represents
the space occupied by the first block in the blockchain; Si represents the space
occupied by the UTXO transaction in the first n block. The denominator in
the formula represents the sum of the space occupied by the first n blocks in
the optimization. Molecules represent the sum of space occupied by the reserved
transaction information after optimization. The division of the two is the optimal
spatial efficiency.

The objective of the above-optimized operation is to extract all valid UTXO
data from the Genesis Block to the current summary block. By calling the inter-
face provided by IPFS, these data are stored into the network in the form of file.
The miner node obtains a hash value pointing to the UTXO file, which can be
downloaded from the IPFS network to the corresponding UTXO file. The miner
node writes the hash value opposite the file to the header of the summary block.
The summary block head records the hash field of the UTXO file, and ensures
the authority of the UTXO file by using blockchain non-tampering.

In the mining process of calculating the block header hash, when the miner
note gets a reasonable hash through a large number of calculations, they broad-
cast the summary block to the P2P network. The results are also announced for
verification by other miner nodes. The process of the node verifying blocks is
shown in Fig. 4.

UTXO File Storage. IPFS [9] is a P2P distributed hypermedia distribution
protocol, whose main feature is content-based addressing. When obtaining a
file, users no longer need to consider the location of the target server, name and
storage path of the target files. For the above reasons, file storage and reading
module of this project are completed by IPFS.

To generate UTXO, first, the node reads the UTXO file corresponding to the
preceding summary block into memory, and then begins to read the transaction
records in the block from the next block of the block. In the process of reading
transaction records, constantly retrieving UTXO data in memory. When all the
output of the retained transaction in memory has been referenced by the trans-
action in the subsequent block, the existence of the transaction has no effect on
the subsequent process, and when it is deleted, the newly read transaction is
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added to the memory, and the subsequent process repeats the above steps, until
the latest block is read. After viewing the block, the node writes the UTXO data
collated in memory to the file. Next, the node goes to call the application devel-
opment interface provided by IPFS to store the collated UTXO file. When the
file is saved to the IPFS network, a unique hash value based on the file content
is obtained.

Other nodes can use the hash value to initiate inquiring requests from the
local distributed hash tables to the neighbor nodes, and keep approaching the
target nodes that have the target files, and finally get the UTXO file information.

Chain of Proof. When the consensus is reached in the network, the miner
node can choose to start the cleanup of the blockchain historical transaction. The
main content of the cleanup is the historical transaction information. Because
the available TX0 information has been compiled into the UTXO file during
the process of generating the summary block, historical transactions with more
block confirmation can be cleaned up. The structure after cleaning is shown in
Fig. 5.
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The chain structure of the block header in the figure is the part of the
proof chain. Since the hash value that maintains the connection between blocks
remains in the block header, the block that removes the block body can still
be connected to the latest block retained. The chained structure can be traced
back from the latest block to the recognized Genesis Block, so as to guarantee
the authenticity of the transaction data in the current blockchain and resist the
attacks such as secret mining in the network.

3 Experiment and Analysis

3.1 Introduction to the Experimental Environment

The Bitcoin trade statistics analysis experiment is written in the python lan-
guage, whose version is 2.7.12. The database is Mysql database, whose version
is 5.7.20. The Bitcoin client version is v0.15.0.0-g3751912e8e.

3.2 Transaction Data Statistics Experiment

In order to get real data of the Bitcoin blockchain, first install the Bitcoin core
client and download Bitcoin blockchain complete data. Read operation block
data by using Python language and port data through the bitcoinrpc expansion
pack called Bitcoin core client PRC API [10]. Python Bitcoinrpc expansion pack
can send the script to Bitcoin client to request and receive the data. The data
storage module reads and stores data by connecting Mysql database with the
Mysql database and the python expansion pack MySQLdb. Part of the data in
the database tables is shown in Fig. 6.
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Fig. 6. Table structure

After reading, the database contains 495,000 pieces of data, corresponding
to the Bitcoin blockchain from the creation block to the 495,000 block.

Bitcoin Transaction Output Statistics Experiment. The contents include
the trade output in the Bitcoin trading history and the STXO. This experiment
takes one thousand blocks as the basic unit. Statistics on the number of total
and all available trade outputs at different stages of the Bitcoin blockchain start
from the Genesis Block. Statistics on historical Bitcoin trade output are shown
in Fig. 7.
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The curve in the chart shows that from the appearance of the Genesis Block
to the 190,000th or so, the volume of Bitcoin transactions is relatively small.
Staring the nearby of the 190,000th block, the trade output increases gradually
and shows a trend of accelerating growth. Compared with the total volume of
trade output, the UTXO grows more slowly. As subsequent blocks continued
to emerge, the gap between the historical total TX0 and the available UTXO
is gradually widening, so the assumption that the Bitcoin blockchain contains
plenty of optimizable space is valid.

The STXO Proportional Statistics Experiment. The purpose of the exper-
iment is to calculate the STXO ratio under different spans, and finally select the
appropriate value of the span to carry on the follow-up experiment. According to
the theoretical derivation of this paper, The STXO is an optimization space. The
final result value is obtained by adding the ratio of saving space after recording
each summary and calculating the average value. The peculiar distribution of
the scale is shown in Fig. 8.
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According to the curve of the Bitcoin real transaction data analysis chart,
when the interval of summary blocks is about 25,000 blocks, the system has
a more appropriate average optimization efficiency. The average optimization
efficiency is about 60%. For bitcoin systems that have 8 years of operation and
have produced up to 500,000 blocks, it is acceptable to sum up and clean up
Bitcoin systems within half a year.

3.3 Storage Optimization Experiment

The purpose of the experiment is to verify the effect of the improved scheme. The
experiment has the same data set and carries out the original Bitcoin scheme
and the improved scheme separately. In the optimization scheme, the value of
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block span is selected as 25,000. The collection of experimental data is mainly
accomplished by recording the space occupation of block files on the client side
of the two schemes in the disk periodically. The comparison of the changes of
storage space data with the increase number of the blocks in the two groups is
shown in Fig. 9.
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Fig. 9. Comparison of storage conditions

By observing the growth trend in dashed line, we can see that with the
continuous production of blocks, the historical transaction information increases
gradually and presents the trend of acceleration after more than 200,000 blocks.
From the observation of real line segments, we can see that when the number
of blocks is more than 150,000, the number of transaction increases rapidly
and space usage of blocks in the Bitcoin scheme accelerate. But space usage
of magnetic disk in prioritization scheme increases relatively slowly, and every
25,000 blocks in the line segment produce a decline. There are 11 summary
blocks produced in this experiment and the average ratio of deleting data in
each summary period is about 49.55. The final blockchain data occupies about
19.6 Gb in Bitcoin scheme and 6.6 Gb in optimization scheme.Therefore, as the
blocks continue to grow, the optimization scheme can effectively reduce the space
occupation of blockchain.

4 Conclusion

In the statistic analysis experiment of Bitcoin transaction data, it confirms the
inference that a large number of optimal data is included in the blockchain.

In the capacity optimization experiment, the proposed scheme can reduce
the occupied space of blockchain significantly. In the simulated environment,
the transaction historical information can be summarized periodically and the
UTXO file can be generated correctly and uploaded to the IPFS network. In
normal mining, miner node that has cleaned up historical trading data are still
able to verify the correctness of the transaction.
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Therefore, by analyzing the simulation experiments in this paper, we can see
that the spatial optimization of miner node has certain effect.
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Abstract. Territorial ocean safety and ocean development make it important to
establish a large-scale, long-term, and low-energy integrated ocean monitoring
sensor network (OMSN). In this paper, we introduce the high attitude platform-
based ocean monitoring sensor network (HAP-OMSN) architecture and the
basic ant colony optimization (ACO) algorithm first. And then, we propose an
improved ant colony optimization algorithm for the node deployment of the
HAP-OMSN architecture. Finally, we solve the multi-types node deployment
(MTND) problems in HAP-OMSN using this algorithm. The final experiment
results indicate that the improved ACO algorithm has good efficiency to find
optimal solution.

Keywords: Ant colony optimization (ACO) � Ocean monitoring sensor
network (OMSN) � The high attitude platform-based OMSN (HAP-OMSN)

1 Introduction

With the rapid development of intelligent ocean engineering, network deployment has
become an important issue in the ocean monitoring sensor networks (OMSN). The
integrated HAP-OMSN as shown in Fig. 1, which can reduce the cost, improve the
coverage of the network, and increase data transmission speed, is a useful network
architecture for remote OMSN [1]. Based on the HAP-OMSN [1] architecture, opti-
mizing the path of information transmission can reduce power consumption and pro-
long the network lifetime. The ant colony optimization (ACO) algorithm which has
been proposed in the early 1990s by Italy scholars Colorni et al. is a good choice to
solve the path optimization problem; ACO is a population-based heuristic bionic
evolution algorithm through studying foraging behavior of real ants [2]. Although ACO
has the advantages of universality and global convergence, its convergence time is
longer and its search is prone to “stagnation”. Therefore, improving ant colony algo-
rithm has become a hotspot of researchers.
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The research in improving ACO attracts great interest of researchers. They have
done a lot of work to improve ACO in the path selection, pheromone update criteria,
local search and global search, speed of convergence, and so on. German scholars
Stutzle T. and Hoos J. propose the MAX-MIN ant system (MMAS) and local search for
the traveling salesman problem (TSP) [3], which improve the search at the initial stage
of ACO by limiting the range of pheromone concentration. Meng X., Huang T. and
Chen S present an improved ACO based on pheromone updating and evaporation
factor adjusting [4]. For the problem such as slow convergence and being easy to fall
into local optimum of classical ACO, Li L. and Yu H. propose an improved algorithm
for robot path planning in complex environment [5]. Ref. [6–8] propose corresponding
improved algorithms according to the characteristics of the environment in the path
planning problem. However, ACO suffers from some problems. In this paper, we
propose an improved heuristic algorithm based on ACO to solve the multi-types node
deployment (MTND) problems in HAP-OMSN; we hope to obtain a near-optimal
solution in large-scale network scenario.

The remainder of the paper is organized as follows. In Sect. 2, we describe the ant
colony algorithm. In Sect. 3, we show the improvement of ant colony algorithm. The
simulation results are also acquired in Sect. 3. Finally, we give the conclusion of the
research in Sect. 4.

2 The Basic ACO Algorithm

ACO algorithm has strong robustness and is easy to be combined with other methods in
optimization, but it has the limitation of stagnation and is easy to fall into local
optimums [9]. ACO algorithm is the first to be used to solve traveling salesman
problem, which is a very famous NP-hard problem. Traveling salesman problem can be
described as follows: a salesman is going to N cities to sale good, and he starts from

Fig. 1. The multitiered architecture of HAP-OMSN
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one city to other cities through one shortest path, in addition, each city can be passed
only once.

The processing of ACO is introduced as following based on the most basic trav-
eling salesman problem. (1) Initialization: M ants are put in N cities at random. Paths
exist among every city and its adjacent cities, and the initial pheromone trails of these
paths are set to the same concentration; (2) path selection: ant selects the next path
according to the transition probability; (3) the pheromone trail update: the pheromone
trails are updated by the ant system while each ant goes through N time points (TPs);
and (4) repeat the above three steps until the desired result is reached.

In general, the kth ant move from city i to city j with probability

pkij tð Þ ¼
saij tð Þgb

ij tð ÞP
s2allowedk

sais tð Þgb
is tð Þ j 2 allowedk

0 otherwise

8<
:

where sij tð Þ is the amount of pheromone deposited for transition from city i to j at TP t,
0 � a is a parameter to control the influence of sij tð Þ, gij tð Þ is heuristic factor for
transition from city i to j at TP t (typically gij tð Þ ¼ 1=dij, where d is the distance), and b
is a parameter to control the influence of gij tð Þ.

sij tþ nð Þ ¼ qsij tð ÞþD sij ð1Þ

D sij ¼
Xm
k¼1

Dskij ð2Þ

D skij ¼
Q
LK

ifkthantusesedge i; jð Þ
0 otherwise

�
ð3Þ

Equations (1)–(3) express the update rules of the pheromones concentration. D sij is
the amount of information which are left by ants upon the path from city i to j at TP
t + n; q represents the degree of attenuation of pheromones; Dskij shows the amount of
information which are left by the kth ant upon the path from city i to j at TP t + n; and
Q is a constant and Lk is the cost of the kth ant’s tour (typically length).

3 The Improved Ant Colony Algorithm for MTND

3.1 MTND for the HAP-OMSN

The inputs, objects, and constraints of MTND are as follows.
Inputs:

(1) The amount of data produced at MPs one day.
(2) The location of the land BS, HAPs and MPs.
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(3) The location of the candidate points (CPs) for the SINKs, CHNs, and SNs.
(4) The effective sensing radius of the SN.
(5) The receiving radius of the HAP, SINK, and CHN.
(6) The capacity of the CHN.
(7) The maximum number of hops.
(8) The HAPS’ communication transmission power and radio reception power.
(9) The radio reception power and transmission power of the CHN, underwater

acoustic reception power.
(10) The reception power and transmission power of the SN.
(11) The sending parameters of CHN and SN.
(12) The initial energy of HAPS, CHN, and SN.

Objects:

(1) To minimize F, and the smaller the value of F, the longer the network lifetime.
(2) To minimize the energy consumption of the SNs, CHNs, and HAPs per day.

Constraints [1]:

(1) Coverage: Each MP should be covered by the SN.
(2) Connection: HAP-OMSN should transmit the perceived data to BS.
(3) Topology: HAP-OMSN should keep the tree structure. Loop is not allowed.
(4) Delay: The maximum number of multi-hops from MP to BS is upper bounded.
(5) Reliability: Data can be transmitted to CHN through two different Paths.

3.2 The Improved Ant Colony Algorithm

Many scholars have proposed improvement methods for ACO, such as ant colony
system, MAX-MIN ant system, mutation ant colony algorithm, and so on [10]. These
algorithms improve the search capability of AC, but cannot solve the MTND problem
well, especially in lifetime. For example, the original intelligent factor will make all
ants choose the optimal path, and also represent that the nodes on the optimal path will
become the hotspots, which will lead to premature death of hot nodes, and as a result,
the best choice of individuals will bring about the worst consequence to the collective.
In this paper, reasonable improvements on the basis of AC are proposed to match the
mathematical models established before.

The improved AC mainly improves the following four aspects:

(1) Modify the intelligence factor

hij is used to represent the intelligence factor instead of gij according to the real node
energy consumption model, and the local update formulas of pheromone is set. The
improved formulas are as follows:
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pkij ¼
s i; jð Þ½ �ahbijP

s2Jk tð Þ s i; sð Þ½ �ahbis
j 2 Jk

0 otherwise

8<
: ð4Þ

s i; jð Þ ¼ 1� qð Þs i; jð Þþ qD s i; jð Þþ qD s0 i; jð Þ ð5Þ

D s i; jð Þ ¼ q1T life if i; jð Þ j 2 Jk ð6Þ

Ds0 i; jð Þ ¼ q2Tbestlife if i; jð Þ j 2 Tbestpath ð7Þ

Pj ¼ PSTd
k2
jk 10

a fð Þ
10 djk j 2 SNf g

bdk1ij j 2 CHNf g

(
ð8Þ

hij ¼ EiEj

Pi
ð9Þ

The initial value of s i; jð Þ is set to 1. Equation (6) indicates all paths ants go by
should be updated while net is formed. Equation (7) shows the update of the best paths.
Equation (8) expresses the power of node i. Equation (9) denotes that ants incline to
move to those nodes that can maximize their lifetime. T_life and T_best_life are the
lifetime and the best lifetime of networks, respectively. E is the node energy.

(2) Modify the pheromone updating mode

The pheromones update mode is related to transfer probability. For each node, if the
transition probability is greater than 85%, the pheromone of the path will not increase,
and if the transfer probability is less than 10%, the pheromone of the path will be
increased by 2 T_life. This pheromone update mode can slow down the convergence
rate of the algorithm and make the whole network converge.

(3) Modify the random disturbance mode of path selection

The iterative termination condition we use is keeping the best network in the 600
generation. The adaptive disturbance is adopted and the probability formula is show in
Eq. (10), where U is the number of iterations.

P ¼ 0:3 � U=600 ð10Þ

(4) Modify the ant movement rules

In each iteration, ants will be placed at monitoring point (MP) and stop when they
arrive at BS. We use a feasible path table to specify the travel direction of ants to avoid
blinding search and breaking the multi-hop rule.
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3.3 The Process of the Improved ACO Algorithm

The improved ACO algorithm can be described as follows:
Procedure: MTND-IACO

  Input: coordinates of network nodes and CPs, other pa-
rameters. 
  Output: Optimal solution 
INIT.  The coordinates of HAP, MP, CPs for SINK, CPs for 
CHN, and CPs for SN,  the phero-
mone matrix: PH, the probability transfer matrix: PR, the 
node selection matrix: ND and the path selection matrix: 
PT. 
NETWORKING. Nodes enter the network in forward direction 
and opposite direction. 
TABLE-BUILDING. Fill nodes of the network into the feasi-
ble path table 
 While (NOT satisfy stop condition) 
{       precluster_node_path_selection;  /*select SN and 
CHN nodes from CPs and build paths from MP to CHN*/ 
        preHAP_node_path_selection;    /*select SINK and 
HAP nodes from CPs and build paths from CHN to HAP */ 
        node_complectpath_selection;      /*fulfill the 
node selection and complete pathway selection*/ 
        Update the iteration pheromone and global opti-
mality pheromone, update PR 
} 
Output the optimal solution. 

3.4 Computational Results

To validate the improved ACO for MTND, we solve the problem in large-scale sce-
narios using both gurobi and our algorithm. Table 1 shows the size of one scenario, and
the result is shown in Figs. 2 and 3.

Table 1. Size of the scenario 3

CPs for SN CPs for CHN CPs for SINK MP

Quantity 8 36 79 16
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Compare Fig. 3 with Fig. 2, the backbone network part of algorithm optimization is
the same as that of gurobi, but the network lifetime reduces from 116 (by gurobi) to
107, and the energy consumption has also increased from 188.6 (by gurobi) to 199.9.

Fig. 2. Gurobi solving result diagram

Fig. 3. The improved ACO solving result diagram
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Therefore, the network deployment result of the improved ACO is a suboptimal
solution.

Based on the validation above, we make further efforts to examine the efficiency of
the algorithm. Table 2 exhibits optimization results in several increasing scale sce-
narios. These results show that the optimization time of this algorithm is less than that
of gurobi especially in large-scale scenarios; in addition, it can solve larger scenarios
that gurobi cannot handle, such as scenario 5. As shown in Fig. 4, we can see clearly
that the optimization time of the improved ACO is controlled within O (n). Therefore, it
has high efficiency in solving MTND of HAP-OMSN.

4 Conclusion

In this paper, the basic ACO and related works are introduced first, and then, an
improved ACO algorithm is proposed to solve MTND of HAP-OMSN networks. The
improvement method and process of this algorithm are indicated in detail. The final

Table 2. Optimization time comparison of gurobi and the improved ACO

Scenario Quantity Running time(S)

CPs for SINKs,
CHs, SNs

BSs, HAPs,
MPs

Selected SINKs, CHs,
SNs
Gurobi Algorithm Gurobi Algorithm

1 4, 16, 30 1, 2, 6 3, 8, 12 3, 8, 13 5.89 0.9
2 6, 24, 52 1, 3, 10 4, 13, 30 4, 13, 31 61.17 3.2
3 8, 36, 79 1, 3, 16 5, 18, 46 5, 16, 45 1226.9 8.7
4 9, 38, 88 1, 3, 18 5, 19, 53 6, 21, 51 202436.7 3.3
5 12, 50, 120 1, 5, 24 Unsolvable 8, 23, 67 Unsolvable 10.2

Fig. 4. Optimization time comparison of gurobi and the improved ACO
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experiment results indicate that the new algorithm has good efficiency to find optimal
solution. In future research, ACO can be combined with other bionic algorithms to
make the optimization algorithm more robust.
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Abstract. D2D multicast communications can reduce communication cost and
decrease interference in Internet of Vehicles (IoV). In this paper, the resource
allocation algorithm for Device-to-Device (D2D) multicast communication
reusing LTE network uplink resource is studied to improve the reliability of
networks. The optimization objective of the algorithm is to minimize the outage
probability of D2D multicast group links on the basis of guaranteeing the
constraint of cellular link quality. To solve this optimization problem, a low-
complexity heuristic algorithm is designed for spectrum resource allocation and
power control. By comparing performance through simulation, it can be found
that the outage probability of the heuristic algorithm designed in this paper can
be very close to that of the Hungarian algorithm, but the computational com-
plexity is greatly reduced compared with the latter.

Keywords: D2D multicast � IoV � Resource allocation � Heuristic algorithm

1 Introduction

As a part of 5G mobile communication, IoV has become a hot research topic. Com-
munications in IoV require low delay and high reliability. D2D communication in IoV
not only can reduce the load of the base station but also can largely increase the
capacity of communication system, reduce the transmission delay, improve the cell
edge user performance, and enlarge the coverage of network [1]. For information
distribution in IoV, multicast communication can reduce the cost and interference. It
can be seen that the application of D2D multicast communication in IoV has certain
advantages compared with other vehicle communication methods.

About the application of D2D multicast technology and D2D technology in IoV,
some scholars have done some relevant works. Literature [1] grouped D2D vehicles
according to the geographic location, maximizing the sum rate through channel reuse
and power control. Literature [2] proposed a heuristic resource allocation mechanism
related to vehicle location information for D2D communication in IoV, which not only
met the requirements of communication security service but also reduced signaling cost
and communication interference. In literature [3], a joint power and channel allocation
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optimization scheme for D2D multicast cluster, based on the social attributes and
geographical factors, was proposed by extending the bipartite graph matching algo-
rithm. In literature [4], a resource allocation algorithm was present to improve the
system capacity, according to the number of users and SINR (Signal to Interference
pulse Noise), a channel allocation optimization scheme based on distance constraint is
proposed to reduce the complexity.

The above researches provide a good theoretical basis for the application of IoV.
However, few of them focus on the reliability of the network. In this paper, we will
study the resource allocation optimization for D2D multicast in IoV to improve the
system reliability.

2 System Model and Problem Formulation

Figure 1 is a scenario of D2D multicast communication in IoV, D2DM (D2D Multicast
groups) mainly exists in the communication between vehicles (V2V) [5]. In this paper,
D2DM communications reuse uplink resources of CUs (Cellular Users). There are a set
C = {1, …, C} of CUs and a set K = {1, …, K} of D2DMs in one cell. The inter-
ference is divided into two types: BS (Base Station) is interfered by D2DM trans-
mission, and D2DM receivers are interfered by uplink signals of CUs.

The SINR of CUs’ uplink is denoted as

cc ¼
pcGb

c

n0B0 þ
PK

k¼1 yk;cpkG
b
k;m

ð1Þ

where the pc, pk are the transmitted power of cth CU and kth D2DM senders,
respectively; n0 is the additive white Gaussian noise which is the distribution N 0; n0ð Þ;

BS

CU1

Interference

Cellular transmission

D2D transmission

D2D User

Cellular User

Multicast Group 2Multicast Group 1

CU2

Fig. 1. D2D multicast communication in IoV.
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B0 is the system bandwidth; and yk;c is a binary variable which equal to 1, if the kth
D2DM reuses the cth CU’s Resource, else yk;c ¼ 0; Gb

c ;G
b
k;m are the link gains from cth

CUs and kth D2DM sender to BS, respectively.
Similarly, the SINR of D2D receiver is denoted as

cd ¼
pkGD2D

k;d

n0B0 þ
PC

c¼1 yk;cpcG
C2D
k;c;d

ð2Þ

where GD2D
k;d is the gain of link from kth D2DM sender to the D2D receivers in the same

group; GC2D
k;c;d is the gain of link from cth CUs and one of kth D2DM receivers.

In order to guarantee the Quality of Service (QoS) of D2D multicast communi-
cation network, the SINR requirements of cellular and D2D links are defined as ccmin
and cdmin, respectively. The corresponding rate requirements are Rcmin and Rdmin.
Obviously, when the SINR of a cellular link is less than SINR requirements, the link is
interrupted. According to Lemma 1 in [6], Pcout and Pdout, the outage probability
expressions of the two kinds of links can be obtained as

Pcout ¼ 1� pc dc;b
� ��a

pc dc;b
� ��a þ PK

k¼1 yk;cpk dDt ;b
� ��a

ccmin

exp � n0B0ccmin

pc dc;b
� ��a

 !

ð3Þ

Pdout ¼ 1� pk dDt ;Dr

� ��a

pk dDt ;Dr

� ��a þ PC
c¼1 yk;cpc dc;Dr

� ��a
cdmin

exp � n0B0cdmin

pk dDt ;Dr

� ��a

 !

ð4Þ

where dc;b; dDt ;b; dDt ;Dr ; dc;Dr are the distances between CU and BS, D2DM sender and
BS, D2DM sender and D2DM receiver, and CU and D2DM receiver, respectively.

Improving the reliability of the D2D multicast of IoV can be transformed to
minimize the outage probability of the D2D multicast links. As a result, the problem
can be formulated as

min
XC

c¼1

XK

k¼1

yk;cPdout

s:t:

pkmin � pk � pkmax; 8k 2 K

pcmin � pc � pcmax; 8c 2 C
PK

k¼1
yk;c � 1; 8c 2 C

PC

c¼1
yk;c ¼ 1; 8k 2 K

Pcout �Pcth; 8c 2 C

yk;c 2 0; 1f g; 8k 2 K; c 2 C

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

ð5Þ
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3 Resource Allocation Algorithm for D2D Multicast in IoV

The problem above is a Mixed Integer Nonlinear Programming (MINLP) problem,
which is a channel and power allocation combinatorial optimization problem. The
complexity is very high. Therefore, the problem is divided into two parts: the first part
is power control for CUs and D2D users, the second part is channel allocation with the
assumption that D2DMs transmit at the controlled power.

3.1 Power Control Algorithm

The power control of D2D multicast communication in IoV is a nonlinear program-
ming problem. In order to solve this problem, the feasible region needs to be analyzed.
The constraint can be divided into two parts: power constraint and rate constraint,
where power constraint is expressed as X1 ¼ ðpc; pkÞ : pcmin � pc � pcmax; pkmin � pkf
� pkmaxg, and rate constraint is expressed as X2 ¼ ðpc; pkÞ : cc � ccmin; cd � cdminf g,
then the feasible region is u ¼ X1 \X2 which is shown in Fig. 2.

We introduce Lemma 2 in literature [7]. According to this lemma, by traversing all
corner points {X1, X2, X3, X4, X5, X6} in Fig. 2, the point at which the objective
function of Eq. (5) is minimized can be obtained, and the power value of the corre-
sponding CU and D2D users ðp�c ; p�kÞ is acquired.

3.2 Channel Allocation Algorithm

To solve the problem of channel allocation, Hungarian algorithm is a good way.
However, the complexity of Hungarian algorithm is very high. In consequence, a
heuristic algorithm is proposed in this paper. The core idea of this algorithm is to
choose CU whose link quality is higher and the D2DM sender reuses the channel of
this CU. The description of heuristic algorithm based on link quality is given below.

0

X1

X2

X3X4

X5

X6

cminp

cp

kpkminp kmaxp

cmaxp

dminγ

cminγ

ϕ

Fig. 2. The feasible region of power control.
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Step 1 Initialize the outage probability Pdout and set yk;c ¼ 0, denote the link gain
from CU to D2DM is GC2D

k;c ¼ mind2Dk G
C2D
k;c;d ; 8k 2 K; c 2 C.

Step 2 When
PC

c¼1 yk;c ¼ 1; 8k 2 K is not satisfied,

(1) Traverse all the k 2 K, calculate the set C0 ¼ 8c 2 CjP
K

k¼1
yk;c\1

� �
.

(2) If C0 ¼ £ of
PC

c¼1 yk;c\1, calculate the index c� ¼ arg min pcGC2D
k;c for

all c 2 C0.
(3) Set yk;c� ¼ 1.
(4) Calculate the outage probability of every corner point according to the

power control algorithm above, and find the index value p�c ; p
�
k

� �
which

satisfies the object function of Eq. (5).
(5) Calculate the Pcout and Pdout in Eqs. (3) and (4).
(6) Check whether Pcout and Pdout satisfy the constraints. If yes, set yk;c� ¼ 1;

else yk;c� ¼ 0 and return to substep (1).

Step 3 Check whether yk;c acquired from Step 2 satisfies
PC

c¼1 yk;c ¼ 1, 8k 2 K. If
yes, output yk;c, else, repeat Step 2.

The computation complexity is much smaller than that of Hungarian Algorithm.

4 Simulation Results and Analysis

In the simulation, we compare the performance of outage probability between the
Hungarian algorithm which can find the optimum solution and the heuristic algorithm
proposed in this paper, varying the parameters such as the D2DM number, radius of
D2DM and SINR constraint of multicast communications (Table 1).

Figure 3 shows the relationship between D2DM outage probability and D2DM
radius. With the increase of multicast group radius, the outage probability of each
communication link is also increased, that is, the reliability is decreased. It can be seen
that when the multicast group radius is 30 m, the average outage probability of mul-
ticast group link is approximately 1 � 10−4.

Table 1. Parameters setting

Parameters Value

CU number (C) 100
D2DM number (K) 10
D2DM receiver number (Dk) 10
Maximum power of CU (pcmax) 18 dBm
Maximum power of D2DM sender (pkmax) 18 dBm
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Figure 4 shows the relationship between D2DM outage probability and the D2DM
number. Since the simulation result is the average outage probability of each link, the
outage probability is not significant monotonic change as the D2DM number increases.
It can be seen that when the number of D2DM is [10, 20], the average outage prob-
ability is maintained at about 8 � 10−5.

Figure 5 shows the relationship between D2DM outage probability and D2DM link
SINR constraint. If the D2DM link SINR is lower than the constraint, this link will be
deemed to be interrupted. With the increase of SINR constraint of multicast group, the
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Fig. 3. D2DM outage probability versus D2DM radius.
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outage probability of each communication link is also increased. It can be seen that
when the SINR constraint of multicast group is 10 dB, the average outage probability
of multicast group link is about 7 � 10−5.

From the simulation results, it can be found that the performances of the proposed
heuristic algorithm are very close to that of Hungarian algorithm. However, the pro-
posed heuristic algorithm has much lower computation complexity.

5 Conclusion

In this paper, the system model of D2D multicast communication is established. Then
the objective function and constraints of the resource allocation problem are proposed
for the application scenario according to the analysis of the quality information of
related links. Power control and channel allocation algorithms are proposed to improve
the reliability. The simulation results show that the performances of the proposed
heuristic algorithm are very close to that of Hungarian algorithm, but computation
complexity is much lower.

Acknowledgements. This research is supported by Natural Science Foundation of China (Grant
No. 61501136).
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Abstract. There is a considerable pressure for random access networks
to access numerous devices with limited preambles, while the different
delay requirements of diverse applications exacerbate this situation. In
this paper, we propose a service ranking scheme to ensure that delays of
different applications are within a reasonable range. We classify appli-
cations by latency requirements and dynamically partition preambles
for serving these applications. In particular, distribute queue is used
to coordinate delay-critical applications. Delay-tolerant applications are
partially prohibited when congestion occurs. The average success delay
is minimized under the preambles constraint. Simulation and numerical
results show that the proposed scheme can effectively reduce the average
success delay by 30% while guaranteeing the success ratio of delay-critical
applications.

Keywords: Machine-type communications · Random access ·
Massive access requests · Service ranked · Distributed queuing

1 Introduction

In the fourth-generation cellular networks, random access is widely used, which
is fully applicable to the traditional Human-Type Communications (HTC). How-
ever, the application of Machine-Type Communications (MTC) brings challenges
to the existing technologies. The main characters of MTC are numerous devices
and small packets which need to be transmitted to eNB more frequently. The
high overhead and congestion caused by drastically increase of MTC devices in
a cellular are the major contradictions. As 3GPP technical report proposes, the
maximum number of MTC devices covered by a cellular raises to 30,000 [1] while
the number of preambles in a cellular is only 64. Due to this reason, a more flex-
ible and efficient MAC protocol to manage access resource for numerous nodes
is critical in the future system.
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Many algorithms have been proposed to improve the average success delay
with a limited number of random access (RA) preambles. Release 8 proposes
Access Class Barring (ACB) scheme to classify users into different groups [2].
ACB scheme forbids the lower class transmission when access is congested. How-
ever, the service for the lower class may be totally unavailable when the traffic
congested and the utilization rate of the preamble is low. Besides, the class of a
MTC device’s applications varies under different scenes. Some schemes use split
preamble to prioritize UE to enhance Quality of Service in the RA procedure [3].
The split preamble is also used to distinguish the transmission of MTC and HTC.
Disjoint allocation and joint allocation are adopted in these schemes [4,5]. These
schemes improve the average success delay and the success ratio comparing with
ACB. UE priorities are proposed to solve the restriction of the preamble, and
the different priorities of applications are not taken into consideration.

There are many algorithms proposed to simplify the random access. Tagged
preambles are put forward to detect collision at the first step of RA procedure
[6], while the traditional ways detect collisions at the third step. The authors of
[7] use partial preamble sequences to avoid collisions. These algorithms simplify
the random access procedure while they increase the complexity in the trans-
mitters and receivers. Comparing with these algorithms, the distributed queue
(DQ) algorithm has a good performance while introducing negligible complexity
increase [8–10]. It allocates more resources to the collided devices and releases
the preambles to lower priority applications’ transmission when there is no con-
gestion.

In general, MTC devices contain delay-critical applications such as breakage
of high voltage wire and delay-tolerant applications such as general information
update. HTC applications need to assure the priority to lower the interference
of MTC applications. In this paper, we focus on classifying MTC applications
to ensure that devices with delay-critical applications can be served in a timely
manner. We consider that all the devices are possibly locked with delay-critical
applications and delay-tolerant applications. Thus, devices should be able to
select the preamble to transmit these different priority applications. DQ is used
to transmit the higher priority applications. This tree algorithm allocates the
collided devices more resources and retransmits these devices until they suc-
ceed. Besides, in order to ensure the transmission of higher priority applications,
the lower priority applications are partly forbidden when congestion occurs. The
priority of HTC is considered by guaranteeing preamble resources not be occu-
pied too much by MTC devices. Therefore, the preamble is dynamically divided
into different groups to transmit these different applications.

The rest of the paper is organized as follows. The services ranking based
scheme description is detailed in Sect. 2. In Sect. 3, the model of HTC and MTC
is presented and studied. The total delay of the system is also derived in this
section. Section 4 explains the ranked-application scheme to process the delay-
critical applications and delay-tolerant applications. Section 5 presents the per-
formance simulation. Finally, we make a conclusion of our work in Sect. 6.
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2 Service Ranking Based Scheme

In LTE networks, each UE that wants to transmit data to the eNB needs to
send the random access preamble to reserve uplink resources in Physical Uplink
Shared Channel (PUSCH). The transmission is organized into slots. Random
access succeeds when the current preamble is selected by only one terminal in
one slot. Random access fails when a preamble is selected by multiple terminals
in one slot. And these failed terminals need to retransmit in the next slot until
they succeed or reach the maximum number of retransmissions.

Fig. 1. Preamble distribution. The preamble is divided into four parts. Part1 for HTC
is used for HTC transmission. Part2, Part3, and Part4 are used for MTC different
applications’ transmission respectively.

The preambles are split into four parts. Part1 is used for HTC transmission.
Part2, Part3, and Part4 are used for MTC transmission. The partition line dis-
tinguishes the transmission of MTC and HTC, which ensures the preambles
allocated to HTC UE within a reasonable range. As mentioned above, α is the
corresponding partition line between HTC transmission and MTC transmission
in Fig. 1. Part2, Part3, and Part4 are used for general information transmission,
periodic information transmission, and critical events transmission respectively.
General information transmission is converted to periodic information transmis-
sion when the number of retransmissions reaches the threshold. Terminals of
Part1 and Part2 randomly select preambles. Terminals of Part3 and Part4 use
DQ algorithm to select preambles.

DQ works through the distributed devices. The device itself decides the
time to send the preamble according to the feedback information of eNB. The
devices can get the length of Collision Resolution Queue (CRQ) in the feedback
information [7]. Every device that has periodic information and critical events
should start four integer counters insides. These counters count two queues
among CRQs. One is CRQ0, the other is selected by CRQ0 among the idle
CRQs. We denote these counters as RQ0, RQ, pRQ0, and pRQ. RQ0 is the
number waiting for resolution in the CRQ0 queue. RQ is the number waiting
for resolution in the selected CRQ queue. pRQ0, and pRQ are the position of
device in CRQ0 and selected CRQ. The value of these counters is initially set as
0 and updated according to the feedback information.

In CRQ0, the first preamble is used for the transmission of periodic informa-
tion and the second and the third preambles are allocated to transmit critical
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Fig. 2. The DQ procedures. The collision devices are allocated to null CRQs.

events. The device with these delay-critical application transmits using these
fixed preambles. If they succeed, the start transmitting the data. If they fail, the
value of CRQ0 increases one. The collided devices get the CRQ0’s value and set
their pRQ0 values equal to it. CRQ0 finds the idle CRQ and assigns the idle
CRQs to the devices in the queue. The value of CRQ0 and pRQ0 decreases one
when it assigns one idle CRQ to the devices in the queue. When there is no
CRQ, the devices wait in the queue until there are idle ones. The devices get the
selected queue and set their CRQ and pRQ as 1. The value of CRQ and pRQ
decrease one in each slot. Meanwhile, the length of CRQ increases one when a
collision happens in a slot. The device sends a preamble to access to eNB when
its RQ counter decreases to zero. The new collision devices set their RQ0 counter
equal to the length of CRQ0, such that it is placed itself at the end of the queue.
The collided devices in the CRQ reset their RQ counter equal to the length of
CRQ which means it is rearranged at the end of the queue.

The critical events and periodic information use DQ in random access pro-
cedure to prompt the success rate and delay to access to eNB. In this system,
UE transmits the definite preamble when the device has the first or second rank
service to transmit. As Fig. 2 shows, CRQ contains Pre1, Pre2, and Pre3. The
devices chose Pre1 and Pre2 randomly to transmit the critical event and chose
Pre3 to transmit periodic information. Then, the collision devices are put into
the CRQ which is empty or wait in the CRQ0 until there are empty ones. The
idle CRQ detected by CRQ0 among CRQ1 to CRQ4 in each slot. If they collide
in the CRQ in a slot, CRQ increases one. PCRQ sets the value equal to CRQ
until it successfully accesses to eNB.

As described in Fig. 2, d9 chooses Pre1 to transmit the critical event and
succeeds. In the Pre2, d10 to d12 have collisions and they are put into the
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CRQ3. The periodic information transmission of d13 to d16 uses the Pre3 and
they are put into the CRQ0 too. Then, CRQ0 detects the empty CRQ. CRQ1
and CRQ2 are occupied by the other devices. CRQ3 and CRQ4 are empty, so
CRQ0 notifies the collision devices with the number of empty CRQ. They are
used to transmit the collision devices d10 to d12 and d13 to d16. That is the
way DQ operates when critical events and periodical information transmission
occur.

eNB broadcasts feedback information to devices so that the idle CRQ can
be used for general message transmission. Once the idle CRQ is assigned to the
collided devices in the queue, the transmission of general message is forbidden.
When the transmission is congested and the success ratio is less than the thresh-
old, the transmission is partially prohibited to ensure the transmission is not
deadlock.

3 System Model

In this system, MTC devices and HTC UEs access to eNB through different
preambles. In the transmission of MTC. Devices with different application select
different preambles respectively. It is valuable to mention that the general mes-
sage is partially prohibited when congestion happens.

Assuming that there are M available preambles can be randomly selected to
reserve resources. The preambles are divided into two groups according to the
results of HTC UE and MTC device success rate. One is used for HTC UE and
is denoted as MH2H . The other is used for the MTC devices and represented as
MM2M . MH2H accounts for α of the total preambles M.{

MH2H =M × α

MM2M =M × (1 − α)
(1)

3.1 Human-Type Communication

Let us assume that the number of newly arrived preamble of each slot in RA
procedure follows the Poisson distribution which mean number is λ , and the
number of new arrivals per slot is independent from others slots. We use ZH2H

N

indicate the new arrival UEs in the nth slot, and E[ZH2H
N ] = λ . In order to

ensure the successful access rate of each UE within the maximum number of
retransmissions, we should ensure that the success rate of each slot is within a
stable range. We set the success probability of the preamble in a slot to be con-
stant and be expressed as PH2H

S . Note that failed contending UEs will transmit
in the next RA procedure and can be defined as (Fig. 3)

ZH2H
F = ZH2H × (1 − PH2H

S ) (2)

where ZH2H refers to the total number of contending UEs. ZH2H
C indicates the

canceled UEs which reach the maximum number of retransmission W . It can be
defined as

ZH2H
C = ZH2H

N × (1 − PH2H
S )W (3)
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Fig. 3. The system is organized by the transmission of MTC and HTC. They use
different preambles to transmit their message respectively. Critical events and periodic
message are transmitted using fixed preambles. We use DQ algorithm for transmission
when congestion occurs.

Thus, the total number of contending UEs includes new arrivals in this slot
and failures in the previous transmission, and subtract cancelations reaching the
maximum retransmission. It can be expressed as

ZH2H = ZH2H
N + ZH2H

F − ZH2H
C (4)

UE randomly selects the preamble in each slot. The successful preamble is
selected only by one UE. And the unsuccessful preamble is either selected by
multiple UEs or selected by no UEs. Thus, as shown in [11], the failure UEs can
be expressed as

E[ZH2H
F ] = E[ZH2H(1 − (

MH2H − 1
MH2H

)Z
H2H

)]

≈
∞∑
i=1

(ZH2H)k

k!
e−ZH2H

k[1 − (
MH2H − 1

MH2H
)k−1]

= ZH2H[1 − e−ZH2H
exp(ZH2H MH2H − 1

MH2H
)]

= ZH2H[1 − e−ZH2H
]

(5)

Using (2) and (5), the success rate can be expressed as

PH2H
S = e−ZH2H

(6)
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Since the transmission of HTC can be maintained in a stable state, the
retransmission of each time slot can also be kept stable. UEs that are successfully
transmitted in each time slot can be expressed as the sum of the success of all
transmission UEs. Therefore, the successful UEs in each slot can be described
as

ZH2H
S = λ × [1 − (1 − PH2H

S )W ] (7)

The delay of successful UEs can be expressed as

DH2H
S = τ1 ×

W−1∑
n=0

n
(1 − PH2H

S )nPH2H
S∑W−1

k=0 (1 − PH2H
S )kPH2H

S

(8)

where τ1is the duration of one slot.

3.2 Machine-Type Communication

MTC devices randomly select the preamble in MM2M and send a signaling
message to eNB. The number of MTC devices will not change in most cases.
The UE that sends the preamble selected only by itself in a slot successfully
transmits Msg1. The UE that sends the preamble selected by multiple UEs in a
slot has failed to transmit Msg1. The failed MTC device will retransmit Msg1
until it reaches the maximum retransmission times and the rank of the MTC
device is upgrade. The number of request time is calculated by UE itself and
increases by one in each slot. Assume that the total number of MTC devices
that select preambles is a constant denoted by ZM2M

N . In order to guarantee the
success of HTC UEs and MTC devices, some general message transmissions is
prohibited when current preambles are insufficient to transmit all the requests.
β is used to describe the transmission rate of MTC devices. The number of MTC
devices transmitting in the nth slot can be given as

ZM2M [n] =
(
ZM2M
N + ZM2M

F [n − 1]
) × β (9)

in which ZM2M
F [n − 1] refers to the failure transmission in the previous slot. It

can be expressed as

ZM2M
F [n] =

(
1 − PM2M

S [n]
) × ZM2M [n] − ZM2M

C [n] (10)

The canceled general message transmission is updated to periodic message.
the canceled general message transmission can be written as

ZM2M
C [n] = ZM2M

N [n] ×
n−W−1∏
i=n−1

(
1 − PM2M

S [i]
)

(11)

The preambles for the MTC devices’ general message transmission in the
nth slot can be written as MM2M

N [n] , which varies with the condition of α and
MM2M

DQ . It can be given as

MM2M
N [n] = MM2M [n] − E

[
MM2M

DQ

]
(12)
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in which MM2M [n] is the total preambles assigned to the MTC devices, and can
be calculated through (1). E

[
MM2M

DQ

]
indicates the average preambles used by

the DQ. We assume that the arrival devices follow the Poisson distribution and
the average number of newly arrived devices is 2. We simulate the DQ procedures
and the average number of CRQ per slot is 1.6. Thus, the average number of
preambles occupied by the DQ procedures is 4.8. All the MTC devices randomly
select the preamble and independent to others. An MTC device transmits Msg1
successfully only when it selects a preamble only chosen by itself. Hence, the
probability of the MTC devices’ general message transmission in the nth slot
can be written as

PM2M
S [n] =

(
MM2M

N [n]
1

)
1

MM2M
N [n]

(
1 − 1

MM2M
N [n]

)ZM2M[n]−1

(13)

The total number of UEs that transmit Msg1 successfully in the nth slot can
be calculated as

ZM2M
S [n] = ZM2M [n] × PM2M

S [n] (14)

4 Problem Formulation

The objective in this part is to minimize the average success delay of MTC and
HTC transmission. The problem is constructed as an optimization problem that
can minimize the average success delay of MTC transmission and guarantee the
transmission of HTC UEs and MTC devices. The average success delay can be
defined as

E [τ ] =
NZH2H

S DH2H
S + τ2

∑N
n=1

(
ZM2M
N [n] + ZM2M

F [n] − W × ZM2M
C [n]

)
NZH2H

S +
∑N

n=1 ZM2M
S [n]

(15)

where E [τ ] is the average delay of system. τ2 corresponds to the delay general
message transmission of MTC. The optimization problem can be described as

min E [τ ]
s.t. 0 < α < 1

0 < β < 1
M − M × α > 1

1 − (1 − PH2H
S )W > 0.9999

(16)

The transmission of HTC must follow the conditions in (16), which can
promise the successful transmission of most UEs and keep the transmission in
stable state. HTC transmission cannot reach the specified success rate when
the number of current preambles is reduced and the transmission success rate of
HTC will not increase too much when the number of current preambles increases.
Meanwhile, assigning the same number of preambles to MTC can increase more
successful terminals. Therefore, the preamble utilization rate is the highest when



958 L. Dai et al.

the preamble allocated to HTC is just enough to achieve the specified success
rate. Therefore, the number of preambles allocated to HTC can be calculated
and α is determined. {

ZH2H = λ
1−(1−PH2H

S )W

PH2H
S

MH2H
N = −ZH2H(ln PH2H

S )−1
(17)

Once the preambles allocated to HTC is determined, the number of pream-
bles allocated to MTC can be calculated. We find the reciprocal of ZM2M

S [n]
and calculate the number of devices participating in the competition when the
number of successful devices is the maximum value, which can be expressed as

ZM2M [n] = min

{(
ZM2M
N + ZM2M

F [n − 1]
)
,−

[
ln(1 − 1

MM2M
N [n]

)
]−1

}
(18)

5 Simulation Results and Discussions

In this section, we evaluate the performance of the proposed service ranking
scheme in terms of average success delay and success access ratio. The perfor-
mance comparison of random selection scheme and ACB has been simulated. In
the simulation, the number of newly arrived HTC UEs per slot in the RA pro-
cedure follows a Poisson distribution, and the number of MTC devices follows
a uniform distribution. There are 54 preambles and the incidence of events per
device follows the Poisson distribution.

5.1 Average Success Delay

To compare the performance of three kinds of services, we evaluate the average
success delay first. Fig. 4a shows average success delay of device. The random
selection scheme has the same delay with ACB at first because ACB transmits
with no limitations for the lower priorities. Service ranking scheme has higher
delay because it scarifies the devices’ delay to support LTE UE and higher
rank services. The average success delay of LTE UE in Fig. 4b shows that ser-
vice ranking scheme has best performance as it allocates preambles to LTE UE
dynamically. The delay grows with the increasing number of devices. The ran-
dom selection scheme has the longest delay. The critical event’s transmission
is shown in Fig. 4c, which indicates that service ranking scheme has more sta-
ble performance than other schemes. In these performance comparisons, it is
observed that the proposed scheme can keep the delay of critical events within
a small range while preventing LTE UEs from being interrupted.
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(c) Average delay of critical events

Fig. 4. Performance comparison in terms of average delay

5.2 Average Success Ratio

The success ratio is another important index of system performance. We compare
the success ratio of three schemes. The random selection scheme in Fig. 5a has
the same success rate because all UEs randomly select the preamble and have
the same probability of success. ACB scheme sets LTE UE as first class to
guarantee its transmission, while sacrificing the success ratio of devices. Since
the periodical message transmission guarantees the success rate of the device,
the service ranking scheme has the best performance. It is seen from Fig. 5b that
the success ratio of the LTE UE remains at a high level, and when the access
request becomes more frequent, the success ratio of the device decreases. ACB
can hardly protect the transmission of device’s critical event while it can release
congestion through barring devices’ transmission as described in Fig. 5c. Service
ranking scheme has the best performance, and DQ guarantees success ratio. We
can observe from the three figures that the proposed schemes can guarantee the
success ratio of critical event and LTE. It can avoid the congestion of preambles.
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Fig. 5. Performance comparison in terms of success ratio

6 Conclusion

In order to guarantee the success rate of critical events and LTE transmissions,
we propose a service ranking scheme which restricts access to the general message
of devices. Genetic algorithm is used to reach the suboptimal solution. The
simulation results show that our scheme can serve varies applications within
their delay requirements. The proposed scheme reduces 70% delay and keeps
success ratio in a promising level comparing with random selection scheme. In
future work, we will consider adopting queuing theory to solve the higher level
message’s transmission of MTC device.
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Abstract. Along with the development of the communication network
technology and computer technology, the diversity of information in mod-
ern society and the geographical area scale has placed limits on the single
unmanned aerial vehicle (UAV) in the tasks, so that cooperative mission
of multiple UAVs will be the main form to be utilized in the future
information society. Interference and energy limit are two key issues in
the network, so we propose a novel opportunistic interference alignment
(OIA) scheme with wireless energy harvesting (EH), which can eliminate
the interference while optimizing the energy efficiency. Extensive simula-
tion results are presented to show the effectiveness of the proposed OIA
scheme with wireless EH.

Keywords: Interference alignment · Energy harvesting ·
Power splitting · Opportunistic communications

1 Introduction

In order to meet the increasing demand of data transmission as well as the differ-
ent types of data from diverse areas, UAVs gradually come into people’s horizons
which emerge as a new kind of data transmission method and data acquisition
technology [1–5].

To effectively eliminate the interferences, we introduce interference align-
ment (IA) [6,7] method in our system. Gomadam et al. propose a distributed
numerical method to solve the problem which utilizes the network reciprocity
to do the iterations, and the feasible conditions of IA are analyzed in previous
papers. Besides, opportunistic IA (OIA) can be utilized to improve the energy
efficiency of the system, and simultaneous wireless information and power trans-
fer (SWIPT) which is first proposed by Varshney has become the hot point in
the wireless networks.

The remaining part of the paper is arranged as follows. In Sect. 2, we will
describe the system model, and the feasibility analysis and iterative IA algorithm
c© Springer Nature Singapore Pte Ltd. 2020
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are proposed in Sect. 3. In Sect. 4, we will propose a novel scheme, and apply it
to the system we proposed. In Sect. 5, we will conduct simulations and analyze
the results.

2 System Model

We consider a wireless network with UAVs in which some UAVs play the role as
relays. There are K transmitters, K relays which are full-duplex and K receivers
in the system. We assume M antennas are equipped on each transmitter, Nr

receiving antennas and Nt transmitting antennas on the relays and N antennas
on each receiver. The receiving signals are also discussed in two parts. First, the
recovered signal of the ith relay can be expressed as follows:

yb
[i]=u[i]†h[ii]v[i]x[i]+

K∑

l=1,l �=i

u[i]†h[il]v[l]x[l]

+
K∑

k=1,k �=i

u[i]†G[ik]V [k]x1
[k]+u[i]†z[i]

(1)

The receiving signal of ith receiver can be described as follows:

y[i] = U [i]HH [ii]V [i]x1
[i] +

K∑

k=1,k �=i

U [i]HH [ik]V [k]x1
[k] + U [i]Hz[i] (2)

3 Energy Harvesting in IA-Based Interference
Networks with UAVs

When information is transmitted, the interference between users becomes more
serious. Therefore, IA can be used in wireless communication network to effec-
tively remove interferences. According to Bezout’s theory, a general polynomial
system can be solved when and only if the number of equations does not exceed
the number of variables. According to the formulas above, the number of equa-
tions and the number of variables can be expressed as follows.

Nε = 3 × K × (K − 1) × d2 (3)

Nv = K × d × (M + N + Nr + Nt − 4 × d) (4)

When the feasible condition is satisfied, that is Nv ≥ Nε, then IA can be per-
formed in the system and the interferences can be perfectly eliminated. If IA is
feasible, the pre-coding matrix and decoding matrix can be obtained iteratively.

Mobility and flexibility of the UAVs can effectively improve the performance
of information transmission rate, but because of the energy of UAVs battery is
very finite, energy efficiency has become an important aspect in the communi-
cation with UAVs. So in this section, we propose an OIA scheme which takes
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both information transmission rate and energy harvesting into consideration.
As the antenna selection scheme and power splitting scheme both have their
advantages and disadvantages. We would like to combine two methods to get an
optimal solution. In the antenna selection scheme, antennas are selected to do
either information decoding or energy harvesting. We assume that the received
power by the selected antennas is sufficient for information decoding, so there
exits another part of the received power which can be harvested too. We can
apply power splitting scheme on them as well.

4 Simulation Results and Discussions

In the simulation, we consider a three-user wireless network and M = 3, N =
3, Nt = 3, Nr = 3,K = 3. The transmit power of each UAV is set to P1, and the
transmit power of each relay is set to P2.

First, the performance of the combined algorithm in sum rate is investi-
gated. Figure 1 shows the sum rate obtained by common IA, antenna selection,
power splitting and the combined scheme, respectively. Considering P1 = P2 =
20W,d = 1. From the results, we can observe that the proposed scheme has a
better performance of sum rate than other schemes at the same SNR.
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Fig. 1. Performance of sum rate. P1 = P2 = 20W,d = 1

Then we change the value of d to investigate the influence of degree of
freedom. Considering d = 2, Fig. 2 shows the sum rate of different schemes.
Compared with Fig. 1, the SNR at which the performance of power splitting
scheme exceeds the combined scheme decreases. So that low degree of freedom
can improve the performance of sum rate of the proposed scheme. This property
suits the communication system with UAVs.

Another issue we considered is the energy harvesting. The harvested energy
of different schemes when P1 = P2 = 20W,d = 1 is shown in Fig. 3. From the
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Fig. 3. Performance of harvested energy.

results, we can find that the proposed scheme can harvest more energy than
both antenna selection and power splitting schemes at the same SNR. So that
the performance of the proposed scheme in energy harvesting is better than other
schemes.

5 Conclusion

In this paper, we proposed a combined scheme of antenna selection and power
splitting schemes, which performed power splitting scheme on the selected anten-
nas in the IA-based network to further improve the performance of system with
UAVs. The sum rate of proposed scheme is higher than other schemes when
the condition suits the system with UAVs. And the energy harvested by the
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proposed scheme is higher than previous schemes. Compared with conventional
energy harvesting schemes, the proposed has a better overall performance.
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Abstract. Nowadays, a hybrid of communication technologies including a
variety of wired and wireless technologies have been used in smart grid. Each
wireless communication technology has its advantages and disadvantages.
Short-range links, high power consumption, high cost, or a mesh topology are
the main characters for wireless technologies. Due to wireless connection
problems in mesh topology and a large amount of infrastructure required to
build a reliable network, the costs of deployment for smart grid are still amazing.
Recently, a new wireless technology Low-Power Wide Area Network
(LPWAN) has challenged typical wireless connection. It is characterized by
low-cost and long-range transmission technologies, and enables power efficient
communication over very long distances using a simple topology. In this paper,
we introduce the new wireless technology to implement the applications in
smart grid, and discuss its advantages and the potential opportunities and
challenges that can bring to smart grid.

Keywords: Smart grid � LPWAN � Long range � LoRa � NB-IoT

1 Introduction

The next-generation electricity grid, known as the “smart grid” or “intelligent grid”, is a
modern electric power grid infrastructure for providing more robustness, efficiency,
security, reliability, flexibility, and quality of service, through two-way communica-
tions, digital technologies, advanced sensing and metering technologies, software
abilities, and modern energy management techniques [1]. Smart grid can be predicated
as a two-way flow of power in electrical network and information in communication
network between the two concerned entities, i.e., grid and consumer [2]. A reliable real-
time or near real-time data transmission and exchange between all components is
essential for smart grid’s successful operation. Communication provides the channel
for the data and plays an important role.

A hybrid of communication technologies including wired technologies such as fiber
optics, power line communication (PLC) systems, and a variety of wireless tech-
nologies, e.g., ZigBee, GSM, GPRS, WiMAX, and WLAN, have been used in
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supporting some monitoring or controlling applications [3]. Advanced wireless systems
can provide the benefits of low costs, rapid deployment, widespread access, and mobile
communications which wired technologies cannot provide [4]. However, Typical
wireless technologies are characterized by short-range and the mesh topology, and
these induced the costs of the communication infrastructure is still amazing, due to
wireless connection problems in mesh topology and a large amount infrastructures
required to build a reliable network.

The Low-Power Wide Area Network (LPWAN) which enables power efficient
communication over very long distances represents an exciting new trend in the
development of the wireless communication systems, and its main characteristics are
long lifetime of nodes, low transceiver chip cost and large coverage area [5].
Most LPWAN technologies use a star network instead of a mesh topology network.
LPWAN can be used when other wireless networks are not a good fit. For example,
ZigBee and WiFi are unsuitable for long-range performance, and cellular networks are
costly as far as hardware and services, and have higher energy consumption and limited
capacity. A typical application scenario for LPWAN technologies is citywide meter
reading collection where devices send readings at very low frequency over a long
distance to a data concentrator (one-hop networks) [6]. It is foreseen that LPWANs will
be widely used for a broad range of possible applications, e.g., smart energy metering
and smart grids monitoring, and it will bring a great change for smart grid commu-
nication network architecture and reduce the costs greatly.

In this paper, we will provide an introductory overview of the LPWANs’ main
technological interpretations and focus on the advantages of LPWANs’ connectivity
with respect to the traditional solutions operating in the unlicensed spectrum for smart
grid applications. To confirm this argumentation, we have conducted some experiments
based on LoRa network with commercially available hardware.

The rest of this paper is outlined as follows: Sect. 2 describes the smart grid
communications network architecture, and Sect. 3 describes the LPWAN products
available today, focusing in greater detail on LoRa and NB-IoT. In Sect. 4, we discuss
the experience gained with some experimental test of a LoRa network. Conclusions and
final remarks can be found in Sect. 5.

2 Smart Grid Communication Network Architecture

A smart grid Communication is represented by a hierarchical multilayer architecture,
this three-layered architecture comprises home area network (HAN), neighborhood
area network (NAN), and wide area network (WAN). The three main tiers that are
located between these three networks are the access point, backhaul distribution, and
the core backbone [7]. Specific network requirements for major smart grid applications
in terms of their data rate and coverage range requirements are summarized in Table 1.

HAN is at the customer end of the network architecture and supports communi-
cations for customer domain applications. HAN is deployed and operated within a
small area and its coverage distance is up to 100 m [8]. HAN applications can be
implemented over communication technologies including ZigBee, WLAN, PLC, and
M-Bus.
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NAN, which also can be called field area network (FAN), acts as a bridge between
customer premises and substations with collectors, access points, and data concentra-
tors [9]. NAN/FAN is deployed and operated within the areas of urban–suburban and
rural environments, and its coverage distance could be up to 10 km [8]. NAN/FAN
applications can be implemented over communication technologies including WLAN,
WiMAX, Wireless Mesh, PLC, and cellular technologies.

WAN is the backbone of the smart grid communication network and its coverage
can be up to 100 km [8]. The WAN applications can be implemented over various
communication technologies such as Fiber Optic, PLC, WiMAX, and cellular
technologies.

3 A Review of LPWANs Communications

3.1 Sigfox

Sigfox was proposed for the first time by the French company Sigfox in 2009. The
main purpose of Sigfox technology is to meet the requirements of the applications
which need long device battery life cycle, low device cost, long range, and high access
capacity. Sigfox has served 24 countries, and now it is being introduced to establish
global IoT network to collect and exchange millions of objects’ data. Sigfox uses the
ultra narrow band modulation and operates in 868 or 915 MHz ISM bands [10]. It uses
star topology which is akin to a cellular architecture, but rolls out a lightweight protocol
to deal with downlink and uplink message. In Sigfox, the coverage of one base station
might reach an area of dozens of square kilometers. The network data is usually small,
for a downlink message, it is up to 8-bytes payload, and 12-bytes payload for an uplink
message. The devices in Sigfox network do not connect a specific base station, and it is

Table 1. Network Requirements for major smart grid applications and communication
technologies that can meet the requirements

Network Application Data rate Coverage
range

Communications

HAN Home automation <100 Kbps Up to
100 m

PLC/ZigBee/ WLAN/Z-Wave

NAN On-demand meter
reading

>100 Kbps Up to
10 km

PLC/Wireless
Mesh/WiMAX/Cellular

Multi-interval meter
reading

>100 Kbps PLC/Wireless
Mesh/WiMAX/Cellular

Load management >50 Kbps /Wireless Mesh/WiMAX/Cellular
Distribution
automation

>18 Kbps Wireless Mesh/WiMAX/Cellular

WAN Synchrophasor >2 Mbps Up to
100 km

Fiber Optic/WiMAX/Cellular
Backhaul/core/metro
networks

>10 Mbps Fiber Optic/WiMAX/Cellular

Low-Power Wide Area Networks: Changes for Smart Grid 969



no need to establish and maintain network connections, the message is received by any
base station in the range [11].

3.2 LoRa

LoRa, which stands for “Long Range”, is a private physical layer LPWAN solution
belonged to Semtech Corporation. The technology employs a spread spectrum method
based on chirp spread spectrum modulation (CSS) technique used for radar applications
since 1940s [12, 13]. This technique helps LoRa to resistant against multipath fading,
Doppler effect, and in-band jamming interferers, and it also improves receiver’s sen-
sitivity due to the respective processing gain of the spread spectrum technology.

In LoRa modulation, the spreading of the spectrum is achieved by generating a
chirp signal that continuously varies in frequency. The raw data rate (Rb) can be
expressed as follows [12]:

Rb ¼ SF � CR
2SF
BW

� � ðbit= secÞ ð1Þ

where SF is the spreading factor, BW is the modulation bandwidth, and CR is the code
rate. For LoRaWAN in the EU bands, SF can be set to 7/8/9/10/11/12, BW can take the
value of either 125 or 250 kHz, and CR can be 4/5, 4/6, 4/7 or 4/8. Thus, three
parameters—SF, BW, and CR—determine the bit rate of a point-to-point LoRa link.
Higher SF values result in lower bit rate, but at the same time, higher sensitivity.

The LoRa Alliance promotes an open standard for LoRa-based networks called
LoRaWAN, which was developed by Semtech Corporation, IBM Research, and
Actility. The LoRaWAN specification defines the network architecture and the com-
munication protocol. A typical LoRaWAN network is laid out in a star-of-stars
topology [14], which consists of end devices, gateways or concentrators and a server.
As shown in Fig. 1, in “star-of-stars” topology, end devices are connected to one or
many gateways or concentrators via a single-hop LoRa link, while gateways or con-
centrators are connected to a common Network Server via standard IP protocols.

In the LoRaWAN network, end devices can be defined as three different classes
according to the trade-off between network downlink communication latency versus
battery life, as shown in Fig. 1 [15, 16]. (a) Class A (bidirectional end devices). It has
maximum battery lifetime and must be supported by all other devices. The end devices
transmit to the gateway when needed. After transmission, the node opens a receive
window to obtain queued messages from the gateway. (b) Class B (bidirectional end
devices with scheduled receive slots). All end devices start and join the network as end
devices of Class A and then can decide to switch to Class B. Class B end devices must
receive a time-synchronized beacon from the gateway to receive window at the scheduled
time. (c) Class C (bidirectional end devices with maximal receive slots). Class C have
almost continuously open receive windows, only closed when transmitting.

3.3 NB-IoT

Narrowband Internet of things (NB-IoT) was introduced as a new radio interface to the
specification 3 GPP Rel. 13 in 2016. It is designed to support high network capacity,
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low data rate, low device power consumption, extreme coverage, and ultralow device
cost. NB-IoT could be considered as new narrower radio interface, but its basic
functionalities are inherited from the legacy LTE system. NB-IoT, GSM, and legacy
LTE could serve the same region without interfering with each other, which means they
could coexist together [17]. NB-IoT employs QPSK modulation and utilizes the same
frequency numbers as used in legacy LTE [18].

NB-IoT utilizes one or more physical resource block (PRB) of LTE (180 kHz). The
downlink consists of Narrowband Physical Broadcast Channel (NPBCH), Narrowband
Physical Downlink Control Channel (NPDCCH), and Narrowband Physical Downlink
Shared Channel (NPDSCH), while the uplink includes Narrowband Physical Uplink
Shared Channel (NPUSCH) and Narrowband Physical Random Access Channel
(NPRACH). These channels are based on existing LTE channels with necessary
modifications to fit into the narrow bandwidth used by NB-IoT [18]. Enhanced cov-
erage and low power consumption are the most prominent features of NB-IoT.

According to 3Gpp Rel.13, NB-IoT could operate in three types of deployment
scenes: stand-alone, guard-band, and in-band [19, 20]. In stand-alone operation, NB-
IoT can be deployed with any available frequency band, and the current GSM fre-
quencies might be a good choice. In guard-band operation, NB-IoT could operate in the
unused edge frequency band of LTE carrier’s, that is guard-band. In general, the NB-
IoT carriers are only located on one side guard-band of the LTE carriers. In in-band
operation, NB-IoT utilizes the same resource block as LTE within LTE carriers. LTE
and NB-IoT share the transmit power. NB-IoT carriers are located in the middle of the
LTE carriers. There would be more interfaces for NB-IoT, and some restrictions are
also for LTE operation [18].

4 Measurement Setup Using a LoRa Network

There are three typical key challenges for LPWAN [21]: (a) low cost, nodes should be
cheap; (b) low battery consumption, nodes should have a lifetime of up to ten years
when powered from a battery; and (c) coverage rang, the distance between the base

Fig. 1. LoRa network architecture
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station and a node may exceed 10 km. Under the LoRa network, the two former ones
are easy to reach and they have been solved, but the actual coverage range is still a
debated aspect. For applications in smart grid, this is a crucial for a correct designing
the number of the base station and estimation of the costs.

To gain insight in this respect, we conducted a coverage experimental test of LoRa
networks in the city of Nanjing, China. During the measurements, the gateway was
fixed on the top of a five-storey building, in an area where high buildings are present,
and it was equipped with an external antenna with gain 5 dBi. The end device was
mounted on a car, powered from a laptop via a USB cable. The output power of the end
device was set to 20 dBm (100 mW); an end device was equipped with an external
antenna with gain 2 dBi. Spreading factor SF was set to 12, and bandwidth was set to
125 kHz. The car moved and when it came to an agreed point, the end device trans-
mitted to the station a packet including a sequence number, node’s status and GPS
coordinates for 20 times.

Figure 2 shows the results of the test. A base station could cover a cell of about
5 km of radius when using the lowest bit rate, with low margin for possible interference

Fig. 2. LoRa system single cell coverage in Nanjing, China.
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or to link budget changes. Not surprisingly, when the Received Signal Strength Indi-
cator (RSSI) was at the edge of the radiosensitivity limit, the connection will be lost. It
is also worth noticing that the distance is not the only factor affecting the RSSI. In some
cases, the closer test points showed lower RSSI than the farther. There are many
reasons which may have caused this behavior, such as changing radio environment,
different surroundings, and others.

From this test, we can find that the LoRa actual coverage range is much larger than
the typical wireless communication technologies, and it is suitable for the low data rate,
widely deployment applications.

5 Discussion and Conclusion

In this paper, we have described the most popular wireless technology Low-Power
Wide Area Networks (LPWANs). The most prominent LPWAN technologies, i.e.,
Sigfox, LoRa, and NB-IoT, have been introduced and compared to the current short-
range communication standards. Larger coverage, high robustness, and low power
consumption are the main characteristics for the LPWANs. The experiment which has
been performed based on LoRa networks in an urban environment has shown
LPWANs’ larger coverage that based on the long-range link.

Figure 3 depicts the maximum theoretical data rate and coverage range of some
wireless technologies which can meet the smart grid applications requirements. It
shows that the new wireless technologies—LPWANs—could take the place of other
wireless technologies, e.g., GPRS, GSM, to implement some applications that require
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Fig. 3. Data rate and coverage range of wireless technologies. The solid lines depict the
maximum theoretical data rate and coverage range of wireless technologies, and the dotted line
shows actual coverage range based on the experiment in an urban environment which has been
described in Sect. 5.
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low data rate in FAN/NAN of the smart grid. The star topology will replace the mesh,
and one gateway (base station) will cover a larger number of the end devices. This will
bring opportunities and challenges for network topology of the smart grid and reduce
the costs of the communication infrastructure greatly.
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Abstract. Research on sensory networks for marine environmental information
acquisition has received more and more attention. However, the underwater
wireless sensor network has the characteristics of limited bandwidth and energy
consumption. Therefore, by using the sparseness of sensor node data in fre-
quency domain and space domain, this paper proposes a dual-domain com-
pression sensing (DCS) low-energy ocean environment information collection
scheme. The scheme uses the sparsity of the frequency domain for information
recovery, thereby further saving the control overhead of the sink node’s
downstream sending address frame. Through the result of simulation, it is found
that the scheme proposed in this paper is better than the previous IDMA multiple
access detection scheme in terms of energy consumption.

Keywords: Compressed sensing � Underwater wireless sensor network �
Multiuser detection � Multiple access

1 Introduction

Because of the complexity and particularity of the underwater communication channel
environment, most underwater communication uses sound waves as the carrier. Candes
and Donoho et al. proposed a compressed sensing theory [1]. The main principle is
based on the sparsity of the original information, using a noncoherent measurement
matrix to realize the dimensional reduction of the original information, and then at the
receiver solves an optimization problem through the dimensionality reduction
observation vector, thus reconstructing the original data information with high
probability [2]. Since most of the marine environment information is sparse, it can be
considered to apply the theory of compressed sensing to marine sensor networks. This
can provide a solution to the problems of underwater sensor network resources.

The rest of this paper is organized as follows. Section 2 introduces the system
model. In Sect. 3, a marine environment information acquisition scheme based on dual-
domain compressed sensing (DCS) is proposed. System simulation results are shown in
Sect. 4. Finally, conclusions are drawn in Sect. 5.
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2 System Model

In this paper, the sensor nodes are deployed in the underwater two-dimensional plane,
and the sink nodes are deployed in shallow seawater depths, the sensor nodes are
evenly distributed on the two-dimensional detection plane to collect the required
marine environment information and then transmitted to the sink node through the
uplink multiple access channel. Therefore, this paper mainly studies an efficient data
acquisition and transmission scheme in a large ocean monitoring underwater sensor
network. Besides a single-channel multiple access underwater channel model is used,
assuming that the power required by each sensor node at the receiving end is P0. The
distance between the sink node and the sensor node is d, the carrier frequency is f, the
transmit power of the node is P0 � A d; fð Þ, where A d; fð Þ ¼ dc � a fð Þd , general c ¼ 1:5;
a fð Þ ¼ 10a fð Þ=10.

3 Proposed Scheme

In this chapter, we use the sparseness of sensor node data in frequency domain and
airspace, and propose a marine environment information collection scheme based on
dual-domain compressed sensing (DCS). The system block diagram of DCS scheme is
shown as in Fig. 1.

In traditional sensor networks, all sensor nodes participate in data acquisition and
transmission. Fatemeh Fazel et al. proposed a random access compression sensing
scheme [3] based on the sparseness of information on the marine environment and
proved that the original ocean monitoring information can be reconstructed from the
information of some sensor nodes at the sink node. The matrix of the resulting active
nodes is defined as U, the element /ij needs to satisfy.

XNact

i¼1

/ij � 1; j ¼ 1; 2; . . .;N

XN

j¼1

/ij � 1; i ¼ 1; 2; . . .;Nact

ð1Þ

It shows that there is only one element per line in U, which is the position of the
active node in the sensor network. There are a total of Nact active nodes.

Sensor node 
random access

Multiple 
access

Sensory 
node channel

Compressed 
sensing multi -
user detection

Information
recovery

Collected 
packets

Superimposed
packets

Sink node

Complete 
packet

Fig. 1. DCS system block diagram
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When the data packets collected by the active nodes are delivered to the sink nodes,
a stable and efficient multiple access method is needed to process the symbol frames so
as to achieve multiuser transmission. Then the signal received at the sink node is

y ¼
XN

n¼1

HnAndn þ n ð2Þ

where Hn is the matrix form of the impact response of node block fading channels, and
An is a matrix form of node multiple access processing. dn is the symbol frame data that
the node can potentially transmit, in this paper, using IDMA as a multi-access
underwater wireless sensor.

In the literature [4], a CS-CBC multiuser detection algorithm based on compressed
sensing in IDMA is proposed, and it is proved that the performance is superior to the
traditional compressed sensing algorithm. Therefore, the CS-CBC algorithm is adopted
as a multiuser detection algorithm in the DCS scheme.

Because the original information f of the marine environment has sparseness in the
frequency domain, it can be recovered by compressive sensing reconstruction tech-
nology. In the previous section has obtained a random extraction measurement matrix
U and symbol frame data dC containing active nodes through the multiuser detection
technology. The relationship is

dC ¼ Uf ¼ UWh ð3Þ

where h is a sparse representation of the frequency domain of f , and W is a Fourier
transform matrix containing N elements. This information reconstruction can be solved
by solving the following optimization problems:

min
h

hk k1 s:t:dC ¼ UWh ð4Þ

According to compressed sensing reconstruction theory, when the sampled data
satisfy the condition, the original data can be recovered with almost no error.

4 Simulation and Analysis

This section systematically evaluates the energy consumption of the network band-
width based on the dual-domain compressed sensing ocean environment information
collection scheme and compares it with the scheme proposed in previous studies.
Simulation settings: Acquisition probability pa ¼ 0:45, number of subframes I ¼ 4,
and single-node ID length is La ¼ 6 bit. Under different signal-to-noise ratios, the
simulation curves of DCS scheme and IDMA-based CS scheme reconstruction error
and single-node power consumption are shown in Fig. 2.
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Figure 2 shows that under the condition that the accuracy of ocean information
recovery does not exceed 0.1, the energy consumption of DCS node is 1:262� 10�5 J,
and the energy consumption of single node of IDMA-based CS scheme is
1:641� 10�5 J, so the DCS scheme saves 23.1% of single-node energy consumption.

5 Conclusions

This paper studies multiuser detection based on compressed sensing theory in sporadic
communication scenarios, continuously exploiting the sparseness of sensor nodes’ data
in frequency domain and airspace, and proposes a dual-domain compressed sensing
data collection scheme to construct a high-efficiency multipoint stable communication
network. The simulation results show that the DCS scheme can not only ensure the
reconstruction error performance of the marine environment monitoring network but
also outperforms the IDMA-based CS scheme in energy consumption performance.
The design of this paper is of great significance to the research and development of
marine environmental information monitoring and provides an important reference for
the next generation of large-scale, three-dimensional, high-resolution marine environ-
ment monitoring sensor network construction.
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Abstract. The blurred synthesis evaluation arithmetic based on analytic net-
work process and systemic security evaluation target system is designed, and the
main technology and system realization of cyberspace security evaluation sys-
tem are presented, which is realized based on fight theory’s attack and defense
affection evaluation and systemic security evaluation technology. The technol-
ogy and system can provide a systemic security evaluation to information
system target’s security and put forward security resolve scheme suggestions,
which have important effect and meaning on accelerating China’s cyberspace
war ability.

Keywords: Cyberspace � Attack and defense confrontation � Security
evaluation

1 Introduction

Cyberspace is a globalized information environment that radiates all aspects of human
production, life, social activities, and even ideology, as well as the stability of the
government, the security of national defense, social stability, economic development,
and scientific and technological progress. It has become an important part of national
sovereignty and is a new area of national interest [1]. A series of incidents such as
“Prism” and “Seismological Network” also show that cyberspace confrontation has
been changed from speculation to reality, and information security conflicts at the
national level have become increasingly fierce. However, our country lacks a sound
defense system, infrastructure, and advanced self-controllable technologies and prod-
ucts in cyberspace security construction, which puts our country in a serious threat to
cyberspace security [2].

Research on cybersecurity assessment under the conditions of attack and defensive
confrontation can provide methods and means for assessing and verifying network
attack and defense confrontation test, offensive and defensive countermeasure
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equipment, and security defense system, thereby improving our cyberspace operational
capability and testing and evaluation capability.

Traditional information security assessment [3] is the process of evaluating infor-
mation systems and security attributes such as the confidentiality, integrity, and
availability of information handled, transmitted, and stored by them in accordance with
relevant information security technology and management standards. The accurate
assessment of the security status of the entire information system can help managers
grasp the security vulnerabilities and operational risks existing in the whole network,
identify the security vulnerabilities that the system needs to be patched, the security
measures to be taken, propose security solutions, and improve Security protection, to
ensure the safety of information.

In this paper, the evaluation index system and evaluation algorithm are developed
to systematically evaluate the security of various complex heterogeneous networks,
cyberspace attack and defense confrontation test, counterattack and defense equipment,
and information system security, and at the same time, evaluation of the effectiveness
of the implementation. At the same time, it also enables system-level, integrated, and
automated testing and evaluation of various real or theoretical security systems. It also
provides a variety of security solutions, security model, security offensive and defen-
sive theory, security technology measures, and safety product evaluation and
verification.

2 Evaluation Algorithms and Evaluation Index
System Design

2.1 Evaluation Algorithm

This paper adopts the fuzzy comprehensive evaluation algorithm based on the Analytic
Network Process (ANP). The evaluation algorithm is described in detail below.

2.1.1 Network Analysis

The Analytic Network Process (ANP), proposed by Prof. Saaty TL in 1996, is a
scientific decision-making method that adapts to a complex structure. It uses the net-
work structure to represent the relationship between elements in the system instead of
A simple hierarchical structure is a new decision-making method developed based on
the ANP method. Its theory describes the relationship between objective things more
accurately and is a more effective and practical decision-making method.

2.1.2 Fuzzy Comprehensive Evaluation Method

Fuzzy comprehensive evaluation method was developed by the United States of
America cybernetic expert Zadeh, L.A. of fuzzy sets (fuzzy sets), which uses the
principle of fuzzy relationship synthesis, with a variety of attributes, the attributes of the
boundary between the unclear, difficult to quantify a reasonable combination of things
with the overall judgment.
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2.2 Evaluation Index System

Indicators are tools for evaluation and are indicators of the attributes of an object. The
index system is a set of relevant indicators based on the requirements of assessment
objectives and assessment contents, and collects the relevant information materials of
the assessment objects to reflect the basic appearance, characteristics, and level of the
assessment objects.

System-level security assessment index tree contains five levels, the most abstract
system security step by step to implement the most specific information equipment, the
system parameters to ensure that the system-level security has tangible content, security
assessment has operable Sex. Among them, the Tier 3 indicators are related to each
other and have a different influence on the high-level indicators. Therefore, their
determination of the upper-level indicators is based on multiple experiments and expert
experiences.

The corresponding assessment method takes into account the mutual enhancement,
supplement, and weakening of the security components of the information system
components, and deduces the score of the system-level security assessment index from
the source data of each component of the target system acquired, and calculates the
overall system security assessment score. Finally, with the evaluation criteria, the
conclusion of the safety evaluation of the target system is given, the weak point of the
system is pointed out, and some suggestions for improvement are made. System-level
security assessment indicator tree is shown in Fig. 1.

3 Cyberspace Security Assessments of the Main
Technologies

Cyberspace Security Assessments of the Main Technologies contains (1) Based on
Game Theory Attack and Defense Confrontation Effect Evaluation Techniques;
(2) System-level Security Assessment Techniques.

(1) Based on Game Theory Attack and Defense Confrontation Effect Evaluation
Techniques is a set of strategy choice theory, a branch of applied mathematics [4].
Based on the game theory of offensive and defensive countermeasure evaluation
technology is to study in a particular cyberspace, offensive and defensive con-
frontation may be adopted by both the behavior planning and its probability. Using
prior knowledge to assess the possible probability distribution of the two side’s
offensive and defensive strategy, get the best strategy of both attack and defense.
At the same time, comprehensive consideration of operating costs, negative
impact, participation losses, and other factors to achieve the offensive and defen-
sive confrontation under the conditions of the implementation of the evaluation.

(2) By analyzing and comparing various existing safety assessment standards and
interoperability standards, according to the applicability of each standard and
combining with the actual demand of network attack and defense confrontation
test, the appropriate standard is selected as the basis for safety assessment [5].
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4 Safety Assessment System Technologies

The purpose of safety assessment is to find out the weak points of the system, find out
and correct the weaknesses and loopholes in the system, and let the decision makers
carry out the risk disposal, that is, to adopt a comprehensive strategy to solve the risk
and put forward the safety solution to ensure the safety of the system.

Security assessment is a complex large-scale systems engineering which we must
use to solve the complex system of large-scale solution, and we use a large-scale
network of high-speed fast reproduction techniques, through loading, simulation of
high-fidelity business and red and blue attack and defense confrontation to achieve the
goal System Security Test Evaluation.

4.1 Based on Offensive and Defensive Game Safety Assessment Tools

Based on offensive and defensive game safety assessment is through the establishment
of attack and defense model to simulate the offensive and defensive sides. Offensive
and defensive process is the process of the game between the two sides, as the attacking
party and defensive side of the game are affected by the environment and each other.
Risk Assessment According to the assessment criteria, a systematic safety assessment
is conducted by assessing the attack/defensive effects on both sides.

System security

Integrity UsabilityConfidentiality Non-repudiation

Performance, 
Reliability

Security 
Function

Physical 
Environment

Policy 
Configuration

Management 
System

Topology

Device 1 Device n System 1 System n

Device 1 
Parameter 1

System n 
Parameter 1

System n 
Parameters q

Device 1 
Parameter p

Fig. 1. System-level security assessment indicator tree
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Based on offensive and defensive game safety assessment tool is mainly composed
of three parts: the game red side, game blue square, risk assessment module. Among
them, the game Red Square and Game Blue Square are both parties playing games with
each other. They define their own attack models and defense models, and make use of
offensive and defensive tactics to carry out offensive and defensive game. The attack
model analyzes the assets of the system and exploits the vulnerabilities and security
vulnerabilities to simulate the attack. The defense model protects the integrity, confi-
dentiality, and non-repudiation of the system assets from being damaged. Risk
assessment module is according to the offensive and defensive effects of the two sides
of the game and using evaluation criteria to give the system risk assessment level. The
overall structure is shown in Fig. 2.

The final game evaluation tool for real-time data collection of current network
status information, the collected data information such as logic-based data model data
log language description. Combined with the attack knowledge base, the collected data
are inferred, so as to obtain the possible nodes in the current network and possible
attacks. Combining the impact of offensive and defensive knowledge base on each
threat, the offensive and defensive game model is used to calculate the probability of
threat and the risk of the current system attack is calculated according to the results of
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Fig. 2. Attack and defense game-based security assessment tool
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the first two parts. The corresponding system threats are drawn from the risk infor-
mation obtained from the game risk calculation module Risk change chart.

4.2 System-Level Security Assessment Tools

System-level security assessment based on the in-depth study of the information
security assessment standards at home and abroad, the evaluation index system is
completed and a mathematical model is established to develop a product-system-level
security assessment tool with independent intellectual property. Through the estab-
lishment of a scientific and complete evaluation index system, combined with a variety
of technical testing methods used to assess the network offensive and defensive safety
against the experimental environment.

The purpose of system-level security assessment is to discover the vulnerabilities
and defects of the target system, to form assessment reports and suggestions for
improvement so as to take corresponding protective measures to enhance the security.

The process of general risk assessment mainly includes asset identification, threat
identification, vulnerability identification, security measures analysis, probability
analysis, impact analysis, and final security decision [6]. In this paper, the character-
istics of the target information system and the design of the system-level security
assessment of the main process are shown in Fig. 3.

Evaluation tools to assess the network offensive and defensive confrontation test
environment, combined with the assessment results obtained, the need for the target
system security protection system defects and loopholes provide a positive solution, the
only way to further improve the safety of the target system to provide a powerful help
for the information system security to provide a reference and guidance.

System-level security assessment tool itself is based on a certain standard norm for
the assessment based on the overall level of security of the system under test to conduct

Evaluation target 
information system 

established

Index value manual 
entry

Evaluation calculation

Evaluation index tree 
assignment

Generate assessment 
findings and improve 

recommendations

Source data analysis, 
processing

All indicators have 
been assigned?

No

Yes

Knowledge base data 
accumulation

Evaluation indicator 
tree customization

Assessment source data is 
imported manually or 

automatically

Automatic real-time 
import of dynamic source 

data

Fig. 3. System-level security assessment flowchart
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an in-depth study and effective exploration, so after the conclusion of the assessment
can be targeted for a specific standard regulate, provide the solution that meets the
requirements.

5 Conclusions

In this paper, the network attack and defense confrontation test environment, the
network security equipment, security strategy, business systems, offensive and defen-
sive modeling and simulation studies, and carried out under attack confrontation
cyberspace security assessment technology research to achieve the evaluation criteria,
method test and evaluation result verification, a set of system-level cyberspace security
assessment index system is proposed to realize the analysis and evaluation of the
typical target system’s security protection effectiveness. The system can be targeted to
the security problems of the target information system-level cyberspace security
solutions which are proposed to lay a solid foundation for enhancing the combat
capability of cyberspace in China.
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Abstract. Compatibility and interoperability are the main developed directions
for the future of GNSS. The B2a signal transmitted by BDS-3 will interoperate
with GPS L5 signal and Galileo E5a signal. The performance of interoperable
signals will directly affect the performance of user receivers. This paper sys-
tematically analyzes and assesses the interoperability of B2a/L5/E5a signals. By
briefly introducing and analysis the signal systems and key technologies inter-
operability, the theoretical basis of the performance assessment of the interop-
erable signals is laid down. The interoperability performance is mainly assessed
from two aspects: signal character and service performance. In terms of signal
character, the same carrier frequency, chip rate, and signal bandwidth are
selected for the interoperable signals, and the similar signal modulation method
is adopted to realize low power consumption, small size, and low cost of the
receiver terminal. Seeing from the service performance, through the unification
of coordinate and time reference systems, interoperable signals achieve better
performance in the accuracy, continuity, and availability than the single-system
signal, and achieve the design goal of interoperable signals.

Keywords: B2a/L5/E5a signals � Interoperability � Performance � Assessment

1 Introduction

Compatibility and interoperability have become a hotspot research in the field of GNSS
in recent year with the modernization of GPS and GLONASS and the springing up of
BDS and Galileo [1]. Compatibility and interoperability can use multifrequency
observation provided by multi-constellation for PNT applications without limit and
reduce the dependence on a single constellation, then improve the service performance
of navigation system. Galileo’s E5a and E1 will interoperate with GPS on the L5 and
L1 bands, respectively. GLONASS has also planned to add CDMA signals on the L5
and L1 bands to interoperate with GPS in its modernization plan. QZSS will also be
fully compatible and interoperable with GPS on L1, L2, and L5 bands. BDS-3 adds
B1C and B2a signals which have better performance and becomes the first system to
achieve compatibility and interoperability with the other three global systems. And
BDS-3 will also enable interoperability with GPS and Galileo on the B1C/L1C/E1 and
B2a/L5/E5 signals [2].
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Currently, the research on compatibility mainly focuses on the mutual interference
of signals between different systems. Unlike compatibility, interoperability is more
extensive and relates not only to signals but also to space and time benchmarks from
various GNSS, and has a more direct influence on users. Therefore, this paper takes
B2a/L5/E5 signals as an example to analyze and assess the performance of interop-
erable signals from aspects of signal system, key technologies, signal designed
parameters, and service performance. The proposed method can provide some refer-
ence for the design of multi-constellation receiver and practical application of multi-
constellation compatibility and interoperability.

In Sect. 2, the analysis of signal systems of B2a/L5/E5 is briefly introduced.
Section 3 focuses on the analysis of key technologies involved in signal interoper-
ability. The assessment result of interoperable signals is given in Sect. 4. The results of
the measured data verify the excellent performance of the interoperable signals. And
the proposed method can provide some reference for the design of multi-constellation
receiver and practical application of multi-constellation compatibility and
interoperability.

2 Signal Systems of B2a/L5/E5a

1. B2a signal

B2a signal is the second civil signal of BDS-3, which is used to replace the B2I signal
of BDS-2. It mainly serves dual-band or tri-band receivers and can be used for high-
performance services such as life safety services and high-precision measurement. The
carrier frequency of B2a signal is 1176.45 MHz and the bandwidth is 20.46 MHz. The
data and pilot quadrature structure (QPSK) is adopted. The data component is mod-
ulated with the navigation message data and the ranging code, while the pilot com-
ponent is modulated with ranging code only. They both adopt BPSK(10) modulation.

2. L5 signal

The GPS L5 signal is the third civil GPS signal transmitted on the Block IIF satellites in
the process of GPS modernization. Its signal carrier frequency is the same as that of
B2a, with a bandwidth of 24 MHz. The signal includes both in-phase and quadrature
components, namely, L5I and L5Q. The L5I component is modulated with I5 pseu-
docode and CNAV message data. The L5Q signal component is the pilot component
which is modulated the Q5 pseudocode only. Their modulation modes are both BPSK
(10). The power ratio of the two signals is 1:1. The signal has a stronger anti-
interference ability owing to a wider bandwidth and higher transmitted power [3].

3. E5a signal

Galileo E5 signal shares the same carrier frequency with B2a and L5, whose bandwidth
is 51.15 MHz and modulation mode is AltBOC. For the receiver, the E5 signal can be
regarded as being consisted of E5a and E5b, which are two independent sideband
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signals. Each sideband signal can be considered as the data and pilot components with
BPSK(10) modulation [4]. The spectrum of B2a signal is coinciding with the GPS L5,
mainly for free public service. What should be specially explained here is that the B2a
signal transmitted by BDS-3 test satellites also adopts the AltBOC modulation.

In summary, B2a signal, L5 signal, and E5a signal are not only having the same
carrier frequency but also having the same signal modulation method, chip rate, period,
and other parameters, which facilitate achieving the compatible signal tracking and
positioning of B2a/L5/E5a in one receiver by configuring different software parame-
ters, thereby improves the compatibility and interoperability of multisystem.

3 Interoperability Key Technologies of B2a/L5/E5a

The research on interoperability is often focused on both the system and signal levels.
At the system level, interoperability can be considered as the ability of providing
consistent solutions by multiple navigation systems signals with a single-system signal
under the same boundary constraints. In other words, a multiuser receiver and a single-
system user receiver can provide the same precision navigation solution. At the signal
level, interoperability can be considered as that users’ navigation receivers can receive
similar signals transmitted by different satellite navigation systems without major
changes. To achieve interoperability, we must consider the following factors:

1. Signal Characteristic Parameters

The main characteristic parameters of satellite navigation signals are composed of
carrier frequency, modulation mode, signal bandwidth, signal power, spreading code,
text format, and so on. From the perspective of the user terminal, in order to ensure a
multisystem receiving device with good performance, low power consumption, small
size, and low cost, the above parameters are always expected to be as similar as
possible so that to share the hardware and software in one receiver. In particular, the
main characters that are closely related to the spectral characteristics of the signal, such
as carrier frequency, signal bandwidth, and modulation method, should preferably be
exactly the same.

2. Space Reference Coordinates

Due to the different coordinate frames adopted by the four major global satellite
navigation systems, the relative deviation of the coordinate frames will affect the
interoperability. In practical applications, a common method is to move the satellite
coordinate involved in each system to a unified reference frame and then convert to the
reference coordinate frame required by the user. The common method of coordinate
frame conversion is the Bursa model.

Assuming that the coordinate in coordinate frame 1 is X1 Y1 Z1½ �, while the
coordinate in coordinate frame 2 is X2 Y2 Z2½ �. x0; y0; z0; ex; ey; ez;m are conversion
parameters. The Bursa model is shown below:
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In this paper, the final positioning results are in the CGCS2000 coordinate frame.
Select ITRF 2008 as a unified reference coordinate system, and convert satellite
coordinates to the ITRF 2008. Then convert them to the CGCS2000. The conversion
parameters between the four major navigation systems coordinate frames and ITRF
2008 are given in [5].

3. Time Reference System

The BDT-GNSS time synchronization parameters are transmitted in the navigation
message of B2a signal, being used to calculate the time deviation between the BDS and
other GNSS systems. The calculation method is as follows:

DtSystems ¼ tBD � tGNSS
¼ A0BGTO þA1BGTO½tBD � t0BGTO þ 604800ðWN �WNBGTOÞ� þ
A2BGTO½tBD � t0BGTO þ 604800ðWN �WNBGTOÞ�2

ð2Þ

where A0BGTO is the bias coefficient, A1BGTO is the drift coefficient, A2BGTO is the drift
rate coefficient, t0BGTO is the reference time number, and WNBGTO is the reference week
number.

4 Interoperability Key Technologies of B2a/L5/E5a

At the signal level, interoperability is manifested in that it requires the frequency, signal
system, time scale, and space coordinate frame to meet the requirements. At the user
level, receivers are required to be able to achieve equivalent or better performance, while
being required low power consumption, small size, and low cost, to achieve the optimal
configuration of interoperable receiver. Therefore, interoperability not only needs to be
assessed from the signal level, but it also needs to be assessed from the user’s service
performance. To this end, a comprehensive assessment method of interoperability is
proposed in terms of both signal character and overall service performance [6].

4.1 Signal Characteristic Parameters Analysis

Interoperability of space signals is mainly achieved by sharing carrier frequency and
spectrum overlap, while modulation mode, multiple access mode, chip rate, and chip
shaping are similar. It can be seen from the data in Table 1 that the carrier frequency,
modulation mode, signal bandwidth, chip rate, and the like parameters of the three
types of signal are basically consistent, and meanwhile, it ensures that the user’s
receiver can receive these navigation signals without major changes. Therefore, from
the perspective of the signal characteristic parameters, the three types of signals have
good interoperability.
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4.2 Service Performance Assessment

The ultimate goal of interoperability is to give users better service. A systematical
method to assess the performance of interoperable signals is proposed below. The
service performance parameters are shown in Fig. 1.

In this paper, the service performance assessment of B2a/L5/E5a signals is per-
formed using 12-h dynamic measurement data of BDS/GPS/Galileo compatible
receiver from 8 a.m. to 8 p.m. on October 9. The test environment is an open and
unobstructed area. B2a signal is transmitted by BDS-3 test satellites. The reference for
positioning is provided by the Novatel dlv3 GPS post-PPP results. The service per-
formance of interoperable signals is assessed by being compared with the GPS L5
single-frequency signal.

1. Assessment results of accuracy

Figure 2a is a comparison of the positioning results of L5 single-frequency signal and
interoperable signals. Figure 2b is the PDOP of satellites participating in position for
the two kinds of signals. As can be seen in the figures, the positioning results and
PDOP of the interoperable signals are better than that of the GPS L5 single-frequency
signal. Judging from the entire observation period, the horizontal positioning accuracy
of interoperable signals 5.65 m and the vertical positioning accuracy is 7.88 m.
Mean PDOP is 1.78.

2. Assessment results of accuracy

Accuracy continuity refers to the probability that the system will continuously meet the
accuracy requirements during the test period. It is usually calculated by the mean
interval time (MTBF) of the accuracy fault. The probability of system accuracy con-
tinuity can be expressed as:

Service Performance 
Parameters

Accuracy Continuity Availability

Positioning
Accuracy

Continuity of 
Accuracy

Availability
of Accuracy

Availability
of Integrity

Dilution of 
Precision

Fig. 1. Frame diagram of service performance parameters
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Pcon ¼ e�ð1=MTBFÞ ð3Þ

Reference [7] is selected as the assessment criteria. The threshold of horizontal posi-
tioning error is 9 m and that of the vertical positioning error is 15 m. When the
positioning error exceeds the threshold, the accuracy fault occurs. This paper argues
that if any fault occurs in any direction, the accuracy fault occurs on that epoch.
Judging from (3), it can be calculated that the MTBF of interoperable signals and L5
signals is 210.56 s and 74.89 s, and the corresponding probability of continuity is
99.53% and 98.67%, respectively.

3. Assessment results of availability

For users, the availability of the navigation system is the probability that the system
will meet the requirements of availability of accuracy and integrity, which can be
calculated as follows:

• Availability of accuracy.

Avad ¼

Ptend
t¼tstart; inc¼T

bool dt �Taccf g

1þ tend�tstart
T

ð4Þ

where tstart; tend½ � is the observation session, and T is the time interval. Tacc is the
threshold accuracy availability, and the values are the same as those in continuity.
boolfg is the Boolean function.

(a) Comparison of positioning results                      (b) Comparison of PDOP 

Fig. 2. Positioning accuracy results schematic
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• Availability of integrity

In the user segment, the integrity of the system mainly relies on the RAIM algorithm.
At this level, the intact availability of the system is the availability of the RAIM
algorithm, which is often characterized by RAIM black holes.In this paper, the Fault
Detection Exclusion Holes (FDE black holes) is used. When the number of visible
satellites is less than, RAIM algorithm cannot realize fault detection. In this case, FDE
black holes are occurred and calculated as follows:

Avad ¼

Ptend
t¼tstart; inc¼T

bool dt �Taccf g

1þ tend�tstart
T

ð5Þ

Then availability can be expressed as:

Ava ¼ Avad � AvaFDE ð6Þ

It can be seen from Fig. 3 that the number of visible satellite was 6 only in some
epochs around 16:00 during the whole observation period, that is, the FDE black hole
occurred at those epochs. Combined with the positioning results above, the availability
of interoperable signals and L5 signal can be calculated as follows:

Fig. 3. Number of visible satellites
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AvaB2a=L5=E5a ¼ AvaB2a=L5=E5a dAvaB2a=L5=E5a FDE ¼ 99:99%

AvaB2a=L5=E5a ¼ AvaL5 dAvaL5 FDE ¼ 64:76%
ð7Þ

Above all,the service performance of interoperable signals is obviously better than that
of L5 signal. So the B2a/L5/E5a signals achieve the design goal of interoperable
signals.

5 Conclusions

Satellite navigation signals are the carriers of various positioning, navigation, and
timing applications and have also become the most important symbol of the upgrading
of satellite navigation systems. Compatibility and interoperability are the future trends
of the satellite navigation system. This paper analyzed and assessed the interoperability
of B2a/L5/E5a signals from several aspects such as signal systems, key technologies,
signal character, and service performance. From the signal level, the signals share the
same carrier frequency, chip rate, signal bandwidth, and other characteristic parameters.
Together with using a similar modulation mode, the receiver does not need to make
major changes to receive the three kinds of signals. Therefore, the goal of low power
consumption, small size, and low cost of receiver terminals has been achieved. From
the perspective of service performance, interoperable signals realized better navigation
and positioning performance than single-system signal in terms of accuracy, continuity,
and availability. At the same time, the method presented in this paper is universal and
can be used for the performance analysis and assessment of the B1C/L1C/E1 inter-
operable signals in the next step.
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Abstract. This paper investigates the physical layer security in under-
lay cognitive radio networks with multiple buffer-aided decode-and-
forward relays, where an eavesdropper can intercept the data transmis-
sion from the source and relay nodes. Different from existing works, we
propose a new buffer-aided relay selection scheme in multi-relay scenario
instead of a link selection scheme in one relay scenario. Moreover, finite
data buffers are assumed to be available at every relay to avoid selecting
the best source-to-relay and relay-to-destination links concurrently, and
the secrecy outage probability is derived. The proposed scheme is evalu-
ated using simulations and theoretical results, which show that proposed
scheme has performance advantage over the conventional unbuffered
relay selection scheme.

Keywords: Physical layer security · Buffer-aided relay network ·
Cognitive radio network

1 Introduction

Buffer-aided relay is a promising technology to improve diversity gains, trans-
mission efficiency and security performance. Incorporating the instantaneous
strength of the wireless links as well as the status of the finite relay buffers,
buffer-aided relay selection scheme can select different relays for transmitting
and receiving, respectively. In contrast, for a data packet transmission, con-
ventional unbuffered relay selection scheme, namely, max-min scheme [1], must
determine the best transmitting and receiving links concurrently and adopt the
same relay. We aim to investigate the security performance of buffer-aided relay
selection scheme in cognitive radio network (CRN) in terms of the secrecy outage
probability (SOP).

A max-link buffer-aided relay selection scheme, which made the relay selec-
tion decision based on the strongest available link, was proposed for decode-and-
forward (DF) cooperative wireless network [1]. Inspired by the max-link scheme,
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the authors proposed a max-ratio multi-relay selection scheme in DF buffer-aided
cooperative network with an eavesdropper [2].

One promising application area for cooperative communication is CRN to
solve the spectrum scarcity problem.In the underlay model of CRN, the SUs
are permitted to utilize the licensed band as long as the PUs link quality can
be guaranteed [3], which means that there is a power constraint in SUs so that
the interference of primary receiver must be kept under a certain threshold. To
improve the performance of SUs, the cognitive buffer-aided relay network has
been investigated. The authors proposed a link selection scheme in underlay CRN
with one DF buffer-aided relay where the throughput of the secondary networks
was maximized [4]. A DF buffer-aided relay selection for underlay CRN was
proposed where the best relay was selected with the highest signal-to-interference
ratio (SIR) among all available links [5]. The authors investigated the secure
performance of a link selection scheme with one DF buffer-aided relay in CRN [6].

To improve the physical layer security of underlay CRN, we propose a new
relay selection scheme with multiple buffer-aided DF relays in the face of eaves-
dropping attack, which is different from existing works from the following three
aspects:

• Since power constraints and mutual interference must be taken into consider-
ation in CRN comprehensively, the relay selection schemes [1,2,7] for general
cooperative networks is not available.

• Instead of link selection schemes of one relay [4,6], we propose a relay selection
scheme with multiple buffer-aided relays to take the full advantage of channel
states in every time slots and achieve better security performance.

• Different from relay selection schemes without considering eavesdropping
attack [5] and only considering the eavesdropping on AF relays [8], the pro-
posed scheme focus on security performance in the face of eavesdropping on
DF relays as well as secondary source.

We have derived the expression of SOP and analyzed the security perfor-
mance under our method relative to that of conventional max-min relay selec-
tion scheme without buffer-aided relays. Furthermore, the performance of our
proposed scheme is verified via simulation results.

The remainder of paper is organized as follows. Section 2 describes the system
model and proposes a new relay selection scheme. Section 3 analyzes the secrecy
outage probability of proposed scheme and conventional scheme. Section 4 gives
simulation results to verify the proposed scheme. Section 5 concludes this paper.

2 System Model and Proposed Buffer-Aided Relay
Selection Scheme

2.1 System Model

In underlay CRN, as show in Fig. 1, the PUs consist of one primary source ps

and one primary destination pd, and the SUs have three parts, one secondary
source s, one secondary destination d, and a cluster of half-duplex DF relays rk,
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(a) Source-to-relay transmission (b) Relay-to-destination transmission

Fig. 1. Relay selection in the CRN.

k ∈ (1, 2, ...,K). The channels, {hij}, i ∈ {ps, s, rk}, j ∈ {rk, pd, d, e}, between
the transmitter and receiver are independent quasi-static Rayleigh fading so that
the channel coefficients remain unchanged during one packet duration but inde-
pendently vary from one packet time to another. Channel coefficients, channel
gains, and average channel gains are denoted as hij , γij=|hij |2, λij=E|hij |2 and
channel gains γij is exponential distributed with variance 1/λij . The secondary-
transmission-related channels can be divided into four groups similar as [5]:
secondary transmission channels hsrk

and hrkd; interfering channels of relays
and destination by primary source hpsr and hpsd; interfering channel of eaves-
dropper by primary source hpse; wiretap channels hse and hre. We assume that
channels within every group are independently and identically distributed fad-
ing, but channels for different groups may have different average gains, or we
have λsrk

=λrkd, λpsrk
=λpsd, λse=λrke for all k. We also assume that all channel

state information (CSI) are available. The availability of the eavesdropper CSI is
a commonly used assumption when eavesdropper is an active user of the system
and not the intended destination for confidential messages [9].

As show in Fig. 1a, if the relay is selected to receive data from the secondary
source, the received signal at relay and eavesdropper are respectively given by

yrk
=

√
Pshsrk

s +
√

Pps
hpsrk

s′ + nrk
,

ye1 =
√

Pshses +
√

Pps
hpses

′ + ne .
(1)

Similarly, the received signal at destination and eavesdropper in Fig. 1b are
given by

yd =
√

Prk
hrkds +

√
Pps

hpsds
′ + nd ,

ye2 =
√

Prk
hrkes +

√
Pps

hpses
′ + ne ,

(2)

respectively where Ps, Pps
, Prk

are denoted as transmitting power of secondary
source, primary source and relay, respectively; s, s′ are transmission signal from
secondary source and primary source, respectively. In underlay CRN, interfering
power of primary destination must below a predefined threshold Pth so that we
can get Psγspd

< Pth, Prγrpd
< Pth.

Thus, in the source-to-relay transmission, the received SIR at the selected
relay and eavesdropper is
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SIRrk
=

Ps|hsrk
|2

Pps
|hpsrk

|2 SIRe1 =
Ps|hse|2

Pps
|hpse|2

. (3)

respectively. In the relay-to-destination transmission, the received SIR at sec-
ondary destination and eavesdropper is

SIRd =
Prk

|hrkd|2
Pps

|hpsd|2
SIRe2 =

Prk
|hrke|2

Pps
|hpse|2

. (4)

In this scenario, interference power from the primary source is dominant
relative to the noise so that the noise effects can be ignored and the capacity is
mainly dependent on the SIR [10].

2.2 The Proposed Buffer-Aided Scheme

The target of the proposed buffer-aided scheme is to select the relay separately
whether to receive or transmit packets, so that the selected relay transmission
can get the best security performance and improve the diversity gains. As the
definition [5], the SOP in this scenario is obtained as the probability that the
selected link is in outage, i.e.

psop �
{
P ( CΔ1 < Cth) R reception,

P ( CΔ2 < Cth) D reception.
(5)

where
CΔ1 = (1/2)log2 (1 + SIRrk

) − (1/2)log2 (1 + SIRe1)
CΔ2 = (1/2)log2 (1 + SIRd) − (1/2)log2 (1 + SIRe2)

(6)

where Cth is the target rate, and the factor 1/2 captures the fact that it takes
two time slots to transmit any packet from the source to the destination.

According to above expression of the SOP, the proposed novel scheme select
the best relay as follows:

R = arg max
Rk

{
max

Rk:Ψ(Qk) �=L

{
SIRrk

SIRe1

}
, max
Rk:Ψ(Qk) �=0

{
SIRd

SIRe2

}}
. (7)

Substituting (3), (4) into (7) and simplifying gives

R = arg max
Rk

⎧
⎪⎪⎨

⎪⎪⎩

max
Rk:Ψ(Qk) �=L

{ |hsrk |2
|hpsrk |2

}

|hse|2
|hpse|2

,

max
Rk:Ψ(Qk) �=0

{ |hrkd|2
|hrke|2

}

|hpsd|2
|hpse|2

⎫
⎪⎪⎬

⎪⎪⎭
. (8)

3 Secrecy Outage Probability Analysis

In this section, we derive the SOP of the proposed scheme and the conventional
max-min scheme respectively.
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3.1 The Proposed Buffer-Aided Scheme

First, we construct the state transition matrix of the Markov chain (MC).
In order to analyze the proposed relay selection scheme, we model the possible

state transitions between the states as MC. Thus, due to K relays available which
has a buffer of size L, there are (L + 1)K states totally and form a (L + 1)K ×
(L + 1)K state transition matrix of the MC as A where Ai,j = P (sj → si) =
P (Xt+1 = si|Xt = sj) is the transition probability to move from state sj at time
t to state si at time t + 1.

According to the number of data packets at every relay, namely Qk, we
can get one pair of (Φr (Qk) , Φt (Qk)) which denotes the available links of relay
for transmission and reception. So every state sl corresponds to one pair of
(K1,l,K2,l) where K1,l =

∑K
i=1 Φt (Qi) and K2,l =

∑K
i=1 Φt (Qi). Therefore, the

target of our proposed scheme is to select best link among all K1,l source-to-relay
links and K2,l relay-to-destination links. psl

sop is denoted as the SOP for every
state sl. Considering all possible (L + 1)K states, we derive the SOP as

Pout =
(L+1)K∑

l=1

πl · psl
sop , (9)

where πl = p (sl) is the stationary probability for state sl which we obtain below.
Due to all channel are independent and SIRs for all channel are independent,
according to (8), the probability of selected relay link whether to receive data
packet from secondary source or transmit data packet to secondary destination
is equable as 1

(K1,l+K2,l)
. Furthermore, the state remains unchanged if secrecy

outage event occurs, the probabilities that sate sl move to a state in Ul is given
by

p̄sl
out =

1 − psl
out

K1,l + K2,l
. (10)

With these results, we have

Ai,j =

⎧
⎪⎨

⎪⎩

psl
out , if i = j

p̄sl
out , if si ∈ Ul

0 , elsewhere

. (11)

Because the transition matrix A in (11) is column stochastic, irreducible and
aperiodic [1], the stationary state probability vector is obtained as

π=(A − I + B)−1b , (12)

where π =
[
π1, π2, ..., π(L+1)K

]
, b = (1, 1, ..., 1)T , I is the identity matrix, and

Bi,j = 1, ∀i, j. Finally, substituting (11), (12) into (9), we can get

Pout =
(L+1)K∑

l=1

πl · psl
out = diag (A) · π = diag (A) · (A − I + B)−1b . (13)
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Secondly, we derive the SOP of the proposed relay selection scheme.
In order to simplify the expression, combining γij = |hij |2 and λij = E|hij |2

as we mentioned before, let mk = γsrk
/γpsrk

, m = max {mk}, nk = γrkd/γrke,
n = max {nk}, so we have x = m/ γse

γpse
, y = n/

γpsd

γpse
and z = max {x, y}. Con-

centrating on the secrecy capacity, we assume the channel SIR is high enough
so that the decoding is always successfully at the relay and destination nodes as
[2]. Thus, the probability of secrecy outage event at the high SIR is given by

psl
out = P

(
z < 22Cth

)
= FZ (z) |z=22Cth , (14)

where FZ (z) is the cumulative-probability-function(CDF) of z which is derived
below.

On the one hand, γsrk
and γpsrk

are independent and both exponential dis-
tributions, the CDF of m is given by

FM (m) =
[

m

m + α1

]K1,l

, α1 =
λsrk

λpsrk

, (15)

The rest can be done in the same way. And we have

FX (x) =

∞∫

0

α2

(m + α2)
2 ·

(
xm

α1 + xm

)K1,l
dm, FY (y) =

∞∫

0

α4

(m + α4)
2 ·

(
ym

α3 + ym

)K2,l
dm,

(16)
where α1 = λsrk

λpsrk
, α2 = λse

λpse
, α3 = λrkd

λrke
, α4 = λpsd

λpse
. Because x and y are mutu-

ally independent, we have

psl
out = FZ (z) |z=22Cth = FX

(
22Cth

)
FY

(
22Cth

)
. (17)

4 Numerical Results

In this section, simulation results are given to verify the superiority of proposed
scheme compared to conventional scheme in terms of the SOP. In the simula-
tions below, we assume that transmission power of the primary transmitter is
normalized to unit [2]. The buffer size L = 4 and the number of relays K = 4 are
set as default. Simulation results are obtained by averaging 100000 independent
runs.

In Fig. 2a, we plot the secrecy outage probability versus the target secrecy
capacity with different schemes, different buffer size L, and different the num-
ber of relays K respectively. For comparison, we set λsrk

= λrkd = 30 dB,
λse = λrke = 6 dB and λpsrk

= λpsd = λpse = 10 dB. First, we compare the
performance of the proposed buffer-aided relay selection scheme with perfor-
mance of conventional unbuffered max-min scheme where the number of relays
is same. It is showed clearly that proposed scheme has better security perfor-
mance than conventional scheme and the SOP is reduced significantly when
the target secrecy capacity is lower than 2 whether K = 2 or K = 4. Second,
with different combinations of buffer size and the number of relays, we find that
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Fig. 2. The SOP for different relay selection schemes

whether the increase of the number of relays or increase of the buffer size can
decrease the SOP.

In Fig. 2b, we focus on different values of average channel gains, especially
the wiretap channel average gains. We set λsrk

= λrkd = 30 dB, λpsrk
= λpsd =

λpse = 10 dB, but set λse = λrke = 6 dB and λse = λrke = 15 dB respectively.
M = λsrk

/λse is denoted as average channel gains ratio. We can get the con-
clusion that the security performance will decrease with better wiretap channel
state and proposed scheme have a lower SOP than max-min scheme in the same
channel state.

5 Conclusion

This paper proposed a new buffer-aided relay selection scheme for underlay CRN
in presence of an eavesdropper. We considered interference introduced by the
primary transmitter and eavesdropping attack comprehensively. We analyzed
the security performance in the underlay CRN with multiple buffer-aided relays
for the first time. We used state transition matrix and stationary state vector of
the MC to derive a new expression of the SOP. Both theoretical and simulations
showed that the proposed scheme achieved a significant improvement of security
performance than conventional scheme, making it an attractive way to realize
secrecy transmission at the physical layer of the CRN.

Acknowledgements. This work was supported by National Natural Science Founda-
tion of China (NSFC) (No. 61671075) and Major Program of National Natural Science
Foundation of China (No. 61631003).
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Abstract. With the development of the financial industry, the number of credit
cards has greatly increased. However, credit card fraud is still a major concern
for financial security. Credit card fraud detection is a typical imbalanced clas-
sification problem, in which fraudulent cardholders are far less than non-
fraudulent cardholders. The training on imbalanced samples will cause that the
classifier ignores the minor fraudulent samples. To solve this problem, a gen-
erative adversarial network (GAN) based classification method is proposed for
credit card fraud detection. GAN consists of a generative model and a dis-
criminative model, and the two models are trained in a competitive way to get
the Nash equilibrium. Specifically, the generative model tries to fit the real
distribution of the non-fraudulent samples. The discriminative model determines
the probability of a sample belongs to the distribution of non-fraudulent sam-
ples. To improve the discrimination performance, the fraudulent samples are
also used in the training of discriminative model, which is different from the
traditional GAN training scheme. The experimental results show that the recall
reaches 82.7%.

Keywords: Fraud � Imbalanced � GAN � Discriminative model

1 Introduction

With the rapid advancement of machine learning, the demand for data is increasing.
However, there are still many imbalanced datasets that are difficult to handle con-
ventionally, which has attracted more and more attention in the academia and industry.
For example, credit card fraud detection is a typical imbalanced classification problem.
Using the existing methods to classify balanced data can generally get a good classi-
fication performance. However, the data in the real world is often imbalanced. If these
methods are used to classify imbalanced data, the performance of the classifier will be
degraded. Therefore, it is important to study the classification method for handling
imbalanced datasets.

At present, the relevant methods of imbalanced data classification are mainly
studied on the data preprocessing. Oversampling and undersampling are generally
used. Oversampling is the most commonly used method for sampling imbalanced data.
The basic idea is to eliminate data imbalance by increasing the size of minor class [1].
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The undersampling method improves the classification performance of minor class by
reducing the size of the major class [2]. The simplest method is to reduce the size of the
major class by randomly removing some of the major class samples. The disadvantage
is that some important information of major class will be lost, such that it cannot make
full use of existing information [3–5].

In this work, a generative adversarial network (GAN) based classification method is
proposed for imbalanced data classification. GAN consists of a generative model and a
discriminative model, and the two models are trained in a competitive way to get the
Nash equilibrium. The competition between the generative model and discriminative
model leads to better discrimination. To improve the discrimination performance, fraud
samples are added to the loss function of the discriminative model. The proposed
classification method does not require oversampling or undersampling of the data
samples. The proposed method is applied to the credit card fraud detection based on
GAN. Experimental results show that the recall reaches 82.7%.

2 Generative Adversarial Networks

Generative Adversarial Network (GAN) consists of a generative model (generator) that
try to generate samples from noise variable without detection and a discriminative
model (discriminator) that learns to determine whether a sample is from the real data
distribution or generative model. The generative model can be thought of as a coun-
terfeit team, which tries to create a fake currency and uses it without detection. The
discriminative model simulates the police team and tries to detect counterfeit currency.

Competition in this game drives the two teams to improve their methods until the
counterfeit goods could not be distinguished from the genuine ones [6]. When the
training is converged, the discriminator achieves Nash equilibrium, and the discrimi-
nator cannot determine whether the sample is from discriminator or real data samples.
At the same time, the discriminator also achieves high detection capability. The
structure of GAN is shown in Fig. 1. Noise through the generator consists of several
neural networks generate samples, and the discriminator determines whether samples
are generated samples or real samples through an output value between 0 and 1.

Real samples

FCN
1

FCN
2

FCN
n

(0,1)

FCN
1

FCN
2

FCN
n

Noise z Generated 
samples

Generator

Discriminator

Fig. 1. Generative adversarial network
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The fully connected neural networks are used in the generator and discriminator.
The loss function is as follows:

L ¼ max
G

Ez� pz logDðGðzÞÞ ð1Þ

L ¼ max
D

Ex� pr logDðxÞþEz� pðzÞ logð1� DðGðzÞÞÞ ð2Þ

The symbol D denotes the discriminator, G denotes the generator, and pz represents
the distribution of Gaussian noise. The symbol pr denotes the distribution of real
samples.

Recently, many improved GANs have been proposed. Conditional Generative
Adversarial Nets (CGAN) is designed by simply feeding the conditional information on
both generator and discriminator [7]. Deep Convolutional Generative Adversarial
Networks (DCGAN) perfectly applies the network structure of Convolutional Neural
Network (CNN) to the framework of GAN [8]. Wasserstein Generative Adversarial
Networks (WGAN) uses EM distance to represent the distance between real data
distribution and generated data distribution. The loss function of WGAN as follows:

L ¼ max
G

Ez� pzDðGðzÞÞ ð3Þ

L ¼ max
D

Ex� prDðxÞ � Ez� pðzÞDðGðzÞÞ ð4Þ

WGAN completely solves the problem of unstable training in GAN, does not need to
be careful about the balance in the training of generator and discriminator. WGAN
basically solves the problem of mode collapse and ensures the diversity of generated
samples [9, 10] (Fig. 2).

Noise Credit card 
dataset

Generator

Discriminator

0 1

Training
dataset

Test
dataset

Discriminator
After training

Train

Score>Thresholdyes

no

Positive

Negative

Fig. 2. GAN in classification
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3 GAN-Based Imbalanced Classification

3.1 Advantages of GAN

Imbalanced dataset often consists of two parts which are extremely uneven in the
number of samples. It makes it difficult to classify imbalanced dataset with common
classifiers. Since undersampling may result in loss of data information, and oversam-
pling may change the data distribution. A generator capable of fitting a majority of the
sample distribution is needed, and a strong discriminator which can determine whether
samples obey the distribution is needed. The proposed method uses GAN to classify
the imbalanced dataset.

The deep neural networks have better fitting capabilities than many linear classifiers
with strong robustness. The discriminator consists of several fully connected neural
networks. The trained discriminator can well distinguish real data distribution from
other data distribution. The structure of discriminator is shown in Fig. 3. The neural
network consists of four layers of fully connected networks with a sample vector input.
Each neural node consists of weight, bias, and activation function. The symbol w
means weight, b means bias, and AF means activation function. Similarly, the gen-
erator consists of several fully connected neural networks. When the training of gen-
erator is converged, the generator can well fit the real data distribution (Fig. 3).

During the training of generative adversarial network, generator and discriminator
compete with each other and are trained alternately. After the discriminator training is
converged, it can better distinguish between real non-fraud samples and other samples,
including generated samples and fraud samples. And generator can generate samples
which cannot be distinguished from real non-fraud samples, so that the discriminator
can accurately determine whether the samples obey the distribution of real non-fraud
samples. Samples which do not obey the distribution the non-fraud samples will be
identified as a fraud by the discriminator.
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The generator has a strong fitting capability, and the discriminator has a strong
discrimination capability. The generator fits the distribution of non-fraud samples, and
the discriminator determines whether samples are real non-fraud samples. The pro-
posed method uses the advantages of generator and discriminator and the competition
between generator and discriminator to get a better performance of classification on
imbalanced dataset.

3.2 Modification in Discriminator

The discriminator may not be sensitive enough to fraud samples. The loss function of
discriminator is modified as follows:

L ¼ max
D

Ex� prDðxÞ � Ez� pðzÞDðGðzÞÞþW � Ex0 � pr0Dðx0Þ ð5Þ

The symbol D represents discriminator, the symbol G represents generator, pr repre-
sents the negative samples data distribution, z represents the input noise variable, pr0
represents the positive samples data distribution, and W denotes the weight of the
discriminator output while input positive samples. The discriminator is used to detect
the positive samples, so we assign W a large value, such as 10. When W takes 0, the
discriminator performs well in distinguishing real non-fraud samples and generated
non-fraud samples, but the discriminator is expected to determine whether samples are
fraud or non-fraud. So, we add the fraud samples to the loss function of discriminator.
Trained discriminator will be able to determine whether samples are positive or neg-
ative. Samples which does not obey the distribution of non-fraud samples and like
fraud samples distribution will be identified as a fraud by the discriminator.

3.3 Threshold Selection

Different thresholds cause different recall and precision. Adjust different thresholds
according to the actual situation to get the corresponding recall and precision. The
threshold selection method is based on Bayesian algorithm. When C is minimum, we
get the optimal threshold. As the formula (6) shows, the symbol C denotes the cost.
Different thresholds are chosen to get the minimum C.

C ¼ �k � recall� precision ð6Þ

k is a value to balance the recall and precision. Due to credit card fraud issues, we
would detect more fraud samples with reasonable precision and would set k to a large
value.

4 Experimental Result

In this paper, the generative adversarial network is used to classify the credit card fraud
dataset. Experiments are conducted using WGAN. The dataset contains data submitted
by European cardholders using credit cards in September 2013. It contains only the
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digital variables that are the result of the PCA conversion which is a statistical pro-
cedure that uses an orthogonal transformation to convert a set of observations of
possibly correlated variables into a set of values of linearly uncorrelated variables
called principal components. The only features that are not converted with PCA are
“Time” and “Amount”. The feature “Time” represents the number of seconds between
each transaction and the first transaction. And the feature “Amount” is the transaction
amount. The feature “Class” is the response variable, which takes a value of 1 if a credit
card fraud occurs or 0 otherwise, and fraud samples are defined as positive samples.
The dataset has 284807 samples with 30 features, and the proportion of positive and
negative samples is 0.173 and 99.827%. Dataset is divided into training set and test set,
account for 80 and 20%.

The structure of discriminators is shown in Table 1. The loss function of the
discriminator is shown in (5). We add batch normalization to generator to avoid
overfitting. For credit card fraud detection, we need high recall rather precision. k is
assigned to 5 in formula (6).

Figure 4 shows the GAN-based classification method confusion matrix. The con-
fusion matrix shows that the recall reaches 82.7%. The number of negative samples is
56883, and 215 samples of them are classified to positive. It means that there only less
than 300 samples contained in more than 50,000 samples are checked, and 82.7% of
credit card fraud samples can be detected.

Figure 5 shows the classification result when we set the weight of fraud samples W
to 0, and it shows the recall reaches 70.67% with a low precision. It indicates that
adding fraud samples in the training of discriminator can improve the classification
performance. By setting different values to W, we found that setting W to 10 is the best
choice.

Feature engineering of data before the experiment is implemented. To keep the
features “Time”, “Amount” and other features consistent in magnitude, the feature
“Time” and “Amount” are normalized. Through the random forest classifier, features
V1, V2, V3, V4, V5, V6, V7, V9, V10, V11, V12, V14, V16, V17, V18, and V19 are
more important than other features. Other features are removed to avoid overfitting.
Figure 6 shows the GAN-based confusion matrix with feature engineering. The result
shows that the recall reaches 77.3%. The feature engineering proved to be effective, but
the performance of classifier with feature engineering is worse than the classifier
without feature engineering. This shows that the classifier does not require feature
engineering of data.

Table 1. Discriminator parameters

Layer Size Activation function Batch normalization

Input none,30 – –

Layer1 100,100 ReLu False
Layer2 100,100 ReLu False
Layer3 100,100 ReLu False
Output 100,1 – False
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Fig. 4. GAN-based confusion matrix

Fig. 5. GAN-based confusion matrix (W = 0)

Fig. 6. Confusion matrix with feature engineering
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5 Conclusion and Future Work

In this paper, a GAN-based classification method for credit card fraud is proposed. The
experiments using modified GAN show that 82.7% of fraud samples can be detected
with acceptable precision. The classification method has advantages; it does not require
feature engineering and oversampling or undersampling.

This paper demonstrates the effectiveness of the generative adversarial network in
the classification of imbalanced datasets, which will perform better through the opti-
mization of the network structure and the fine-tuning of parameters.
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Abstract. CVSS is one of the most representative quantitative assessment
algorithms for security vulnerabilities. The calculated values of vulnerability
harm according to the given index and formula. However, there is still insuf-
ficient objectivity of CVSS. Expert System is a kind of expert system for vul-
nerabilities; the severity of vulnerability can be assessed by experts based on the
Expert System. The objectivity of Expert System and CVSS is analyzed, and
CVSS is revised based on Expert System. The relationship between the above
systems and the CWE, and between above systems and Product is analyzed,
respectively, in the process. A new way of using Expert System is put forward
based on CWE, namely, CWE Cycle Sorting Algorithm, in order to sort the
average of vulnerability severity. Meanwhile, CWE Sort Factor is put forward
based on CWE Cycle Sorting Algorithm to modify CVSS. The result is closer to
the Expert System in terms of objectivity.

Keywords: CVSS vulnerability � Vulnerability assessment � Expert System �
CSA � CSF

1 Introduction

Common Vulnerability Scoring System [1] (CVSS) as a quantitative vulnerability
severity assessment system officially released version 1.0 in 2005, version 2.0 was
released in 2007 and applied to U.S. National Vulnerability Database [2] (NVD), and
version 3.0 was released in 2012. CVSS is a representative quantitative assessment
system at present, most of the study of the vulnerability quantitative assessment system
is based on the improvement of CVSS [3].

In the severity calculation process of CVSS, CVSS six key metrics of CVSS must
be getting first, and then put into the formula to calculate the severity of CVSS, namely,
the CVSS Base Score. Quantitative severity assessment system represented by the
CVSS has the following advantages:
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• Global Importance: It is a good global degree in accordance with the unified
standard to tens of thousands of vulnerabilities in NVD.

• Metrics Objectivity: There are three options in each metric, a total of 18 options of
six metrics. Under such a mechanism, different person score difference will be
minimized, and repeatability is better.

But the objectivity of CVSS remains to be further improved; in the CVSS, there
still exist the following problems:

• Middle Complexity: Although each metric can make more accurate, the final
severity base score combined by six metrics is hard to do accurate and objective.
That is the formula used to integrate with six metrics still not to objectively reflect
the harm of vulnerabilities, compared with manual analysis.

• Metric Subjective Degrees: The options of {C: the destruction degree of confi-
dentiality; I: the destruction degree of integrity; A: the destruction degree of
availability} contains {Completely, Partly, and None}. When options are all
{Partly}, the severity of different vulnerability categories is different. But the
influence of the CWE cannot be reflected by CVSS.

Expert System scores the severity of vulnerability directly by humans. Experts are
invited by an organization (including the workers on security vulnerabilities and
technical, academic researchers, etc.); each expert is assigned a number of vulnera-
bilities to evaluate the severity of these vulnerabilities directly. Holm [4] invited 304
experts to assess 3040 NVD vulnerabilities, each expert was assigned 10 vulnerabili-
ties, and the base score range of these vulnerabilities is in [0.0, 10.0], the same as the
CVSS range. Expert System has the following advantages:

• Authority: The experts are all the authority of the information security field.
• Thinking Depth and Score Contrast: Experts for the 10 vulnerabilities, must be after

careful scrutiny, so the severity order of the 10 vulnerabilities is very high credi-
bility. That is although the absolute severity of each vulnerability may have a
deviation, the relative severity is reliable.

• Middle Process Complexity: For the process of vulnerability scoring by Expert
System is directly and without intermediate process.

But because of low efficiency, Expert System is always only used to verify and
design quantitative severity system. At the same time, there are some other defects in
Expert System, direct usage of Expert System to obtain the base score is not an
appropriate way, and it is needed to design a more effective application way according
to the characteristics of the Expert System.

Studies found that most vulnerabilities have similarities on some attributes; it is
needed to analysis existing vulnerabilities from multiple perspectives, extract the
commonness, and classify them. CWE standard summarized the advantages and dis-
advantages of the existing vulnerability classification scheme, enumerates 1500 vul-
nerabilities with different types in the real world, classify them using a conceptual
framework of the detail. According to own characteristics, NVD further extracts 19
categories of vulnerabilities as the classification criteria of NVD. In some studies,
vulnerability classification is direct as a metric of quantitative assessment system, and
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do not study the principle of how vulnerability classification influences the severity. In
other studies, vulnerability classification is estimated according to the metrics of CVSS.

In this paper, the objectivity of CVSS and Expert System is researched. The
influence of vulnerability classification and the software product version to vulnera-
bility severity are mainly studied. Based on Expert System, Revised CVSS is put
forward so as to further enhance the objectivity of CVSS. Figure 1 shows the structure
of research, first analyzes the fields which can affect the severity, respectively, on
CVSS and Expert System, fields mainly contain CWE [5] and Product. Then a new
Expert System application solution is put forward and finally applied to revise CVSS.

Need to note that, in this paper, all the algorithms are based on a premise, on Expert
System, for each expert to assess the vulnerabilities, the ordering of severity is very
objective. For example, experts assessed vulnerabilities {V1, V2, V3}, severity values
are {2.0, 4.0, 6.0}, respectively, then the severity order of vulnerability is V3 >
V2 > V1, this order is very credible. This is because that when an expert assesses
vulnerabilities, he must be after repeated deliberation, even if there may be a deviation
in terms of absolute severity, But the deviation of the relative severity of these vul-
nerabilities is indeed very small. Therefore, the idea of this paper is to use this premise
and reflect on the assessment of CVSS.

Contributions:

• The influence of CWE to vulnerability severity is analyzed in CVSS and Expert
System. Results show that the CWE reflect is more obvious in CVSS than that of
Expert System.

• The influence of Product to vulnerability severity is analyzed in CVSS and Expert
System. Results show that there is no direct relationship between the severity of the
average product value and the usable range of these products that is a wild used
product has the same severity with a less used product. it is proved that severity not
affected by the Product Field in both CVSS and Expert System.

Expert System CVSS

CWE Analysis Product Analysis

Cycle Sorting Algorithm A New Application of Expert System

COF: CWE Order Factor

CVSS Revise

Fig. 1. The structure of study point
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• A new way of application of Expert System is proposed, namely Cycle Sorting
Algorithm, which can obtain a more objective severity sort of CWE class on the
basis of the Expert System.

• CWE Sort Factor (CSF) is introduced into CVSS based on Cycle Sorting Algo-
rithm. Using CSF, metrics of CVSS (C, I, A) is corrected, and the revised CVSS
severity base score can more objectively reflect the CWE classification features.

2 Related Works

CWE analyzed the existing security vulnerability classification standards and sum-
marized the advantages of various standards; meanwhile, hundreds of vulnerability
types were enumerated. NVD extracted 19 types of the most commonly as NVD
included classification standard. Currently, CWE has been recognized as the most
authority and influence classification standard, the contained categories are considered
to be more objective and reasonable.

Holm [4] invited 304 experts to assess 3040 vulnerabilities, each expert assessed 10
vulnerabilities, and the range of vulnerability severity is [0.0, 10.0], the same as the
CVSS Base Score. In this paper, the characteristics of CVSS and Expert System are
analyzed, as well as the relationship between the CWE and above system, and a revised
CVSS system is put forward base on CWE and Expert System.

3 The Objectivity of Expert System and CVSS

In this section, the objectivity of Expert System and CVSS is studied, the factor that
could affect the objectivity mainly include CWE and Product. The relationship between
CVSS and CWE is studied first, and a question that if CWE classification features can
be reflected in CVSS is also studied; meanwhile, the advantages and disadvantages of
CVSS and Expert System were analyzed.

3.1 The Influence of Assessment System from CWE

The CVSS and Expert System can produce a classification translation for each CWE;
each CWE classification has a certain deviation, comparing to the total average, that
CWE classification can influence vulnerability severity score. The same CWE category
has a different deviation in Expert System and CVSS, that is to say, Expert System and
CVSS are inconsistent. CWE characteristics of the CVSS are more obvious than Expert
System. There is a smaller variance and more obvious average deviation in CVSS.

3.2 The Influence of Assessment System from Product

The purpose of this section is to study whether the CVSS and Expert System is affected
by the software Vendor and Product, and whether the difference between CVSS and
Expert System is associated with the using range of Vendor and Product. We want to
make sure that whether experts consider the Vendor and Product affected by the
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vulnerability, when they assess vulnerabilities. If the products affected by vulnerability
are more widely used and important, the severity of the vulnerability is serious. We can
draw the conclusion that the severity score of CVSS and Expert System is not affected
by the Vendor and Product.

4 Architecture Designs of Revised CVSS

4.1 Cycle Sort Algorithm

We believe that for the subjectivity of Expert System, Expert System should not be
used directly for vulnerability severity assessment. But the order of vulnerability
severity is after the expert’s careful scrutiny and is objective. So Cycle Sort Algorithm
is put forward based on this premise in order to use the results of the Expert System
more objectively (see Table 1).

Calculation process of winning percentage: First, calculate the average score of
each category and each expert, respectively; calculate the victory number and the
failure number of vulnerabilities assessed by each expert; and calculate the Difference
of Victory Rate (DVR) of each category.

4.2 CWE Score Factor

Known in the above discussion, the relative severity is objective and the absolute
severity is subjective on Expert System. Instead, the relative severity is not accurate
enough and the absolute severity is relatively accurate on CVSS. Meanwhile, the three
metrics of CVSS (C, I, A) is valued subjectively actually. C, I, A have three options
{None, Partial, Completely}, however, even {Partial, Completely}; actually, the
influence is different from C, I, and A (see Table 2).

C, I, and A are revised according to CWE sort ordered by Expert System, such as
CWE-200, when C, I, and A are marked as Partial, the values of C and I should be
multiply by 0.8; when C, I, and A are marked as Completely, the values of C and I also
should be multiply by 0.8 (see Table 3).

Table 1. Expert marked average

Category CVE-ID Expert marked
severity

Average

CWE-119 CVE-2009-2832 6.9 7.95
CVE-2009-2203 9.0

CWE-189 CVE-2011-1659 4.8 4.8
CWE-20 CVE-2012-0151 9.0 9.0
CWE-200 CVE-2011-2800 6.0 6.0
CWE-310 CVE-2009-4144 7.2 7.2
CWE-399 CVE-2007-5001 4.0 4.0
CWE-94 CVE-2006-7102 6.5 6.5
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5 Conclusion

With the increasing number of security vulnerabilities, the severity of a vulnerability
assessment is becoming more and more important. Currently, CVSS is the most rep-
resentative security vulnerabilities quantitative assessment algorithm, which can
compute the severity according to metrics and formulas. Expert System is a kind of
expert assessment system for vulnerabilities, namely, the severity of vulnerability is
scored directly by security experts. CWE is currently the most representative vulner-
ability classification systems. CVSS obtained wide attention and discuss the industry,
which mainly focused on the discussion of the objectivity and dispersion of severity
score. This paper mainly attempts to discuss and revise the objectivity of CVSS based
on Expert System.

The relationship among CVSS, Expert System, and CWE was analyzed. It is more
obvious CWE character reflected in CVSS than in Expert System. The influence
Product was analyzed in CVSS and Expert System. The results show that it is not true
that Product is more wildly, the severity is greater.

Based on the advantages and disadvantages of CVSS and Expert System, a con-
clusion is that the Expert System for CWE severity ordered more reasonable. Based on
the above conclusions, Cycle Sort Algorithm is put forward. A new application for
Expert System is put forward, and CWE Sort Factor (CSF) is introduced based on
Cycle Sort Algorithm to revise CVSS. Metrics C, I, and A can be revised using CSF.
The CWE classification features can be reflected objectively in the revised CVSS.

The next works will focus on two aspects: the relationship between metrics and
CWE in CVSS; find an objective standard to test the objectivity of the quantitative
severity assessment system.

Table 2 CVSS severity values

CVE C I A Base score

CVE-2009-0499 Avg None Partial Partial 6.4
Num 0 0.275 0.275

CVE-2007-5213 Avg Computer Computer Computer 9.3
Num 0.66 0.66 0.66

Table 3 Revised CVSS severity values

CVE C I A BaseScore

CVE-2009-0499 Avg None Partial Partial 5.7
Num 0 0.275 * 0.75 0.275 * 0.75

CVE-2007-5213 Avg Computer Computer Computer 8.5
Num 0.66 0.66 * 0.7 0.66 * 0.7
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Abstract. Appropriate traffic coordination at intersections where mul-
tiple roads merge plays an important role in modern intelligent trans-
portations systems. In this paper, we try to propose an efficient traffic
coordination framework using multiple collision sets. Aiming at the
essentially non-convex problem, we try to reformulate the original prob-
lem into a mixed binary integer quadratic programming one by proper
relaxations. Low complexity solutions are also given afterwards. Numeric
results show that the traffic throughput at intersections can be signifi-
cantly improved compared to the existing investigations.

Keywords: Intelligent transportations · Intersection coordination ·
Traffic optimization · Mixed binary integer programming

1 Introduction

The intersection is a popular transportation topology structure where multi-
ple roads merge. However, the current scheduling methods such as the traffic
light and stop sign based methods usually lead to inefficient traffic congestions.
Furthermore, most traffic accidents occur at intersections. Based on the inves-
tigation in EU and US, nearly 20% of fatal accidents take place around the
intersections [1].

During the past few years, considerable new intersection coordination strate-
gies have been proposed. Lin proposed a set-projection algorithm and a three-
segment linear speed profile to control the trajectories of vehicles in the buffer
area, resulting in a constant-speed driving in the core area [2]. Hafner focused
on a two-vehicle collision avoidance at intersections and developed a decentral-
ized control algorithm using V2V communications to decide whether automatic
control is needed to prevent a collision [3]. Lioris acclaimed that the platoon of
connected vehicles can double the throughput with the proof of three queueing
models [4]. Kim proposed an optimal coordination framework based on MPC
approach to generate the motion of each vehicle locally [5]. Campos focused
on the decentralized solution to the local optimization problems by which low
c© Springer Nature Singapore Pte Ltd. 2020
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complexity coordination schemes can be achieved [6]. Onieva presented a heuris-
tic algorithm by which an autonomous vehicle can cooperate with a non-
autonomous vehicle, and cross the intersections without any collisions [7].

In this paper, we first propose intersection coordination frameworks based on
single collision set (CS) and multiple collision sets (CSs), respectively. We adopt
the M condition [8] and mixed binary integer quadratic programming (MBIQP)
[9] to achieve the optimal vehicle maneuvers. The simulation experiments state
that multiple CSs can reduce approximate 80% of the coordination costs and
60% of the coordination time, comparing to single CS scenario, that leads to
significantly higher traffic throughput and lower fuel consumption.

2 System Model

We consider a typical intersection with four roads, as seen in Fig. 1. The coor-
dination system mainly consists of two parts, named buffer area (BA) and core
area (CA) respectively. CA is the whole intersection in this model, while BA
is the area where vehicles are waiting to enter the intersection. In this paper,
we assume that a collision occurs when any two vehicles occupy the CS simul-
taneously. Through possible trajectories from vehicles on each road, we denote
each overlapping part as a collision set (CS). The vehicle is considered as a cir-
cle, whose radius is indicated by the location uncertainty ρ. Suppose that there
is only one vehicle in the BA each road, and our goal is to find the optimal
maneuver for each vehicle to minimize the coordination cost.

Fig. 1. Illustration of coordination system.
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As shown in Fig. 1, the state parameters of ith vehicle can be described by
xi(t) = [pi(t), vi(t)]T , where pi(t) denotes the current position of the vehicle, and
vi(t) denotes the current velocity of the vehicle. Therefore, the motion model of
each vehicle can be considered as:

xi(t + 1) = Axi(t) + Bui(t), i ∈ {1, 2, 3, 4} (1)

where t ∈ {1, 2, . . . , T} denotes discrete time interval after being sampled at the
period of Ts, ui(t) denotes the current input control on the vehicle, in other
words, acceleration and deceleration in our model. The speed and acceleration
of vehicles are required as followed, due to practical considerations.

vimin ≤ vi(t) ≤ vimax (2)

uimin ≤ ui(t) ≤ uimax (3)

We define vimin ≥ 0 in (2), which means that backing up is not allowable
for vehicles. Additionally, the vehicles are not permitted to stop in the BA,
preventing the deadlock problem.

3 Coordination Framework

3.1 Single Collision Set

As shown in Fig. 1, for single CS, we consider the entire CA as one single collision
set. As a result, two vehicles can not show up in the CA simultaneously. Suppose
Li and Hi denote the position where vehicle in road i enters and leaves the CA
respectively. For simplicity, the intersection is defined equally large for all vehicles
[10], so that Hi − Li = Hj − Lj ,∀i, j ∈ {1, 2, 3, 4}. The collision-free constraint
is thus given as:

[pi(t), pj(t)] /∈ εi × εj ,∀t,∀i �= j (4)

There exists a desired vehicle velocity by which a minimum fuel consumption
can be achieved [8]. Thus, the objective function or cost function can be described
by

Λi(xi(t), ui(t)) = (vd,i − vi(t))2Qi + u2
i (t − 1)Ri (5)

where vd,i denotes the desired velocity we define in road i, Qi and Ri denote
the weight of velocity offset and the weight of control respectively. In summary,
based on the proposed model, the coordination optimization problem can be
described as

P1 : min.
4∑

i=1

T∑

t=1

Λi(xi(t), ui(t))

s.t. (1)−(4)

(6)
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With the constraint of Eq. (4), only one vehicle can occupy the CS at any
time slot. However, the feasible set of constraint (4) is non-convex, which makes
the optimization problem NP-hard.

Only one vehicle can enter the intersection in each time slot, one can imagine
that the coordination cost and road efficiency are not ideal under such circum-
stances, just like the simulation results later in this paper. In order to improve
efficiency, we propose a coordination strategy based on multiple collision sets.

3.2 Multiple Collision Sets

As shown in Fig. 1, we assume that vehicles make left-turn movement in a manner
of curved turn, so that we can get eight CSs according to their trajectories [11].
Table 1 presents the mapping between possible collisions with different CSs. For
instance, vehicle1 and vehicle4 may collide in CS 1©. Hence, all we have to do is
make sure that vehicle1 and vehicle4 do not show up in CS 1© simultaneously.

Table 1. Collision sets of four vehicles in eight collision sets

CS 1© CS 2© CS 3© CS 4© CS 5© CS 6© CS 7© CS 8©
Possible
collisions

Vehicle1 Vehicle1 Vehicle1 Vehicle2 Vehicle2 Vehicle1 Vehicle3 Vehicle1

Vehicle4 Vehicle2 Vehicle2 Vehicle3 Vehicle3 Vehicle3 Vehicle4 Vehicle2

Vehicle3 Vehicle4 Vehicle4 Vehicle4

Since the collision-free constraint (4) is a non-convex constraint, the key
to solving this optimization problem lies in how to satisfy the Eq. (4). Using
the M condition method, the collision-free constraints (4) are implemented by
introducing auxiliary binary decision variables [8], γi, δi ∈ {0, 1},∀i ∈ {1, 2, 3, 4}
and requiring that

Hi − γi × M ≤ pi ≤ Li + δi × M (7)

δi + δj + γi + γj ≤ 3 (8)

where M is a sufficiently large constant, and pi denotes the current position of
vehicle i. The mapping between binary decision variables and position of vehicle
is shown in the following table.

Table 2. The mapping between binary decision variables and position of vehicle

Binary decision variables Position of vehicle

δ = 1, γ = 1 In the CS

δ = 1, γ = 0 Already passed the CS

δ = 0, γ = 1 Not yet passed the CS
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As shown in Table 2, when the binary decision variables δi, γi are both
1, vehicle i is in the CS. Any two vehicles cannot be in the same CS at the
same time, constraint (8) thus should be satisfied. Therefore, the collision-free
constraints transform from (4) to (7) and (8). In summary, the original problem
thus becomes

P2 : min.
4∑

i=1

T∑

t=1

Λi(xi(t), ui(t))

s.t. (1)−(3), (7), (8)

(9)

It should be noticed that this problem is a typical mixed binary integer
quadratic programming problem (MBIQP), where the number of binary deci-
sion variables increases linearly with the number of CSs. In the eight CS, the
coordination algorithm is shown in Algorithm 1.

Algorithm 1 Coordination algorithm at intersections in multiple collision sets
1: initialize the vehicles’ parameters subject to (2) and (3)
2: for each vehicle i ∈ [1, 4] do
3: for each sampling slot j ∈ [1, T ] do
4: update the vehicles’ parameters every slot according to (1)
5: Hi,k − γi,j,k × M ≤ xi,j [1] ≤ Li,k + δi,j,k × M
6: where Li,k and Hi,k denote the kth collision set in road i, k ∈ {1, 2, 3}
7: suppose 1 - 1 = 4, 4 + 1 = 1, 4 + 2 = 2 in the following equations
8: d1 = i − 1, d2 = i + 1, d3 = i + 2
9: δi,j,1 + γi,j,1 + δd1,j,1 + γd1,j,1 ≤ 3, δi,j,3 + γi,j,3 + δd3,j,3 + γd3,j,3 ≤ 3

10: δi,j,2 + γi,j,2 + δd2,j,2 + γd2,j,2 ≤ 3, δi,j,2 + γi,j,2 + δd3,j,2 + γd3,j,2 ≤ 3
11: end for
12: end for
13: solve the coordination optimization problem P2, get the optimal trajectory for

each vehicle, calculate the coordination cost and time

In the multiple CSs model, we specify the turning trajectories of vehicles in
a curved manner and get the overlapping areas as eight CSs. The model should
be more and more realistic while the number of collision sets gets larger and
larger. However, the computational complexity increases exponentially with the
increase of the collision sets.

4 Numerical Results

4.1 Simulation Settings

In simulation, for each vehicle, the initial data are given by Table 3 and the
sampling period is specified as Ts = 0.01 (s).

Additionally, P0 = −110 (m), vd = 40 (m/s), vmin = 0.1 (m/s), vmax = 80
(m/s), where P0 denotes the starting point, v0 denotes initial velocity, vd denotes
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desired velocity, vmin denotes minimum velocity, vmax denotes maximum veloc-
ity, Qi denotes velocity offset weight, Ri denotes control weight, umin denotes
minimum control, umax denotes maximum control, i ∈ {1, 2, 3, 4}.

4.2 Coordination Realizations

As shown in Fig. 2, the trajectories of four vehicles passing the intersection are
in the order of 2, 4, 1, 3. The colored triangles in the figure represent the collision
sets for each road, for example, in road1, CS 1©, CS 2© and CS 3© are represented
by green, gray and brown triangle respectively. The trajectories of four vehicles
in multiple collision sets are more compact and tight than single collision set,
indicating that the coordination time becomes shorter.

Table 3. Collision sets of four vehicles in eight collision sets

Qi Ri v0 (m/s) umin (m/s2) umax (m/s2)

Min 0 0 30 −10 0

Max 10 10 40 0 10
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Fig. 2. Comparisons of four vehicle trajectories between 1CS and 8CSs.

As shown in Fig. 3a, in order to minimize the coordination cost, each vehi-
cle will reach the desired velocity in the end. However, vehicles in 8CSs reach
the desired velocity in a shorter interval, and the vehicle velocity in 8CSs are
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smoother than that in single CS, which provides drivers and passengers a com-
fortable trip.

Figure 3b illustrates that in order to minimize the coordination cost, each
vehicle will reach zero control in the end. However, vehicles in 8CSs reach zero
in a shorter interval, and the control in 8CSs are smoother than that in single
CS, which indicates that sudden acceleration and deceleration will not happen.
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Fig. 3. Comparisons of four vehicle trajectories.

4.3 Statistical Analysis

As shown in Fig. 4a and Table 4, compared with single CS, the coordination cost
of 8CSs decreases over 80%, indicating that collaborative vehicles can pass the
intersections with fewer coordination, leading to a lower fuel consumption.

As illustrated in Fig. 4b and Table 4, compared with single CS, the coordi-
nation time of 8CSs decreases nearly 60%, indicating that vehicles can pass the
intersection in a more efficient way.
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Table 4. Average coordination cost and time in different scenarios

1CS 8CSs

Normalized average coordination cost 1 0.156

Average coordination time(s) 1.651 0.676

5 Conclusion

A coordination system at intersections based on single and multiple collision sets
is proposed in this paper. Using MBIQP, we transform a NP-hard constraint into
a low complexity and easily solved problem. Numerical results show that: (i) In
the single CS circumstance, the coordination system is inefficient cause any two
vehicles can not be in the intersection at the same time. It leads to a large cost
and a long interval. (ii) In eight CSs circumstance, vehicles in this coordination
system take curved-turn in turn-making. The cost is smaller and the coordination
time interval is shorter compared to single collision set. (iii) The velocity and
control in eight CSs change smoothly while passing the intersection, resulting in
a better driving experience and lower fuel consumption.

In the future work, we will consider the dynamics coordination framework,
consisting of arriving vehicles and leaving vehicles all the time. Additionally, the
accommodation of human-driven vehicles and automatic vehicles will be added
in the coordination framework.

Acknowledgements. This paper was supported by the Natural Science Foundation
of China (under Grant No. 91638204 and 61771159), Guangdong Natural Science Foun-
dation under Grant No. 2017A030313392, Shenzhen Fundamental Research Project
(under Grant No. JCYJ2017081115369780 and JCYJ20160318094236224).

References

1. 2010 Motor vehicle crashes: Overview. In: Traffic Safety Facts—Research Note
(2012)

2. Lin, P., Liu, J., Jin, P.J.: Autonomous vehicle-intersection coordination method in
a connected vehicle environment. IEEE Trans. Intell. Transp. Syst. Mag. pp. 37–47
(2017)

3. Hafner, M.R., Cunningham, D., Caminiti, L.: Cooperative collision avoidance at
intersections: algorithms and experiments. IEEE Trans. Intell. Transp. Syst. 1162–
1175 (2013)

4. Lioris, J., Pedarsani, R., Tascikaraoglu, F.Y.: Platoons of connected vehicles can
double throughput in urban roads. Transp. Res. Part C, 292–305 (2017)

5. Kim, K.D., Kumar, P.R.: An MPC-based approach to provable system-wide safety
and liveness of autonomous ground traffic. Autom. Control IEEE Trans. 3341–3356
(2014)

6. Campos, G.R., Falcone, P., Sjoberg, J.: Autonomous cooperative driving: a
velocity-based negotiation approach for intersection crossing. In: International
IEEE Conference on Intelligent Transportation Systems, pp. 1456–1461 (2013)



1030 Y. Mo et al.
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Abstract. Because of the security of the symmetric cryptosystem, a secure
communication scheme based on PEG-LDPC codes has been put forward in this
paper. The secure and reliable integrated communication is based on hiding and
changing generator matrix randomly and simultaneously under the premise of
ensuring error correction ability of LDPC codes. The performance of LDPC
codes constructed by PEG algorithm is excellent, and this algorithm can con-
struct an LDPC code with arbitrary code length and code rate.

Keywords: Secure and reliable communication � LDPC code � PEG algorithm

1 Introduction

The problem of decoding general linear block codes in error correction codes is proved
to be a difficult NPC problem in 1978 [1]. Scholars in the field of cryptography
generally believe that quantum computers cannot overcome NPC difficulties, so these
kinds of cryptographic systems based on error corrections codes can counter quantum
attacks. Based on this theory, McEliece proposed a public key cryptosystem named M
cryptosystem [2]. In wireless communication systems, because of the high speed and
the ability of handling large quantities data of symmetric encryption system, scholars
have proposed many schemes about symmetric encryption system. Xinmei proposed a
crypto-error correction system combining public encryption and error correction—Ms

public key system [3]. Rao proposed M symmetric cryptosystem [4]. Wenyan proposed
a McEliece symmetric encryption scheme based on irregular LDPC codes [5].

In paper [6], the author presents a communication scheme which uses RDF algo-
rithm to generate a large number of equal-performance LDPC check matrices and a
linear congruential method to control synchronous generation based on LDPC code.
For the excellent error-correcting performance and the flexibility of code length and
code rate of LDPC codes constructed by PEG algorithm, in this paper, a K-PEG
algorithm which is combined with the idea of secure communication to construct a
mass-equivalent LDPC code using key sequence control is proposed.
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2 The Secure and Reliable Communication Scheme

According to the proposed transmission scheme in paper [6], suppose that the
parameters H; S;P should be known by both transmitter and receiver, where H is a
ðn� kÞ � n parity check matrix for an LDPC code, G is generator matrix corre-
sponding to H whose size is k � n, S is a k � k nonsingular matrix, and P is a n� n
permutation matrix (i.e., PT ¼ P�1). The scheme is as follows:

Transmitter:

1. Compute c ¼ m � S � G � P.
2. Transmit c through the noisy channel.

Receiver:
Received vector r ¼ cþ n, and n denotes the noise in the channel.

1. Compute r
0 ¼ rP�1 ¼ rPT ¼ c � PT þ n � PT ¼ m � S � Gþ n

0
.

2. Decode r
0
, and recover u

0 ¼ m � S with the matrix G.
3. Apply S�1 to u

0
and obtain m ¼ u

0 � S�1 ¼ m � S � S�1.

The difference between this scheme and paper [7] is that matrixes S, P, H, and G are
invariable in cryptosystems. These matrices are randomly changing by synchronous
controlling. This scheme mainly discusses the equivalent matrices (parity check matrix
H) designed by using PEG algorithm. The design of matrices based on PEG algorithm
is better than using RDF in error correction performance.

3 Key-Controlled PEG Algorithm

The PEG (progress edge growth) algorithm is an effective method for constructing a
short and medium-length LDPC code with excellent construction performance.
The PEG algorithm increases the edges between symbol nodes and checks nodes one
by one while keeping the ring length of the Tanner graph as large as possible [8]. Due
to the high coding complexity of the original PEG algorithm, the literature [9] proposed
an improved PEG algorithm, which reduces the coding complexity when construct the
check matrix by using lower triangles.

3.1 The Generation of Key

Legitimate communication parties use TDD (Time Division Duplexing) signal trans-
mission methods to detect the characteristics of wireless channels. Based on the feature
of fast time-varying of wireless channels, both legitimate parties can obtain a random
key with “noise” properties at the same time. Due to the reciprocity of the wireless
channel, the characteristics of the channels detected by both parties of the communi-
cation will show a high degree of correlation and then both parties use quantitative
negotiation and other means to extract a completely consistent key sequence.

Due to the presence of fast vacancies in the wireless channel, the legitimate
communication parties can easily keep more than half a wavelength away from
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potential attackers to ensure the physical security of key information when they detect
the characters of channel information. Therefore, the legitimate communication parties
can use the characteristics of the wireless channel to convert the wireless channel
characteristic information into an encryption key. The encryption key used in this paper
is obtained through the wireless channel characteristic information.

3.2 The Description of K-PEG Algorithm

In the K-PEG algorithm, let n be the number of symbol node, m be the number of check
node; define Ds ¼ fds1 ; ds2 ; . . .; dsng, where Ds is the degree sequence of symbol node.
For the i - th symbol node of the Tanner graph, it is necessary to add dsi edges to
connect it with dsi check nodes, and the selection scheme of the dsi edges are related to
the structure of the Tanner graph that has been constructed.

The following are the specific steps of the LDPC check matrix H generation
scheme based on the K-PEG algorithm:

1. Convert the binary key K sequence into the corresponding decimal integer Kd .
2. In the condition of giving degree distribution, we need to use the key to determine

the position of the check node connected to the jth edge of the ith symbol node. The
element ci;j in the key-location collection Li;j corresponds to

indexi;j � ðKd mod Xi;jÞþ 1 ð1Þ

ci;j ¼ Li; jðindexi; jÞ ð2Þ

Li;j denotes a position set of the check node which the jth edge of the ith symbol
node is connected to. Xi;j represents the number of check nodes that the jth edge of ith
symbol node can connect to. And Xi;j equals to length ðLi;jÞ. Indexi;j represents a certain
index of the position set Li;j. ci;j denotes the position value in Li;j that the Indexi;j
pointed to. For example, c5;3¼ 30 represents the third edge of the 5th symbol node
connects the 30th check node. And it means that the third nonzero element of the 5th
symbol node should be placed on the 30th row of the 5th column of the matrix H.

To ensure that there are no 4-rings in the matrix H, a lower triangular structure can
be formed with the degree of the last m symbol nodes not exceeding 2 (this lower
triangular structure is usually a dual-diagonal structure). The number of check nodes
connected to symbol nodes is always 1.

The above steps are performed separately for each updated key K. In each Tanner
graph, an LDPC code check matrix H corresponding to the key K can be obtained after
all edges of n symbol nodes are added.

We can make sure that different keys generate different Tanner graphs to guarantee
that the key space is not reduced during the conversion from the key sequence to the
LDPC code check matrix in this algorithm.
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4 Reliability Analysis of the Proposed K-PEG Algorithm

We analyze the anti-jamming ability of this scheme in signal transmission by analyzing
the error correction ability of H constructed by K-PEG and comparing it with the one
constructed by the improved PEG algorithm. The two algorithms are implemented in
the program on a simulation platform. The matrix H of the LDPC code is constructed
with the same parameters, and the corresponding generation matrix G for encoding is
generated. In the simulation, we simulate the matrix hopping strategy of the secure
communication scheme, and repeatedly perform key extraction at a certain frequency
and synchronously generate a new matrix of encryption and coding.

The coding and decoding experiments are performed in AWGN channel and BPSK
modulation mode, using BP iterative decoding algorithm with the maximum number of
iterations of BP decoding set to 50. First, we simulated under a short code length and
set the code length with 1024 and code rate with 1/2. The degree distribution used in
the simulation is 0:38354xþ 0:04237x2 þ 0:57409x3, and the degree distribution has
better performance. In the experiment, a total of 10,000 frames of randomized mes-
sages were generated for coding and decoding. By using the K-PEG algorithm, a binary
key sequence with the same length as the code length is regenerated every 10 frames,
and a corresponding check matrix H is reacquired according to the key sequence, so
that a total of 1000 matrixes of H are generated.

Comparison of the performance curves of LDPC codes with a code length of 100
under both methods shows in Fig. 1. There is almost no difference in performance
between K-PEG algorithm and the improved PEG algorithm in the ability of decoding.

In order to compare the performance of the proposed K-PEG algorithm and the
original RDF scheme in the paper [6] under the same code length and bit rate, the two
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Fig. 1. Comparison of K-PEG algorithm and improved PEG algorithm in short-length code
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schemes are simulated and the simulation result is shown in Fig. 2. From this figure,
the proposed K-PEG algorithm is better than RDF in the performance of decoding
under the same parameters. The performance improvement is about 1 dB in case of
10�4 bit error rate.

It can be shown that mapping the random binary key sequence to the parity check
matrix H generated by the PEG algorithm does not substantially affect the decoding
performance of the LDPC code. The simulation results also fully demonstrate that this
massive matrix transition scheme does not reduce the reliability while improving the
security of the communication system.

5 Security Analysis of the Proposed K-PEG Algorithm

Let Xi be the number of different schemes to establish edges denoted by the degree of
the ith symbol node. Let XiðjÞ be the number of check codes which be collected by the
jth edge (j 2 ð1; . . .; dsiÞ) of the ith symbol code. All optional position indices of the jth
edge make up the position set Li; jðXiðjÞ ¼ lengthðLi;jÞÞ.

It is easy to know that the key space is 2n while the length is n. For any two
different keys Kd1 and Kd2(Kd1 [Kd2) with the same sequence of index,

8i; j;Kd1 mod XiðjÞ � Kd2 mod XiðjÞ ð3Þ

The number of sequences of the index is
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Fig. 2. Comparison of simulation of K-PEG algorithm and improved PEG algorithm in
medium-long code with RDF algorithm
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Y ¼ minðKd1�Kd2Þ ¼ ½X1ð1Þ;X1ð2Þ; . . .;XnðdsnÞ� ð4Þ

½X1ð1Þ;X1ð2Þ; . . .;XnðdsnÞ� represents the least common multiple of all elements in
fX1ð1Þ;X1ð2Þ; . . .;XnðdsnÞg.

8i; j, Kd1 mod XiðjÞ � Kd2 mod XiðjÞ, there must be Kd1�Kd2 � 0 mod XiðjÞ, that is,
all elements in the fX1ð1Þ;X1ð2Þ. . .;XnðdsnÞg are factors of Kd1�Kd2. Calculating the
minimum value of Kd1�Kd2 equals to calculating the least common multiple of all
elements in fX1ð1Þ;X1ð2Þ. . .;XnðdsnÞg.

There is a situation that the sequence of position index is different with the same
type of connection. The number of placement schemes is equal to the number of
different arrangements of the last nonzero elements in the i - th column of the check
matrix H. For example, when ds100 equals 2, c100;1 ¼ 5, c100;2 ¼ 7 with their position
index of index100;1 ¼ 5, index100;2 ¼ 6 and c100;1 ¼ 7, c100;2 ¼ 5 with position index of
index100;1 ¼ 7; index100;2 ¼ 5 is different in index, but the position distribution of “1”
in the 100th column of the check matrix H is the same. There are dsi ! repeats for each
type of connection for each symbol node. Xk

total represents the number of different H
constructed by K-PEG algorithm.

Xk
total �

Y
Qn

i¼mþ 1
ðdsi !Þ

¼ ½X1ð1Þ;X1ð2Þ. . .;XnðdsnÞ�
Qn

i¼mþ 1
ðdsi !Þ

ð5Þ

The simulation uses the code rate of 1/2, and the degree distribution is

0:38354 � xþ 0:04237 � x:^2þ 0:57409 � x:^3 ð6Þ

and matrix H with a code length of 100–1100 is randomly constructed. H is constructed
1000 times for each code length, and the number of different H-matrixes finally
obtained is the average of 1000 times configuration. Simulation results are shown in
Fig. 3.
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With the above conclusions, we can determine the size of the key space based on
the security requirements of the communication system. According to the simulation
results, it is recommended that the length lk of the key sequence is increasing with the
increasing of code length. We recommend that the key length should be between 2n
and 3n. According to the simulation, the k-PEG algorithm can obtain a large number of
equivalent matrices that guarantee the security of the communication scheme.

6 Conclusion

This paper proposes a K-PEG algorithm for constructing parity check matrixes of
LDPC codes based on key sequences, analyzes the calculation method for the number
of different parity check matrixes that the algorithm could construct. And we get the
approximation of the number of different parity check matrixes in different lengths
through simulation. Simulations show that K-PEG algorithm can generate a large
number of LDPC code equivalent matrices. Under the same code length and code rate,
the error correction performance of these LDPC matrices is better than that of
QC-LDPC codes generated by the original RDF scheme. Therefore, the proposed
K-PEG-LDPC code in this paper is a better choice for the proposed secure and reliable
communication scheme.
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Abstract. Various mobile devices facilitate the users’ life, but the issues
are brought into privacy focus by the individuals. This paper aims at the
protection of intimate relationships among users. We consider the inti-
macy of user relationships based on similar sub-trajectories between the
users. Then, we propose a kmn-anonymity protection model. We gener-
alize from two aspects: location and time. The first is location general-
ization. The range that user pass within the time that the location point
stays is the generalization region, and the corresponding location point in
the region’s trajectory is represented by the generalization region. When
the location generalization is not enough to satisfy the kmn-anonymity,
then we use time generalization. Finally, the performance of our algo-
rithm is evaluated by the experiment and the validity of our algorithm
is verified.

Keywords: Relationship protection · Trajectory ·
Intimate relationship · kmn-anonymity

1 Introduction

The applications based on mobile devices bring great convenience to people,
but they also bring challenges to users’ privacy issues [1]. The users’ trajectory
data contain important personal information. The attacker can infer the home
address, company, and other preferences from the users’ trajectory, and it is
easy for attacker to know the users’ relationships if they want. The topic of re-
identify attack has been widely studied in previous works. There are several com-
monly used privacy protection models, which including that the k-anonymity,
the l-diversity, the t-closeness, and the differential privacy, respectively. The k-
anonymity means that each user is indistinguishable from at least k-1 other users
[2]. The probability of discovering a target user is 1/k; the basic idea of the l-
diversity is to ensure that at least l distinct value exists for the sensitive attributes
of each equivalence group [3]; the t-closeness method requires that the difference
between the distribution of sensitive attribute values and the distribution of the
original data does not exceed t [4]. The differential privacy [5,6] has strict theo-
retical guarantees. It does not care about the attacker’s background knowledge.
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In this article, we propose an algorithm to protect the privacy of intimate
relationships between users. The protection model used in this paper is based
on the k-anonymous model. We call it kmn-anonymity. It is still essentially k-
anonymity, where n is the number of user relationships that need to be protected
and m is the number of people whose trajectories are similar. This model can
protect the relationships among multiple users. Compared with k-anonymity,
kmn-anonymity can better reflect the utility of data, and it can also improve
the efficiency of protection. To achieve kmn-anonymity, we use the method of
generalization. We use the edit distance to measure data utilities.

Paper [7] introduces the technique of Ambiguity in Social Network data
(ASN) based on anatomy, which specifies how to publish social network data.
Paper [8] presents an algorithm of location privacy protection which is designed
to calculate the probability of relationship privacy risk, however, they did not
elaborate on the steps of protection. Paper [9] proposes a new privacy metric
p-confidentiality that ensures location diversity by bounding the probability of a
user visiting a sensitive location with the p input parameter. In paper [10], they
use machine learning techniques to classify user pairs as friends and non-friends.

In this paper, first of all, we present the kmn-anonymity protection model
to protect the intimate relationship among the users. According to the kmn-
anonymity protection model, we find the intimacy relationship that needs pro-
tection. Then we use global generalization method to protect them. Finally, we
conducted an experimental verification and the experimental results show that
our algorithm is useful.

Contribution is as follows:

(1) We present a kmn-anonymity model to protect intimate relationship among
users.

(2) We use a generalization approach method to protect the intimacy relation-
ship that needs protection.

(3) We evaluate the algorithm on real data sets. The results show that the
proposed algorithm is feasible and efficient.
This paper is organized as follows:
In the Sect. 2, we give the relevant definitions; in Sect. 3, we design the cor-

responding algorithm to protect the intimate relationship that need protection.
In Sect. 4, the experimental verification, and evaluation are performed under the
real data set. At last, we come to the conclusion.

2 Related Definition

Definition 1. (Trajectory) The trajectory is defined as follows:

tri = pi1(t
i
1.ar ∼ ti1.le) → pi2(t

i
2.ar ∼ ti2.le) → · · · → piz(t

i
z.ar ∼ tiz.le)

The location point p contains the latitude and longitude of the location. The
z represents the total number of locations in the user i′s trajectory. The tik.ar
represents the time to arrive of user i in the kth location. Similarly, the tik.le
represents the time to leave of user i in the k th location
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Definition 2. (Trajectory Set) Trajectory data set Tr = [tr1, tr2, . . . , trn], the
tri defines the original trajectory of the user i, where the n represents the number
of users.

Definition 3. (Similar Sub-trajectory) The trajectory consisting of the follow-
ing three constrained position points is called the similar sub-trajectory, We use
Subij to represent it. The implication is that two users, i and j, stay in the same
location for a period of time, and there is a similar transfer time to the next
same location.

(1) ∀1 ≤ u ≤ z,∀1 ≤ v ≤ z′, piu = pjv;
(2) Covuv = |min(pik.le, p

j
k.le) − max(pik.ar, p

j
k.ar)| > 0, it refers to the time cov-

ered by two users at the same location, that is, when two users stay together
at one location;

(3) ∀1 ≤ u ≤ z,∀1 ≤ v ≤ z′,Δtiu = |tiu.ar − tiu′.le|,Δtjv = |tjv.ar − tjv′.le|, |Δtiu −
Δtjv| ≤ Ttime.

u′ and v′ represent the previous locations of u and v, respectively, and Ttime

is a preset threshold for the transition time from one place to another.

Definition 4. (Anonymous model: kmn-anonymity)

kmn =
1
Cn

m

,m = argmin(Cn
m ≥ k). (1)

The kmn-anonymity of this article is a variant of k-anonymity. It is to protect the
privacy of the relationship among users. m refers to the total number of similar
trajectories, n refers to the need to protect the relationships among n users, that
is, finding n similar trajectories from m. n is the user’s own designation and k
is the privacy requirement that the user wants to achieve.

For example, suppose the user’s privacy requirement is k = 1/3, and the rela-
tionship between two users needs to be protected, n = 2. Then the smallest m
that satisfies the condition is equal to 3. That is, we need to find three trajec-
tories that are related to each other. Then the probability of finding the target
relationship is kmn = 1

C2
3

= 1
3 .

3 Global Generalization

In this section, we propose specific protection measures for the relationships that
need to be protected. We mainly use generalization methods. We map the loca-
tions to the actual geographic location network and operate the user’s trajectory
in the geographic location network to achieve the protection of the users’ inti-
mate relationships. The meaning of global generalization is to generalize multiple
locations into a whole area, and the corresponding locations of the trajectories
that pass through the area are replaced by area. The following are the specific
steps.
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Definition 5. (Neighbor) Taking the location before the location in the similar
sub-trajectory of the relationship rij as the center of a circle, taking the distance
from the previous location to the location in the similar sub-trajectory as the
radius to make a circle 1. Similarly, doing the same operation for the latter
position of this location in the similar sub-trajectory to make circle 2. Then the
intersection of circle 1 and circle 2 is called the neighbor of the location.

For example, in Fig. 1, it is a neighbor graph. The q1 is the neighbor of A in the
sub-similar trajectory about user 1 and user 2. In like manner, q2 is the neighbor
of B, q3 is the neighbor of C.

The first step is finding neighbors at each location in the similar sub-
trajectory;

The second step is global generalization. First, we generalize the location
and then we generalize the time. If the kmn-anonymity has been met after the
location generalization, the time generalization is no longer continued. If not,
the time generalization is continued.

We denote each location in the similar sub-trajectory combined with all
neighboring locations of this location as a generalized region q. The correspond-
ing location in the trajectory passing through the area q is represented by q. If
the number of all trajectories passing through the all generalized region [q1, q2,
q3, . . . ] of the similar sub-trajectory satisfies kmn-anonymity. The time gener-
alization is not continued. On the contrary, generalizing time as the maximum
time range for the corresponding location in the generalization region. If cal-
culating intimacy still does not satisfy kmn-anonymity, then the second step is
repeated based on the trajectory of the newly added region q, the neighbor is
repeatedly searched, and the generalized region is expanded until relationships
meets kmn-anonymity. The example is shown in the figure below. The pseudo
code is as follows Algorithm 1.

The example data is as follows.

tr1: A (7 : 00 ∼ 9 : 00) → B (11 : 00 ∼ 13 : 00) → C (15 : 00 ∼ 17 : 00) →
D (19 : 00 ∼ 21 : 00)

tr2: A (8 : 00 ∼ 10 : 00) → B (12 : 00 ∼ 14 : 00) → C (15 : 00 ∼ 17 : 00)
tr3: N (7 : 00 ∼ 9 : 00) → O (11 : 00 ∼ 13 : 00) → P (15 : 00 ∼ 18 : 00)
tr4: Q (7 : 00 ∼ 9 : 00) → U (11 : 00 ∼ 13 : 00) → R (15 : 00 ∼ 18 : 00)

First of all, in Fig. 1, ABC is a similar sub-trajectory of Sub12. We have got
the neighbors of Sub12, suppose that k = 1/3, r12 is the relationship that need
protection. Second, A’s neighbor area is represented by q1, which contains E, H;
B’s neighbor area is represented by q2, which contains F , I; C’s neighbor area is
represented by q3, which contains G, J . According to the global generalization
rule, the corresponding location in the trajectory that passing through the gen-
eralized region is represented by a generalized region. From Fig. 1, we can see
that tr3 and tr4 pass through the generalization region, we should change the
location of original trajectory to the generalization region. After the calculation,
the relationship satisfies kmn-anonymous and no further time generalization. So,
the final trajectory set is:



1042 Z. Yang et al.

tr1: q1 (7 : 00 ∼ 9 : 00) → q2 (11 : 00 ∼ 13 : 00) → q3 (15 : 00 ∼ 17 : 00) →
D (19 : 00 ∼ 21 : 00)

tr2: q1 (8 : 00 ∼ 10 : 00) → q2 (12 : 00 ∼ 14 : 00) → q3 (15 : 00 ∼ 17 : 00)
tr3: q1 (7 : 00 ∼ 9 : 00) → q2 (11 : 00 ∼ 13 : 00) → q3 (15 : 00 ∼ 18 : 00)
tr4: q1 (7 : 00 ∼ 9 : 00) → q2 (11 : 00 ∼ 13 : 00) → q3 (15 : 00 ∼ 18 : 00)

Fig. 1. Neighbor graph

4 Experiment

4.1 Experimental Setup

The algorithms were implemented in JDK 1.7. The trajectory data set in BeiJing,
it has 1042 trajectories of 20 users. Attributes include user name, date, location
name, latitude and longitude, time of arrival and leave etc. We test two groups
of experiments, it includes the quality of the algorithm and the runtime of the
algorithm. We use the edit distance to measure the usefulness of the data. Edit
distance is a measure of string changes.

4.2 Performance Study

The Quality of the Two Protection Algorithms with the k and n We
test the quality of the protection algorithms with the k and n in Fig. 2. When
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Algorithm 1: Global generalization

Data: Trajectory data set:Tr,k,n
Result: Modified trajectory data set Tr′

begin
Calculating m according to n and k;
for tri ∈ TR do

R need protect[]=The trajectories does not satisfy the
kmn − anonymous;
for R1 ∈ R need protect do

similar sub− trajectory =Finding similar sub− trajectory of R1;
while Relationship does not meet kmn-anonymity do

q= finding neighbors of each location from the similar
sub − trajectory ;
tr[] is trajectory set of passing q;
tr′ =generalizing the locations of trajectories passing
through area q;
sim = Calculating the intimacy of the tr′ and similar
sub − trajectory ;
if sim satisfied the kmn-anonymity then

Tr′= Trajectories after generalization; return Tr’;

else
generalizing the time of tr′ and similar sub − trajectory;
sim = Calculating the intimacy of the tr′ and similar
sub − trajectory ;
if sim not satisfied the kmn-anonymity then

Tr′= Trajectories after generalization; return Tr’;

else
Repeatedly generalize location and time;

return Tr’.

n = 2 or n = 3, the algorithm is ladder-like because our kmn algorithm can
satisfy multiple k conditions. When n = 3, the quality of the algorithm is greater
than when n = 2. That is because protecting the relationship among three
individuals generally makes the original data change more significant than the
two individuals.

Time Efficiency We tested the time efficiency changes of k and n with the
protection algorithm in Fig. 3. When n = 2 or n = 3, the algorithm is ladder-
like, and the reason is consistent with the cause of quality. When n = 3, the
time efficiency of the two algorithms is greater than n = 2, because protecting
the relationship of three individuals generally take more time.
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Fig. 2. The quality of the protection algorithm with the k and n

Fig. 3. Time efficiency

5 Conclusions

In this paper, we are mainly about protection of intimate relationships. For the
protection of relationships, we have adopted the global generalization. The idea
of global generalization is to use generalized regions to represent locations in the
trajectories that go through the regions. In the experimental part, we evaluate
the effectiveness of the experiment on real data. The final experimental results
show that our algorithm is effective.
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Abstract. Communication has become a very important part of people’s work
and life. Wireless communication technology has the characteristics of low cost,
good scalability, and easy use, but it is vulnerable to eavesdropping and other
security threats, and eavesdroppers illegally receive through wireless channels.
Traditional wireless communication system security methods need to be
implemented at the upper layer through authentication and cryptographic
techniques. In recent years, as an important complement to traditional security
mechanisms, information theory security principles, transmission signal security
technologies, spread spectrum and frequency hopping encryption technologies,
and channel coding Research on physical layer security technologies such as
encryption technology and modulation encryption can effectively protect
information during wireless transmission and prevent eavesdroppers from ille-
gally receiving information.
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Wireless communication technology is a communication technology that uses elec-
tromagnetic signals to exchange information. In recent years, it has developed the
fastest and most widely used in the field of information and communication. Wireless
communication technology has the advantages of low cost, no need to set up physical
lines, no laying of cables, no restrictions on the industrial environment, strong ability to
resist environmental changes, easy fault diagnosis, remote maintenance and mainte-
nance, and the advantage of no need for extended expansion cabling [1]. However, for
wireless communication systems involving national security, military information,
diplomatic, and trade secrets, the security of communications is even more important
than the transmission performance.

The physical layer security of wireless communication takes information theory
security as the starting point, uses the signal format of wireless communication and the
physical characteristics of wireless channels, and combines cryptography to encrypt the
specific signal format of the transmitted information and even achieve cross-layer
security design [2]. In practical applications, the physical layer security technology has
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the advantages of easy implementation and easy maintenance. At the same time, the
wide application of multi-carrier, multi-antenna, and new channel coding technologies
provides a broad space for physical layer security technology research.

1 Wireless Communication Physical Layer Encryption
System Model

The traditional encryption mechanism is divided into two mechanisms: private key
(symmetric) and public key (asymmetric) password. The wireless communication
system adopting the traditional encryption mechanism completes the encryption
operation outside the physical layer, and the ciphertext information is transmitted to the
physical layer for wireless transmission. The information is converted into a form
suitable for wireless channel transmission. The transmitting end implements functions
such as channel coding, digital modulation, baseband post-processing, and radio fre-
quency modulation and transmits it to the receiving end. The receiving end performs
radio frequency demodulation and synchronization on the received signal. Channel
estimation, digital demodulation, channel decoding, and other operations achieve
signal recovery [3]. Therefore, if the physical layer is not reliable, the system security
of the traditional encryption mechanism will be reduced. Physical layer security
technology is a necessary supplement to the traditional encryption mechanism to

Fig. 1. Communication information encryption system model
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improve the protection of ciphertext in wireless transmission, prevent eavesdroppers
from illegally receiving information, increase the difficulty of eavesdropping and
deciphering encrypted information, and enhance the security of wireless
communication.

In communication systems, information can be segmented into fields of the same
length and preceded by control information such as packet numbers to form packets of
equal length [4, 5]. Therefore, the data packet as the basic encryption unit, each packet
encryption, encryption scheme as shown in Fig. 1. At the sending end, the data ter-
minal sends the encrypted plain text to the security device in the form of a packet. The
security device encrypts the plain text to form a ciphertext packet and sends it to the
terminal device, and sends the data packet in a frame format through the radio fre-
quency device. After receiving the frame, the receiving end decapsulates the frame, and
the terminal device sends the ciphertext packet to the security device. The security
device decrypts the ciphertext packet to form a plain text packet and sends it back to the
terminal device to complete the decryption process.

2 Channel Encryption Technology

Information theory security puts forward the feasibility of implementing confidentiality
transmission under the multichannel model. Both parties can achieve confidential
communication without eavesdropping through cryptographic techniques. At present,
based on the theoretical research category, the theory of information theory security,
the study of the channel The model needs to be defined or assumed (the communication
channel is better than the eavesdropping channel, and the channel information is known
accurately) [6]. It provides a new idea. In practical applications, physical layer security
technology is still needed to enhance the security of wireless communication (Fig. 2).

Fig. 2. Channel encryption processing block diagram
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The characteristics of channel encryption technology are mainly reflected in: the
interceptor intercepts the sender’s signal from the transmission channel. If there is no
corresponding key, after the spreading code estimation, modulation pattern recognition,
and parameter estimation, noncooperative despreading and solution cannot be used.
The way to decrypt it. The signal intercepted by the listener is affected by both the
channel error and the key deviation. Compared with the conventional key communi-
cation, the intercepted signal is affected only by a factor of the subsequent key devi-
ation, which has higher security.

3 Spread Spectrum Frequency Hopping Encryption

Spread spectrum encryption and frequency hopping encryption are currently the most
widely used physical layer encryption technologies. Among them, spread spectrum
encryption uses high-frequency pseudo-random sequences for spreading modulation,
demodulation, and signal spectrum spread [7, 8]. The direct-sequence spread spectrum
adopts the M-sequence generated by the linear feedback shift register as the spread
spectrum code sequence. At the same time, a high-intensity cryptographic algorithm is
used to generate a complex spread spectrum code sequence and is mapped into a
pseudo-random high-frequency spread spectrum code sequence according to certain
rules., which completes the encryption while spreading.

The spread spectrum signal has excellent characteristics such as low probability of
acquisition, low detection probability, and strong anti-interference ability. The spread
spectrum encryption, decryption, and despreading processing are shown in Fig. 3. The
spread spectrum and the encryption link are combined at the transmitting end, and the
long period spreading code is combined. A high-speed pseudo-code sequence is
superimposed on the sequence, and the despreading is performed at the receiving end
using a key known to both parties of the communication, to obtain a subsequent
modulated signal, and then to perform demodulation and channel decoding operations.

Fig. 3. Spread spectrum despread processing block diagram

Research on Modulation Algorithm Based on Physical 1049



Frequency hopping encryption uses pseudo-random sequences to control the carrier
frequency hopping time and duration to achieve the pseudo-randomness of the fre-
quency hopping law. Frequency hopping encryption mainly relies on the frequency
hopping rate and the randomness of frequency hopping to enhance electronic oppo-
sition and countermeasures. The threat of tracking interference ensures the reliability of
communications.

4 Phase Rotation and Amplitude Modulation Modulation
Method Encryption Technology

Modulation method encryption technology is an emerging physical layer encryption
technology. The phase modulation and amplitude modulation combined modulation
encryption algorithm is shown in Fig. 4. In the baseband digital modulation, phase
rotation and amplitude adjustment are performed on the constellation mapping part to
change the constellation diagram. Distribution, so that illegal users cannot determine
the modulation method [9, 10]. At the same time, using the physical irreversibility of
the wireless channel, the information bits are mapped in the form of a constellation
symbol, and the weak human noise is superimposed on the constellation that has been
rotated randomly at the transmitting end to further enhance the physical layer security.

4.1 Data Preprocessing

The input binary serial data is converted into parallel data and allocated to N subcar-
riers. It is assumed that each subcarrier is assigned data of K (K depends on modu-
lation) bits, and then the serial data is converted into

Fig. 4. Phase rotation and amplitude modulation method encryption technology

1050 X. Li and Y. Zhang



a11 a12 � � � a1k
a21 a21 . . . a2k
..
. ..

. . .
. ..

.

aN1 aN2 � � � aNk

0

BBB@

1

CCCA ð1Þ

The a j
i value is binary 0, 1, the superscript j indicates that the serial data is allocated

on the j-th subcarrier, the subscript i indicates the i-th data on the j-th subcarrier, and
the data is serially converted and then transmitted in columns:

a11
a21
..
.

aN1

0
BBB@

1
CCCA;

a12
a22
..
.

aN2

0
BBB@

1
CCCA; . . .;

a1k
a2k
..
.

aNk

0
BBB@

1
CCCA ð2Þ

4.2 Key Sequence Processing

Depends on the initial conditions using the generated encryption series, setting a ¼
a0a1a2. . .ai. . .aj. . . P(a) periodic sequence in binary domain F, called the CaðxÞ
autocorrelation function of the periodic sequence a ¼ a0a1a2. . .ai. . .aj. . ..

CaðsÞ ¼ 1
pðaÞ

XpðaÞ�1

j¼0

ð�1Þaj þ ajþ z 0� s� pðaÞ � 1 ð3Þ

For the average of the statistical eigenvalues of any series:

�X ¼ lim
N!1

1
N

XN�1

i¼0

Xi ¼
Z1

0

XpðXÞdX ¼ 0 ð4Þ

Two initial values for any sequence-independent sequence correlation function:

cor x1; x2ð Þ ¼ lim
N!1

1
N

XN�1

i¼0

Xi � �Xð Þ Yi � �Yð Þ

¼
Z1

0

Z1

0

qðXÞqðYÞ Xi � �Xð Þ Yi � �Yð ÞdXdY

¼ r x1 � x2ð Þ

ð5Þ
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4.3 Phase Rotation

After the constellation mapping, the input binary parallel data is mapped to a complex
number, and its angle is added to the rotation angle generated by the key, which
completes the angle encryption of the data.

m00 ¼ mþm0 ð6Þ

Encrypted phase m00, Is the phase mapped by the parallel data constellation m
Generated by a rotation phase key generated m0 by a chaotic sequence generator.

4.4 Amplitude Adjustment

The amplitude adjustment is to multiply the phase rotated data by the amplitude key:

m00 ¼ m � m0 ð7Þ

The encrypted amplitude m00 is generated by combining the parallel data amplitude
m and the amplitude adjustment parameters generated by the hash sequence generator.

5 Simulation Analysis of Influence of Encryption Algorithm
on System Performance

Because of the huge number of keys, it illustrates the algorithm’s security, but the need
for simulation experiments to determine its encryption effect, the impact on the system
performance, the algorithm anti-attack performance were simulated experiments, and
through the system before and after the encryption code error. The analysis proves that
the encryption algorithm does not destroy the performance of the system.

Figure 5 is the change curve of the error before and after encryption under different
SNRs before and after the modulation encryption. In the experiment, an average of 100
units was used for each SNR as the BER at the SNR. From Figs. 5 and 6, it can be seen
that the error code curve of the demodulated data after the algorithm basically coincides

Fig. 5. Comparison of error codes before and after modulation and encryption
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with the error curve of the original modulation method. The modulation and encryption
algorithm has no effect on the inherent performance of the system and is a lossless
process.

6 Conclusion

The physical layer security technology of wireless communication covers a wide range
of technical means, and plays an important role in enhancing the security of the system.
Random changes in system configuration and dynamic coordination of internal
resources of the system all require encryption. It can be seen that the dynamic target
defense has proposed a long-term development goal for the cross-layer security design
of wireless communications, and this will also create a new situation for the devel-
opment of communications security technology. Based on the modulation protection
algorithm of the physical layer encryption, its performance is analyzed from the the-
oretical and experimental perspectives. The theoretical analysis of the security of the
key and the ability to resist the attack was performed, and corresponding simulation
experiments were designed.
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Abstract. Cyber Range has become a very important means to support
tasks such as network security technology validation, network weapon
testing, training of network attack and defense and network risk assess-
ment. However, Cyber Ranger faces many security threats from internal
and external environments. In order to establish an adaptive security pro-
tection system, threat modeling is needed to analyze potential threats
and provide security solutions. In this paper, we present a novel threat
modeling method for Cyber Range. Based on ontology and knowledge
graph, our research focuses on the design of threat ontology, knowledge
base, and unified description specification. Typical cases are given to
demonstrate our approach. This study could serve as groundwork for
further Cyber Range researches including security architecture, situa-
tion awareness and intelligent decision-making.

Keywords: Cyber range · Threat modeling · Ontology ·
Knowledge graph · Threat knowledge extraction

1 Introduction

With the rapid development of information technology, network attack and
defense has become the main content of national confrontation between various
countries. Network environment is changing from Internet to ubiquitous net-
work space, while attack method is developing from single mode to Advanced
Persistent Threat. Cyber Range is an important infrastructure for government
and military departments, which can significantly improve stability, security,
and performance of critical systems and infrastructures. Many countries in the
world pay great attention to the construction of Cyber Range, which has become
a very important means to support tasks such as network security technology
validation, network weapon testing, training of network attack and defense and
network risk assessment.

Compared with other systems, Cyber Range is more complex and change-
able, which not only satisfies the need of network attack and defense experiments,
but also ensures its own safety. The threats come from external environments
as well as internal elements and other Cyber Ranges. So it needs to establish a
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dynamic security protection system, which can adjust security policies automat-
ically along with the changes of external conditions and internal states. Threat
Modeling is the foundation of security architecture design. Once threat model of
Cyber Range is established, we can identify as many known threats as possible,
and contribute to analysis and discovery of unknown threats.

In the literature, Threat is defined as the potential event can lead to undesired
results, such as Information Disclosure or Deny of Service. Threat Modeling is
defined as the process of recognizing, presenting, modeling and reducing potential
threats that system may encounter with. It succinctly describes the methods
attackers exploit to hack systems and can be used in whole life cycle of the
system.

Starting with the requirements of threat modeling, a novel threat modeling
method is derived using ontology and knowledge graph. Our research focuses
on design of threat ontology, knowledge base, and unified description specifica-
tion. Remember that the approach presented in this paper is capable of dynamic
updating and attribute extension. This research could support security protec-
tion of Cyber Range properties. Furthermore, it could serve as groundwork for
further Cyber Range researches including security architecture, situation aware-
ness, and intelligent decision-making.

The rest of this paper is organized as follows. First, in Sect. 2, related works
are introduced. A treat modeling method based on ontology is proposed in
Sect. 3. Then, in Sect. 4 we design an innovative knowledge base of threats based
on knowledge graph and set up an unified description specification. Some cases
are presented in Sect. 5 to verify our proposed approach. Finally, Sect. 6 draws
conclusion.

2 Related Works

STRIDE model [1] has been the primary method of threat modeling, which
is based on the security attributes of systems. The model divides threats into
Spoofing, Tampering, Repudiation, Information disclosure, Denial of service,
and Elevation of privilege to ensure the system has security attributes includ-
ing authentication, confidentiality, non-repudiation, integrity, availability, and
authorization. The advantage of the STRIDE model is that it inherently sup-
presses threats based on security attributes. However, the classification of threats
by STRIDE model is one-dimensional. The system may be attacked by a cer-
tain kind of threat, but it is not sure at which level the attack occurs. Lack of
consideration for the OSI model, the STRIDE model is difficult to evaluate the
effectiveness of the attack and make the choice of defense strategies.

The tree-structured models applied to the field of security analysis include
attack tree, fault tree, and threat tree. Attack tree [2] is a formal description of
attack behavior in network based on tree structure. Fault tree [3] is also called
accident tree, which is an effective tool for analyzing the safety and reliability
of complex and large-scale systems. Threat tree model is a graphical model that
describes threats to a system, such as malicious damages to the availability,
integrity, or confidentiality of the system.



Threat Modeling for Cyber Range: An Ontology-Based Approach 1057

There are two types of nodes in the privilege graph model [4], the attacker
node and the target node. The attacker node represents an attacker, and the edge
between the attacker node and the target node represents the set of permissions
that the attacker originally possessed. If there is a reachable path between the
attacker node and the target node, it indicates that there is a potential security
threat.

The attack graph can be used in the form of directed graph, which can
describe the network relationship, service relationship and vulnerability utiliza-
tion relationship between hosts. Due to the different definitions of nodes and
edges, researchers proposed state attack graph model [5] and attribute attack
graph model [6]. The difference between them is that in attribute attack graph,
the execution of a certain attack will only cause the change of adjacent nodes,
while in state attack graph it will cause the change of global state, thus avoiding
the problem of state space explosion.

Attack tree, privilege graph, and attack graph are three popular threat mod-
eling methods in the academic community. They all successfully prove that
within their own predefined scope, analysis based on trees or graphs is feasi-
ble. However, the defect of the existing threat models based on trees or graphs
is that it does not have a complete construction of threat ontology and prop-
erty ontology. For example, privilege graph only pays attention to privileges and
users, attack tree and attack graph focus only on hosts, vulnerabilities, rights
and networks. The lack of ontology classification makes it difficult to apply above
theories to real-world scenarios.

In summary, existing threat modeling methods have their specific applica-
tion scenarios, and cannot completely meet the business needs of Cyber Range.
Therefore, in the process of threat modeling, it is necessary to absorb the granu-
larity of description in various standards, and conduct more rigorous hierarchical
classification of attack methods, properties, vulnerabilities and defense methods.
At the same time, the relationship between ontologies needs to be considered.

3 Treat Modeling Method Based on Ontology

Threat Modeling for Cyber Range is the procedure of researching potential
threats, analyzing necessary factors to generate threats, abstracting and corre-
lating threat factors with attack patterns and expert knowledge, and designing
an overall model to identify known threats and guide unknown threats discovery.
Traditional threat modeling only analyzes one aspect of the closed loop of secu-
rity, for example, association analysis based on massive alarm logs and analysis
of vulnerability and attack path based on attack graph. Several issues must be
solved in threat modeling. That is, identification and classification of complex
and diverse properties, construction of overall threat view from the property per-
spective, extraction of threat knowledge, unified and standardized description of
threats, construction of threat knowledge base. In order to solve these problems
and make Cyber Range automatically identify threats and carry out adaptive
security protection, we propose a threat modeling method based on ontology.



1058 L. Gong and Y. Tian

3.1 Ontology Modeling

Ontology [7] is a branch of philosophy that mainly studies the nature of exis-
tence. In computer and related fields, ontology refers to the theory of applying
the basic method of ontology, that is, concept analysis and modeling, to abstract
the entities in the real world into a set of concepts and relations between con-
cepts. Ontology modeling is an engineering activity for acquiring and express-
ing domain knowledge, which can obtain and formally express concepts in the
domain, the relationships between concepts, and domain-related constraints. The
objective of ontology modeling approach is to provide an efficient and easy-to-
use domain ontology acquisition and expression method for ontology modeling
activities so that a high-quality domain ontology can be constructed with lower
cost or time.

3.2 Threat Meta-Model

The threat meta-model contains five ontologies, including Threat Actor, Attack
Method, Property, Vulnerability and Defense Method. Threat actor ontology
describes an attacker or a threat, which may pose a threat to the target system
in one or more layers of OSI model. Property ontology has an OSI attribute that
indicates at which level service is provided. It does not distinguish between an
attacker property and a target property. The distinction between them depends
only on whether or not the attacker controls it. Attack method ontology describes
a set of attack means and attack tools used by the attacker for the vulnerabili-
ties of target properties. Vulnerability ontology represents the vulnerabilities of
a property as a result of different circumstances and configurations, which can
be exploited when there is a reachable path between attacker property and tar-
get property. Defense method ontology includes defense resources and defense
strategies. There are corresponding defense methods against different properties,
vulnerabilities, and attack methods. There is an association between ontologies,
which is derived from the common attributes or similar attributes.

3.3 Threat Ontology of Cyber Range

According to the fundamental theory of ontology, the five ontologies of threat
can be extended by inheritance. For example, vulnerability and configura-
tion instances can inherit the basic attributes from the vulnerability ontology
and extend independently. Threat ontology can identify and classify proper-
ties according to actual environment, apply attack graph analysis technology
to extract relationships between threat behavior patterns and properties, and
use unified threat information to describe the threat view of Cyber Range. At
the same time, attack actor, attack method, property, vulnerability, and defense
method libraries are established based on threat knowledge, which can support
situation awareness and intelligent decision-making. Threat ontology of Cyber
Range is shown in Fig. 1.
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Fig. 1. Threat ontology of cyber range.

4 Threat Knowledge Base Based on Knowledge Graph

Through the research of ontology classification, ontology correlation, and ontol-
ogy attributes, the design of threat meta-model is basically completed. The next
problem to be solved is how to extract corresponding knowledge ontology from
massive external data, how to organize the storage structure of threat knowledge
and how to use threat knowledge more effectively. In this study, Knowledge Graph
is used to construct the underlying threat data, that is, threat knowledge base.
By means of knowledge graph, the massive external knowledge base is mapped
to threat ontology space, which can formally define the relationships between
ontologies, can describe, store and calculate instances of the ontology, and can
also explore attackers’ relationships, attack methods and potential hazards from
massive threat knowledge.

4.1 Threat Knowledge Extraction

Threat knowledge extraction is the foundation of knowledge base design, includ-
ing not only the extraction of entities of five ontologies and related attributes,
but also the extraction of relationships between ontologies. There are numerous
formats in the vast amount of current security data, semi-structured, unstruc-
tured, and structured. It is necessary to use a variety of technologies to extract
knowledge, including ETL, wrapper, and semantic extraction. Through knowl-
edge extraction, we have extracted information elements such as entities, rela-
tionships, and attributes from the original corpus. The next step is knowledge
fusion, which eliminates the ambiguity between entity reference items and entity
objects and obtains a series of basic fact expressions.
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Fig. 2. Construction of knowledge graph.

4.2 Construction of Knowledge Graph

As shown in Fig. 2, attack elements of different sources, different dimensions and
different stages are mapped to the vertexes, action edges and correlation edges
in knowledge graph to form a more compact data structure, which can solve the
fragmentation and organization problem of large-scale attack data. Meanwhile,
an extensible attack meta-linguistic rule library is proposed, which can extract
data elements and related relationships for hostile organization, attack manipula-
tion, attack process, target property, and countermeasure. The rule organization
model based on ontology can accommodate to the incremental fusion of language
and syntax, then the rules can be extended and updated, and the attack meta-
data can be managed and maintained. The top-level description of knowledge
graph constructed is shown as follows.

V = (vid, vtype, name, attr1, . . . , attrn) (1)

E = (eid, etype, name, vidsrc, viddst, attr1, . . . , attrn) (2)

V is the vertex element of knowledge graph, all ontologies are inherited from
V, and ontology is classified by attributes or ontology inheritance. For example,
both threat actor and property ontologies inherit from V. In property classifi-
cation, the operating system is a secondary classification. The mobile operating
system and the host operating system are classified into three levels and both
inherit the operating system ontology. E is an edge element that represents the
relationship between ontologies. The ontologies are connected through predefined
rules, for example, one or more attributes are the same or similar.

4.3 Unified Description Specification of Threats

Current popular information sharing standards such as STIX [8] and OpenIOC
[9] have defects such as incomplete ontology classification, incomplete ontology
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relationship, and lack of ontology level. It is difficult to directly apply to the
description of threat modeling, but their description and organization way of
threat ontology should be used for reference. Referring to STIX, OpenIOC, and
other standards, this study uses the XML language as the underlying description
language of threat modeling, which can describe the five threat ontologies and
related attributes, the relationships between threat ontologies, and finally form
an overall description of threat event.

5 Case Analysis

5.1 Threat Analysis Based on Attack Path

As Fig. 3 depicted, a threat model based on knowledge graph is established. IP1
is an attacker and IP2 is an IP address in the DMZ area. The attack path of
attacker is to use IP1 to infiltrate IP2 to get administrator’s permission, and
then penetrate the database server on IP3. The attacker uses the vulnerabili-
ties to construct corresponding data message to infiltrate and finally obtain the
administrator rights of IP3. The analysis shows that it will be harmful to the
corresponding personnel data after IP3 being captured.

Fig. 3. Example of application of threat knowledge graph.

5.2 Threat Analysis Based on Threat and Defense View

Here is another example of threat modeling scenarios, where a country with high
ability steals the database information through Eternalblue virus. In the process
of building a threat view, attack method related to the threat actor is detected
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first, then attack information is extracted from attack method library, and then
attack method is connected in series to form a threat view based on kill-chain
model. A similar approach can also be used to build a defense view. By construct-
ing the threat view and defense view, vulnerabilities information of properties
can be exported, including incorrect security configuration, vulnerability, lack of
security conscious, and abnormality of security audit.

6 Conclusions

Starting with the necessity of hierarchical modeling and multi-ontology associa-
tion analysis, this paper analyzes the advantages and defects of current mod-
eling methods, and carries out research on ontology-based threat modeling,
threat ontology design, knowledge base design based on knowledge graph, and
threat unified description specification, which lays a solid foundation for situa-
tion awareness, threat analysis, intelligent decision-making and linkage response
of Cyber Range.

This paper constructs an ontology-based threat modeling system, and realizes
the design of knowledge base based on knowledge graph, which breaks through
the key problems of the completeness of ontology classification, the hierarchy of
ontology and the application of knowledge base. Meanwhile, this paper solves the
problem of the uniqueness and unified classification of property, the prediction
of starting point and attack path, and the dynamic updating of knowledge base.
It is a methodological and practical innovation in the field of threat analysis.
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Abstract. A new method to detect credential spear phishing attack for the
network is introduced in the conference of 26th USENIX Security Symposium.
First, on the basis of the researching for the processes and the principles of spear
phishing attack, and the overall structure of its detector, the Directed Anomaly
Scoring technology is analyzed in the paper. Second, the selections of scalars in
subdetectors are defined. Third, the spear phishing attack detection method of
detector and the methods of traditional detection are compared and analyzed.
And then, the obvious advantages of the detector are discussed. The prospection
of the spear phishing attack detection development is also given at the end of the
paper.

Keywords: Spear phishing � Phishing detecting � Credential � DAS

1 Introduction

Phishing is a frequently used method of attack. As of September 2017, Anti-Phishing
Alliance of China (APAC) has identified and punished 402239 phishing websites [1].
In recent years, with the intensification of system defense and users’ awareness of
security, the phishing attack methods have been constantly emerging, among which
spear phishing has become a new and highly targeted one. Statistics show that in a
large number of data leakage incidents and social engineering events, the number of
spear phishing attacks accounts for about 92% [2].

In August 2017, several security researchers in the University of California at
Berkeley and Lawrence Berkeley National Laboratory (LBNL) proposed a method of
detecting credential spear phishing attacks in the enterprise environment [3], which
analyzed the characteristics and two key stages of the spear phishing attack process.
They designed a new group of reputation features, and introduced a new Directed
Anomaly Scoring (DAS), which ran in a nonparametric way without any marked
training data, and used reputation to detect attacks. The researchers collaborated with
LBNL’s security team to evaluate e-mail data (about 370 million e-mails) and related
HTTP logs for nearly 4 years (from 2013 to 2017) to verify this method to be effective
in detecting credential spear phishing attacks.
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This paper consists offive parts. In the first part, the background of the new detection
method is introduced which was put forward by the researchers at the 26th USENIX
security conference in 2017 [3]. In the second part of the process, the forms of spear
phishing attack and the classification of spear phishing attackers are analyzed profoundly.
The third part focuses on the structure, the detection index and the algorithm.And then the
comparison between this method and the traditional spear phishing detection methods is
discussed in the next part. Finally the reference value of this paper for the research and
application of the spear phishing attack detector is probed in the last part.

2 Analysis of Spear Phishing Attacks

Phishing is a form of “social engineering attack”. The attacker creates visual confusion
by copying the target website (the definition of phishing attacks on the document [4]),
and then using e-mail as a carrier to send the deceptive electronic mail from a legitimate
enterprise or institution to users. The users reply to their personal identity data or
financial account vouchers on the phishing websites, or download malicious software
through links. In this way, the users’ personal information is leaked or trafficked or
even generate more serious economic loss, which is reckoned as crime frauds.

2.1 Attacks Process

The spear phishing attack process, as shown in Fig. 1, is divided into two stages: the
first stage is the lure stage (step 1–4 of Fig. 1). Attackers build a phishing infrastructure
(such as phishing website), which imitates a legitimate website or hosts a phishing
website on a highly visited website to make it visually confusing. Then they edit the
e-mail of a phishing site link or attachment in a trusted identity and send baits luring
users to visit the phishing website. The second stage is the exploit stage (Fig. 1 step
5–6). After obtaining the trust of the target user, attackers use this trust to induce the
receiver to perform dangerous operations, such as to input personal information or to
download malware. Then attackers use the privacy of the user to gain illegal interests
from the online bank or the enterprise where the user registered.

Fig. 1. Phishing attack process
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2.2 Attacks Form

Casting net phishing attacks are not customized for attack target users but the spear
phishing is different. Before the attack in the lure stage, attackers investigate and collect
the target information then send deceiving e-mail to target users with customizing
personalized bait, in order to let target users perform dangerous operations without
doubt. The attacker intentionally disguises his attack mails as legal ones and the victims
are more likely to be deceived, traditional reputation and spam filtering systems often
fail to detect the malicious content contained in the mails, so it is difficult to prevent
spear phishing [5].

The spear phishing attack has two forms. One is the malicious attachment attack
which deceives users to download the malicious attachments in the e-mail, but the
actual application of this form is rarely successful. The second is the voucher theft
attack which induces the recipient to click on the link of the e-mail and enter personal
information credentials on the generated web page. Among them this paper mainly
focuses on the second form, because the voucher theft attack is likelier to perform than
the vulnerabilities exploit attack. The detection method proposed by the UNSIX
conference is also aimed at the second form of attack.

2.3 Lure Stage Attackers Classification

An e-mail mainly contains three parts: mail header, text, and attachment. Mail header
consists of several predefined formatted fields, such as From, To, Subject and Mes-
sage ID which includes the name and the address of the e-mail.

In the lure stage of the phishing attack, there are four types of attackers: the first
type is the address spoofer who uses the e-mail address of the trusted individual as the
“From” field to attack. The second is the name spoofer who impersonates the credible
e-mail name instead of the e-mail address, and such attackers evade e-mail security
mechanisms. The third type is previously unseen attacker who forges e-mail name and
address looking like real name and real address at the same time. The fourth type is
lateral attacker who sends phishing messages to other users from the trusted accounts
which have been attacked by attackers. For the first type of attackers, e-mail security
mechanisms such as Domain Keys Identified Mail (DKIM) and Domain-based Mes-
sage Authentication Reporting and Conformance (DMARC) can handle it, so the latter
three types of attackers are the focus of the research.

3 Analysis of the Detection Mechanism of the Detector

The detector is a new method to mitigate the risk of the spear phishing attack in the
enterprise environment. Using network traffic log and machine learning, the alarm can
be triggered in real time when the user clicks on the suspicious URL embedded in the
e-mail [3].
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3.1 Overall Structure

The total design of the detector, as shown in Fig. 2, is divided into three parts: feature
extraction, nightly scoring, and real-time alert generation.

The first part is feature extraction, including three sub-detectors. This part uses
three kinds of logs from the company network to extract and save three feature vectors
(FV) for each URL in e-mail, and each sub-detector has one FV. Network traffic logs
include Simple Mail Transfer Protocol Logs (SMTP Logs), Network Intrusion
Detection System Logs (NIDS Logs), and Lightweight Directory Access Protocol Logs
(LDAP Logs). With network traffic logs, all clicks on URL in the e-mail messages are
recorded, and the feature vectors extracted by the sub-detectors are used as the input of
the nightly scoring and the real-time alert generation.

The second part is the nightly scoring. Every night, the events of clicking on URL
in each sub-detector are collected and their FV through DAS are scored, and the most
suspicious FV in this month is stored in the Comparison Set.

The third part is real-time alert generation. It can observe real-time network traffic,
review events of the clicks on the e-mail URL, compare each sub detector’s real-time
click FV to the Comparison Set, and generate alert for the security team according to
the need.

3.2 Reputation Characteristics

The attack targets of spear phishing are different from any regular phishing users but is
aimed at the users who have some privileged access or capability. According to this
selective target and motivation, the detector adopts a new classification method which
characterizes the spear phishing attack in two dimensions which are also corresponding
to the two key stages of the spear phishing attack.

The detector has set up two kinds of reputation characteristics for two key stages of
phishing attack. The first kind is the domain reputation feature which describes the
possibility of users accessing the URL according to the domain name. This feature can
reflect the trust degree of the domain name and be used to capture the feature vector in
exploit stage. The second kind is the sender reputation feature which describes whether
the sender of the e-mail is belonging to the three types of the spear phishing attackers.
This feature can reflect the trust degree of the sender used to capture the feature vectors
in lure stage.

Night scoreExtract Feature

History log data

SMTP log NIDS log

LDAP log

Receive e-mail

URL feature 
vectors of e-mail 

in all sub 
detectors

All click email URL events 
in the past month

Compare ComparisonSet
(the feature vectors of all alerts 

over the past month)

Genera on of real me alert

Real me review of the 
event to open e-mail URL

Real me alert

Fig. 2. General design of the detector
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3.3 Selections of Scalar and DAS

As attackers use different attacks and the reputation features of the sender are different.
The detector uses three sub-detectors based on three attack forms and each sub-detector
extracts one feature vector containing four scalar values (two for the domain reputation,
and two for the sender reputation) which are presented in Table 1.

With respect to domain reputation feature, if few users trust the linked domain name
and access its URL in the experimental environment, the link is considered suspicious;
if no employee has ever visited a domain name at present, the link will be considered
dangerous.

Scalar CURL comes from the statistics of the NIDS log statistic and calculates the
number of URL which has the same fully qualified domain name (FQDN) as the
clicking URL.

Scalar Td , presented in Formula (1), calculates the difference between Temail which
is the e-mail containing a domain name URL first arrived in the experimental envi-
ronment and T1stvisit which is any users in the experimental environment for the first
time to click on the domain name.

Td ¼ Temail � T1stvisit ð1Þ

With respect to the sender reputation feature, address spoofed attacker impersonates
an e-mail name of a trusted user but does not use the real e-mail address with this name,
so the e-mail address of spear phishing e-mail sender does not match the address of any
historical e-mail with this e-mail name. The name of the attacker is assumed to be
associated with other trusted users, and the name used to send e-mail frequently to
other users will be more reliable.

Scalar Dreceive, shown in formula (2), calculates the difference between Dpast which
has the same name and address as the received e-mail and the current date Dcurrent.

Dreceive ¼ Dcurrent � Dpast ð2Þ

Scalar Cweek calculates the total number of weeks that meet the following condi-
tions: using the name remained to be scored and sending e-mails to other users, sending
at least one e-mail per working day in a week. Cweek measures the credibility of the
e-mail name field.

Table 1. Sub detector extracts scalar

Reputation feature Attack mode
Attacker of impersonate the name
of e-mail

Unknown
attacker

Lateral
attacker

Domain reputation
feature

CURL CURL CURL

Td Td Td
Sender reputation
feature

Dreceiver Dname Cuser

Cweek Daddress Ctime
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Previous unseen attacker chooses the name and address of an entity that resembles
a known or authoritative entity, but the name and address does not match the actual real
value of the entity, and the attacker will try to avoid the phishing attack detection.
When an attacker uses deceptive identity, users who interact with him are likely to
realize that the opponent uses forged names or e-mail addresses and reports. Therefore,
the attacker will take a huge risk so they rarely use deceptive identity to avoid
exposure.

Scalar Dname calculates the number of days between two e-mail messages which
send using e-mail name remained to be scored.

Scalar Daddress calculates the number of days between the two e-mail messages
which send using e-mail address remained to be scored.

Lateral attacker uses a controlled user’s account to send a phishing mail to other
users (not using any deception). When other users click on the link in the e-mail, if the
e-mail is sent by the controlled account, the LDAP logs will be checked to confirm
whether the account is using the IP address that has never been used before. If so, the
sub-detector calculates the geographic location of the IP Address City, such as the city
X, and then extracts two scalars of the city X.

Scalar Cuser is the number of different users who log in from X city.
Scalar Ctime is the previously logs number of the controlled user accounts with the

same IP address in the city X.
The detector introduces the Directed Anomaly Scoring technology (DAS), which is

used to automatically select the most suspicious events in the unmarked data set.
The DAS scores the event according to the suspicion and then ranks the event
according to the score. After all the events finished ranking, the DAS only chooses the
most suspected (the highest ranking) N events, where N is the alert budget of the
security team, that is, the number of acceptable alerts.

3.4 Application Situation

The spear phishing attack is rare. When American security researchers assessed the
application of the detector, they used the collected 4 years enterprise data sets but only
10 cases of the known spear phishing. Extract feature vector by analyzing the network
traffic logs of LBNL which includes the SMTP logs, NIDS logs, and LDAP logs.
The SMTP logs record all e-mail messages sent by organization employees (including
e-mails between two employees). The NIDS logs record information about HTTP GET
and POST requests and include the complete URL of the access. The LDAP logs
record the user’s e-mail address, the login time and the IP address of the user’s
authentication. The researchers set the alarm budget as 10 which was evaluated from
370 million e-mail data sets of LBNL, and 17 of 19 phishing activities were identified
successfully, accounting for 89% and the average false positive rate was 0.004% [3],
which proved the effectiveness of the method.
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4 Comparison and Analysis of Traditional Phishing Methods

Phishing detection technology extracts some characteristics of phishing attack behavior
and uses these features to perform comparison and analysis. In this way it can identify
phishing attack and achieve the prevention and defend of attack. From 2008 to 2016
there are few summary articles about the comparative analysis of the traditional
detection methods for phishing attack. Although there have been a lot of researches and
implementations about phishing detection technology, phishing websites have the
characteristics of highly camouflage, strong timeliness, short viability, and wide attack
targets [6]. What’s more, the attackers constantly update the attack methods and
strategies, and it is still unable to detect and defend all phishing attacks radically and
effectively at the moment.

4.1 Analysis of Traditional Phishing Attack Detection Method

According to the content, phishing detection methods can be divided into three kinds:
the analysis based on the communication approach, the analysis based on the website
entrance and the analysis based on the content of the website. Communication channels
include e-mail, telephone, social platform, SMS and so on, in which e-mail is the main
channel of communication, referring to [7]. If the site entrance is URL, the attacker will
make it similar to the common standard URL to aggravate the visual confusion. In the
detection methods of phishing attack, the URL is analyzed frequently, but URL is not
the only standard to judge a phishing website, so few people only analyze URL in the
process of detection, and often use it in combination with web content analysis,
referring to paper [8]; the content of the site includes the similarity of the web icon, the
similarity of the Favicon, the similarity of the CSS architecture, the similarity of CSS
architecture, the similarity of layout and homepage vision, and analysis of the under-
lying HTML of web pages, referring to paper [9].

According to the technical means, detections can be divided into blacklist-based
phishing detection, heuristic phishing detection, and similarity-based phishing detec-
tion. The blacklist-based phishing detection constantly updates the blacklist generated
by URL, IP address, domain name, certificate or keywords of known phishing, and
then the phishing website is filtered according to the blacklist. For example, Liu et al.
[10] probed the phishing website detection method based on the network spider and the
LD algorithm. This method uses web spider which can grasp the link indefinitely and
take the real URL link as the benchmark, then method uses the web spider to grab the
similar URL as the blacklist, and hence analyzes the similarity of the content between
these websites with the LD algorithm. Heuristic phishing detection uses machine
learning. First, it extracts the features of a part of the phishing website as a training set,
then uses classification or clustering machine learning algorithm to set threshold, then
trains the machine to identify the features extracted by suspicious websites, in this way
to judge whether it is phishing attack. Huang et al. [11] proposed technique of detecting
unusual features of URL which extracts 12 features about results and vocabulary from
the phishing website URL. These features are used as a training set. Then the machine
is trained based on the characteristics of URL by SVM (Support Vector Machine) to
determine whether the site is a phishing site. Phishing detection based on image
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similarity is concerned with the visual similarity of pages or applications and is not
concerned with the underlying code and features, such as the image similarity based
phishing website detection method proposed by Lu Kang et al. [12]. It bases on the
Selenium picture acquisition technology to obtain the protected pictures of official
websites. It uses the perceptual hash algorithm to establish “Perceptual hash fingerprint
library” in the website. When the new website appears, it can be judged by the com-
parison with the library to determine whether it is a phishing website.

4.2 Comparison of the Detector and Traditional Detection Method

When applying the traditional detection methods of phishing attack to detect the cre-
dential spear phishing attack, there are four limitations:

First, characters’ real distribution of the spear phishing attack is not determined, the
selection of the parameters is blindness, and the manual setting of the features’
threshold will lead to attack missing. The phishing detection based on the blacklist is
ephemeral. The phishing attacker will often change the IP address and URL. The
blacklist needs to be updated in real time, but in actual application the time recorded in
the blacklist time has been delayed. About 47–83% of the phishing can be added to
blacklist after discovery of 12 h, while in fact 63% of phishing behavior will end in 2 h
after the occurrence [13]. The delay greatly affects the accuracy of detection based on
the blacklist, and it is unable to effectively defend the 0-h phishing attack and phishing
detection based on the similarity.

Second, the spear phishing sample is relatively scarce and difficult to assemble into
a large enough training set, and it is highly uneven in the classification of malicious
samples and benign samples, which is not conducive to supervised learning. Heuristic
phishing detection can effectively defend 0-h phishing attack and solve the limitation
based on blacklist detection, but it needs a machine learning process which needs a
large number of features as training set. There are few spear phish samples and unable
to provide enough data. So using heuristic phishing detection will increase misjudging
rate.

Third, in many security settings, scalar features usually possess numeric direc-
tionality. For example, the less numbers of access in a domain, the more suspicious it
is, and the traditional detection technology unable to incorporate the concept of
asymmetry or directionality into its calculation. In the application of heuristic phishing
detection method, the selection of characteristics and the setting of threshold are mainly
according to the statistical characteristics and artificial summaries of phishing, which is
not objective enough. And some characteristics of the legitimate content conform to the
set thresholds and result in misjudgment.

Fourth, even if only one or a few of the events’ characteristics are statistically
abnormal, the traditional detection technology will regard the event as an attack,
causing a waste of the alarm budget. Phishing detection based on image similarity sets
the threshold of similarity as criterion only. This method assumes that the phishing
website is similar to the legal website, which shows certain blindness. For the phishing
websites which only partial copy the legitimate websites (less than 50%), the methods
based on image similarity cannot detect successfully [14]. There may also be a strong
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similarity between legitimate websites and other legitimate websites which can result in
misjudgment.

The spear phishing detector presents obvious advantages in view of the above
limitations. In real time, the real-time alert system can play the role of real-time
monitoring. It does not need to form a training set of phishing websites in data, only the
network traffic logs are needed. As for the extracting and analyzing on the features,
three sub-detectors extract four scalars about the reputations of the receiver and the
sender. The anomaly scoring standard is used at night which is objective and direc-
tional, and the alert budget can be formulated in order to reduce waste.

5 Conclusions

In this paper, based on the overview of the spear phishing attack, the overall structure,
and key technology of the spear phishing detector are analyzed. Compared with the
traditional detection methods of phishing attacks, the spear phishing detector shows
obvious advantages, which puts forward the new reputations and scalars and introduces
a new anomaly detection technique. The detector provides a practical approach to
detect credential spear phishing attack, but the limitation in visibility, alert budget,
ineffective coping strategies, and historical data is still worth exploring. These limi-
tations may be broken through with future research and a more effective warning
mechanism will be designed as a part of preventive defenses for spear phishing attacks.
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Abstract. In most existing computer systems, data transmission and preser-
vation in the form of plaintext are vulnerable to various attacks. In this paper, we
use Parralelized memory Confidentiality and Integrity Protection technology
(PCIP) algorithm to ensure the confidentiality and integrity of memory data. On
the basis of PCIP, we use PCIP Bonsai Merkle Tree (PCIP+BMT) to protect the
counter values of off-chip to reduce system delay and overhead. PCIP is that
uses counter mode encryption to encrypt data while adding redundant data for
integrity checking. Finally, we use the SimpleScalar Tool to simulate the PCIP
and PE-ICE algorithms. The results show that PCIP is encrypted more effec-
tively than the PC-ICE. Compared with the Hash algorithm, it can reduce the
system delay and reduce the internal memory overhead. The tree mechanism
adopted in this paper reduces the impact on system performance.

Keywords: PCIP � Confidentiality � Integrity � Counter mode encryption �
System delay � Overhead

1 Introduction

With the rapid growth of digital information stored in modern computer systems,
information security has been paid more and more attention. The phenomenon of
commercial software being cracked and confidential information being leaked are
increasingly emerging. Protecting the confidentiality and integrity of data and pre-
venting attackers from stealing and modifying system critical data has become an
important direction in the current security field [1].

For memory security problems, it is mainly to prevent spoofing attacks, splicing
attacks, and replay attacks [2]. Best et al. proposed bus encryption technique in 1979 to
protect the confidentiality of data on the system bus, which was mainly to solve the
problem of digital copyright protection. In 1984, Tim Maude et al. proposed hardware
protection mechanisms to solve software copyright issues, but the method was costly
[2, 3]. The protection of memory confidentiality was mainly achieved by encrypting the
contents of memory. Earlier research methods were carried out by direct memory
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encryption, such as Direct Block Encryption adopted by eXecute Only Memory
(XOM) and AEGIS [4, 5]. The Direct Block Encryption was easy to operate and
implement. However, during a read operation, if the cache missed, it would increase the
system delay greatly. Jun Yang et al. proposed One-Time Password (OTP) Encryption
in 2003, this method could reduce the system delay, but it must maintain the non-
tampering counter that corresponded to the data for encryption algorithm, so which
increased the maintenance overhead [6, 7]. In terms of memory integrity protection,
both of XOM and AEGIS architecture were using Cryptographic Hash function,
Message Authentication Code (MAC), and Added Redundancy Explicit Authentication
technology [8–10]. To prevent replay attacks, Brian Rogers et al. introduced Hash Tree
into AEGIS architecture, but it needs to maintain a tree that occupied large space,
moreover, it is necessary to calculate the hash value of each layer of the tree when
performing integrity check, therefore, the resulting system delay is greater [11, 12].

In this paper, the PCIP is to use counter encryption to reduce system delay and
improve system operation efficiency. At the same time, for the protection of the data
and counters, we adopt PCIP+BMT which integrate integrity check into encryption
operation to improve the efficiency of integrity check. Finally, we use the SimpleScalar
Tool to simulate this method. The results show that PCIP+BMT protection mechanisms
can reduce system delay and internal storage overhead, and protect the confidentiality
and integrity of memory.

2 Parallelized Encryption and Integrity Checking Engine

PE-ICE is an encryption and integrity check engine proposed in [13]. This method is
using AREA technology and the diffusion characteristic of block encryption algorithm
to integrate the integrity authentication into the cryptographic operations.

PE-ICE adds the verification flag T generated by the counter in the CPU to the
plaintext to perform encryption after the diffusion and then writes the ciphertext into
RAM. When CPU performed the read operation, the ciphertext is decrypted and extract
the corresponding T′ from the decrypted data, then compared T′ with T. if they are the
same, the authentication is successful. Otherwise, the data is tampered with. PE-ICE
encryption is a Direct Block Encryption method that data encryption and integrity
check can be performed in parallel. But it increases system delay greatly compared to
GCM mode counter encryption.

3 PCIP Technology

Based on PE-ICE, this paper proposes a counter encryption PCIP method and adds
redundancy data for integrity verification after decryption. PCIP will diffuse the data
block before data encryption to ensure that all attacks could be detected. Each state bit
in the data block after diffusion will depend on all the state bits before the diffusion
operation, and changing one bit of data may affect half of the state bits after diffusion
[14].
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3.1 Generate Verification Data

Because the read-only data is only affected by Spoofing attacks and Splicing attacks,
PCIP can use the corresponding address as the Tag to form the plaintext. For the read-
write data, it is not only affected by Spoofing attacks and Splicing attacks, but also
sensitive to Replay attacks. PCIP use two methods to generate verification data. One of
the ways is to generate Tag by counter plus 1. But the Tag can only be used once, and
the CPU performs a write operation one time, the counter plus 1. When a counter
overflows, all related memory areas must be re-encrypted. The other way is to add a
random number RV after the corresponding address of the data to form a Tag, which
can prevent Spoofing attacks, Splicing attacks and Replay attacks.

3.2 Data Diffusion and Encryption Operation

In order to ensure all attacks can be detected during the integrity check, the ciphertext
needs to achieve full diffusion. The data blocks need to be diffused before data
encryption. Regard each block as a two-dimensional array of 4 � 4, and every Byte is
considered as an element in GF(28). Then the full data diffusion is achieved through
state column mixing and Byte transposition [15].

First, regard every column in 4 � 4 matrix as a cubic polynomial of GF(28), then
define two random polynomials a(x) and b(x) of variable coefficients, and a polynomial
c(x) of constant coefficients.

aðxÞ ¼ a0 þ a1xþ a2x2 þ a3x3

bðxÞ ¼ b0 þ b1xþ b2x2 þ b3x3

cðxÞ ¼ c0 þ c1xþ c2x2 þ c3x3

8
<

: ð1Þ

Then, multiply a(x) with c(x) in mod(x4 + 1) to get b(x).

bðxÞ ¼ aðxÞ � cðxÞ
¼ ða0 þ a1xþ a2x

2 þ a3x
3Þ � ðc0 þ c1xþ c2x

2 þ c3x
3Þ

� ðb0 þ b1xþ b2x
2 þ b3x

3Þmodðx4 þ 1Þ
ð2Þ

b0
b1
b2
b3

2

664

3

775 ¼
c0 c3 c2 c1
c1 c0 c3 c2
c2 c1 c0 c3
c3 c2 c1 c0

2

664

3

775�
a0
a1
a2
a3

2

664

3

775 ð3Þ

According to the Rijndael algorithm [16]. Define c(x) as Eq. (4). Then each column
in the matrix is multiplied by a fixed polynomial d(x). Each column element in matrix b
is related to each column element in the original matrix.

cðxÞ ¼ 02þ 01 � xþ 01 � x2 þ 03 � x3 ð4Þ
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ð02þ 01 � xþ 01 � x2 þ 03 � x3Þ � dðxÞ � 1 modðx4 þ 1Þ ð5Þ

dðxÞ ¼ 0Eþ 09 � xþ 0D � x2 þ 0B � x3 ð6Þ

b0
b1
b2
b3

2
664

3
775 ¼

0E 0B 0D 09
09 0E 0B 0D
0D 09 0E 0B
0B 0D 09 0E

2
664

3
775�

a0
a1
a2
a3

2
664

3
775 ð7Þ

Finally, cyclically shift the rows in the matrix by using different offsets to achieve
the effect of the full diffusion of the data, so that all the attacks can be detected when
the data is checked for integrity.

After the data block reaches full diffusion effect, the intermediate data needs to be
encrypted and stored in the RAM. PCIP uses a counter plus 1 to generate the corre-
sponding seed for each data to form the corresponding seed, and then encrypts the key
using the AES algorithm to generate the key, and at the same time, the combined data
and the corresponding check value generate the plaintext data blocks, and get the
intermediate data after diffusion. Finally, the key and the intermediate data are XORed
to generate a ciphertext.

3.3 Read Operation and Write Operation

When the CPU performs writing operation. Firstly, accord the data block’s CTR and
address to generate Tag. Then combine the Payload data and Tag to form the Plaintext
Block, and diffuse the Plaintext Block. Finally, the diffused plaintext and the encrypted
CTR are XORed to generate a Ciphertext Block, and write it on-chip.

When the CPU performs reading operation. First, read the Ciphertext Block and the
corresponding CTR from external memory. Then decrypted CTR and Ciphertext are
XORed to get intermediate data, and inverse operations on the diffusion of intermediate
data to restore the Plaintext Block. Finally, extract Tag from the Plaintext Block for
integrity check. If it is equal to the Tag before encryption, the corresponding valid data
is read into the CPU. Otherwise, the integrity check fails or the data may be tampered.

3.4 The Structure of PCIP+BMT

In the memory protection process, each data block has a corresponding CTR, so a large
number of CTRs need to be preserved. Due to limited internal storage space, these
CTRs need to be stored off-chip. This paper proposes PCIP+BMT to protect these
CTRs. PCIP+BMT use the MAC function to compute corresponding MAC for these
CTRs, apply Hash Tree to prevent Replay attacks. Since the ciphertext block and the
corresponding CTR are secure in RAM, the decrypted CTR is also trusted, which only
needs to consider the Replay attacks. Therefore, we can build a Hash Tree in CTRs to
prevent such attacks. First, use the Hash Algorithm to calculate the MAC for blocks
composed of multiple CTRs, and multiple MACs to form a node in the tree. Then
continue to calculate the MAC of these MAC nodes until generated a root node, and
stored the root node in internal memory. The tree structure is shown in Fig. 1.
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On the one hand, PCIP+BMT build the Merkle Tree only for CTR, compared to the
traditional method of constructing a Merkle Tree for the entire memory area, the
coverage is reduced greatly, and the verification path from the leaf node to the root
node is shortened significantly. On the other hand, because Incremental Hash Function
has incremental updates, it can be used to calculate the MAC of these tree nodes,
enlarge the size of the block, reducing the tree nodes and the height of the tree, thus
further improving the performance.

4 Simulation Experiment and Result Analysis

In this paper, we use SimpleScalar to simulate the proposal. In the experiment, 10
SPEC2000 benchmark programs (ammp, art, bzip2, equake, gzip, mcf, mesa, parser,
vortex, vpr) are used to assess the performance of the proposed program [17–19]. The
size of Cache data block is 64 Bytes and 128 Bytes, respectively, and the capacity of
L2Cache capacity is 256 KB and 1 MB, respectively, and statistics the Instruction-Per-
Cycle (IPC) of each test program [20, 21].

The experiment assumes that the Tag has been stored on-chip. When the data is
read into the processor for decryption, it can be checked for integrity immediately.
The PCIP proposed in this paper is compared with the non-protection method, the
method of OTP encryption, and the method of PE-ICE encryption. The results are
shown in Fig. 2.

Figure 2 shows the effects of various algorithms on program performance under
different L2 cache capacities. And different Cache data block sizes have different
effects on different test programs. When the capacity of L2 cache is small, PCIP has
greater advantages than PE-ICE on program performance. The larger the cache
capacity, the higher the Cache hit rate and the higher the corresponding IPC, which
makes the impact of the PCIP encryption method on the performance of the program
gradually reduced according to slowdown = 1 − x/baseline.

PCIP+BMT is simulated under different L2 cache capacities and compared with
PCIP without tree protection mechanism. The results are shown in Fig. 3.

Block Encryption

CTRAddrData CTRAddrData CTR CTRCTR

Data nodes CTR CTR_MAC

Root Secure Boundary

Merkle Tree

TAG

Fig. 1. The tree of protect CTRs
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(a) L2 cache=256KB, cache line= 64B     (b) L2 cache=256KB, cache line= 128B

(c) L2 cache=1MB,cache line= 64B (d) L2 cache=1MB,cache line= 64B
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Fig. 2. The IPC of different encryption schemes
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Fig. 3. The effect of integrity protection scheme on program performance
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Due to the high hit rate of CTR, PCIP+BMT generate less delay when the CTR
cache misses. Some programs performance degradation after adopting the tree pro-
tection mechanism, such as mcf and equake, it is due to the large cache miss rate, so the
overhead of PCIP+BMT performing integrity checks increases rapidly.

5 Conclusion

For the memory security problem, this article introduces the related technologies of
confidentiality protection and integrity protection of memory. In view of their short-
comings, we propose PCIP. Diffusing the data and its Tag, and encrypt it with counter
mode. Compared with the PE-ICE, the encryption performance has been improved
greatly. For example, the L2cache capacity is 256 KB, and the cache line capacity is
128 B. The average influence of PCIP encryption on program performance has
decreased from 15.56% of PE-ICE to 4.54%. Then to prevent Replay attacks, PCIP
+BMT are used to protect the CTR that stored off-chip, which also reduces the system
delay and storage overhead.
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Abstract. In the information age, people’s various behavioral data are collected
in large quantities. The sharing of information makes it convenient for some
scientific investigations, but there is a leakage of personal privacy at the same
time. The current research on privacy preservation is mostly based on relational
tables or social network graphs. This paper focuses on semi-structured data,
which is often ignored in privacy preservation. We propose a new privacy
guarantee called X-km-anonymity and propose a bottom-up heuristic algorithm
that provides protection by satisfying X-km-anonymity. We verified the feasi-
bility of the algorithm through a reliable utility analysis method on the simu-
lation data.

Keywords: Privacy preservation � Semi-structured data � X-km-anonymity �
XML

1 Introduction

With the advent of the era of big data informatization, personal information is collected
in large numbers by various organizations and organizations, and information is
published and shared. The sharing of information makes it convenient for some sci-
entific research investigations, but at the same time, there is a disclosure of personal
privacy. Although information such as name and the ID number is concealed when the
information is released, this does not completely protect personal privacy information.
Attackers still can reidentify personal identification by linking multiple sets of public
information [1]. Therefore, the issue of privacy protection has attracted the attention of
more and more researchers.

At present, the research on privacy protection is mostly based on two-dimensional
relational tables or social network diagrams, and the intermediate situation is often
ignored. The existing research on privacy protection based on semi-structured data is
very scarce, and existing methods are not well-suited to XML document privacy
protection. Paper [2] uses generalization and structure disassociation methods to protect
the semi-structured data, but structural disassociation, if applied to XML, will destroy

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
https://doi.org/10.1007/978-981-13-6508-9_131

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_131&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_131&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_131&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6508-9_131


the DTD structure of the document itself. Paper [3] reconstructs the DTD for the
privacy document and reassembles the quasi-identifier information and sensitive
information in groups. This method is less versatile and cannot be applied to all forms
of XML, and the user’s personal information will no longer be accurate in private
document, so it has a big impact on the availability of data.

Our main contributions include the following:

(1) We define the problem of anonymizing semi-structured data and we define the data
structure for anonymous documents.

(2) We define the X-km-anonymity privacy guarantee for XML data and explain how it
is efficient in concrete attack scenarios.

(3) We propose a novel anonymization algorithm and an information loss metric that
takes document similarity into account.

(4) We evaluated the proposed anonymization method through experiments and
proved that it can provide anonymous datasets with limited information loss.

2 Problem Definition

2.1 Attack Model Against XML Data

We consider an XML document D that is composed of the root and several elements,
each element E contains text value V and attribute S, denoted as D = (root, E), where
E = (V, S). The text values take values from a domain F, the same tags represent a class
G, each class G has a domain FG, the domain of each class does not intersect, and the
union of all class domains is F.

We consider attackers who have the information of m elements, denoted as set EA,
and they tried to use this information to reidentify the entire record. We assume that an
attacker has only positive knowledge and they do not know the structural relations
between the elements in EA.

2.2 Privacy Guarantee

We know the km-anonymity [4] is a kind of data protection technology extended on the
basis of k-anonymity [1], it specifies the maximum information leakage risk that the
user can afford by specifying the parameter k and m. In XML, to satisfy km-anonymity,
it requires that there are at least k combinations of any m nodes in the anonymous
document, and depending on the number of nodes and the distribution of nodes, these
combinations may be a single node or they may be path or twig, so we call this km-
anonymity on XML X-km-anonymity. The X-km-anonymity protects individual privacy
to a certain degree, but at the same time, it reduces the availability and accuracy of data.
Therefore, our work mainly focuses on protecting private information while improving
the availability and accuracy of data.
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3 Anonymization Operations

A XML document D can be transformed to a private XML document D′ which
complies to X-km-anonymity by a series of transformations. There are two steps, first
we should find out which nodes or twigs are easily identified, and second, we replace
rare values with a more common one which can meet the privacy guarantee.

3.1 Sensitive Query

Definition: Execute the sensitive query to the original XML document D, the corre-
sponding result obtained by each query pattern is called an instance of the pattern. If the
number of instances of a query pattern is less than k, such an instance is called sensitive
fragment, denoted as l.

In the process of querying sensitive fragments, we mainly use the classic StackTree
[5], PathStack and TwigStack [6] algorithms to get fragments that do not meet X-km-
anonymity. After the sensitive query, all the sensitive fragments are stored in the set L,
where L = { l1, l2, …, ln } (n � 0). The values of all sensitive fragments constitute the
domain C of L.

3.2 Generalization

We use generalization [7, 8] method to protect nodes or twigs from privacy breaches.
First, we build the data generalization hierarchy (DGH) for each class of tag, the
concept of elements gradually turns general from leaf to root. Let us see an example
shown in Fig. 1, here are the DGH of element gender and disease.

In generalization, when a value is generalized, then all its appearances in the
document are also generalized to the same value. After the document has performed all
the generalization operations, check whether there are sibling nodes with the same
value in the document. If there are such sibling nodes, check whether their subtrees are
the same. If they are the same, merge the sibling nodes and their subtrees, if they are
different, remain as it is.

Fig. 1. The DGH for element gender and disease
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4 Utility Analysis

Data anonymization must be accompanied by information loss, which has an important
impact on the content and query accuracy of the document. This paper will measure the
loss caused by anonymization from the similarity of the document [9]. In the latter
algorithm, we will use this method as criteria to get the optimal solution, so that we can
further optimize our algorithm by minimizing information loss and increasing
accuracy.

We use cosine similarity calculation method to measure the similarity of text
content. We represent the text vector of the original XML document D as D (d1, d2, …,
di, …, dn) and the anonymous XML document D′ using the vectors D′ (d1′, d2′, …, di′,
…, dn′), where di or di′′ represent the weights of text value of the corresponding

element in D or D′. The weight of text value is calculated as: weight vð Þ ¼ depth vð Þ
depth DGHð Þ,

where depth(v) is the depth of v in the DGH and depth(DGH) is the depth of DGH.
According to the cosine similarity calculation, the text similarity calculation formula
between D and D′ can be shown as follows:

contSim D;D0ð Þ ¼
Pn

i¼1 di� di'
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 di
2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 di'

2
q ð1Þ

when the document length is long enough, the text vector of the document is too large
and it is not convenient to calculate. Thus, we can split the document according to
certain rules, and then construct the text vector separately. Therefore, we improve the
above formula as follows:

AVGContSim D;D0ð Þ ¼
Pa

s¼1 contSim Ds;D
0
s

� �

a
ð2Þ

where a is the number of parts the document is split. The formula adds the cosine
similarity of each part and divides it by the total part number to obtain the average
cosine similarity of the overall document.

5 Anonymization Algorithm

We use a heuristic algorithm to find the optimal generalization solution that enables the
document to satisfy X-km-anonymity. The algorithm all plan search (APS) describes the
entire process for finding the optimal solution. To facilitate the understanding of the
algorithm, we give an example to explain the basic idea and the process of the algo-
rithm. The algorithm first executes a sensitive query on the original XML document.
After the sensitive query, if the text values contained in the query result that does not
satisfy X-km-anonymity include male, female, pneumonia, flu, gastritis, enteritis, der-
matitis, and urticaria, then we need to combine the DGH of gender and disease to form
an overall DGH with the root node being “*” and representing “any”.
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According to the DGH in Fig. 1, we can construct the plan-enumeration tree
(PET) as shown in Fig. 2. The figure lists all possible generalization plans. Each node
represents a generalization plan. The directed edges between nodes show how one
generalization plan generates another generalization plan by generalizing one of the
elements. The algorithm APS first starts with the most special generalization plan p1,
i.e., the initial text values {male, female, pneumonia, flu, gastritis, enteritis, dermatitis,
urticaria}. The algorithm only traverses all the plans at most once. The pseudocode of
the APS algorithm is displayed by Algorithm 1.

Fig. 2. The Plan-enumeration Tree for the DGH of Fig. 1
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Algorithm 1. AllPlanSearch(APS) Algorithm
Input: D, DGH, k, m
Output: BestPlan, D’
1:  L = SensiQuery(k, m); 
2:  create the generalization hierarchy of L;
3:  create the PET;
4:  for q = i-1, i-2, 1 do
5:    for all plans of PETq do
6:     if the plan need to check then
7:        if the plan satisfy X-km-anonymity then
8:          add this plan into P; 
9:    if P != NULL then
10:      break;
11:  calculate the costs of all plans in P; 
12:  BestPlan = the plan with the lowest cost;
13:  update the raw XML with BestPlan; 
14: return (BestPlan, D’); 

The algorithm first performs a sensitive query on the original document, puts the
query result that does not satisfy X-km-anonymity into the set L, then it creates DGH for
all the elements contained in the set L, and generates the PET according to the DGH.
Consider the PET of Fig. 2, APS would first start all values to {male, female, pneu-
monia, flu, gastritis, enteritis, dermatitis, urticaria}, as shown in plan p1 of Fig. 2.
Then APS proceeds to the last layer, there are four plans that can be generalized: p2, p3,
p4, and p5. If there is only one record has urticarial, then p3, p4, p5 have no need to be
checked. After checking for X-km-anonymity, the plans which satisfy X-km-anonymity
are put into set P. If there’s no plan that satisfy X-km-anonymity, then APS proceeds to
the last layer, and repeat the above process until all values are generalized to p19 {*}.
Then calculate the costs of all the plans in P, and pick the plan with the lowest cost as
described in the previous chapter. Finally, use BestPlan to update the original docu-
ment, then output BestPlan and new documents, and APS algorithm terminates.

When the data is more intensive, that is, fewer layers of data are generalized, so that
the bottom-up generalization method is more efficient than the top-down generalization
method. Since we want to keep the usability of data while protecting data, our method
can meet this claim greater.

1086 C. Shi et al.



6 Experiment

In the section, we present the experimental evaluation of our algorithms. All imple-
mentations were performed on an Intel Core i5 CPU, with 4 GB RAM, running
Windows 10.

We implement the algorithm code on the simulation data, and the XML document
is composed of medical records of different individuals, the elements are age, gender,
address, department_id, date, disease, and medicine. Experiments are performed on
datasets size of 50 and 500, respectively. Because of the small quantity of research on
privacy protection in XML, there is no similar algorithm to this article for comparison.

From Fig. 3, we can see that as m increases, AVGContSim gradually decreases,
and when the value of m starts to increase from 2, the similarity between D and D′ is
almost the same no matter what k is. Therefore, when m takes a value of 2 or larger, we
can set k as large as possible so that the probability of a single record being reidentified
is greatly reduced.

7 Conclusion

In this article, we are working on the privacy protection of semi-structured data. We
define X-km-anonymous privacy assurance which involves values and XML structures.
We propose an all plan search algorithm to create X-km-anonymous datasets, by using
value generalization and data transformation. The privacy protection methods pre-
sented in this paper can be applied to any schema of XML datasets and larger datasets.

Acknowledgements. This work is supported by the National Natural Science Foundation of
China (U1401256), the National Natural Science Foundation of Liaoning province (201602094)
and the National Natural Science Foundation of China under Grant Nos. 61602076.

Fig. 3. AVGContSim with ∣D∣ = 50 and with ∣D∣ = 500: effect of m
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Abstract. This paper focuses on the automatic detection of illegal U-turn and
recording the number of license plates. The algorithm mainly includes the
position detection of vehicles’ heads and tails, the marking of vehicles, the
license plate recognition, and the judgment of illegal U-turn. The positions of
heads and tails are detected by monitoring the headlights and the taillights in
RGB color gamut. Most of the headlights are white and the taillights are largely
red. In order to avoid the impact of white vehicles on results, the HOUGH
Transform and face detection are utilized to determine the position of the
steering wheel and the driver, which complement and verify the detection of
head position. The edge of the input image needs to be enhanced to improve
image quality. It will be judged whether the moving vehicle has had an illegal
U-turn. The effectiveness of the algorithm is verified by simulation with
MATLAB. Through the analysis of experimental results, it is demonstrated that
the algorithm designed in this paper is feasible and achieves the desired design
requirements.

Keywords: Vehicle detection � Color detection � Violation detection �
MATLAB � HOUGH transform � Face detection

1 Introduction

Traditional detection methods such as induction coils and ultrasonic detectors are
difficult to meet the demands of low-cost and high reliability. The traffic system has
transferred from traditional manual detection of vehicle violation to automatic detection
by computer.

The detection of the head and tail is the first step. From the view of the head and tail
of a car, there are several characteristics: 1. the driver is at the head of a car, so the head
position can be detected by recognizing the driver’s face. 2. There is a steering wheel in
the front, which can be detected by its contour. 3. Each car has two lights on the front
and rear, which can be detected by color position detection. There are two methods to
locate faces. One is face recognition based on the skin color model [1]. It underlies the
color of skin while the model is mainly based on color. The other one is the application
of the Viola–Jones algorithm [2]. In the course of driving the vehicle, the position of
the steering wheel must be in the same direction as the head of the car. And from the
perspective of traffic surveillance cameras, most outlines of steering wheels can be
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photographed by cameras, which is conducive to the further analysis and processing.
Therefore, the position of vehicles’ heads can be confirmed by detecting the position of
steering wheels. Because the shape of a steering wheel is round, the HOUGH Trans-
form can be utilized to detect the circle [3]. Specific color areas can be utilized to locate
the head and tail. In some algorithms, for example, deep learning algorithms [4], the
extraction of a high complexity feature may solve problems, but this will take more
processing effects at the cost of processing more data. The color features do not need a
large amount of calculation. Only the pixel value should be converted to the numerical
value. So the color feature is a good feature due to its low complexity.

After detecting the tail and head of a vehicle, its information should be checked.
The detection and recognition of license plates are of importance. License plate
recognition consists of three parts: license plate location, character segmentation, and
character recognition [5].

Three kinds of head and tail detection methods are integrated. The head and tail
position is used to identify whether the vehicle has a U-turn. The video image is
divided into regions, then the moving vehicles are marked, and the final decision of
illegal U-turn will be made.

The rest of the paper is arranged as follows: Sect. 2 introduces the head and tail
detection methods and license plate recognition. Section 3 demonstrates the concrete
steps of the detection algorithm for illegal U-turn design. The relevant simulation
results are shown in Sect. 4. Section 5 concludes the paper.

2 Design of Vehicle Tail and Head Detection Algorithm

2.1 Analysis of License Plate Recognition Algorithm

The steps used in this paper are as follows:

(1) The image is transformed to grayscale image and filtered to enhance its edge. It is
shown that this method not only preserves the information of the license plate area
but also reduces the noise.

(2) The edges of plates can be obtained, and the method is based on the statistical
characteristics of blue pixel points. Then the projection area of the edge image is
calculated to determine the location of the license plate. The ratio of width to
height of the connected domains is calculated to eliminate useless connected
domains.

(3) The license plate area is got from the original image. The character location and
segmentation method of projection detection are applied to get a single character.

(4) The character recognition is based on the neural network algorithm [6], which is
trained by the constructed character library [7]. The experimental results are
shown in the Figs. 1, 2, and 3.
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2.2 Algorithm Analysis of Face Location Method

The Viola-Jones algorithm is based on the Haar eigenvalue of the face. The algorithm
is divided into three parts.

1. Extract the Haar feature of the target.
2. Through the process of training weak classifiers into the optimal weak classifier,

multiple optimal combinations of weak classifiers form a strong classifier [8].
3. Classifiers are cascaded to improve the speed and accuracy of detection [8].

Each Haar returns a single value given by the difference of sum of the pixels in the
white region from the sum of pixels in the black region. For the speedy detection of the
face features, we consider Haar features as the rectangular region. Some of the Haar
filters are given in fig below [9] (Fig. 4).

The other method is based on the skin color model. The advantage of this method is
of low complexity. But it is sensitive to the slow change of the background. The flow
chart is shown in Fig. 5.

The detection results of the above two methods are shown in Figs. 6, 7 and 8.

Fig. 1. Original image

Fig. 2. Position of plate

Fig. 3. License plate
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Fig. 4. Haar feature

Fig. 5. The flow chart of the face detection
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2.3 Analysis of Steering Wheel Positioning Method

As steering wheels are rarely obscured and their colors are deep, they can be easily
extracted. The process consists of binarization, morphological processing, and
HOUGH transform.

(1) Binary Processing

After repeated selections of the threshold, 0.15 is chosen as the final appropriate one.

(2) Morphological Processing

Mathematical processing has four basic operations: expansion, corrosion, opening, and
closing [10]. The morphological processing results are shown in Fig. 9. Through
morphological processing, the noise in the binary image is removed.

Fig. 6. Region of skin

Fig. 7. Result of skin color model (miss)

Fig. 8. Result of Viola-Jones algorithm
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(3) HOUGH Transform

For any one circle, assuming that center pixel (x0, y0) is known, the radius is R, if
circles with a radius of R are made at every point in the circle, the value of (x0, y0) will
be the biggest [3]. This is the mathematical principle of HOUGH transform to find
circles. The flow chart is shown in Fig. 10.

The result of steering wheel detection is shown in Fig. 11.

Fig. 9. Images before and after morphological processing

Fig. 10. Flow chart of the steering wheel

Fig. 11. Result of steering wheel detection
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2.4 Analysis of Color Positioning Method

(1) Binarization

This binarization differs from the former one. The transformation assigns 1 to pixels
which meet the requirements and assigns 0 to other pixels [11]. This method can locate
the head or the tail of a car easily and effectively.

(2) Morphology Operation

Sometimes binary images cannot satisfy demands. Images should be operated mor-
phologically [10]. The test results are shown below. The white area in the figures
represents the position of the car lights. (License plate number is “苏D v992” This
picture is from the internet.) (Figs. 12 and 13).

Fig. 12. Result of steering wheel detection

Fig. 13. Result of steering wheel detection
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3 Design of Detection Algorithm for Illegal U-Turn

The specific detection methods are as follows:

(1) The violation detection area is defined as the region of interest.
(2) The vehicles in the interested region are marked.
(3) The locations of the vehicles are used to determine whether the vehicle has had

illegal U-turn. The flow chart is shown in Fig. 14.

Fig. 14. Flow chart of the detection
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3.1 Decision Algorithm for Illegal U-Turn

The region division image is shown in Fig. 15. The brown rectangle area represents the
detection area of the tail of the car and the pink rectangle area represents the detection
area of the head of the car.

Whether the license plate number of the vehicle appearing in the head detection
area is consistent with the one in the tail detection area that can be utilized to determine
the illegal U-turn. This is done to identify whether the head part and the tail part
belongs to the same car. If the car’s head and tail turned up in a short interval, there
could be an illegal U-turn. The vehicle’s plate number will be recorded if there is an
illegal U-turn.

4 Experimental Results and Analysis

The interface is shown in Fig. 16. S1, S2, and S3 are the license plate numbers
detected, respectively, in the tail detection area, the head detection area, and recorded
car. The head and tail of the vehicle are marked in different colors. The marked image
is shown in Fig. 17.

The result shows that the vehicle whose license plate number is “粤N****” has had
an illegal U-turn. As shown in Fig. 17, the vehicle did have a violation of the illegal U-
turn. Therefore, it can be judged as a violation of illegal U-turn.

Fig. 15. The region division image

A Research on Detection Algorithm of Vehicle 1097



Fig. 16. Record of result

Fig. 17. The marking of car
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5 Conclusion

This paper studies the detection algorithm of vehicles’ illegal U-turn. It primarily
studies the illegal U-turn of vehicles on the straight lane. The main contents include the
detection of vehicles’ head and tail and the recognition of license plate number. The
feasibility of the violation detection algorithm is verified by experiments.

This paper researches the vehicle violation detection algorithm in the environment
with little change in the daytime or bright conditions, but the algorithm has some
limitations. For the environment of the night and the environment with large brightness
change, the detection algorithm has not been studied, so the follow-up can be studied in
this field in the future.
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Abstract. In order to solve the stability problem of communication network,
network traffic instability is prevented, which is caused by local node or link
failure. First, based on Lyapunov theory, a random queue model is established
for communication network nodes to clear the traffic. Then, the factors are
analyzed, which affects the network traffic stability. Finally, it proposes a
dynamic scheduling multipath routing transmission algorithm to clear the net-
work traffic steadily. Simulation and experimental results under the most
unfavorable conditions of network stability, the performance of dynamic
scheduling multipath route is verified to clear the traffic algorithm, which
indicates that it is superior to traditional shortest path route dredging algorithm
in ensuring network stability. It is proved that the dynamic scheduling multipath
routing transmission algorithm can well suppress network turbulence by Lya-
punov theory in the case of local network element failure, which ensures
communication network stability.

Keywords: Network stability �Lyapunov �Routing algorithm �Network traffic �
Multipath transmission

1 Instruction

With the development of the information age, people are increasingly inseparable from
the network. They place stringent demands on the Quality of Service (QoS) of network
reliability, stability, and quality of service. Network turbulence caused by local device
failures, and trigger a large area of the network paralysis must be prevented. Some
scholars have tried to use complex network methods to study communication network
problems, and tried to solve the problem of linkage-induced failures under the
framework of complex network theory [1, 2]. Although these research results are quite
theoretically valuable, no consideration has been given to communication network
entities, protocol formation, and QoS requirements. Some scholars have also tried to
study network stability issues from the aspects of network topology and protocol
composition [3, 4]. Although these research results have improved the stability of the
network to some extent, there is no clear theoretical support. Retrieving domestic and
foreign documents, there are few data on the stability of communications networks
from the perspective of modern control theory. If we can study the stability of networks
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from the perspective of control theory and find a control method that is easy to
implement, we can guarantee the long-term stable operation of communication net-
works, especially in the case of failure of local network elements. So, we studied the
method to solve the network stability problem based on Lyapunov theory and proposed
a dynamic scheduling [5] multipath routing transmission algorithm that can steadily
clear the network traffic.

2 Network Dredging Traffic Model Based on Lyapunov
Theory

2.1 Network Node to Clear Traffic Queue Model

Assume that there are N nodes in the network, constituting a set of nodes Vs. The data
flow of access and clearing of edge nodes is f, and the data flow f accessed by all edge
nodes constitutes flowing set F. Taking node n as the research object, its adjacent node
m forms a set of adjacent nodes N(t) at time t, and there is a queue update equation [6].

Qnðtþ 1Þ ¼ max½QnðtÞ � bnðtÞ; 0� þ anðtÞ
¼ max½QnðtÞ �

X
m2NðtÞ

binmðtÞ; 0� þ
X

m2NðtÞ
bimnðtÞþ

X
f2F

af ðtÞdn¼nsf

¼ max½QnðtÞ �
X

m2NðtÞ
binmðainmðt; ddmÞ; SinmðtÞÞ; 0�

þ
X

m2NðtÞ
bimnðaimnðt; ddnÞ; SimnðtÞÞþ

X
f2F

af ðtÞdn¼nsf

Among them, Qn(t) represents the queue backlog of node n in slot t, and the unit is
the number of data packets; bn(t) denotes the total data packet transmitted by t-slot node
n to its neighboring nodes, that is, the data packet that egressed from node n. binmðtÞ
represents the data packet that is transmitted by t-slot node n to its neighboring node

m. binmðtÞ ¼ binmðainmðt; ddmÞ; SinmðtÞÞ ¼ 0; ainmðt; ddmÞ ¼ 0
SinmðtÞ; ainmðt; ddmÞ ¼ 1

�
is the function of

SinmðtÞ and ainmðt; ddmÞ. ainmðt; ddmÞ ¼ 1; ddm ¼ minfddmjm 2 NðtÞg
0; else

�
is node n’s routing

decision for neighboring node m. ddm indicates the relative route hops from the neighbor
node m to the destination node d. If ddm of the neighbor node m is the smallest of all the
downlink neighbor node sets N(t), node n selects the neighbor node m as the next hop,
and pass data packets through the link i between nodes n, m, and this time
ainmðt; ddmÞ ¼ 1. SinmðtÞ represents the state of the link i between the nodes n and m, that
is, the data packet actually transmitted through the link i; Obviously, we have

binmðtÞ� bi�nmðainmðt; ddmÞ; SinmðtÞÞ ¼ 0; ainmðt; ddmÞ ¼ 0
SinmðtÞ ¼ enm; ainmðt; ddmÞ ¼ 1

�
, enm, emn repre-

sents the link capacity between nodes n and m, and its physical meaning is the data
packet Dn(out) and Dm(out) that can be transmitted between node n and node m at
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most. an(t) represents the data packet that arrives at node n in the t-slot, consisting of
two parts: one is

P
m2NðtÞ b

i
mnðtÞ, which means that the adjacent node m reaches the

total packet of node n. Another is
P

f2F af ðtÞdn¼nsf
, indicating the total packet that is

accessed or cleared by the edge node at time slot t.

2.2 Constructing a Lyapunov Function for a Node Queue and Calculate
Its Lyapunov Offset

Based on the network stability theorem given in [6], the Lyapunov function is con-

structed with the backlog of node queue, that is LðQðtÞ��!Þ ¼ 1
2

P
n2 Vs

Q2
nðtÞ. If there is a

constantM such that there is LðQðtÞ��!Þ�M for all t, then the backlog of each node queue
is limited to

ffiffiffiffiffiffiffi
2MN

p
, and all queues are stable. The definition of the Lyapunov offset

given in [7] is DðQðtÞ��!Þ ¼ EfLðQðtþ 1Þ�����!Þ � LðQðtÞ��!ÞjQðtÞ��!g, indicating the mean value
of the mean square value of the queue backlog over time fluctuations. Calculate the
change limit of the Lyapunov function from t-slot to t + 1 slot as follows:

LðQðtþ 1Þ�����!Þ � LðQðtÞ��!Þ ¼ 1
2

X
n2Vs

½ðmax½QnðtÞ � bnðtÞ; 0� þ anðtÞÞ2 � Q2
nðtÞ� ð1Þ

Inequality scaling for Eq. (1) we have:

LðQðtþ 1Þ�����!Þ � LðQðtÞ��!Þ � 1
2

X
n2Vs

a2nðtÞþ b2nðtÞþ
X
n2Vs

QnðtÞðanðtÞ � bnðtÞÞ ð2Þ

Substituting Eq. (2) into DðQðtÞ��!Þ yields:

DðQðtÞ��!Þ� 1
2
Ef

X
n2Vs

½ð
X

m2NðtÞ
bimnðaimnðt; ddnÞ; SimnðtÞÞþ

X
f2F

af ðtÞdn¼nsf
Þ2

þð
X

m2NðtÞ
binmðainmðt; ddmÞ; SinmðtÞÞÞ2�jQðtÞ

��!g

� Ef
X
n2Vs

QnðtÞð
X

m2NðtÞ
bnmðainmðt; ddmÞ; SinmðtÞÞ �

X
m2NðtÞ

bmnðaimnðtÞ; SimnðtÞÞÞjQðtÞ
��!g

ð3Þ

For inequality (3), there are upper bounds for both bimnðaimnðt; ddnÞ; SimnðtÞÞ and
binmðainmðt; ddmÞ; SinmðtÞÞ, that is Dn(in) and Dn(out), respectively. According to the edge
nodes adopt the access data flow control technology, we have af ðtÞ� vmax, vmax rep-
resents the maximum data flow. As a result, there is

P
f2F af ðtÞdn¼nsf

� Fj jvmax. The

formula (3) can be written as
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DðQðtÞ��!Þ� 1
2
Vsj j Vs � 1j jððDnðinÞþ Fj jvmaxÞ2 þD2

nðoutÞÞ

� Ef
X

m;n2Vs

QnðtÞð
X

m2NðtÞ
binmðainmðt; ddmÞ; SinmðtÞÞ �

X
m2NðtÞ

bimnðaimnðt; ddnÞ; SimnðtÞÞÞjQðtÞ
��!g

ð4Þ

2.3 Routing Strategy Based on Lyapunov Method

For formula (4), [8] gives a theorem that minimizing the upper bound of DðQðtÞ��!Þ can
make the node queue tend to be stable, and stable the entire network. Therefore, the

upper bound of DðQðtÞ��!Þ is controlled in combination with a specific routing policy to
minimize it. Design a routing strategy so that the second item in Eq. (4) as large as
possible [9, 10], we have:

max Ef
X

m;n2Vs

QnðtÞ
X

m2NðtÞ
ðbinmðainmðtÞ; SinmðtÞÞ � bimnðaimnðtÞ; SimnðtÞÞÞjQðtÞ

��!g

�Ef
X
n2Vs

X
m2Vs

QnðtÞ � QmðtÞ
X

m2NðtÞ
½binmðainmðtÞ; SinmðtÞÞ � bimnðaimnðtÞ; SimnðtÞÞ�jQðtÞ

��!g

s:t:
bimnðaimnðt; ddnÞ; SimnðtÞÞ� emn; binmðainmðt; ddmÞ; SinmðtÞÞ� enm
ainmðt; ddmÞ; aimnðt; ddnÞ 2 f0; 1g

(

In maximize the above problem, it is necessary to jointly consider QmðtÞ and
binmðainmðt; ddmÞ; SinmðtÞÞ, which means when selecting the next hop node, the queue
backlog of the node and the relative hops from the node to the destination node should
be comprehensively considered. Calculate the routing factor that is cm ¼ 1

QmðtÞ�ddm
.

Obviously, if the queue’s backlog is smaller and the relative hop count to the desti-
nation node is smaller, the larger the routing factor is, and the larger the target value
will be. Normalize the routing factor cm to derive the routing probabilities
Pm ¼ cmP

m2NðtÞ cm
. When node m′ performance is significantly lower than that of other

adjacent nodes m′, its probability of selection will be small, so that better routes will
bear more traffic. If the performance of several adjacent nodes is similar, the probability
of selection will be similar, and the network load will be distributed among these
routes, effectively avoiding the network turbulence caused by excessive network
congestion, and thus maintaining the stability of the network in real time.
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3 Experimental Simulation and Simulation Results Analysis

3.1 Simulation Environment Settings

The simulation is based on the OPNET [11]. The simulation scenario is as follows: 25
nodes are distributed as shown in Fig. 1, in which node 0 is the source node and node
24 is the destination node.

Set the background traffic as follows: during the simulation, the size of the data
packet is exponentially distributed with an average value of 1024 bit. Without loss of
generality, based on the above background traffic, the traffic flow with extremely large
load is set as follows: the number of service data flows is 3 and the start times are 0 s,
2 s, and 4 s, respectively. The interval for generating packets follows the exponential
distribution with a mean value of 0.02 s. The packet size follows an exponential
distribution with a mean value of 1024 bit. The data rate of the physical layer is 1
Mbps. The simulation time is 400 time slots. Then, set the backbone node 10 to fail,
and the traditional routing strategy based on the shortest path algorithm and the
dynamic scheduling multipath routing strategy based on the Lyapunov method is
simulated. Statistic the average of the backlog of cache queues of all nodes in the two
routing strategies and the cache backlog of the MAC layer of the most affected node 2
around the failed node. In eliminating the influence of random factors, the statistics
mode of the bucket is used to collect the queue lengths of all the nodes in the MAC
layer. The statistical average value of the sampling values of every four time slots is
used to obtain the backlog of MAC layer buffer queues of 100 time slots.

10 20 30 40 50 60 70 80 90 100
10

20

30

40

50

60

70

80

90

100

X-axis

Y-
ax

is

Node 0

Node 2

Node 10

Node 24

Fig. 1. Network topology
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3.2 Simulation Results Processing and Analysis

The Lyapunov offset is calculated and curve fitted [7] from all the nodes’ of the MAC
layer buffer queues for 100 time slots. Figure 2 shows the comparison results of the
Lyapunov offset curve fitting for the two routing strategies in the above simulation
scenario. It can be seen that the Lyapunov offset of Q(t) based on the shortest path
algorithm traditional routing strategy varies drastically, and bounds of the steady are
larger and the time is longer. Figure 3 shows that after the failure of the backbone node
10, for the traditional routing strategy, the traffic that the node 10 should have dredged
is all pressed to its surrounding node 2, and this node bears almost 70% of the
network’s load. On the contrary, for the dynamically scheduled multipath routing
strategy, traffic that should be dredged by the node 10 is distributed to its neighboring
nodes, and the surrounding node 2 only bears 20% of the network’s load, reflecting the
load balancing. The process of Lyapunov’s offset reaching a stable state tends to be
gentle, and the time to reach a stable state is significantly shortened. Figure 4 shows the
traditional routing strategy based on the shortest path algorithm has a serious deviation
from the error curve of the stable center. The stability value of the Lyapunov deviation
is above 300, and it does not become stable until the 80th time slot. In contrast, the
dynamic scheduling multipath routing strategy controls the stability value of Lyapunov
deviation below 150, and the steady-state time does not exceed 30% of the simulation
time.
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Through the simulation experiments, we found that the dynamic scheduling mul-
tipath routing strategy based on Lyapunov method is superior to the conventional
routing strategy based on the shortest path algorithm in maintaining network stability.
First, the multipath routing strategy can quickly clear the traffic transferred by the failed
network elements, and the network congestion processing capability is improved by
50%. Compared with the obvious network turbulence presented by traditional routing
strategy, it shows better control network stability. Second, the intensity of control over
the bounds of Lyapunov’s deviation has increased by 50%, and the control time for
reaching a steady state has also been reduced by 30%.

4 Conclusion

Using the classical Lyapunov theory, a dynamic scheduling multipath routing strategy
that can effectively maintain the stability of the network is proposed. Compared with
the traditional routing algorithm, it considers the number of route hops and the backlog
of cache queues at the MAC layer of the node during the routing process, and monitors
the queue backlog of the entire network node in real time, thus ensuring the stability of
the network. By comparing two routing strategies by setting the most unfavorable to
the network stability. It can be seen that the dynamic scheduling multipath routing
strategy based on Lyapunov method has better performance in maintaining network
stability, and can be more suitable for the increase of network traffic load and network
environment deterioration, and is more in line with the requirements of the stability of
modern communication networks.
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Abstract. Quantum secure direct communication is a new communication
mode in the free space. Quantum secure direct communication utilizes single
photon with the information to transmit ciphertext in the quantum channel
directly, and it distinguishes from Quantum key distribution. Its outstanding
characteristics are as follows: super velocity of light, high power capacity, high
security, and anti-interference, so quantum secure direct communication can
break the traditional secret communication frame to ensure the absolute secure
communication. However, the imperfection of optical devices can leave loop-
holes for quantum attacks. Based on free space, this paper puts forward one kind
of attack detection method in the field of quantum secure direct communication.
This paper introduces quantum bit error rate analysis and decoy-state photon
transmission rate analysis for designing security detection process to effectively
detect the eavesdropping and improve security.

Keywords: Free space � Quantum secure direct communication � Quantum bit
error rate � Decoy state

1 Introduction

Security is the root of quantum communication, but more and more attacks come into
quantum secure direct communication, and some attacks greatly threaten the security
[1]. Three kinds of attacks exist in the transmission process, such as perfect light source
attack, practical light source attack, and optical device attack [2]. Perfect light-source
attack mainly includes incoherent attack, Trojan horse attack, photon number separate
attack (PNS), and these attacks utilize intercepting quantum, camouflaging quantum,
analyzing code rule, and separating photon number to break security [3–5]. Some
detection methods have been studied for the perfect light source attack. Comparing
with the perfect light source attack, practical light source attack, and optical device
attack possess more serious threat for the security, because of the practical optical
channel which the transmission process executes in, such as intensity fluctuation attack
[6], untrusted source attack [7], phase-remapping attack [8], multi sources attack [9],
and passive Faraday-mirror attack [10]. Recently, many and varied attacks are con-
stantly updated for quantum secure direct communication, but the coping strategy is
studied lately, so this paper proposes multiple attacks detection method based on free-
space quantum secure direct communication.
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2 Security Detection Process

Based on the imperfect optical element, the encrypted data are intercepted or eaves-
dropped during quantum secure direct communication, so the security detection needs
to introduce quantum bit error rate analysis and decoy-state photon transmission rate
analysis. On the basis of QSDC transporting mechanism, the security detection process
is designed as follows:

Step 1: Alice and Bob execute channel detection before quantum secret commu-
nication. The transmitter Alice utilizes the damped low power laser to take
the place of the single-photon source and manufactures one single-photon
sequence Sb.

Step 2: Decoy-state photons are added into Sb before they are transmitted.
Step 3: Alice transmits the single-photon sequence Sb to Bob, and Bob randomly

chooses the conjugate bases to measure Sb, then Bob informs which the
conjugate base is chosen to Alice. Alice replies the correct position of the
conjugate base and the position of decoy-state photon to Bob. Alice and Bob
compare the decoy-state photon transmission rate in the transmission to
detect whether the eavesdrop exists or not.

Step 4: Alice and Bob execute the physical detection to eliminate eavesdrop and
attack when there are the eavesdrop and the attack in the quantum channel.

Step 5: Alice and Bob wipe off the detected decoy-state photons after eliminating
eavesdrop and attack, and choose a part of random photons in Sb. Alice and
Bob execute the quantum query to publicly compare the quantum bit error
rate.

Step 6: When the quantum bit error rate is less than the threshold value which the
two parties set, Alice and Bob wipe off the compared single photons, and
execute quantum information processing for k single photon to generate the
control code Nk.

Alice and Bob execute the channel detection before the quantum secret commu-
nication, Alice generates one single-photon sequence Sb which is added with the decoy-
state photons. Alice transmits the single-photon sequence Sb to Bob, Fig. 1 shows the
transmission of Sb, and Bob randomly chooses the conjugate bases to measure Sb, then
both sides compare quantum bit error rate and the decoy-state photon transmission rate
Ql. When the quantum bit error rate is less than the threshold value and the decoy-state
photon transmission rate Ql � Q0

l, Q
0
l ¼ Q00

l, the quantum channel is determined in
the security. The control code Nk is generated after eliminating the quantum photon.

At the discovery stage, each node needs to know which node is its neighbor node
and how far it is from the root node. A wireless node generates its own routing table
through a dual program: (I) a typical tree based addressing scheme can reduce the size
of the address field in the message header, (II) a link between neighbors in the
neighborhood to generate the final grid tree topology. After the root node receives the
hierarchical discovery of the child node broadcast, the child node is added to its child
node table. The root node is responsible for the continuous 16 bits’ logical block
address assigned to each node, as shown in Fig. 1a. Figure 1b shows that the route
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robustness process is to reduce the energy loss and network congestion caused by
flooding broadcast through additional local links. This stage is mainly to establish the
hierarchical structure of the whole network.

3 Quantum Bit Error Rate

Quantum bit error rate is a ratio that takes into account the received error quantum bits
and the total quantum bits, it can be abbreviated as QBER (Formula 1), Rsift is quantum
key bit rate with data filters (include correct codes and error codes), Rerror is error bit
rate in quantum channel.

QBER ¼ Nwrong

Nright þNwrong
¼ Reror

Rsift
ð1Þ

The highly attenuated laser pulses with single-photon sources can be regarded as a
statistic process obeying Poisson distribution, and the theoretical model of the quantum
bit error rate caused by the background light is established and the expressions of the
quantum bit error rate are given by Formula 2, and every pulse photon number is l.

Pðn; lÞ ¼ ln

n!
expð�lÞ ð2Þ

Transmission/Reverberation of single photon obeys the binomial distribution in the
optical link, and the probability which receiver at least detects one photon is given by
Formula 3, Tapp is system devices transmission rate, ηdet is quantum efficiency of
single-photon detector.

Alice

S'bSb

Bob

decoy state photon

QBER photon

control code photon

Fig. 1. Schematic diagram of information transmission
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Pn� 1 ¼
Xn
k¼1

n

k

� �
TchaPaeqTappgdetFmea
� �k

1� TchaPaeqTappgdetFmea
� �n�k

¼ 1� 1� TchaPaeqTappgdetFmea
� �n ð3Þ

According to Formulas 2 and 3, the original quantum key bit rate is represented as
Formula 4, Rrep is the transmitter pulse repetition rate.

Rraw ¼ Rrep

X
n¼1

Pðn; lÞPn� 1 ¼ Rrep

XN
n¼1

ln

n!
expð�lÞ 1� 1� TchaPaeqTappgdetFmea

� �n� �

¼ Rrep 1� exp �l TchaPaeqTappgdetFmea
� �n� �

ð4Þ

Quantum key bit rate with data screening is Formula 5

Rsift ¼ FsiftRraw ¼ FsiftRrep 1� exp �l TchaPaeqTappgdetFmea
� �� � ð5Þ

The main factors that cause the quantum bit error rate are the optical elements, the
detector dark noise and space optical environment in free-space quantum key distri-
bution. The three factors that cause the quantum bit error rate are Ropt, Rdet, and Renv, so
the overall QBER is given by Formula 6, QBERopt, QBERdet, and QBERenv, respec-
tively, correspond to the QBER from the optical elements, the detector dark noise, and
space optical environment.

QBER ¼ Ropt þRdet þRenv
� �

=Rsift ¼ QBERopt þQBERdet þQBERenv ð6Þ

3.1 Analyze Quantum Bit Error Rate Caused by Optical Element

Optical element takes on nonideal response and imperfect alignment for the quantum
direct communication system, so the photons cannot reach the correct detector, thus
cause error codes. The probability of assuming a photon to arrive at an error detector is
Popt, quantum bit error rate caused by optical elements is given by Formulas 7 and 8.

Ropt ¼ RsiftPopt ¼ FsiftRrep 1� exp �l TchaPaeqTappgdetFmea
� �n� �

Popt ð7Þ

QBERopt ¼ Ropt=Rsift ð8Þ

3.2 Analyze Quantum Bit Error Rate Caused by Dark Count Probability
for Single-Photon Detector

Dark count probability for single-photon detector always exists to cause error codes in
the free space quantum key distribution system. Assume that the dark count probability
for single-photon detector is Rdark and the time window is s, the dark count probability
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for single photon is described as Formulas 9 and 10 in every detector and every time
window.

Rdark ¼ RdarkN s ð9Þ
Rdark ¼ FsiftRrepRdarkN=2 ð10Þ

Number of detectors is N, the probability of correct codes and error codes both are
1/2, so quantum bit error rate caused by dark count probability for single-photon
detector is Formula 11.

QBERdet ¼ Rdet=Rsift ¼ 1
2

RdarkN s

1� exp �lTchaPaeqTappgdetFmea
� � ð11Þ

3.3 Analyze Quantum Bit Error Rate Caused by Optical Environment

The background photon arrives at receiver to cause error codes in the background
radiation of free space. The background is taken as a homogeneous radiation source in
the background radiation model, and background rate is Formula 12. Background
radiation spectrum is W(k) and the bandwidth nearby wavelength k is Dk, the area of
the receiver is A, the viewing angle of the receiver is Wfv, the solid angle of background
radiation measured by the receiver is Ws, so Renv is given by Formula 13.

Rbac ¼ WðkÞðDkÞXf mA ðXfv\XsÞ
WðkÞðDkÞXsA ðXfv [XsÞ

�
ð12Þ

Renv ¼ FsiftRrepRbacN s=2 ð13Þ

Quantum bit error rate caused by the optical environment is Formula 14.

QBERenv ¼ Renv=Rsift ¼ 1
2

RbacN s

1� exp �l TchaPaeqTappgdetFmea
� � ð14Þ

The general expression of quantum bit error rate is finally confirmed as Formula 15
after taking Formulas 8, 11, and 14 into Formula 6.

QBERenv ¼ Popt þ N s
2

Rdark þRbac

1� exp �lTchaPaeqTcppTdetFmea
� � ð15Þ
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4 Rate of Decoy-State Photon Pulse

The single-photon sources used in most practical QSDC systems are an attenuated
weak laser pulse added with decoy-state photons. Eve intercepts all single-photon
pulses, and saves and repeats multi-photon pulse. Eve cannot distinguish decoy-state
photons with others, and the transmission rate of decoy-state photon pulse equal to the
transmission rate of multiple photon, so the transmitter can compare the transmission
rate of decoy-state photon pulse with the transmission rate of multiple photon to
determine whether there are PNS attack and imperfect light attack.

The mean intensity of a uniform coherent light source is µ, and photon numbers
obey the poisson distribution, Formula 16 gives the pulse transmission rate Ql. When
Alice sends n photon pulses, detection probability of Bob is Yn, total transmission rate
of the channel is Ql. Transmission rate of decoy-state photons is Q0

l when there is not
PNS attack, and transmission rate of decoy-state photons is Q00

l when there is PNS
attack, transmission rate are given by Formulas 17 and 18. During two formulas, the
efficiency of the detector is ηB; dark count probability from Bob is Yn; the transmission
rate of multiple photon permitted by Eve is p when there is not PNS attack. Alice and
Bob can detect whether the PNS attack exists or not based on analyzing Ql, Q0

l, and Q
00
l

(Table 1).

Ql ¼
X
n

YnpnðlÞ ¼ Y0e
�l þ

X1
n¼1

Yne�l l
n

n!
ð16Þ

Q0
l ¼ Y0 þ 1� ð1þ lÞe�l � e�l 1�gBð Þ

1� gB
e�l 1�gBð Þ � 1� lþ lgB

	 

ð17Þ

Q00
l ¼ Y0 þ p� ð1þ lÞpe�lð Þ � e�l

1� gB
e�l 1�gBð Þ � 1� lþ lgB

	 

ð18Þ

5 Experimental Data Analysis

A simulation experiment is designed according to the research content and transmission
step. Based on block transmission mechanism of control code, simulation program
divides the secret information into a group of m quantum bits, so the control code
contains m quantum bits. Due to the randomness of the detection base, only about 50%
quantum photons can choose the same detection base, so the quantum sequence length
doubles initial quantum keys. Further, the quantum sequence length is identified

Table 1. PNS attack judgement condition

No PNS Ql � Q0
l Q0

l ¼ Q00
l

Existing PNS Ql �Ql Ql [Q�
l
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quadruple the control codes because of some initial quantum keys which Alice and Bob
choose to compare the information. Incoherent light source attack and imperfect light
source attack are led into the experiment, and the experiment is carried 1000 times. The
threshold value is defined 0.13 with the analysis of quantum bit error rate based on
Table 2, and the transmission rate of decoy-state photon pulse is calculated such as
Table 3. So the simulation experiment can effectively detect attacks to improve
security.

6 Conclusion

Quantum secure direct communication has been different from quantum key distri-
bution; quantum secure direct communication makes the cryptograph to be transmitted
directly in the quantum channel. Its outstanding characteristics are as follows: super
velocity of light, high power capacity, high security, and anti-interference, but the
imperfection of optical devices can leave loopholes for the quantum attack. Based on
free space, this paper puts forward one kind of attack detection method in the field of
quantum secure direct communication, the main innovative points as follows: establish
one theory model which put the control code into the block to select the polarization
conjugate base, introduce quantum bit error rate analysis and decoy-state photon
transmission rate analysis for designing security detection process; according to the
analysis of the simulation result, this paper proves that the process can effectively
detect the eavesdropping and can improve security.
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Abstract. In view of the lack of maintenance of elevators in China,
this paper builds a statistical model of elevators’ remaining service life
based on elevator operation and maintenance management data, plots
the remaining service life curve of elevators, and implements the pre-
diction of preventive maintenance intervals from time to time and scrap
time (i.e., the safety remaining service life) for elevators, and verifies the
reliability of the model through empirical analysis.
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1 Introduction

With the development of urbanization, the demand for elevators has risen, and
elevator safety issues have caused public panic. As a loss-type mechanical equip-
ment, the elevator implements a regular maintenance system. When the ele-
vator enters the depletion period, if the system of regular maintenance is still
implemented, not only is there a huge potential safety risk, it will also dam-
age economic efficiency. In this context, the subject establishes a model for the
remaining service life of elevators.

Although there have been relatively significant research results in the field
of mechanical equipment maintenance intervals and remaining service life, but
most of the studies are to solve the optimal time intervals and maintenance times
within a given time zone (Wang Yvjun, Liu Qinming, Mailk et al. have achieved
remarkable results in this field) or directly predict the remaining life of the
equipment (Yang Zichun, Zhu Q. S., Mulubrhan, Shien-Tsung Chen and others
made outstanding contributions to this field). Therefore, this project hopes to
build a model for the remaining service life of elevators which can determine the
maintenance time interval and predict the remaining service life on the basis of
existing researches, making the model more practical.

c© Springer Nature Singapore Pte Ltd. 2020
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2 Elevator Safety Remaining Life Model Without
Maintenance

After the elevator equipment enters the depletion period, the reliability of the
equipment is continuously declining. When it drops to a certain threshold, the
first preventive maintenance of the equipment during the depletion period is
required. The purpose of this section is to establish a model for the safety remain-
ing life of elevators without maintenance under the first preventive maintenance
and to determine the time interval from the current time to the first preventive
maintenance. According to the relevant literature, the indicator system that can
reflect the healthy operation state of the elevator is determined, including 4
subsystems: elevator equipment car system, traction machine system, door sys-
tem, and drag system, a total of 17 specific indicators. The model establishment
process is as follows.

2.1 Select Related Indicators

First perform principal component analysis of each subsystem’s original index
separately. The comprehensive influence weights of the original index on the
evaluation object can be determined based on the results of the principal com-
ponent analysis. Through the weighted average, four comprehensive indicators
X1,X2,X3,X4, which represent healthy operation status of four subsystems of
elevator equipment are obtained.

2.2 Classification of Healthy Operation Levels of Elevators

The FCM is used to classify the monitoring sample data into three categories:
‘excellent’, ‘good’, and ‘middle’. In order to reduce the number of iterations and
improve efficiency, the initial clustering center is determined by the traditional
system clustering method.

2.3 Construct Elevator Life Index

The elevator life index is constructed based on the rank sum ratio (RSR) com-
prehensive evaluation method, and the elevator life index corresponding to each
observation sample is calculated. At the same time, the elevator life index cor-
responding to the three cluster centers of fuzzy clustering can also be obtained.
The specific method of constructing the elevator life index is as follows:

(1) Write sample rank according to the nature of the index:there are known n
observation samples xi = (xi1, xi2, . . . , xim), i = 1, 2, . . . , n, each sample is
m-dimensional. Finally, the rank matrix R = (rij)n×m is obtained.

(2) Calculate the rank sum ratio statistics: when the impact weights of the
indicators on the evaluation objects are not equal, the weighted rank sum
ratio statistics WRSR need to be calculated, and

WRSRi =
1
n

m∑

j=1

wjrij , i = 1, 2, . . . , n
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where wj is the influence weight of the j-th indicator on the evaluation
object.

In fuzzy clustering, the monitoring samples have been divided into three cate-
gories: ‘excellent’, ‘good’, and ‘middle’. In this section, the correlation coefficient
between each index and the category variable is used to determine the weight of
each evaluation index, and

∣∣r∗
j

∣∣ is the absolute value of the correlation coefficient
between the jth evaluation index and the categorical variable. So the elevator
life index Ra is calculated as

Rai =
m∑

j=1

rijwj =
m∑

j=1

rij(
∣∣r∗

j

∣∣
/

m∑

j=1

∣∣r∗
j

∣∣), (i = 1, 2, . . . , n)

2.4 Prediction Based on BP Neural Network

First use BP neural network algorithm to complete the prediction of the elevator
life index at the next moment, and set the limit conditions to determine the time
interval for the first preventive maintenance. Assume that there are n monitoring
samples x1, x2, . . . , xn. The specific steps are as follows:

(1) Take the sample monitoring value of the elevator for any consecutive p times
as the input node, and the sample detection value of the p + 1th time as the
output node, set the number of nodes in the hidden layer to n, and train the
BP neural network;

(2) Use the trained BP neural network model to predict the healthy running
status of the elevator in the future;

(3) Calculate the distance between the prediction sample and the three types
of cluster centers: ‘excellent’, ‘good’, and ‘middle’, and classify the health
status of the new prediction sample;

(4) The health status of the elevator will decay with time. If the prediction sam-
ple has been classified as ‘middle’, set the distance threshold ε1 to determine
whether the elevator’s running status has entered the ‘bad’ category, once
the distance from the prediction sample to the ’middle’ class exceeds ε1, stop
forecasting. And it is considered that the elevator’s operating status grade
has been classified as bad, which is the elevator’s scrap point or end-of-life
point. The specific setting method of ε1 is as follows: Using the results of
fuzzy clustering, calculate the distance d2i(i = 1, 2, . . . , n) between all mon-
itoring samples in the ‘middle’ category and cluster center of this type, and
can be defined as

ε1 = max{d2i}, i = 1, 2, . . . , n

2.5 Fit the Remaining Service Life Curve of the Elevator Without
Fitting Maintenance

Use the curve fitting the elevator life index from the beginning of monitoring to
the end of the prediction, it is considered that the attenuation law of the elevator
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life index obeys the Weibull distribution. Finally, the function form of the safety
remaining service life curve without maintenance is determined as

Ra(t) = e−( t
β )α

where α and β are all unknown parameters, which can be determined by specific
elevator operation data.

3 Elevator Safety Remaining Life Model
with Maintenance

Any kind of equipment that is scrapped without maintenance is very uneconom-
ical and causes great waste. Therefore, the model of the remaining service life of
the elevator without maintenance is the basis for the establishment of the model
under maintenance. Assume that based on the model of elevator safety remaining
life without maintenance, the function form of the elevator’s remaining service
life curve under non-maintenance conditions has been determined as

Ra1(t) = e−( t
β1

)α1

Ra1(t) can be regarded as the elevator’s remaining safety life model before the
first maintenance, where α1, β1 represent the model parameters of the eleva-
tor’s safety remaining service life curve before the first maintenance and can be
obtained by the elevator operating data. The process of establishing the safety
remaining service life model for elevators under maintenance conditions is sum-
marized below.

3.1 Determine the Slope Threshold of Elevator Safety Remaining
Service Life Model

According to the model Ra1(t) of elevator safety remaining life without mainte-
nance, the time point for the first time hmax

1 needing preventive maintenance can
be obtained. The slope of Ra1(t) at this point is the given elevator performance
degradation rate threshold ε2. There are

ε2 = Ra1
′(hmax

1 ) = −α1
(hmax

1 )α1−1

βα1
1

e−(
hmax
1
β1

)
α1

3.2 Determine the Elevator Performance After Preventive
Maintenance Based on Performance Restoration Factors

Assuming that the ith preventive maintenance has been completed for the ele-
vator, the elevator performance recovery factor after maintenance is

ηi = (bCpi)ci
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where Cpi = Cpf + ΔtiCpv = Cpf + si−1Δt1Cpv is the cost of the ith preven-
tive maintenance, which is related to the fixed maintenance cost Cpf , variable
maintenance cost Cpv, and the time consumed Δti during the ith preventive
maintenance. b, c are adjustment parameters for preventive maintenance costs
and maintenance times, which can be artificially given. Assuming that the ele-
vator life index after the ith preventive maintenance is restored to Rai+1(h

min
i+1),

its formula is

Rai+1(hmin
i+1) = Rai(hmax

i ) + ηi(Rai(hmin
i ) − Rai(hmax

i ))

where Rai
(t) and Rai+1(t) represent the elevator safety remaining life model

before and after the ith preventive maintenance, respectively, and the spe-
cific form of Rai

(t) is known. According to the given slope threshold, using
Rai(hmax

i ) = ε2 it can solve the hmax
i ,

hmin
i = hmax

i−1 + Δti−1

= hmax
i−1 + si−2Δt1

ΔTi = hmax
i − hmin

i

in the same way, hmax
i−1 is reverse solution using Rai(hmax

i−1 ) = ε2. Here, the start-
ing point of the elevator’s remaining service life model after the i-th repair is
(hmin

i+1, Rai+1(hmin
i+1)).

3.3 Determine the Safety Remaining Service Life Model After
the ith Preventive Maintenance

It is known that the time consumed for the ith service is Δti, and the time
interval from the end of the last maintenance to the ith service is denoted as
ΔTi. And the decay rate of the elevator life index after maintenance is greater
by δ times than the decay rate under the same life index of the elevator before
the maintenance, and the elevator safety remaining life model Rai+1(t) after the
ith maintenance can be determined according to the following formula:

Rai+1(
i∑

k=1

ΔTk +
i∑

k=1

Δtk) = Rai(
i∑

k=1

ΔTk +

i−1∑

k=1

Δtk) + ηi(Rai(

i−1∑

k=1

ΔTk +

i−1∑

k=1

Δtk)

− Rai(
i∑

k=1

ΔTk +

i−1∑

k=1

Δtk))

Rai+1(t) =

t∫

0

δiRa1
′(u −

i∑

k=1

(Δtk + ΔTk))du + Di

= δiRa1(t −
i∑

k=1

(Δtk + ΔTk)) + Di

where i = 2, 3, . . . and Rai+1
′(hmax

i+1 ) = ε2, i = 1, 2, 3 . . .
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3.4 Judge Whether the ith Maintenance Should be Performed
Based on the Techno-Economic Indicator

Assuming that the elevator’s safety remaining service life model after the ith
maintenance has been determined, the following judges whether the (i+1)th pre-
ventive maintenance should be performed on the elevator based on the threshold
ε3 of the techno-economic indicator K. The calculation formula for the mainte-
nance cost K per unit of time before the (i+1)th maintenance is

Ki+1 =
∑i+1

k=1 CmrFk+
∑i

k=1 Cpk+
∑i

k=1 Clk
∑i+1

k=1 ΔTk+
∑i

k=1 Δtk
=

∑i+1
k=1 Cmr(lnRak(

k−1∑

i=1
ΔTi+

∑k−1
i=1 Δti)

∑i+1
k=1 ΔTk+

∑i
k=1 Δtk

− lnRak(
∑k

i=1 ΔTi+
∑k−1

i=1 Δti))
∑i+1

k=1 ΔTk+
∑i

k=1 Δtk
+

∑i
k=1 (Cpf+sk−1Δt1Cpv)+

∑i
k=1 sk−1Δt1Clu

∑i+1
k=1 ΔTk+

∑i
k=1 Δtk

where Cmr is the fixed maintenance cost for each failure; Cpf , Cpv are the fixed
maintenance cost and the variable maintenance cost for each preventive main-
tenance; Clu is the loss cost per unit time during the preventive maintenance
of the elevator; αk, βk are the model parameters in the remaining service life
model Rak

(t) of the elevator before the k-th maintenance; s is the adjustment
coefficient of maintenance time, which is a constant greater than 1; Δt1 is the
time spent on the first preventive maintenance.

When Ki+1 > ε3, it means that the (i + 1)th maintenance should not be
performed again. And the elevator life ends, it should be scrapped, that is, the
elevator reaches the inflection point of retirement time; if Ki+1 < ε3, then go
back to Sect. 3.2. It shows that the maintenance of the elevator at this time is
more economical than direct scrapping.

4 Empirical Analysis

4.1 Sources of Data

Collected 1000 sets of sample data through an elevator operation monitoring
system of a company in Harbin. Each set of data includes 17 indicators. Using
the models established in Sects. 2 and 3, complete the forecast of the unscheduled
maintenance intervals and scrap time points of the elevators in operation.

4.2 The Specific Results

The specific results are as follows: (1) 17 elevator life index values are predicted
based on the BP neural network. The predicted termination point is the first
preventive maintenance time point of the elevator. The sampling is performed
every 2 h. Therefore, starting from the current monitoring time, the first pre-
ventive maintenance is required after 34 h. Based on the 1017 sample data and
the related software, the specific function form of Ra1(t) is obtained:

Ra1(t) = exp(−(
t

1318
)1.449)
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Fig. 1. Elevator safety remaining service life curve without maintenance

where α1 = 1.449, β1 = 1318, and the fitting degree of the model reaches 0.9975,
and the fitting effect is better. The safety remaining service life curve of elevator
without maintenance is shown in Fig. 1.

(2) Then, under the premise of artificially given some empirical values, by
giving a slope threshold and a technical threshold, the elevator will once again
arrive at the point of preventive maintenance after 8 preventive maintenance.
That is, the time point before the ninth preventive maintenance of the elevator,
which is the elevator scrap point, and accurately gives the irregular maintenance
interval between two adjacent preventive maintenance (as shown in Table 1);

Table 1. Distance from previous preventive maintenance and techno-economic indica-
tor before this repair

Maintenance
times

Distance from last
maintenance (h)

Techno-economic indicator
before maintenance

Maintenance
time (h)

1 2032.000 0.674 2.000

2 415.850 1.585 2.400

3 320.489 2.439 2.880

4 251.215 3.338 3.456

5 198.908 4.339 4.147

6 158.509 5.485 4.977

7 126.862 6.819 5.972

8 101.832 8.386 7.166

9 81.913 10.238 > 10 –

Then, if the last sample monitoring time is assumed to be the current time,
under the premise of normal maintenance, the elevator reaches the inflection
point of retirement after 1722 h from the current moment, that is, the elevator’s
safety remaining service life is 72 days. After 72 days, the elevator needs to be
scrapped or replaced with a large part. According to the simulation results, the
model for the safety remaining service life of the elevator under maintenance
conditions is depicted, as shown in Fig. 2.
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Fig. 2. Elevator safety remaining service life curve with maintenance

As can be seen from Fig. 2, with the increase in the number of preventive
maintenance, the elevator performance after preventive maintenance has been
restored, but the recovery value is getting lower and lower; moreover, the per-
formance of the elevator is decaying faster and faster. Experience is consistent.

(3) Finally, by comparing with the results of the regular maintenance model,
it is shown that the elevator’s safety remaining life model established in this
project has obvious advantages both in terms of economic benefits and risk
prevention, and the model has practicality and reliability.

5 Conclusion

Based on the existing research, this topic establishes a model of the elevator’s
safety remaining service life which can determine the maintenance interval and
predict the remaining service life. The main research results can be divided into
the following aspects: the model of the remaining service life of the elevator
without maintenance is established, the model of the remaining service life of
the elevator under maintenance conditions is established, and the application of
the model is completed.
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Abstract. With the development of social economy and the improve-
ment of people’s living condition, elevator has become an indispensable
tool because of its fast and convenient features. But the safety problem
caused by elevator has brought great threat to people’s life and property
security, which aroused wide concern of the society. Therefore, develop-
ing the research of elevator safety evaluation has important social signif-
icance. The research of this paper mainly include the following three
aspects: (1) The research of elevator safety evaluation index system.
According to the operation data and the existing research results, we
used the analytic hierarchy process to determine the multilevel struc-
ture of elevator safety evaluation index system. And both expert scoring
method and entropy weight method were used to calculate the weight of
index system, then the weight was combined by the integrated optimal
method, to obtain the optimal weight of each index. (2) The research
of elevator safety evaluation methods. First, the safety grade of whole
elevator system and each index were divided. Because of the complexity
and fuzziness of elevator system, we used the fuzzy mathematics and
extension method, combining the matter-element theory. Then we used
the correlation function to assess each index’s security state. Finally, we
established an extension fuzzy comprehensive evaluation model for ele-
vator safety. (3) Example analysis of elevator safety evaluation methods.
We took operation data of elevator in M city, for instance, analysis and
MATLAB to establish safety evaluation program. The results show that
the safety evaluation method is operable and effective.

Keywords: The elevator · Safety evaluation · Integrated optimal
weighting method · Extension theory · Fuzzy mathematics

1 Introduction

With the rapid development of economy, elevator has been widely used as an
indispensable vertical transportation facility because of its convenience and rel-
ative safety. At present, China’s elevator market has already been at the top of
the world. By the end of 2016, China’s elevator ownership has reached 4.9369
c© Springer Nature Singapore Pte Ltd. 2020
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https://doi.org/10.1007/978-981-13-6508-9_136

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_136&domain=pdf
https://doi.org/10.1007/978-981-13-6508-9_136


Safety Evaluation Model of Intelligent Elevator Cloud 1127

million, with year-on-year growth of 15.9%. However, the safety problems of ele-
vator have great threat to public safety, arousing wide concern of the society.
According to the statistics of AQSIQ, there were 692 elevator accidents from
2002 to 2015, causing 527 deaths and 358 injured. And the average annual death
result from elevator accident was about 40. Therefore, developing the new ele-
vator safety evaluation method is of great significance to reduce the risk and
provide elevator management scientific decision-making.

With the development of the safety standards and technical specifications,
some scholars, institutions and universities carried out the research about safety
evaluation method applying in elevator. K. A. M. Moinuddin and I. D. Bennetts
established the elevator mechanical model, which test’s and analyzes the strength
of the structure of elevator steel components. It not only assessed some indexes
such as elevator steel components, steel wire wheel force, and elevator shaft
bearing, but also carried out risk assessment for the overall structure of elevator,
which clarified the specification of elevator construction safety. I. A. Papazpoglou
and O. N. Aneziris build up the risk assessment model of elevator fallen, which
introduced the method of quantitative analysis into the safety analysis of elevator
safety accidents.

For different parts of elevator system, K. Kolowrocki established multiple
reliability functions to calculate the value of the safe operation of the elevator.
Then he used the maximum and minimum of elevator safely running to assess
the elevator. Gu xuyi compared and summarized the safety evaluation method
at home and abroad, and put forward the method based on risk principle which
combined the accident tree analysis, safety checklist, and other methods. At
the same time, he realized the function of the elevator safety comprehensive
evaluation by using database technology to design the expert system. Zhang hao
and Rui Yannian proposed new method to evaluate the actual performance of
elevator using the set-valued statistics iterative method to establish the weight of
the elevator evaluation system, which combined fuzzy mathematics method with
extension theory. Also, they clearly divided the performance grade and index
threshold value. Fang Yuchi and Yu feng considered the research about safety
prevention and waning was less. Therefore, they put forward the method to assess
elevators security levels by making use of fuzzy theory. It can not only objectively
reflect the difficulty of elevator control, but also improve the practical application
value of fuzzy theory. Finally, the improved fuzzy normalization model was used
to establish the optimal control strategy for elevator.

2 The Research of Elevator Safety Evaluation Index
System

The elevator is a complex and fuzzy dynamic system, whose safety performance
is closely related to the subsystems in elevator. Therefore, the construction of
safety evaluation index system is the basis of safety evaluation.
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2.1 Establish the Index System

It is difficult to take all the information of the evaluation index into account
when establishing the safety evaluation index system. Therefore, we establish
a multilevel comprehensive evaluation index system containing 17 indexes at
3 levels with analytic hierarchy process.

2.2 Confirm Index Weight

Considering the difference that the contribution of each index to the safety of
elevator, it is necessary to discuss and study the valuation method of the weight
of index system. Therefore, we use the integrated optimal method combining the
weight obtained by expert scoring method and entropy weight methods.

1. Determine the optimal weight form of integration. Assuming that there
are l methods to determine the weight. The weight vector obtained by combining
all the weighting methods is

Wc = ϕ1W1 + ϕ2W2 + · · · + ϕlWl

Let W = (w1, w2, . . . , wl)T , ψ = (ϕ1, ϕ2, . . . , ϕl)T , then Wc = Wψ.
2. Define comprehensive evaluation matrix. Defining the comprehensive eval-

uation matrix is D = R × Wc, where R represents standardized data matrix,
Di =

∑m
j=1 rijwcj , i = 1, 2, . . . , n.

3. Construct the sum of squares. Because its main idea is to maximize the
total sum of squares so that making the comprehensive evaluation value the most
dispersed, we denote the sum of squares between ith record and others as

vi(Wc) =
n∑

i1=1

[
m∑

j=1

(rij − ri1j)wcj ]2

Then, the total sum of squares is denoted as

J(Wc) =
n∑

i=1

vi(Wc) =
m∑

j1=1

m∑

j2=1

[
n∑

i=1

n∑

i1=1

(rij1 − ri1j1)(rij2 − ri1j2)]wcj1wcj2

= Wc
T R1Wc = ψT WT R1Wψ

It is proved that the unit eigenvector ψ∗ corresponding to the maximum eigen-
value of WT R1W is the optimal solution of the above equation.

4. Calculate the optimal weight

W ∗
c = Wψ∗ = (wc1

∗, wc2
∗, . . . , wcm

∗)

2.3 Simulation

In this section, we use the above method to calculate the index weight based on
the actual data of the elevator in M city. The following are the simulation results,
where D1 = (I1, I2, I3, I4, I5), D2 = (I6, I7, I8, I9), D3 = (I10, I11, I12, I13), D4 =
(I14, I15, I16, I17) and D5 = (C1, C2, C3, C4) (Table 1).



Safety Evaluation Model of Intelligent Elevator Cloud 1129

Table 1. The index weight

Index Expert scoring method Entropy weight method Integrated optimal
weighting method

D1 (0.22, 0.22, 0.17, 0.12, 0.28) (0.22, 0.14, 0.22, 0.22, 0.22) (0.22, 0.18, 0.19, 0.17, 0.25)

D2 (0.42, 0.29, 0.12, 0.17) (0.26, 0.25, 0.25, 0.25) (0.34, 0.27, 0.18, 0.21)

D3 (0.37, 0.23, 0.13, 0.28) (0.25, 0.25, 0.25, 0.25) (0.31, 0.24, 0.19, 0.27)

D4 (0.26, 0.19, 0.24, 0.32) (0.25, 0.26, 0.23, 0.26) (0.24, 0.19, 0.26, 0.31)

D5 (0.16, 0.45, 0.11, 0.29)

3 Research of Elevator Safety Evaluation Methods

At present, many scholars have developed and applied the safety evaluation tech-
nology in the elevator field, such as safety inspection table method, accident tree
analysis, fuzzy comprehensive evaluation, and so on. Considering the fuzziness
and complexity of elevator safety evaluation, we use the fuzzy comprehensive
evaluation method combining matter–element model and extension theory to
set up an extension fuzzy comprehensive evaluation model.

3.1 Construct Model

1. Safety classification
According to the practical experience, mathematical calculations and relevant

standard, we classify the safety level of the elevator as safe, relatively safe, basic
safety, relatively dangerous, and dangerous.

2. Determine classical and extensional matter elements
The classical matter elements refer to the range of data taken by each per-

formance level with respect to corresponding features, denoted as

Rj = (Nj , ci, vij) =

⎛

⎜
⎜
⎜
⎝

Nj c1 v1j

c2 v2j

...
...

cm vmj

⎞

⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎝

Nj c1 [a1j , b1j ]
c2 [a2j , b2j ]
...

...
cm [amj , bmj ]

⎞

⎟
⎟
⎟
⎠

where Nj represents m safety level, ci represents the index under safety level Nj ,
vij represents the value range of ci with respect to Nj . The extensional matter
elements is denoted as

Rp = (Np, ci, vip) =

⎛

⎜
⎜
⎜
⎝

Np c1 v1p

c2 v2p

...
...

cm vmp

⎞

⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎝

Nj c1 [a1p, b1p]
c2 [a2p, b2p]
...

...
cm [amp, bmp]

⎞

⎟
⎟
⎟
⎠

which refer to the range of values taken by the whole of the performance level
with respect to a feature. Np represents the overall safety level, vip represents
the value range of ci with respect to Np.
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3. Determine the target element
The matter element to be evaluated is denoted as

R0 = (N0, ci, yi) =

⎛

⎜
⎜
⎜
⎝

Nj c1 y1
c2 y2
...

...
cm ym

⎞

⎟
⎟
⎟
⎠

4. The index membership
In order to eliminate the influence caused by different dimensions of each

index, we divide the elevator indexes into five safety levels, which are, respec-
tively, [0, 0.2], [0.2, 0.4], [0.4, 0.6], [0.6, 0.8], [0.8, 1.0]. Then, the relative member-
ship degree of each index is changed according to the linear relation.

5. Determine the correlation between the evaluation index and the safety
level

Correlation degree Kj(yi) refers to the membership degree of each evaluation
index with respect to the safety level j, which is denoted as

Kj(yi) =

{
ρ(yi,vij)

ρ(yi,vip)−ρ(yi,vij)
yi /∈ vij

−ρ(yi,vij)
|vij | yi ∈ vij

where ρ(yi, vij) =
∣
∣yi − 1

2 (aij + bij)
∣
∣ − 1

2 (bij − aij) denotes the distance between
yi and vij . ρ(yi, vip) =

∣
∣yi − 1

2 (aip + bip)
∣
∣ − 1

2 (bip − aip) denotes the distance
between yi and vip. |vij | = |bij − aij | is called the value interval of the ith index
in the jth safety level.

6. Comprehensive evaluation of safety level
According to the index weight calculated by integrated optimal weighting

method, the correlation degree of the safety level to be evaluated with respect
to the safety level j is denoted as

Kj(y) =
m∑

i=1

αiKj(yi)

If Kj0 = max(Kj(y)), Then N0 is rated as security level j0.
We introduce the concept of health degree, which not only reflects the degree

of deviation from adjacent categories, but also describe the actual safety perfor-
mance of elevators as an indicator variable. Denote:

K̄j(y) =
Kj(y) − min

j
Kj(y)

max
j

Kj(y) − min
j

Kj(y)

Then the health degree of y is denoted as:

h =

m∑

j=1

j · K̄j(y)

m∑

j=1

K̄j(y)



Safety Evaluation Model of Intelligent Elevator Cloud 1131

3.2 Simulation

In this section, we use the actual data of the elevator in M city to assess the
safety level of elevator, combining the indexes weight calculated by Sect. 2.2.
Taking Time 1 as example, we can figure out the safety evaluation information
of each subsystem and integral of elevator.

From Table 2, where T is Traction system, D is Door system, L is Lift car
system and E is Electric traction system, we can calculate that the safety level of
elevator is safe and its health degree is 3.9113 in Time 1. From (a), we can figure
out that the distribution of elevator safety level, where the elevator operates
normally in 95% time while having safety hazard in 5% time. From (b), we can
conclude that the health degree of elevator is descending step by step, which is
consistent with the change trend of safety level. In addition, most health degrees
fluctuate between 3 and 4, which also verifies the effectiveness of safety rating
evaluation results.

Table 2. Distance from previous preventive maintenance and techno-economic indica-
tor before this repair

Index
layer

Weight Correlation matrix Safety
level

Dangerous Relatively
dangerous

Basic safety Relatively
safe

Safe

T 0.1644 −0.5435 −0.3764 0.3353 −0.3154 −0.4804 4

D 0.4457 −0.6452 −0.5415 0.5608 −0.5817 −0.4293 3

L 0.1051 −0.4447 −0.2178 0.3233 −0.4550 −0.5899 2

E 0.2848 −0.8636 −0.8247 0.7546 −0.5850 −0.2159 5

(a) The distribution of elevator
safety level

(b) The safety level and health
degree of elevator
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Abstract. The combination of commercial development and artificial intelli-
gence services becomes more and more important. Chatbot is considered one of
the effective techniques by using information retrieval (IR) and natural language
processing (NLP). In this paper, we collect a series of business-promoted chat
data and conduct a series of cleanup and classification of these data sets. Since
the speech of different people is random, the similarity is calculated by using a
combination of the retrieval model and the generated model, and then the final
answer is generated using long-short term memory (LSTM) training and pre-
diction. Finally, we use the TF-IDF weighting method to improve the dialog.
Experimental results show that the proposed method can communicate with
humans and answer real-time questions.

Keywords: Chatbot � NLP � LSTM � TF-IDF

1 Introduction

In recent years, the rise in popularity of artificial intelligence (AI) has created a demand
for services that help users to skip over some simple and boring works. One of the
services is question answering (QA) using natural language processing (NLP) and
spoken dialog system (SDS), which is a technique for providing answers to specific
questions [1]. This services allows users to ask questions in natural language and will
look up the user’s question in the database [2] and returns the answer with the highest
degree of matching. In addition, a long-short term memory (LSTM) based multi-layer
embedding mechanism is used to extract the semantic information of the long sentences
by client and customer service to provide recommendations for daily conversation.

The rest of this paper is organized as follows: Sect. 2 introduces the process model.
Section 3 presents the experimental setup and results. Finally, Sect. 4 presents the
conclusion and future works.
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2 Process Model

Frequently asked questions (FAQs) is a common application customer service, in
which questionnaires and corresponding answers are predefined in the database [3].
User’s query is compared with questions in existing FAQs to get a related answer to
respond to the query. The “retrieval model” can complete this work [4]. However, the
predefined database may not cover all the user questions. The “generate model” can
respond more flexibly to the question of “open domain” [5]. This method does not need
to manually process the database. Nevertheless, the model must be trained by a very
large database, and the resulting sentence is difficult to maintain consistency and flu-
ency (Fig. 1).

2.1 Data Processing

From the statistical point of view, the input to the word segmentation problem is a
string C ¼ c1; c2; . . .; cn½ �T and the output is a word string S ¼ w1;w2; . . .;wm½ �T , m� n.
For a particular string C, there will be multiple segmentation schemes S. The task of
segmentation is to find the most probable segmentation scheme among these S, that is,
to segment the input string into the most likely words and sequence as

Seg cð Þ argmax
S2G

P SjCð Þ ¼ argmax
S2G

PðCjSÞP Sð Þ
P Cð Þ ð1Þ

Related Topics 
Database

Training Phase

Testing Phase

Message ResponsePre-Process Message 
Matching

Message
generate

Pre-Process

Word 
Embedding

Word 
Weighting

Word 
Segmentation 
and  Tagging

Sentence-based 
Representation 

Training

Sentence-based 
Representation 
Model(LSTM)

Message in 
Database

Fig. 1. The proposed framework.
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If there are two segmentation possibilities S1 and S2, calculate the conditional
probabilities PðS1jCÞ and PðS2jCÞ, and then a segmentation scheme corresponding to a
large probability value is adopted. According to the Bayesian formula

P SjCð Þ ¼ PðCjSÞ � P Sð Þ
P Cð Þ ð2Þ

where P Cð Þ is the probability that the string appears in the corpus and just a fixed value
that is used to normalize. There is only one way of the probability of recovering from a
word string to a Chinese character string, so PðCjSÞ ¼ 1. Hence, the sizes of PðS1jCÞ
and PðS2jCÞ are compared to compare the sizes of P S1ð Þ and P S2ð Þ.

The task of the word segmentation of the probabilistic language model is to find a
segmentation scheme S in all the results obtained by the full segmentation so that P Sð Þ
is maximized. For simplicity, we assume that the probability between each word is
context-independent

P Sð Þ ¼ P w1;w2; . . .;wmð Þ � P w1ð Þ � P w2ð Þ � � � � � P wmð Þ
/ logP w1ð Þþ log w2ð Þþ � � � þ logP wmð Þ ð3Þ

For different S, the value of m is not the same, in general, the larger the m, the
smaller P Sð Þ will be. In other words, the more words are dropped, the probability will
be smaller. This is in line with practical observations, such as the maximum length
matching segmentation tends to make m smaller. The probability of calculating any
word appears as follows:

P wið Þ ¼ nwi

N
ð4Þ

where nwi means the number of occurrences of wi in the corpus and N means the total
number of words in the corpus.

2.2 Word Embedding

Word embedding can transform One-Hot Encoder into low-dimensional continuous
values, which is dense vectors, and words with similar meanings will be mapped to
similar positions in the vector space [6]. The two most important models used in word
embedding are the CBOW and Skip-gram models. Here we introduce these two models
separately and a weighting technique to serve later work.

2.2.1 CBOW Model and Skip-Gram Model
The CBOW full name is the Continuous Bag-of-Words Model, which predicts the
current word on the premise of knowing the current word context. CBOW model is
shown in Fig. 2a. The neural network structure of the CBOW model is designed as
follows:
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Input layer: the context of the word W has 2c word vectors.
Projection layer: sum the 2c vectors of the input layer.
Output layer: a huffman tree where the leaf nodes are words that appear in the

corpus and the weight is the number of occurrences.
This design changes the end-to-end connection into a summation sum, which

reduces the dimensions; it removes the hidden layer, which reduces the amount of
calculations.

The Skip-gram full name is the continuous skip-gram Model, which predicts the
context when the current word is known. skip-gram model is shown in Fig. 2b. The
neural network structure of the skip-gram model is designed as follows:

Input layer: W word vector v wð Þ.
Projection layer: still v wð Þ, just a form.
Output layer: Huffman tree like CBOW.

2.2.2 TF-IDF
TF-IDF is called term frequency-inverse document frequency, which is a commonly
used weighting technique for information retrieval and information mining. TF-IDF is a
statistical method for assessing the importance of a word for one document set or one
of the documents in a corpus. Term frequency (TF) refers to the number of occurrences
of a given word in the file. This number is usually normalized.

tfij ¼ mi

M
ð5Þ

where tfij is the number of features appearing in the document, mi is the number of
occurrences of a term w in a class. M is the number of all entries in the class. The main
idea of inverse document frequency (IDF) [7] is that if the number of documents
containing the term t is smaller and the IDF is larger, indicates that the term has a good
category distinguishing ability.

idfi ¼ log
N

ni þ 1

� �
ð6Þ

(a) (b) 

SUM (t)

(t−2)
(t−1)

(t+1)
(t+2)

(t−2)
(t−1)

(t+1)
(t+2)

SUM(t)

Fig. 2. a CBOW model; b skip-gram model.
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where idfi refers to the reciprocal of the feature item, N is the total number of docu-
ments in the corpus and ni is the number of documents containing the term w. The
denominator in the formula is increased by 1 is to avoid that the denominator is 0.

The high frequency of words in a particular file, and the low file frequency of that
word in the entire file set, which can produce a high weighted TF-IDF. Therefore, TF-
IDF tends to filter out common words and retain important words [8].

wij ¼ tfij � idfi ¼ mi

M
� log

N
ni þ 1

� �
ð7Þ

Taking into account that the length of document contents will affect the weight
calculation, we use normalized processing and get the following formula:

wij ¼
tfij � log N

ni þ 1

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

I�1 tf
2
ij � log2 N

ni þ 1

� �r ð8Þ

2.3 LSTM Model

In order to solve the problem of disappearance gradient and explosion gradient are the
main motivation behind the introduction of a new structure [9] called the storage unit
LSTM model. The structure is shown in Fig. 3. The memory cell consists of four main
components: the input gate, the neurons with autoregressive connections (connected to
itself), the forget gate and the output gate. The autoregressive connection has a weight
of 1.0 and ensures that the state of the memory cell can remain constant from a time
step to another, with the exception of external disturbances. The gate is used to adjust
the interaction between the memory unit itself and its environment. The input gate can
allow the input signal to change the state of the memory cell or prevent it. On the other
hand, the output gate may allow the state of the memory cell to have an effect on other
neurons or prevent it. Finally, the forget gate can adjust the self-reverting connection of
the storage unit so that the unit remembers or forgets its previous state as needed.

Memory 
Cell Input

Memory 
Cell Output

Forget Gate

Input Gate Output Gate

Self-recurrent 
Connection

Fig. 3. LSTM storage unit.
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The following formula describes how to update a layer of memory cells t at each
time step [10]. In these equations, xt is the input to the memory cell layer,
Wi;Wf ;Wc;Wo;Ui;Uf ;Uc;Uo and Vo are the weight matrix. bi; bf ; bc; and bo are the
offset vector. First, we calculate the value it of the memory cell state over time, input
gate and candidate fCt :

it ¼ r Wixt þUiht�1 þ bið Þ ð9Þ

fCt ¼ tanh Wcxt þUcht�1 þ bcð Þ ð10Þ

Second, we calculate the activation value of the forget gate at time in the memory
cell ft

ft ¼ r Wf xt þUf ht�1 þ bf
� � ð11Þ

Given the input gate activation value it, forgetting the gate activation value ft and
the candidate state value fCt , we can calculate the new state Ct of the memory cell over
time:

Ct ¼ it �fCt þ ft � Ct�1 ð12Þ

With the new state of memory cells, we can calculate the values of the output gates
and the subsequent output

ot ¼ r Woxt þUoht�1 þVOCt þ boð Þ ð13Þ

ht ¼ ot � tanh Ctð Þ ð14Þ

3 Experimental Results

The purpose of the experiment is to complete a commercial automated Chatbot. This
system can give accurate answers to common questions asked by users and respond
quickly, besides can generates answers for specific sentences.

3.1 Performance with Combined Model

After many experiments, we found that when the input sentence finds the corre-
sponding sentence with a matching degree of 0.8 or more in the database through the
retrieval model, the answer can be output as the final answer (Fig. 4).
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When the input matching degree is lower than 0.8, the generation model is used to
complete the question and answer. The questions shown are ranked from high to low
(Fig. 5).

3.2 Performance with TF-IDF

We have found that the answers to certain questions are not ideal and feature extraction
is insufficient. TF-IDF is used to improve the performance (Fig. 6).

Fig. 4. Retrieval model answer some questions.

Fig. 5. a The degree of matching of a particular question in a document; b generated model
gives a similar answer.

Fig. 6. a The answer given under the usual weighting method; b the answer given under the TF-
IDF.
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For the traditional weighting method, the word “need” is identified as “don’t need”
in the database with a large number of occurrences, thereby outputting an error reply.
TFIDF technology improves this phenomenon.

4 Conclusion

The main task of this paper is to propose a combination of retrieval model and gen-
erative model, and to improve the weighting aspect makes the characteristics of each
sentence more obvious. This model is mainly used in Chatbot for commercial
promotion. Then the model will continue to be refined, making the response more
persuasive and adaptable to more scenarios.
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Abstract. Aiming at the hidden danger of harmful gas leakage and insufficient
oxygen supply in the operating environment of oil tanks, this paper designs and
implements monitoring and warning system for dangerous gas in the oil tank.
The system uses the multilayer distributed structure, combines with various gas
detection sensor technology and wireless communication technology, and
adopts the STM32 microcontroller based on ARM Cortex-M3, with LoRa
spread spectrum MESH ad hoc network module, 4G module, and OLED display
module, and so on, to realize the collection and transmission of the gas con-
centration data in the oil tanker and display them on the upper computer soft-
ware in real time. According to the field test of Zhongyuan shipping Automation
Co., Ltd., the system meets the design requirements. It has the characteristics of
low cost, flexible distribution, safe and practical and so on, which has a very
good value for promotion.

Keywords: Oil tank monitoring � Gas collection � Wireless ad hoc network �
Internet of things � MCU � UCOSII

1 Introduction

In the tanker cabins, there are always some harmful gases, such as carbon monoxide,
hydrogen sulfide, and CH4, that will directly affect the safe operation of workers and
endanger their health. In addition, due to the chemical reaction such as metal corrosion,
bulkhead layer aging, and other chemical reactions, the natural respiration of grain and
other goods will consume oxygen. In the closed oil cabins, air does not circulate for a
long time, resulting in a lack of oxygen, which is also an important cause of casualties
[1–3]. At present, most of the hand-held oxygen and explosive detectors on the market
are expensive, requiring more manpower for a large space, which can not meet the
requirement of timeliness. And the dangerous gas monitoring and warning system
designed in this paper is not only low cost, saving manpower, but also can be moni-
tored remotely, which is safe and reliable.

The monitoring and warning system for dangerous gas designed in this paper,
which can monitor the concentration of dangerous gas and oxygen concentration in the
operating environment in real time. When the concentration of dangerous gas exceeds
the warning value and the oxygen concentration is lower than the warning value, the
on-site operation personnel and the monitoring center can receive the alarm signal at
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the same time in order to avoid the accident, which is also a highlight of this paper. In
addition, the system can also display the gas concentration data of each cabin node on
the upper computer. When the gas concentration is abnormal, it will immediately issue
an alarm and display the alarm cabin node number and gas concentration value.

2 Overall Design of System

2.1 The Composition and Structure of the System

The architecture of the monitoring and warning system for dangerous gas in the oil tank
is shown in Fig. 1. The system adopts the multi-layer distributed structure. From the
bottom up, they are the terminal layer, the transmission layer, and the monitoring layer.
Among them, the transmission layer is the communication bridge of the whole system,
which plays the role of coordinating the data transmission. The terminal layer is
composed of multiple nodes distributed in different compartments. Each monitoring
node is responsible for collecting the concentration of carbon monoxide, hydrogen
sulfide, oxygen, and flammable gas in the current cabin and the power of the nodes,
then transmit the current data frame through the LoRa wireless transmission system
based on 433 MHz [4]. The oil tank’s data relay node transmits data through 4G to the
server in order to realize uploading data in real time. After the server parses the
received data frames, the data will be stored in the database. The upper computer
software is designed based on Qt, which can graphically display the data of each node,
historical query, and set thresholds.

Fig. 1. The overall structure of system
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3 Hardware Design of System

The hardware of monitoring and early warning system for dangerous gas in the oil tank
includes monitoring nodes and relay nodes. Their hardware design mainly includes the
hardware design of the main control unit, the hardware design of the data acquisition
unit, and the hardware design of the data transmission unit.

3.1 Hardware Design of the Main Control Unit

Both monitoring nodes and relay nodes choose STM32F103ZET6 based on Cortex-M3
of ST company, whose working frequency is as high as 72 MHz [5]. And it has 51
common fast I/O ports. The chip’s code execution efficiency is also high. So its
configuration satisfies the hardware requirements of the peripheral circuit. Its peripheral
hardware circuit includes power supply circuit, reset circuit, and download circuit. Both
monitoring nodes and relay nodes choose 12 V voltage power supply. The voltage of
3.3 V and 5 V should be supplied to each module, respectively. The voltage of 5 V is
obtained by LM2596S-5.0, and then the 3.3 V voltage is obtained through the con-
version of AMS117-3.3 chip. The reset circuit is reset by key and the low level is
effective.

3.2 Hardware Design of the Data Acquisition Unit

3.2.1 Hardware Design of Sensor Acquisition
The monitoring node is equipped with four gas sensors, which are carbon monoxide
sensor, hydrogen sulfide sensor, oxygen sensor, and methane sensor, and they are
responsible for collecting the gas concentration of carbon monoxide, hydrogen sulfide,
oxygen, and CH4 in the cabin [6, 7]. The accuracy of the collected gas concentration
information is related to the performance of the sensor, and the selection of the gas
sensors and the characteristics of the products are illustrated as shown in Table 1. The
gas reacts chemically on the electrodes of sensors, resulting in generating charges, that
can realize gas detection. The power supply, current-voltage conversion and com-
pensation circuits of each sensor are integrated on a circuit board so that they all have
excellent electromagnetic interference resistance. When the concentration is 0, the
output voltage is 0, and the gas concentration in the linear range is proportional to the
voltage output.

Table 1. The selection of the gas sensors and the characteristics of the products

Name Model Measurement
range

Resolution Response time
(s)

Carbon monoxide
sensor

CLE-0052-400 0–500 ppm 1 ppm �30

Hydrogen sulfide
sensor

CLE-0112-400 0–100 ppm 0.1 ppm �30

Oxygen sensor 40XV 1–25% vol 0.2% vol <15
CH4 sensor 4P90C 0–100% LEL 1% LEL <20
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The microcontroller obtains the voltage signal of each sensor through AD con-
version [8]. Through the corresponding transformation formula of each sensor, the
voltage is converted to the actual value. The schematic diagram of the sensor acqui-
sition circuit is shown in Fig. 2.

3.2.2 Hardware Design of Power Acquisition
The schematic diagram of node power acquisition is shown in Fig. 3. The 12 V voltage
is divided into 3.3 V through the resistance. This method is not accurate enough but
simple and easy; because of collecting the division of voltage, there may be voltage
division exceeding the safe voltage of microcontroller. So the division of voltage
should be passed through LM358 that is used as a voltage follower to further protect
the pin of the microcomputer.

Fig. 2. The schematic diagram of the sensor acquisition circuit

Fig. 3. The schematic diagram of node power acquisition
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3.3 Hardware Design of Data Transmission Unit

The data transmission between the monitoring node and the relay node chooses YL-
800MN-100 mW wireless serial port module. It is a micro-power wireless MESH
networking module with high-performance, low power, long distance based on Sx1278
LoRa spread frequency hopping technology. It is embedded with wireless MESH ad
hoc network protocol and it has excellent network self-healing, stability, and excellent
data throughput. It supports seven-level routing, and the network coverage is more than
7 km (Air speed is 12 kbps). And in the environment of an oil tank, the penetration of
433 MHz is better. The module has a sensitivity of −148 dBm and a maximum
transmitting power of +20 dBm, which can automatically adjust according to the actual
situation [9–11]. Its working voltage is 4.5–5.5 V and the power consumption is lower
than 100 MW. It is suitable for battery-powered occasions. The microcontroller con-
figures the module through the serial port to support data transmission through trans-
mission mode.

4 Software Design of System

4.1 Software Program Design of Nodes

The program of monitor nodes and relay nodes are based on UCOSII operating system.
It is a real-time operation system which is tailored, preemptive and with real-time
multitasking kernel that can run on ROM [12, 13]. It has high portability and is
especially suitable for a microprocessor with limited space. After the node is on power,
the main function calls the setup() function to complete the initialization of each
module, invokes OSInit() to initialize the UCOSII, creates the task by calling the
OSTaskCreate() function, and finally calls OSStart() to start the multitask scheduling of
the UCOSII. The program flowchart of the monitoring node is shown in Fig. 4. The
program flowchart of the relay node is shown in Fig. 5.

4.2 The Software Design of the Upper Computer

The upper computer software runs on the Windows system, takes Qt as the develop-
ment environment, and adopts the C++ language to develop and design. The upper
computer software monitors the real-time data information of each node, analyzes the
received data information through Json, enters the SQLITE database after analysis, and
then sends it back to every node on the interface. The functions of the upper computer’s
displaying interface are divided into:

1. Real-time data display: The gas concentration and node power of each node can be
more intuitively understood through the column diagram;

2. Set Threshold: The staff can individually set any gas concentration of each node
individually;

3. Curve display: It is possible to observe the trend of data information;
4. Historical data query: The staff can view and analyze historical data of the last

6 months analysis in the generated excel table.
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4.3 MESH Communication Data Frames

The relay node sends the task of requesting data to the monitoring node, thus the
monitoring node sends data to the relay node [14]. The MESH data frame format sent
by relay node is shown in Table 2.

The frame type is used to identify different types of application frames. 05 is the
application data frame, which is used to the interface of the networking protocol
application layer. The frame number is fixed to 00. The command type 82 represents
the response of request. The load length refers to the length of the frame load part in the
frame format, and the load length of the frame is 7 byte. In the data section, 00 01
represents the number of relay node, power indicates the power of the current relay
node sending data frames, and 03 “r” “e” “q” indicates that 3 bytes of data are “r” “e”
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Fig. 4. The program flowchart of monitoring node
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“q”, “r” “e” “q” used to identify request sensor values. The check bit is the XOR result
of all bytes starting from the first byte of the frame (frame type byte) to the check byte.

The data frames returned are: 05 00 01 12 00 01 00 07 01 0C “d” “s” CO H2S O2
CH4 ele stat check bit.

Among them, 05 means sending user data; 00 is a fixed value; 01 represents an
application data transmission request; 12 refers to the number of bytes behind the load
length to the byte ahead of check bit; 00 01 means that the target address is 00 01; 00
means no ACK response; 07 means the maximum level jump is 7; 01 indicates that
routing is automatic routing; 0C indicates that there are 12 bytes of data to be sent; “d”,
“s”, co, h2s, o2, ch4, ele, stat are user data, they are a total of 12 bytes; “d” “s” is used
to identify sending sensor values, and CO H2S O2 CH4 occupies 2 bytes, respectively.

5 The Test of System

5.1 The Test Results

The system platform is shown in Fig. 6, with three monitoring nodes on the left and
relay node on the right. The system is tested in a shipping Automation Co., Ltd. in
Nantong. The monitoring nodes are placed in three corners of the tanker. The relay
node is placed at the cabin door, and the magnet alarm lamp is absorbed on the cabin
door. The upper computer is monitored and managed by professionals. The display
interface is shown in Fig. 7. From Fig. 7, the monitoring nodes of the system can work
stably with no interference between each other and can upload the gas concentration
and power of each node to the server. The system has achieved the requirements and
realized the function of the system, which is a successful application of intelligent data
acquisition in the environment of an oil tank.

5.2 Early Warning Test

Taking node 1 as an example, the oxygen concentration around the oxygen sensor head
is changed by a lighter. From the OLED display on the relay node, the oxygen mea-
surement of node 1 is 16 and flashing display. The magnet-type warning light makes a
sound and light alarm, as shown in Fig. 8. The display interface of the upper computer
software is shown in Fig. 9, and the column graph of the O2 of node 1 becomes red,
while the instant status shows the oxygen abnormality of the node 1.

Table 2. MESH data frame format for relay transmission

Frame
type

Frame
number

Command
type

Load
length

Data Check
bit

1 byte 1 byte 1 byte 1 byte N byte 1 byte
05 00 82 07 00 01 power 03 “r” “e”

“q”
Check
bit
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Fig. 6. The system platform

Fig. 7. The display interface
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6 Conclusions

The monitoring and early warning system for dangerous gases in oil tank designed in
this paper realize the integration of embedded technology, sensor technology, LoRa
wireless technology, and upper computer software technology. The hardware and
software system design of the monitoring node and relay node adopt low power pro-
cessor STM32 as the core. Through repeated debugging of the system, the design of the
monitoring and early warning system for dangerous gases in the oil tank is successful.
The structure of the system is simple and reliable, and the arrangement of the nodes is

Fig. 8. Alarm chart of relay node

Fig. 9. The display interface of the upper computer
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flexible. The system adopts wireless communication to transmit data to realize the
intelligent early warning function. The system can not only be applied into the cabin
gas monitoring but also can be widely used in coal mines, chemical plants, oil refining
and other scenes, which have wide application prospects.
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Abstract. With the advancement of the aerospace industry, the reliability of
integrated circuits that can overcome the impact of the radiation environment
continues to increase. In this paper, two kinds of radiative effects of integrated
circuits are focused on the total ionizing dose effect and the single-event latch-up
effect. In response to these two effects, the anti-radiation reinforcement tech-
nology of the logic gate standard cell was adopted at the corresponding design
level. The design of the schematic and the circuit simulation are performed,
including transient simulation and static simulation in this paper. In addition, the
standard cell’s logic information is verified and integrated into the standard cell
library. A guard ring is designed on the layout of the standard cell so that it has
radiation resistance. The layout of the standard cell is abstracted and the file
containing the standard cell physical information is exported. The verification
results and physical information of the standard cell demonstrate that the pro-
posed technique can achieve the effect of anti-radiation.

Keywords: Standard cell � Radiation effect � Anti-radiation � Logic
information � Physical information

1 Introduction

After entering the twenty-first century, mankind’s enthusiasm for exploration into the
world of outer space has increased. In order to meet human desires for knowledge, all
countries with aerospace strength have launched a series of aerospace projects
accordingly [1]. The number of satellites is also growing at a rapid rate. However, in
the face of harsh radiation environments in outer space, ensuring the radiation resis-
tance of satellites has also become a key technology in current aerospace [2]. So the
anti-radiation design of standard cells is of great significance that the integrated circuit
chip’s working status is more stable.

From 1960s to 1980s, about 2,000 errors and malfunctions occurred in the
spacecraft launched by the United States [3]. Whether it is a bipolar or MOS type
circuit device, a parasitic transistor structure is present in the circuit structure. After the
parasitic transistor structure is bombarded by high-energy particles, the integrated
circuit will operate in a latched state. And the metal wiring area of the MOS type
integrated circuit contains parasitic transistors, which generate leakage current after
radiation. Meanwhile, it is important that the integrated circuit still has high reliability
after being exposed to radiation. It plays an extremely crucial role in the normal
operation of the system [4]. Therefore, it is of great significance to adopt the anti-
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radiation design for the standard cell. After years of exploration and research, the
research of anti-radiation integrated circuits has achieved results. In particular, research
on the reinforcement of the radiation damage mechanism, the craftwork, layout, circuit
structure and chip system design has developed [5]. At present, with the continuous
enhancement of integrated circuit design and the increasing research on the space
industry, the technology of chip design applied to aerospace is also increasing [6].
Satellite applications have a long time since becoming an indispensable method in
economic and social development.

In this paper, it will focus on the total ionizing dose effect (TID) and the single-
event latch-up effect (SEL). The impact of the space radiation environment on the
circuit components is also described. The circuit of the anti-radiation standard cell is
designed based on the Smic 0.18 lm process library. Then, the circuit simulation is
carried out. Finally, the logical information of standard cells are integrated. The guard
ring are added to the layout of the standard cell, and the physical information of the
standard cell is extracted.

2 Design Theory of Anti-radiation Standard Cell

The radiative effect of integrated circuits mainly depends on the radiation environment
in which the integrated circuit is located. The spacecraft’s integrated circuits are mainly
exposed to the radiation of the space environment. So a brief introduction of the
radiation effects is described, as well as the analysis of the TID and SEL subjected to
the integrated circuit and the corresponding reinforcement methods.

2.1 Radiation Effects

When the spacecraft is in a radiation environment for a long time and is bombarded by
high-energy particles, the electrical parameters of the integrated circuit in the spacecraft
will be changed accordingly so that it will result in device failure. This is the total
ionizing dose effect (TID). The positive and negative fixed space electric charge
generated in the SiO2 layer of the MOS device due to the influence of radiation is the
source of the TID generated by the MOS device. When the MOS device is exposed to
ionizing radiation, both the positive charge induced in the oxide layer and the trapped
charge trapped in the interface state will change, and it will result in a shift in the
threshold voltage of the MOS transistor. At the same time, the transconductance of the
MOS transistor will also be reduced.

In addition, when the MOS device is subject to single-particle incidence, the par-
asitic transistor in the MOS transistor is in a forward biased state, so a latch is formed
and result in a short circuit between the power supply and the ground so that the MOS
device will operate at low voltage and high current. It is a single-event latch-up effect
(SEL). At this time, even if the bias voltage of the gate is reduced, the leakage current
of the CMOS circuit will be very large.

1154 B. Cao et al.



2.2 Anti-radiation Effect Reinforcement Method

With the development of the deep submicron process of integrated circuits, the influ-
ence of the threshold voltage drift can be basically ignored. Therefore, the anti-total
ionizing dose effect mainly starts from eliminating the increased off-state leakage
current. Mainly the following two methods can be used:

1. Prevent leakage from the drain to the source of the edge of the leakage path. In the
layout design of the standard cell, when the layout of the MOS transistor is drawn,
the ring-gate structure can effectively prevent the drain-to-source path.

2. Prevent leakage paths below the SiO2 layer. By adding a guard ring to the layout of
the standard cell, parasitic transistors are difficult to turn on, thereby suppressing
leakage under the field oxide layer.

Two methods to suppress single-event latch-up effects

1. Make contact holes as many as possible on the layout. The more contact holes, the
smaller the parallel resistance of the well and the substrate.

2. A P+ guard ring is added around the N-channel MOS transistor and an N+ guard
ring is added around the P-channel MOS transistor.

3 Circuit Design and Simulation of Anti-radiation Standard
Cell

When a standard cell is designed, the schematic of the standard cell should be first
designed. The standard cell circuit design has a simple logic gate design and a complex
standard cell circuit design. The width and length of the MOS transistors for each
standard cell in the standard cell library need to be determined, and each standard cell
has a different drive circuit structure.

3.1 Standard Cell Circuit Design

In the Smic 0.18 lm process, the schematic circuit diagram of the standard cell is
drawn. The width of the PMOS transistor of the INV 1 time drive force is 0.9 lm, the
width of the NMOS transistor is 0.6 lm. The width of a PMOS transistor is 1.8 lm, the
NMOS transistor is 1.2 lm INV is an inverter with two times drive capability. A 2
times drive INV has a larger output, but its input capacitance is larger than the input
capacitance of the 1-time drive inverter. In addition, the width-to-length ratio of the
MOS transistor in the standard cell is increased, and the on-resistance of the MOS
transistor is also reduced, so the speed of the logic gate is faster.

Among them, the port and name of the symbolmapmust match the internal port name
of the schematic. The schematics of INVX1 and INVX2 are shown in Figs. 1 and 2.
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3.2 Transient Simulation of Standard Cells

In many standard cells, the inverter is the simplest CMOS combinatorial logic cell, but
it is also the core cell of digital integrated circuit design. Among the 34 anti-radiation
standard cells designed in this paper, the following will mainly use INV as an example
to introduce the simulation of anti-radiation standard cells and extract the logical
information of standard cells.

At room temperature, with 100% VDD, transient simulations of INV were per-
formed and the waveforms shown in Fig. 3 were obtained. It can be seen that the A-
side signal is opposite to the Y-side signal, and it indicates that INV can implement the
inversion function.

3.3 Timing Simulation of Standard Cells

In this paper, the measured standard cell’s propagation delay is referenced to 50%
VDD, and the transmission time information is referenced to 10% VDD and 90%
VDD. In the Smic 0.18 lm standard cell library, the input timing of the input signal
and the external load capacitance of the combinational logic cell are stored in a two-
dimensional lookup table. The definition of the two-dimensional lookup table for the
ascending propagation delay in the .lib file is shown in Fig. 4.

Index_1 and index_2 represent the clock skew of the input signal and the external
load capacitance, respectively, by changing these two variables to determine the
propagation delay and transmission time of the standard cell. As shown in Fig. 5, the

Fig. 1. INVX1 circuit schematic
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Fig. 2. INVX2 circuit schematic

Fig. 3. INV transient simulation waveform
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rise propagation delay of INVX1 can be measured as 23.8824 ps, because each
propagation delay and transmission time has 49 kinds of situations. Meanwhile, the
script method can be written to carry on the time sequence simulation to the standard
cell, and it can save a lot of time. After obtaining the timing information of the standard
cells, the timing information is integrated into the format of a two-dimensional lookup
table.

3.4 Standard Cell Power Simulation

When the output of the standard cell is logically inverted, the energy consumed during
the simultaneous conduction of the pull-up network and the pull-down network is
referred to as internal short circuit power consumption. The power consumption of the
internal short circuit within a time interval t is shown in Eq. (3.1). The external load
capacitor power dissipation is shown in Eq. (3.2).

Eshort ¼
Z t

0

IDD � VDDdt ð3:1Þ

Fig. 4. Lookup table definition for timing information in the .lib file

Fig. 5. Rising propagation delay measurement of INVX1
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Eload ¼ 1
2
� VDD2 � CL ð3:2Þ

When the internal rising edge power consumption is measured, the external load
capacitor is charged. At this time, the measured internal short circuit power con-
sumption includes the external load capacitor charging power consumption. So the
external load capacitor power consumption should be subtracted. When the internal
falling edge power consumption is measured, the external load capacitor is discharged
and the external load capacitance does not affect the internal short circuit power
consumption. In this case, the external load capacitor power consumption does not
need to be subtracted.

The clock skew is set to 0.03 ns in the first group, and the output load capacitance is
set to 0.00035 pF in the first group. When the input signal A is inverted from high to low,
the output signal Y goes from low to high. When the level is reversed the transient
waveform of the supply current is shown in Fig. 6. Calculated fromEq. (3.1), the internal
drop power is 0.03337 pW.A total of 49 internal power consumptionmeasurements need
to be measured and integrated into a two-dimensional lookup table format.

When the MOS transistor is turned off, the insulating property of the insulating
material used in the process of fabricating the MOS transistor is insufficient, so that it
will result in that the MOS transistor cannot be completely turned off, and excess power
consumption. That is leakage power consumption. Leakage power Pstatic is shown in
Eq. (3.3).

Pstatic ¼ VDD � Ileakage ð3:3Þ

As shown in Fig. 7, when the input voltage is 0 V, the supply current is 23.6577
pA. By Eq. (3.3), the leakage power consumption of INVX1 is 42.58386 pW.

Fig. 6. INVX1 internal falling power measurement
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3.5 Input Capacitance Measurement of Standard Cell

The extraction of the capacitance of the standard cell mainly refers to the extraction of
the input pin capacitance. However, the input capacitance value of the combinational
logic cell cannot be measured directly, and the input capacitance can only be measured
through an indirect method. The specific circuit is shown in Fig. 8. At this time, the
INVX8’s output load capacitance is the input pin capacitance of INVX1.

X is the transmission time of INVX8 input port. Y is the output load capacitance of
INVX8. Z is the propagation delay of INVX8. And the relationship between the three
variables of X, Y, and Z can be obtained by the interpolation algorithm. See Eq. (3.4).

Fig. 7. Measurement of INVX1 leakage power consumption simulation waveform

Fig. 8. Circuit for measuring input capacitance
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Z ¼ AþB � XþC � Y þD � X � Y ð3:4Þ

According to the data in the propagation delay lookup table of INVX8, let
X = 0.06 ns, Y = 0.168 pF, Z = 0.1198 ns. Taking four sampling points near X, Y, and
Z and substituting these four sampling points into Eq. (3.4). Then, four linear equations
are obtained. At this point, the values of A, B, C, and D can be calculated. The relation
between the propagation delay of INVX8 and the output load capacitance is shown in
Eq. (3.5).

Z ¼ 0:014431þ 0:358059 � Y ð3:5Þ

As can be seen in Fig. 9, the falling propagation delay of INVX8 is 0.0158625 ns.
Substituting into Eq. (3.5), the INVX1 input pin capacitance is 0.003997 pF.

3.6 Logical Information Verification of Standard Cells

After the synthesis process is completed, the synthesis results are written in a structure-
level Verilog netlist file. Part of the netlist structure is shown in Fig. 10. As can be seen
from the figure, the synthesis tool has successfully synthesized the 34 standard cells
designed in this paper. It indicates that the logic information of the anti-radiation
standard cell designed in this paper is correct.

Fig. 9. Measurement input pin capacitance simulation
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4 Layout Design and Abstraction of Anti-radiation
Standard Cell

Design rules play an interface between circuit designers and process engineers. In this
paper, the design of anti-radiation standard cells is mainly focused on layout design,
and 34 key combinations of the dual-loop protection structure are used to design the
combinational logic cell layout.

4.1 Anti-radiation Standard Cell’s Plate Drawing Method
and Verification

Since the Smic 0.18 lm process is used to design standard cells, the design rules of the
Smic 0.18 lm process must be understood before the layout is drawn, including the
minimum linewidth, minimum spacing, and minimum extension. According to the
layout design rule of the Smic 0.18 lm process, the standard cell layout height is set to
5.04 lm and the width is a multiple of 0.66 lm. Different from common commercial
standard cells, the layout of the standard cell designed in this paper incorporates a P
+ guard ring and an N+ guard ring. It will make it has a larger area than the common
standard cell, as shown in Figs. 11 and 12.

After verification by the DRC, the density of the five-layer metal except the metal 1
in the standard cell designed in this paper is correct, and the density problem can be
ignored here. The LVS inspections of the standard cells of radiation resistance designed
in this paper are all matched with each other.

Fig. 10. Integrated part of the netlist
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Parasitic parameters of standard cells were extracted by PEX, and a netlist file
containing parasitic capacitance and parasitic resistance information was obtained. The
netlist is replaced with the parasitic parameters in the netlist part of the input .scs file
generated by the previous simulation and post-simulation is performed on the
NAND2X2. The simulation waveform is shown in Fig. 13. The waveform is similar to
the previous simulation, so it indicates that the NAND2X2 is functionally correct with
parasitic parameters.

4.2 Anti-radiation Standard Cell Layout Abstraction

In order for the place-and-route tool to perform the layout work more efficiently, some
of the physical information of the standard cell should be extracted and a .lef file needs
to be generated. For example, the bounding box of each standard cell, the
power/ground connection point of the standard cell, and the input/output signal con-
nection ports, wiring barriers, and other information. A view of a standard cell con-
taining only this information is called an abstract view of the standard cell. An abstract
view of NAND2X1 is shown in Fig. 14.

Fig. 11. INVX4 layout without a guard ring
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Fig. 12. INVX4 layout with guard ring

Fig. 13. Post-simulation waveform of NAND2X2
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In this step of the layout abstraction, the standard cell Site is mainly set, and the
other setting fields are kept at the default values. When the abstraction of the standard
cell is completed, the output of the .lef file is completed. The geometric details of the
standard cell layout are abstracted in the abstraction process. The place-and-route tool
is provided with the layout and information related to the process for the wiring. And
the writing efficiency will be improved.

The .lef file containing physical information from the layout is a library exchange
format file. The header file section gives the length and width of the standard cell, and
the rest shows the standard cell port position, layer definition, and other information.
The exported .lef file for INVX1 is shown in Fig. 15.

After the placement and routing are completed, some standard cells views are
shown in Fig. 16. The standard cell designed in this paper is a combinational logic cell.
There is no error indication in the layout and routing process, and the final generated
standard cell layout is verified by DRC and LVS. The display shows no error. The 34
standard cells designed in this paper can be recognized by the digital integrated circuit
tools and have the correct function.

Fig. 14. Abstract view of NAND2X1 and NOR2X2
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Fig. 16. A view of some combinational logic cells after placement and routing

Fig. 15. INVX1 .lef file
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5 Conclusions

Based on the theoretical analysis of total ionizing dose effect and single-event latch-up
effect, 34 combinatorial logic cells with anti-radiation properties were designed in this
paper. The standard cell was subjected to circuit simulation and the standard cell’s
propagation delay and transmission time were measured. According to the clock skew
and external load information in the lookup table, the standard cell’s internal power
consumption and leakage power are measured. An INVX8 is added to the input of the
standard cell circuit and the input capacitance of the standard cell is calculated by using
the interpolation method. In the layout design, P+ guard ring and N+ guard ring were
added to the layout of the standard cell, so that the standard cell has radiation resistance
performance. After the layout verification, the layout of the standard cell is abstracted
and a .lef file containing the standard cell physical information is obtained. The veri-
fication of logical information and physical information was carried out. From this, the
anti-radiation standard cell designed in this paper has availability.
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Abstract. The traditional crib has the simple function of carrying the baby to
sleep and play, and the baby falling asleep also needs the parents to shake the
crib manually. According to the above situation, the intelligent crib-based on
Android is designed and implemented. The system takes STM32 MCU as the
core, combines sensor technology, wireless communication technology, and
video monitoring technology, uses MQTT server, and develops an app with
Android studio. Parents can not only view the baby’s condition by remote video,
but also check the baby’s fever, bed wetting, and control music play, shake the
crib through the mobile phone interface. The design is convenient and effective
to lighten the burden on parents to take care of infants and has high application
value.

Keywords: Android � Intelligent � STM32 � MQTT

1 Introduction

With the improvement of living standards, there is a growing demand for the function
of the crib. Most of the existing cribs are for babies to sleep and play, and parents still
need to spend a lot of time and energy in caring for their babies [1]. In order to solve
these problems effectively, an intelligent crib is developed in this paper. The system
uses multiple sensors to collect the baby’s body temperature and wetting the bed in real
time. This monitoring information can be displayed on the app interface, so as to realize
the effective care of infants.

2 Overall Design of System

The system is divided into a management layer, transmission layer, and acquisition
layer. The overall architecture of the system is shown in Fig. 1.

The acquisition layer is mainly data acquisition terminal, with STM32F103C8T6 as
the main control chip, carrying temperature and humidity sensors, sound acquisition

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 517,
https://doi.org/10.1007/978-981-13-6508-9_140

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_140&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_140&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6508-9_140&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6508-9_140


sensors and MP3 player. Among them, the temperature and humidity sensor is
responsible for collecting the temperature and humidity information in the crib, the
audio acquisition sensor detects the baby crying and the MP3 player plays the soothing
baby music when the baby cries [2]. In addition, the camera provides real-time baby
pictures for caregivers.

As an important part of the whole system, the communication module of the
transport layer realizes two-way communication between the acquisition layer and the
management layer. The communication module uses a WiFi module for wireless
transmission, loading mature 802.11n protocol, to ensure the stability and reliability of
data transmission [3].

The management layer consists of the MQTT server and the Android side. The
Android terminal connects to the server to obtain the status of the device in the
acquisition layer and updates the data displayed by the app interface in real time [4].
The app can accept the user’s operation and send the data instructions to the acquisition
device through the MQTT server.

3 Hardware Design

Hardware design is the basis of the system function, which mainly includes: a power
module, a sensor module, drive motor and communication module. The structure is
shown in Fig. 2. The hardware system has the characteristics of reliable data trans-
mission, stable performance and a high degree of automation.

Fig. 1. System structure diagram
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3.1 Main Control Chip

Considering the cost, performance and power consumption, the main chip of the data
acquisition system is STM32F103C8T6 microprocessor [5]. The CPU based on arm
Cortex-M3 kernel can work at a maximum frequency of 72 MHz, with a single cycle
multiplication instruction and hardware division, as well as a programmable priority
interrupt system. It has 64 kB Flash memory and 20 kB SRAM memory and integrates
a wealth of on-chip peripherals. The master chip has the characteristics of low power
consumption, low cost, and fully meets the design requirements of the system.

3.2 Power Supply Module

In order to maintain the cooling function of the circuit board, the power module adopts
the external 12 V switching power input. In view of the needs of 5 and 3.3 V power
supply in each module of the hardware design, the power supply step-down circuit
shown in Fig. 3 is designed.

The power input end is equipped with a 1 A self-recovery fuse and diode for power
reverse connection protection, preventing the wrong operation from burning the circuit
board. The whole circuit adopts the multi-stage step-down method to avoid the problem
of heating the power chip due to excessive voltage drop. A power supply is added to
filter before and after each step of the step-down. The 5 V voltage generated by
LM2596-5.0 supplies power to the sensor and drive motor, while the 3.3 V voltage
generated by AMS1117-3.3 supplies power to the main control chip and the com-
munication module.

Temperature and 
humidity sensor

Cortex -M3.
Master control 

unit

Communication 
module

Driving motor

Audio acquisition 
sensor

MP 3 player

Fig. 2. Hardware design structure diagram

Fig. 3. Circuit diagram of power module
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3.3 Sensor Module

Sensor technology has become an important means to obtain the information about the
physical world. SHT10 temperature and humidity sensor, audio acquisition sensor and
MP3 player are selected to detect the temperature, and humidity in the crib and crying
information, respectively [6].

Here we will mainly introduce the audio acquisition circuit, which can collect
baby’s crying through the electret microphone. The baby’s crying frequency is gen-
erally within the range of 400–1200 Hz, so it is necessary to design a band-pass filter
with a lower frequency of 400 Hz and an upper limit of 1200 Hz to filter the inter-
ference signal. In addition, the module supports the reading and writing of memory
cards, and can download and change the music on its own.

3.4 Communication Module

The communication module of the system adopts WiFi wireless transmission [7]. This
module is USR-C215 WiFi module developed by Jinan company. It has the advantages
of ultra-small size, an ultra-low power consumption of serial port, and supports TTL
serial port, WiFi wireless network and two-way transparent transmission of Ethernet
port.

The application circuit for the USR-C215 WiFi module is shown in Fig. 4.
After WIFI initialization, the green light is on; data acquisition terminal successfully
connected to the server, the yellow light is on.

Fig. 4. Application circuit diagram for USR-C215 WiFi module
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4 Software Design

The software design of the system is mainly divided into two parts: the software design
of the acquisition terminal and the software design of Android. It uses Youren trans-
mission cloud to communicate with these two parts. Youren transmission cloud is a
server developed based on the MQTT protocol [8]. MQTT is a publish/subscribe
protocol based on TCP/IP for the mobile terminal device. The publish/subscribe
message pattern means that the publisher and the subscriber do not interact with the
data directly through the MQTT protocol, but interact with the message broker indi-
rectly through the MQTT protocol [9].

4.1 The Software Design of the Acquisition Terminal

The software design flow of the acquisition terminal is shown in Fig. 5.

After the circuit is powered on, the program first needs to initialize the modules on
the hardware circuit board, including the clock frequency and interrupt vector initial-
ization of STM32 MCU, and so on. JSON (JavaScript Object Notation), a communi-
cation protocol in JSON format for data transmission, is a lightweight data
representation method, which records data in the way of key: value.

Fig. 5. Flow chart of software design for acquisition terminal
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Before sending the sensor information to the server, the acquisition terminal
assembles the collected data into the following format:

{“temperature”: 30, “humidity”: 60, “noise”: 30, “auto”: 1, “music”: 1, “turn”: 1,
“frequency”: 10}.

Key and the corresponding value are separated by a colon “:”. Key values in turn
represent temperature (unit: °C), humidity (unit: % RH), baby sound (unit: dB), crib
mode (0: auto 1: manual), music switch state (0: open: 1: close), swing switch state
(0: open: close), crib mode (0: open: close), rocking frequency of crib (range 1–100).

4.2 The Software Design of the Android

The main program of software design at the Android end mainly includes server
connection, data transfer, XML page layout, video monitoring, etc. Flow Chart of
Software Design at Android is shown in Fig. 6 [10].

Fig. 6. Flow chart of software design at Android
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When the Android terminal connects with the transparent cloud server, the data
callback function is initialized. App receives data, the callback function is automati-
cally invoked. It is only when the callback function’s return code is 0x02 that the
Android side is connected to the server successfully [11].

OnReceiveEvent function and publishForuName function are used in data access
and upload respectively. The former converts the received data array into a string, then
parses it through JSONObject, and then app updates the display content according to
the parsed data. If the user clicks the switch button, the program sends the assembled
JSON string to the collection device through the publishForuName function [12].

XML-layouts combine multiple layout managers and use text boxes, radio buttons,
scrollbars, and other controls to generate two Activity interfaces: the login interface, as
shown in Fig. 7, and the monitoring interface, as shown in Fig. 8.

Enter the correct user name and password in the login interface before entering the
monitoring interface, which shows the temperature and humidity of the baby bed, the
size of baby crying, and the state of the crib in real time. Crib mode is divided into
automatic mode and manual mode.

Video images are captured using fluorite cloud C6C wireless webcam. It uses
EZOPEN protocol, which is a URL protocol specially designed for developers, and
currently supports video preview and playback functions.

Fig. 7. Login interface
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5 Overall Design of System

In order to test the effect, the crib model was designed and simulated. Prior to the test, a
Corfu HTD8818D temperature gun, a pen probe hygrometer, and a Sima AR824
decibel meter were prepared. The accuracy of the temperature gun is ±0.3 °C, that of
the hygrometer is ±1% RH, and that of the decibel meter is ±1.5 dB. By selecting
three infants to be put into crib, the temperature, humidity and sound of app interface
and temperature, and humidity measuring instrument and decibel meter were com-
pared, as shown in Table 1. It can be seen from the data in the table that the error of
temperature is within 0.3°, the error of humidity is within 4% RH, and the error of
sound value is between 0 and 4 dB.

Fig. 8. Monitoring interface
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6 Conclusions

According to the present situation and demand of crib development, an intelligent crib
management system based on Android is developed in this paper which is based on the
classic three-layer Internet of things architecture model, and combined with systematic
hardware design of data acquisition and software modular design. The test results
verify the rationality and feasibility of the design. The whole system focuses on the
humanization of taking care of infants, aiming at alleviating the pressure of parents, and
realizing the highly intelligent crib. At the same time, the utility model makes up for the
shortage of the existing crib function and has certain practicability.
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project of Jiangsu University Brand Specialty Construction Project (PPZY2015B135).
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Abstract. The intelligence of power grids has made the relationship
between distribution networks and the Internet more and more compact.
Therefore, in order to cope with the various threats in the situation of
smart grid, it is necessary to study from multiple perspectives. Among
them, attack scenario reconstruction is a more effective method of net-
work security defense. However, the existing attack scenario reconstruc-
tion technology is not combined with the actual situation of the power
grid. In this paper, we proposed a grid-based attack scenario reconstruc-
tion framework which is based on big data. The framework consists of
KNN-based attack data classification and state machine-based attack
scenario restoration. In addition, we also implemented prototypes and
evaluated the effectiveness and availability of databases provided by IDS
in China Grid Corporation. The results show that the framework pro-
posed in this paper improves the efficiency and accuracy of analyzing
attacker strategies.

Keywords: Big data · Attack scenario reconstruction · Smart grid ·
KNN

1 Introduction

The modern power system has evolved into a complex coupled network system
consisting of an information communication system and a physical power system.
That is a power information physical fusion system. Studies have shown that
failure of devices in the information and communication networks or in the power
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system itself or malicious attacks can endanger the safe operation of the entire
coupled network system and cause serious consequences [1]. In recent years,
there have been incidents of power system attacks. On December 23, 2015, the
Ukrainian power grid was attacked by hackers, resulting in widespread blackouts
in Ukraine. On January 25, 2016, the Israel Electric Power Bureau suffered a
heavy cyberattack and a large number of infected hosts were temporarily shut
down, severely affecting the normal power business [2].

In the face of various forms and constantly developing cyberattacks, tra-
ditional security event detection methods are increasingly unable to meet the
needs of security management. Researching on how to analyze and deal with
a large number of alarm information generated by the security management
device in depth has become a new direction for the development of security
event detection methods. Intrusion Attack Scenario Restoration Technology [3],
which is a new method of security analysis, integrates and analyzes various types
of information, and it reflects attackers’ intent of attack as a whole IT provides
threat prediction information and enhances the efficiency of network security
management and formulates effective security planning and supervision [4]. The
strategy provides the scientific basis. The intrusion attack scenario refers to the
process in which the attacker uses the vulnerability of the target system to grad-
ually increase his control authority and finally achieve the attack target [5]. The
attack scenario consists of a series of single-step attacks. The intrusion attack
scenario restoration technology is to correlate and analyze the original security
events generated by security devices such as IDS to restore the attacker’s process
of attacking and infiltrating the entire network space, and then feedback such
high-level scene information to the administrator. The correlation analysis of
intrusion alarms and the construction of intrusion scenarios is a new direction
for the development of security analysis technology. Because of the difficulty
of effectively extracting and analyzing the massive data generated by security
events, we urgently need more efficient classification algorithms to achieve accu-
rate extraction of attack signature data. In the field of data mining, there are
many urgent learning methods, such as Bayesian classification, decision tree clas-
sification, and neural network classification, and analogy-based inertial learning
methods such as KNN [6–8]. Because of its simplicity and operability, it is well
applied in the field of data classification and pattern recognition. The KNN
algorithm classifies categories by relying on neighboring samples rather than by
discriminating class domains. There are more intersections to be divided into
sample sets; KNN algorithm has greater advantages than other classification
algorithms. Therefore, we introduced the KNN classification algorithm when
classifying attack data, but the accuracy of the basic KNN classification data
has room for improvement [9]. Many scholars have proposed various methods
to improve the algorithm. The core of attack scenario reconstruction is to per-
form scene correlation. In recent years, researchers have proposed many alarm
correlation methods, which can be roughly divided into three types. Causality,
association, and data mining methods are based on similarity [10]. The basic idea
of causality is to associate these two alarms when there is a causal relationship
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between the previous alarm and the next alarm. Of some researchers, Peng et al.
[11] applied causal methods, but had different prerequisites and consequences.
In this approach, artificially defined rules increase the probability of false asso-
ciations, especially on those that are weakly related. The key to the similarity
approach is to associate alerts with similar attributes through clustering and
aggregation. Similar alerts are considered the same threat behavior. The chal-
lenge with this approach is that the alarms are still not very strongly correlated.
Data mining methods apply data mining techniques to alarm databases to mine
the characteristics of alarms and group them by similar common features [12].
When dealing with a large number of alarms, improving the performance effi-
ciency of data mining algorithms in alarm-related methods has become popular
in the study [13,14]. However, the existing intrusion attack scenario restoration
technologies in smart grid applications are technically faced with the following
difficulties: massive original alarm data, abruptness of alarm data, heterogeneity
of original alarm data, and lack of a security model. In order to solve the above
problems, we propose a new attack scenario restoration framework. The main
contributions of this paper are as follows:

• A KNN-based attack data classification algorithm to reduce the number of
missed or missed scores of attack data and add data expansion reorganization
feedback based on expert rules.

• Implementations of attack scenario reconstruction based on state machine,
with the causality correlation method and the similarity method.

• Simulation results based on the database provided by state grid company IDS
verify the efficiency and accuracy of our framework.

The remaining of this paper is organized as follows. Section 2 constructs
our attack scenario system model. Then, we mainly discuss the proposed rule
certainty updating strategy. We will show experimental results in Sect. 4, and
conclude the paper in Sect. 5.

2 System Model

2.1 Definitions of Attack Scenario

Alarm instance A = {a1, a2, ..., an}, where a is the object associated with
the specific alarm log. Analyzing the original attack logs through expert-
defined regular expressions detects and creates each alert instance. Each a con-
sists of typename, facts, level, pre, con, where typename represents the name
of the alert type, and different alert types are defined by the same regular
expression and marked with a unique name, such as SQL Injection; fact =
{srcIP, srcPort, destIP, destPort, timestramp}, which represent the source IP
of the alarm and its port ID, the attribute value of the order of the target IP
and its port ID and timestamp, the level is the attack level of the correspond-
ing alarm type, and pre indicates that the trigger can be triggered. The type of
alarm for the current alarm type and con indicates the type of alarm that can be
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triggered by the current alarm type. The alarm correlation graph CG = (N,E)
is a connected directed acyclic graph. The node set N represents a super alarm
set, each pair of nodes n1, n2 ∈ N in N, if and only if in E when there is a n1

to n2 edge, n1 prepares for n2. Attack scenario is invasion process formed by a
number of different attack behaviors in a certain order. Mainly in the form of
an alarm association graph, an attack scenario may include one or more alarm
association graphs. Attack scenario tree is a formal representation of the attack
scenario. It is a static tree data structure defined by XML. It describes the pro-
cess of multistep attacks. Each node in the tree is a matchable rule that shows
the characteristics of an attack step and defines the attributes of events that can
be matched by the rule [15]. The relationship between parent and child nodes is
“and”, which represents the progression of the time series of attack steps. The
relationship between siblings is “or” and it represents different options for the
next attack step. The growth of the tree is the development of multistep attacks.

2.2 Attack Scenario Reconstruction Framework

As shown in Fig. 1, the most critical part of the entire framework is the intrusion
analysis knowledge base, which is used by all other parts of the framework.
The intrusion analysis knowledge base is a machine-readable knowledge base
composed of intrusion ontology and knowledge base. The domain of intrusion
analysis describes the structure and semantics of the concepts of these concepts.
Complementary knowledge is a collection of different intrusion analyses related
knowledge, assessment indicators, alarm verification and classification rules, and
semantic inference rules. The specific attack scenario restoration process is as
follows:

• 1. According to the knowledge base, verify the data after standardization and
remove the false alarm data.

• 2. Classify KNN-based attack data and normal data according to the knowl-
edge base, and reduce the data redundancy.

• 3. Use automatic state machines to correlate the pre- and post-attack behav-
iors based on semantic relationships and causality.

• 4. Finally, build attack patterns and attack scenarios based on the associated
attack behaviors.
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Fig. 1. Attack scenario reconstruction framework.

3 KNN-Based Data Classification

K-nearest neighbor KNN algorithm is a relatively mature data classification
method in theory. The idea of the method is that there is a sample data set, also
known as the training sample set, and each data sample concentration is tags,
which know each data sample concentration and the corresponding relation of the
category. Entering the new classification of sample data, the new sample data of
each feature attribute will be corresponding characteristic value and the training
sample set data set, and then classification algorithm to extract the sample
concentration features the most similar data (most) adjacent category labels.
When classifying, frequently choose only sample data sets before the highest
number of K similarity. According to this, then choose K most similar data set
in the classification of the most frequently as a new data set classification. In
this article, it is known that there are N attack scenarios, and K = N + 1. There
is still one type of normal data. The basic idea of this algorithm is to use the
weighted KNN algorithm to classify historical alarm data. However, in the actual
network attack scenario reconstruction process, other data associated with the
attacked port are also often involved, so the normal data needs to be classified
twice according to expert rules. The KNN attack data classification procedure
based on expert knowledge is as follows: First, find the k-nearest neighbors:
Calculate the Euclidean distance between two alerts. A1 = (a11, a12, ..., a1n),
A2 = (a21, a22, ..., a2n). The Euclidean distance between two points is
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dist (A1, A2) =

√
√
√
√

n∑

i=1

(ai1 − ai2)
2 (1)

In actual operation, in order to prevent a large weight difference of features
having different initial value ranges, the feature values are normalized as follows:

v′ =
v − minD

maxD − minD
(2)

maxD and minD represent the maximum and minimum values of feature A,
respectively. v′ represents the normalized feature value. In the second step, the
classification is based on the categories of k nearby points:

CX = arg max
j∈l

∑

y∈Ak

I (Cy = j) (3)

Ak is the k-nearest neighbor of y, and C is the label. Ak = 1 when the label
values of y and j are the same. Otherwise, it is 0.

In the third step, at this time, we have classified the data into K categories
based on the classical KNN algorithm. Among them, K − 1 attacks and normal
data, and for the normal data set P, we defined the classification of attack data
with i-dimensional features.

Disci = 1 − (prei − pret) (4)

The pret represents the average accuracy of the classical KNN algorithm, and
the prei represents the accuracy in the absence of i eigenvalues. According to
expert rules, we increase or decrease the i-dimensionality of attack data fea-
tures. When prei − pret < 0, namely, Disci > 1, it means that this feature is
beneficial to improve the correctness of the final classification result to a certain
extent, so as to increase the corresponding weight of the feature on the basis
of the original value. This is reasonable. Otherwise, it will reduce the relevant
weights. Distinguish Disci and treat it as the weight of i-dimensional attack data
characteristics.

dist (X1,X2) =

√
√
√
√

n∑

i=1

wi(x1i − x2i)
2 (5)

Take this Euclidean distance as a new treatment and return to the second step.
In the fourth step, the above operation is repeated. When prei is greater than a
certain threshold, the process ends.

4 Attack Scene Reconstruction Based on Automatic
State Machine

The state machine-based attack scene reconstruction technique proposed in this
paper combines cluster analysis and causality association analysis to maintain
the online detection of security events by maintaining associated state machine
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queues, thereby reducing latency. First of all, we need to determine the existing
attack scene tree and intrusion scenario library according to expert rules. Then
the association algorithm will match the newly appeared security alarm with the
attack scene tree. If the matching is successful, the new intrusion process can be
restored. Each attack scenario corresponds to an associated state machine. The
state machine queue represents the attack situation of the grid at this time. Each
state in the queue corresponds to the state machine where the attack occurred.

Input: State machine queue list
Output: Attack scenario context information Scenariolnfo and update state
machine sequence list
1. Read attack data
2. If list=0, find the appropriate attack scenario tree in the intrusion scenario
library. If yes, execute 3
3. If the existing state machine K can handle the security event j, output the
attack scenario ScenarioInfo, otherwise add the event j to the head of the state
machine sequence list, skip to 5
4. When there is no state machine that can be associated with the list, the new
attack scenario is added to the queue of the state machine.
5. Associate new attacks
In Algorithm 1, each state machine has more than one state. Therefore, we want
to maintain a state set to store all states. When an intrusion event occurs, all
the attributes of the current state machine are associated with the alarm event.
If there is an association, the time counter is incremented by 1 and some features
of the event are entered into the database. If the state of the event is the leaf
node of the scene tree, the attack scenario description information is generated,
and the leaf state generation description information is generated. The attack
scenario description information records the complete path from the root node
to the leaf node and records other important data. This associated time delay
will be reduced to LRU, i.e., if the current state of the state machine is set
to successfully handle the security event, because according to the “proximity
method”, the probability that the next event will be trained locally is maximum.

5 Experiment Result Analysis

To verify the effectiveness of the algorithm, experiments were performed on
three data sets on the UCI common data set under matlab2016a. Computer-
configured experimental environment, Core i3 CPU, memory 2G, operating sys-
tem Windows 7, experimental data obtained in the experimental environment.
The experimental data uses the 2012–2016 IDS dataset provided by the State
Grid Corporation of China, as shown in Table 1. These data sets are suitable for
experiments on the restoration of multistep attack scenarios. This attack sce-
nario consists of four steps: scan detection, illegal access, installation of DDoS
programs, and remote DDoS attacks on the target server. The intrusion data
sets in the paper are shown in Table 1.
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Table 1. Data sets in our experiments.

Years Number of samples Number of attributions

2010 1905 9

2011 6392 14

2012 9567 22

2013 11,294 31

2014 821 31

In the Matlab environment, in order to verify the effectiveness of the improved
classification algorithm, two sets of dataset simulation experiments were designed
and compared. The criteria for the performance of the classification algorithm
are the efficiency of the algorithm and the accuracy of the classification results.
In this experiment, the KNN classification algorithm based on expert knowledge
proposed in this paper is compared with the other two algorithms (K-means-
based KNN classification algorithm and K-Medoids-based KNN algorithm) for
comparison of simulation experiments. The first set of data for the simulation
experiment we selected is the National Grid IDS data set for 2013. The compar-
ison of the algorithm test results is shown in Fig. 2.

Fig. 2. Accuracy results for each algorithm in the 2015 data set.

According to the results of the simulation experiment in Fig. 2, when the
amount of data gradually increases, the improved classification algorithm pro-
posed in this paper improves the execution efficiency and classification accuracy
of the other two classification algorithms. The results of the second set of exper-
imental simulation data are shown in Fig. 3. The control of the same variable
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Fig. 3. Accuracy of three types of algorithms on various data sets.

is the same. The algorithm proposed in this paper has been enhanced in data
classification accuracy. The experimental results show that our proposed algo-
rithm can greatly improve the efficiency of classification learning without chang-
ing the precondition of classification accuracy. Compared with the K-Medoids-
based KNN algorithm, the improved algorithm is slightly more efficient. The
K-Medoids-based KNN algorithm needs to be calculated step by step until the
class converges, which consumes part of the time. Through comparison between
the two groups of experiments, the improved algorithm proposed in this paper
improves the classification performance compared with the previous two algo-
rithms. Therefore, the method proposed in this paper is effectively for extracting
attack data.

6 Conclusions

In the big data environment, grid security is facing new challenges. Therefore,
based on the knowledge of big data and machine learning, we propose a new
framework for attack scene reconstruction: combine the classical KNN classi-
fication algorithm and combine expert rules to improve the accuracy of the
classification. Therefore, we propose a new framework for attacking scene which
is based on the knowledge of big data and machine learning. In terms of attack
scene reconstruction, we use the state machine. The model realizes the correla-
tion between security data and the reconstruction of attack scenarios. Through
the analysis of the experimental results, the proposed framework can effectively
face new security attacks and provide security for the safe operation of the power
system.
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Abstract. In the command and control system, the modeling design of the
command and control console occupies an important position. It not only gives
people a direct visual experience but also affects the speed and reliability of
specific operations. The status of the command and control console was com-
bined. The main design elements were given. The outstanding problems were
analyzed. Proposals for development were put forward.

Keywords: The command and control console � The main design elements �
Structure design

1 Introduction

The modern command and control system is a system with computer network moni-
toring as the core. There are many types and quantities of equipment to be configured,
and they need to be installed on a centralized central command and control console.
The console provides a good man–machine interface. Operators use the keyboard and
mouse to conveniently input control management data, display the image processing,
and establish a database to achieve centralized and unified monitoring and control of
the network system.

In the command and control system, the modeling design of the command and
control console occupies an important position. It not only gives people a direct visual
experience but also affects the speed and reliability of specific operations. It involves
various disciplines such as materials science, forming technology, finishing technol-
ogy, ergonomics, psychology, aesthetics, and reliability design. The core content of this
paper is to analyze the current development trend of the console, grasp many elements
in the design, and solve the various contradictions in the design, function, operability,
comfort, heat dissipation, and space requirements.
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2 Present Situation Analysis

All command and control consoles in the command and control system are special
consoles designed to complete the fixed tasks assigned to the system. The consoles
have a wide variety, different models, and different types in the aspects of shape and
dimension, module division, computer software and hardware platform, human–ma-
chine interface, and external interface. Practice has proved that this situation brings
great difficulties to production commissioning, operation, and maintenance, and seri-
ously affects the combat effectiveness and availability of the system. Therefore, in the
process of the system from centralized and separate to distributed development,
modularization, generalization, and lightweight have become the most emphasized
elements of structural design [1–3].

The traditional command and control consoles mainly include enclosed cabinet
consoles, modular assembly consoles, platform consoles, and lightweight consoles.

The enclosed cabinet command and control console is characterized by modular
and custom design, whole assembly, multi-seat/straight line/multiple combinations
according to seats and site requirements, metal platens, single hue, large volume of the
packing box, and small field integration work. The disadvantage is that the joint is
larger due to the side plate (Fig. 1).

The features of the structure modular assembly console are unique modeling, high-
density refractory board (warm in winter and cool in summer), chalk-coated white
paint, small packing box volume, and large field integration work. For example, the
civil aviation airport controller seat is a high-order and custom cabinet. It uses the

Fig. 1. The structure modular assembly console
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skeleton, column, platform, door, lightbox, and bulkhead structure for modular
assembly on the spot (Fig. 2).

The platform-type console has been preliminarily functional modularized, charac-
terized by a modular assembly and adjustable multiscreen combination. The control
area is modular, linear or corner combination, metal platen, two-color collocation, large
volume of the packing box, and small field integration work. The latest type of
platform-style console is designed through an auxiliary platform and standardized
platform to achieve straight line, eight-shape, arc, ring, and other combinations.

The lightweight console is characterized by aluminum plate/aluminum profile
welding, lightweight, unique shape, and poor aseismic strength. And the upper shelf,
the middle shelf, the underframe, and the platen are each a module.

3 Design Elements

The design of the command and control console needs to meet many factors, such as
ergonomic design, reasonable wiring, safety performance, durability, reasonable lay-
out, reasonable heat dissipation, environmental protection standards, environmental
adaptability, man–machine environmental engineering design, weight limit, space
requirements, airborne/shipboard requirements, and electromagnetic compatibility
requirements. It mainly emphasizes ergonomics design, reasonable wiring, and ergo-
nomics engineering design.

3.1 Ergonomic Design

The mode of use should be suitable for the natural form of the human body. When the
operator is working, the body and spirit do not need any active adjustment, so as to
minimize the fatigue caused by the use of the console. So people are more comfortable,
safe, and healthy in the work. A reasonable layout plan, including indoor function,
station layout, console structure, and so on, should provide unique design concept.

Fig. 2. The platform-type console
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3.2 Reasonable Wiring

Optimize the design of the cabling system, equipped with a reasonable horizontal and
vertical ligation slot, to ensure that the power line and signal line have two-way walk,
to ensure that they do not interfere with each other, and to achieve the signal security
that strong and weak electricity is separated.

3.3 Human–Machine Environment Engineering Design

The working table height is 700–800 mm, and the depth is guaranteed to be between
350 and 700 mm. There is enough knee and foot space under the working table; the
height is not less than 550 mm. The display should be arranged in the operator’s best
view, and the display surface is perpendicular to the normal line of sight of the operator
as far as possible, so that the operator’s parallax is the smallest. The effective sight
distance of operators to monitors is in the range of 330–650 mm, and 510 mm is the
best.

4 Problems

With the progress of science and technology and the further improvement of military
and civil demand, the console’s problems urgently need to be solved in four aspects:
industrial design, three-defense design, structural design, and the application of new
materials.

4.1 Industrial Design

Industrial design is a mixture of material and color. The console lacks comprehensive
consideration in the aspects of technology, aesthetics, economy, and human nature.

The discovery and use of each new material will produce different methods of
forming and processing, which will lead to great changes in product structure, bring
new leap to the design of product design, and form a new design style. The compre-
hension of materials needs to be improved. Designers must understand and grasp the
characteristics of materials to maximize the material characteristics and material
matching.

The color matching in human–machine interface is related to whether information
can be transmitted timely and effectively, and related to the function of products. At
present, the design is not aware of the sense of color’s temperature.

4.2 Three-Defense Design

The three-prevention design refers to the design of prevention of damp and heat, mold,
and salt spray. It is an important measure of environmental adaptability of the console.
The implementation of the design and process specifications is not in place, and the
results are not good. The reprocessing in assembly is also a factor that affects the three
defenses.
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4.3 Structural Design

The main problems in structural design are as follows: Currently, there are many
customized products and lack of integration. The console is not serialized and mod-
ularized, so it cannot adapt to the rapid development of the market. There is a lack of
technical accumulation of equipment function institutions and systematic demand
research. And the structure of the console is single and requires reserve and
accumulation.

4.4 The Application of New Materials

In order to adapt to the characteristics of modern high-tech warfare, new materials
(such as composite materials, aluminum alloys, and so on) with lightweight and
superior performance must be used. The use of aluminum alloy plates for bending
welding or forming of aluminum alloy profiles cannot take into account both the
rigidity and the weight of the entire machine. Therefore, as a substitute material,
composite material becomes the trend of development. Carbon fiber, as the main
material of the ground or airborne command and control console, has a series of unique
advantages such as high specific strength, high specific rigidity, good corrosion and
fatigue resistance, and strong designability. Therefore, it is necessary to apply it in local
areas [4, 5].

5 Development Trends and Suggestion

5.1 Unified Models of Design Pattern

Unified models of design pattern include the thickness of sheet metal, the height range
of the table to the ground, the molding/material/thickness of the plate, the size/shape of
the heat dissipation hole, the model of hardware, the mechanism of display and control
device, the wiring, the panel screw, and so on.

5.2 Coordination with the Command Center Hall Design

The command and control console does not exist alone, and it needs to be placed in a
fixed or a mobile command post. Therefore, the color matching design of the console
should be bright, clean, warm-hued, and harmonized with the hall environment.
Through the application of new materials and new technology, the functions of folding,
lifting, rotating, and pitching are realized, and many factors such as intelligence,
comfort, and no shield from the head are fully considered.

5.3 Generalization of Structural Forms and Spatial Forms

The console is divided into functional modules. It is mainly divided into display
module, control module, and auxiliary module. The display module is inclined Island,
the control module is keyboard drawer, and the auxiliary module adopts an integrated
rack, a platen, and a decorative side plate.
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The seat continues to be combined. The attachments should be standardized. The
accessories include partition, guideway, door panel, and fastener. Stacking and pro-
gressive utilization of space can reduce height and extend depth. The slanted Island
panel is modularized. By fully reducing the height of the display area, taking into
account the viewing angle and range, meet the requirements of the boundary, and
achieve the generalization of the spatial form.

5.4 Operational Functionalization

The display and control equipment can meet the requirements of electric or manual
lifting: manual folding, folding up and down, and vertical lifting. Through the pedals,
casters, leveling mechanisms, multifunctional stents, and other mechanisms, the display
and control equipment’s multifunctional needs can be realized: folding, lifting, pitch-
ing, rotating, walking, and so on.

Acknowledgements. Foundation item: Advance research project of the Ministry of equipment
development in 13th Five-Year (Grant No.: 41404030101).
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Abstract. In response to the emergency command vehicle’s on-site rescue and
maintain orders requirements, the research overview, level, and development
trend of domestic- and foreign-related technologies about the emergency com-
mand vehicle such as anti-sniper, anti-roadside bomb (car bomb), anti-laser
radiation, anti-radar radiation, anti-electronic interference, and so on were
analyzed. The composition of the comprehensive defense capabilities for
vehicles on the highway is that our military’s new emergency command vehicle
should be proposed.
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1 Overview

From the “5.12” earthquake in Wenchuan to the “Tianjin explosion” incident to the
“7.5” incident in Xinjiang, the sudden and catastrophic events caused by natural factors,
technical reasons, and human factors have caused major loss of life and property and
political influence. In 2005, the State Council reviewed and approved in principle the
“Overall Emergency Plan for National Public Safety Emergencies”, various industries
and fields have started to build mobile emergency command systems. The mobile
emergency command system is a mobile command platform based on a fixed command
center to implement mobile rescue command. The system is required to achieve the
command and control of the superior command communication system in various non-
military war missions and complete major safeguard activities, such as maneuvering to
the scene of the accident quickly, organizing on-site rescue, maintaining stability, etc.

The challenge of the emerging security environment requires the rapidity, mobility,
emergency, resilience, and accuracy of the mobile command platform, while also
placing higher requirements on its own security.
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2 Current Development Status at Domestic and Abroad

The comprehensive defense of the mobile command platform is a major issue involving
the improvement of vehicles, equipment, tactics, procedures, training, etc. As a key
attack target, whether active defense or passive defense is the key consideration for
motorized transportation and command. Following the war in Iraq and Afghanistan, the
protection technology of the vehicle has developed rapidly, and many countries are
ahead of our country in the comprehensive defense for vehicles on the highway,
especially western developed countries that have been baptized by war. In the mean-
time, the same experience and achievements that we can learn from are also abundant.
The research overview, level, and development trend of domestic- and foreign-related
technologies about the emergency command vehicle, including anti-sniper, anti-
roadside bomb (car bomb), anti-laser radiation, anti-radar radiation, and anti-electronic
interference, are analyzed one by one as follows [1–3].

2.1 Anti-sniper Reconnaissance

With the increase in the range and accuracy of sniper rifles and the emergence of high-
performance viewing equipment, sniper threats are increasing. In combat operations
such as conventional operations, peacekeeping operations, and anti-terrorism, espe-
cially in urban street fighting and jungle warfare, sniper can shoot the enemy, destroy
key equipment, and delay the enemy’s actions with high efficiency.

The French company Mtravib developed the anti-sniper sound detection system
(PILAR). It can observe and record the bullet’s flight trajectory in real time in the
environment with a noisy background. Consequently, it can detect, locate, classify, and
report the firing position of the small-caliber firearm accurately.

On January 21, 2004, based on the fixed “bullet ear” sniper detection system
developed in the mid-90s, BBN Corporation successfully completed Boomerang 1,

Fig. 1. Vehicle anti-sniper system (Boomerang)
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which can work in high-speed vehicles and noisy urban environments. In March 2004,
the Boomerang 1 system began to be equipped with the “Hummer” vehicle of the U.S.
Marine Corps in Kuwait (Fig. 1).

The Spotlight system, developed by Rafael of Israel, is a high-precision infrared
detection system that can accurately detect, identify, and locate multiple light weapons
or sniper shooting sources at the same time. The infrared detection system responds
quickly, has a high probability of detection, can work day and night, and has fire
management capabilities.

French Laser Industry Company (CILAS) has developed the SLD 400, SLD 500
series of anti-sniper laser detection systems. It can detect sniper rifle sight hidden
behind camouflage nets or installed with honeycomb panels, and can also detect other
optical components such as night vision goggles, rangefinders, and telescopes.

The comprehensive use of various primary and passive detection methods can
significantly improve detection accuracy and reduce response time. In February 2007,
the U.S. military stationed in Iraq began trials of an anti-sniper detection system called
“Red Bird.” The “Red Bird” system is similar in shape to a miniature remote-controlled
tank and integrates various detection and positioning systems including acoustic
detection systems, central cameras, laser rangefinder, and GPS systems. The French
military has also combined the use of advanced SLD 400, SLD 500 series of laser
detection systems with the sound detection system (PILAR), which has greatly
enhanced actual combat effectiveness.

2.2 Anti-roadside Bombs

In early 2006, the EA-6B equipped with ICAP-III system was deployed to Iraq and
Afghanistan. The U.S. military stationed in Iraq were often attacked by roadside
bombs. The U.S. military discovered that anti-U.S. armed forces in Iraq and Afgha-
nistan often used mobile phones and commercial networks to transmit intelligence,
instruct the target of attacks, and used mobile phones to detonate improvised explosive
devices buried on the roadside. Many of the U.S. military soldiers stationed in Iraq
were killed by this “homemade bombs” while on patrol. According to incomplete
statistics, since the beginning of 2005, Afghanistan’s anti-government armed forces
have carried out more than 3,170 suicide attacks or roadside bomb attacks and 274
foreign soldiers and more than 1,500 Afghan civilians have been killed by the Afghan
rebels. The intensity and frequency of terrorist attacks in Pakistan have leapt to the top
in the world. More than 1,000 people have been killed and 1,720 people have been
wounded in more than 70 terrorist attacks in Pakistan within a year. On average, there
was a terrorist incident every 5 days, with an average of 16 deaths each time.

In the Iraq War, because the U.S. Army did not have enough electronic warfare
technology capabilities, the U.S. Army relied mainly on the electronic equipment of the
Air Force and Navy to destroy the enemy’s electronic targets and cleared up obstacles
for ground operations. Hostile molecules buried a large number of remote-controlled
roadside bombs between urban and rural areas to attack the U.S. Army troops. While
using the improvised explosive device (IED) jammer, the U.S. Army has caused
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serious interference with its own communications and other RF (radio frequency)
systems. The U.S. Army’s reliance on the Air Force fighters to detect roadside bombs
by transmitting electron beams from an altitude of nearly 10,000 m was like using
antiaircraft guns to fight mosquitoes. The difficulty can be imagined. The Iraqi War
made the Army realize that it is urgent to develop and improve its own electronic
warfare capabilities without relying on the help of the Air Force and Navy.

In 2006, the U.S. Army set up an electronic warfare officer in the General Staff
Operations Department and began to set up courses on anti-improvised explosive
devices and electronic warfare for some brigade-level personnel. By the end of 2006,
the United States had invested a total of 6.1 billion dollars to study the means to deal
with roadside bombs. This figure of money was almost equal to the total funding for the
“Manhattan Project” that the United States used to study atomic bombs during World
War II.

In addition to installing electronic jammers on soldiers’ vehicles to prevent or delay
the start of the detonator, the U.S. military used sniffer robots, explosive-handling
robots, military dogs, toy cars, and other means to deal with such relatively low-level
weapons. In 2008, the United States issued a number of contracts to develop detachable
and vehicle-mounted improvised explosive device (IED) countermeasure systems. In
the same year, the U.S. Army Detonation Team was equipped with a new type of IED
probe arm for detecting and removing IED in Iraq. The U.S. military has also devel-
oped new directed energy weapons against IEDs. The system uses three types of
directed energy: microwave, laser, and electrical. This system could make it ineffective
or destroy the improvised explosive device before vehicles are near the improvised
explosive device. The “fire scout” is an improved version of the RQ-8A. It uses the
reconnaissance equipment used on the “Global Hawk” and can cope with threats such
as land mines and roadside bombs that are common in urban battles. However, the
army-type development of the “fire scout” was not smooth, and it was expected that the
initial combat capability would have been achieved by 2014 [4, 5].

2.3 Anti-laser Irradiation, Anti-radar Radiation

Optoelectronic confrontation has become a key factor in determining the outcome of
modern warfare. The optoelectronic confrontation capability of the participating teams
in the war is equivalent to their survivability. Western countries have developed a
variety of optoelectronic countermeasure technologies and equipped with a consider-
able number of optoelectronic countermeasure devices. Currently, they are moving in
the direction of broader spectrum, stronger countermeasures, better universality, and
higher degree of integration.

Optoelectronic confrontation is a military operation in which the opposing parties
use optoelectronic equipment and devices to carry out offensive and defensive oper-
ations in the optical band. From the equipment entity point of view, the optoelectronic
countermeasure system can be roughly divided into four parts: alarm, stealth, inter-
ference, and destruction.
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(1) Alarm

Photoelectric alarm technology is continuously developed with the application of light
and electricity. The technology was first embodied in radar warnings. The development
from the initial single-station ground-based radar to the later multi-based radar network
has been going on for decades. After World War II, many countries have done a lot of
research in the visible spectrum or in the ultraviolet, infrared, and other spectra.

The phased array radar with multi-target detection and tracking at the same time is
currently the focus of radar development in various countries. Phased array technology
has emerged as early as the late 1930s. The multi-function phased array radar is used in
most of the new-generation mid-range and long-range air defense missile systems
being developed. It has become an important symbol of the third-generation mid-range
and long-range air defense missile systems.

Infrared alarm is an alarm technology that develops most rapidly after radar alarms.
Various developed countries are racing to develop infrared warning systems, such as
the TAILAND system in the United Kingdom, the Pirate system in Europe, the OSF
system in France, and the IR-OTS system in Sweden. Particularly, the United States’
AN/AAS-42 IRST system has been first deployed on the U.S. Navy’s F-14D fighter
aircraft. Currently, the fighter aircraft has been exported to 17 countries. The above-
mentioned developed models are mostly onboard equipment, which can be used on
ground vehicles with slight modifications.

Foreign countries attach great importance to the warning work of laser threat and
have developed various forms of laser warning receivers. The LAser Homing And
Warning System (LAHAWS) in the United States is representative of imaging laser
warning devices. 100 � 100 CCD imaging devices and dual-channel background
elimination measures are used in the system. In recent years, China has made con-
siderable progress in the field of laser warning. However, most of the technical indi-
cators have not reached the level of similar products in developed countries.

Compared to the single alarm system, the compound alarm system has many
unparalleled advantages. It can fully utilize the advantages of various alarm modes
while avoiding their defects. For example, the Multi-Sensor Warning System (MSWS)
of South Africa’s aviation is a compound warning device that integrates laser warning,
UV warning, radar warning, etc. The warning system is a comprehensive threat
warning system consisting of a radar warning system, a passive UV missile approach
alarm system, and a laser warning system. In the 1990s, the U.S. Revenge Goddess is
also a comprehensive integrated device that integrates alarming, tracking, and con-
frontation. This device is mainly airborne.

(2) Stealth

Stealth technology mainly includes radar stealth technology, infrared stealth technol-
ogy, visible light stealth technology, etc. Since stealth technology was successfully
applied to aircraft and warships and brilliant achievements were created in the war, a
new wave of research on stealth technology has been set off internationally.

The initial radar stealth is to reduce the Radar Cross Section (RCS) through the
rational design of the aircraft’s appearance. Typical applications are the “diamond-
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shaped” F-117A bomber and the “flying wing” B-2 Stealth and Strategic Bomber.
Some countries, such as the United States and Russia, have now been able to simulate
and continuously improve various methods of reducing RCS and establish certain
design specifications.

A stealth car developed by the U.S. military has adopted radar absorbing paint on
the surface of the car, and the outer cover of the stealth guard plate has adopted carbon
fiber material that can absorb radar waves. According to tests, the car will be detected
by the radar when it is 500 m away from the radar, while the ordinary car will be
detected by the radar at 3000 m.

The appearance of infrared stealth technology can be traced back to the 1950s. For
the first time in the United States, U-2 planes used baffles to block the rear of the
exhaust system to change the direction of infrared radiation. British “Vickers” F-type
main battle tank used infrared stealth materials including polystyrene and polyurethane
foam. This kind of foam plastic is light in weight, easy to use, excellent in heat
insulation and easy to color. Spraying, brushing, or adhering the foam to the surface of
the car body can make the radiation characteristics of the body surface and the
background close to or even identical.

At present, the main battle tanks and armored vehicles of various countries in the
world are all coated with camouflage, the typical coating is the Temporary Camouflage
Coating (TCC) developed by the UK’s Courtaulds Aerospace Company. Camouflage
nets also have a better camouflage effect. The Movement Camouflage System
(MCS) manufactured by Swedish SAAB company can significantly reduce the pos-
sibility of vehicles being found.

2.4 Anti-electronic Interference

The military actions taken by the U.S. military against Iraq, Yugoslavia, and Afgha-
nistan show that the command and control facilities of the enemy in modern warfare
have become the primary targets of attack. If the combat unit cannot accept the order
and the commander cannot maintain contact with his lower forces, failure will not be
avoided. The communication interference system is an electronic system used to
generate and transmit interference signals and disturb the enemy’s radio communica-
tion. It can destroy the enemy’s voice communications and data links to effectively cut
off the command and control commands.

Due to the dependence of various countries on GPS navigation systems, all
countries around the world have been paying attention to GPS interference and anti-
interference problems. The United States has been seeking various measures to
improve the anti-interference ability of GPS systems. In early 2009, Raytheon Com-
pany signed a production contract to develop digital anti-jamming antennas for Air
Force GPS receivers, and currently, more than 5,000 sets of equipment have been
ordered including U.S. government and foreign military users. In order to deal with
GPS interference, the United Kingdom introduced a new type of GPS interference
monitor. This handheld interference monitor can monitor the interference signal on the
L1 channel of GPS satellites and can display unintentional or intentional interference
that attempts to interfere with GPS signals.
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A radio direction finder is a device that can determine the direction of an enemy’s
radio radiation source. Typical products include the AN/PDR-12 wireless direction
finding system in the United States, the PA005 communication direction finding the
machine in Germany, the AN/TSQ-114 land-based very high-frequency direction
finding system (Trailblazer), and so on. The RC-12 tactical electronic reconnaissance
aircraft belonging to the U.S. Army is used to communicate intelligence and measure
direction. Its main task is to intercept radio waves emitted by enemy command and
control systems, weapon systems, radars, and other electronic equipment, and to
conduct positioning. The operating frequency range of Thomson’s TRC-290/600 series
direction finding system is extended to 0.1–1350 MHz, and the medium-speed
frequency-hopping signal can be detected with an accuracy of ±0.5° (root mean square
value). The WJ-1840 direction finding system of the United States operates at a fre-
quency range of 5 kHz to 18 GHz, with high sensitivity (<−90 dBm) and a direction
finding accuracy of 1.5°–6°.

Domestically, a large number of researches have been conducted on the technical
system and performance indicators of the radio direction finder, and a series of work
has been carried out on the new spatial spectrum estimation technology, portable
direction finding system, and software direction finding system.

3 Conclusion

In summary, the modern battlefield is ever-changing, and the defense requirements on
the battlefield are also ever-changing. Different types of equipment require different
protections. In the same equipment, due to different applications, the requirements of
the protection system are also different. With the development of photoelectric inte-
grated technologies, weapon systems, new material processes, and integrated tech-
nologies, various integrated defense systems have also been produced. It is difficult to
learn from and purchase foreign defense technologies and equipment. Therefore, it is
necessary to develop a new type of comprehensive defense system for vehicles on the
highway with independent intellectual property rights.

In response to the threat of partial asymmetrical attacks in logistics support, military
transport vehicles are the key target of attack. Military transport vehicles must have the
integrated protection capabilities of plug and play, flexible reorganization, fracture
resistance, interaction awareness, collaborative high-efficiency, and fighting multi-
threat targets to meet future operational requirements. Its main capabilities include anti-
sniping, anti-roadside bombs (car bombs), anti-laser illumination, anti-radar radiation,
anti-electronic interference (communication between teams: satellite communications
or wireless short-wave communication), real-time warning, and smoke camouflage. In
the end, these capabilities and operational weapons are integrated to achieve targeted
attacks.
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Abstract. This paper expounds the connotation of cognitive electronic
warfare system and development status at home and abroad, analyzes
the framework of cognitive electronic warfare system, and introduces
three closed-loop processes: cognitive reconnaissance, cognitive counter-
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1 Introduction

With the continuous advancement of science and technology, the electromagnetic
environment in the battlefield is becoming more and more complex, and the level of
intelligence in combat objects has been continuously improved, the means of con-
ventional electronic warfare gradually become incompetent, and the combat effec-
tiveness achieved has gradually declined. Therefore, there is an urgent need for a
technical means to change the rules of the game to break through the bottleneck
and promote the reform of the electronic warfare combat mode. The cognitive elec-
tronic warfare technology is generated under such a background. There is no clear
concept of cognitive electronic warfare at present. It is generally believed that the
cognitiveelectronicwarfaresystemreferstotheintroductionofcognitivecomputing
theory in traditional electronic warfare systems; its essence is to extract knowledge
from a large number of raw sensor data through the perception of the operational
environment, and then deduce the tactics of EW attack optimization strategies in
real-time or near-real-time environment, to improve the equipment’s self-adaptive
ability,andthenevaluate itseffectiveness,andguidethenextattackaccordingtothe
assessment situation [1].
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2 Development of Cognitive Electronic Warfare

The development process of cognitive electronic warfare is not long. Tracing
back to the source, cognitive thoughts were first embodied in the field of cognitive
radio, the core technology of which is the ability to perceive the surrounding envi-
ronment and optimize their working parameters according to the environment.
Then American scientist Simon Haykins integrated cognitive thinking into the
field of radar design and proposed the concept of cognitive radar [2]. Then from
2009, the US military gradually introduced the concept of cognition to electronic
warfare equipment in order to improve the cognitive ability and combat effec-
tiveness of active equipment, and this also marks the formation of the concept
of cognitive electronic warfare. At present, the US military has launched a series
of cognitive electronic warfare projects: Adaptive Electronic Warfare Behavior
Learning Project (BLADE, the combat targets are communication and impro-
vised explosive devices) [3–5], Adaptive Radar Countermeasure Project (ARC,
the combat targets are radars) [4], Urban Saber Project (Radio Frequency Spec-
trum Control) [4], Cognitive Jammer Project (CJ, first-generation cognitive jam-
mer architecture) [6], Electronic Warfare Technology Project (based on adaptive
machine learning algorithms) [7], Communication under Extreme RF Spectrum
Conditions Project (COMMEX, Adaptive Anti-Jamming Communication) [8],
and Destroyer SRx system (based on Software Radio) [9]. Some of these projects
are progressing smoothly: On May 26, 2016, the US “Aviation Weekly” reported
that DARPA is handing over technologies of communications project (CommEx)
developed under the extreme radio frequency spectrum to customers, and the
Pentagon decided to integrate this technology into Link-16 data link to protect
widely used tactical data links from interference; on June 20, 2016, Lockheed
Martin announced the success of Lockheed Martin Advanced Technology Labo-
ratory (ATL) and DARPA conducted a series of flight tests at the government
test range to demonstrate the ability of the BLADE system to perform spec-
trum operations more intelligently in face of spectrum challenges. According to
market research firm (MarketsandMarkets) in Dallas, the cognitive electronic
warfare system is expected to equip US troops at the end of 2017. However,
research in the field of cognitive electronic warfare in China still remains at the
theoretical stage, which requires domestic counterparts to make more efforts.

3 An Exposition of Cognitive Electronic Warfare System

The cognitive electronic warfare system is an intelligent electronic warfare sys-
tem, which is formed on the basis of the traditional electronic warfare system
by increasing the system cognitive ability such as target recognition, intelligent
decision-making, and autonomous learning. The introduction of such techniques
as machine learning and intelligent decision enables cognitive EW systems to
have the ability to respond effectively to the time-sensitive targets, unknown
targets, and cognitive targets. This part will elaborate on the cognitive elec-
tronic warfare system from the aspects of the system function framework and
the main processing links.
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3.1 Cognitive Electronic Warfare System Functional Framework

The functional framework of a typical cognitive EW system is shown in Fig. 1.
The modules closely related to the system’s cognitive abilities are dynamic
knowledge base, cognitive agents, and resource scheduling and function man-
agers. Next, we briefly introduce these three modules.

The dynamic knowledge base contains signal feature library, countermea-
sure case library, and attack strategy library. Among them, the signal features’
library stores the typical technical characteristics of common signals, such as
frequency, bandwidth, modulation, and waveform characteristics; countermea-
sure case library mainly saves typical target samples, effective countermeasures,
available countermeasure data, and saves the countermeasure data and samples
for specific combat objectives in the form of case samples; the attack strategy
library mainly preserves the rules for selecting countermeasure strategies for dif-
ferent combat signal targets, and specific countermeasure strategies which can
be used against software resources and attack data resources.

The cognitive agent includes reasoning module, learning module, optimiza-
tion module, and strategy engine, and is responsible for the realization and
coordination of various cognitive functions. Cognitive functions include reason-
ing, learning, optimization, and strategy generation.

The resource scheduling and function manager is responsible for the schedul-
ing and control of the hardware and software resources of the entire system, and
has intersections with all modules.

3.2 Main Processing Links

According to Fig. 1, the cognitive electronic warfare system can be viewed as a
closed-loop system consisting of three OODA (“observation, positioning, deci-
sion, behavior”) cognitive rings. These three closed-loop systems are cognitive
reconnaissance loop, cognitive countermeasure loop, and cognitive effectiveness
evaluation loop [10], and the dynamic knowledge base provides the correspond-
ing target characteristics, environment, and strategy knowledge for the above
three closed-loop systems. For ease of explanation, a simplified block diagram of
a cognitive electronic warfare system is given here (Fig. 2).

Cognitive Reconnaissance Loop As the Chinese saying goes, know the
enemy and know yourself, and you can fight a hundred battles with no dan-
ger of defeat. The cognition of the cognitive electronic warfare system to the
environment is obtained through continuous interaction with the environment.
Cognitive reconnaissance loop automatically will analyze complex electromag-
netic environments (including target electromagnetic information and surround-
ing environmental information) to obtain electromagnetic environmental analy-
sis results, which provide basis for subsequent processing of targets by cognitive
reconnaissance loop. The cognitive reconnaissance loop mainly implements auto-
matic signal classification, including model feature extraction, model matching,
and sample training. The results of cognitive reconnaissance loop can be passed
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Fig. 1. Cognitive electronic warfare system functional framework.

Fig. 2. Block diagram of cognitive electronic warfare system.
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to the cognitive countermeasure loop and cognitive effectiveness evaluation loops
as data support, and can also be passed to the dynamic knowledge base as accu-
mulating samples.

Cognitive Countermeasure Loop The ability of cognitive electronic war-
fare systems to cognize and reason the battlefield electromagnetic environment
enables cognitive electronic warfare systems to respond more effectively to var-
ious types of countermeasure targets and complex battlefield electromagnetic
environments than traditional EW systems. Cognitive countermeasure loop con-
tinuously updates the decision database by constantly perceiving the surround-
ing environment. It mainly achieves the optimal countermeasure (interference or
attack) against the target, including the generation and optimization of coun-
termeasure strategies, the allocation, and optimization of interference resources.
The generated countermeasure strategies can be passed to the cognitive effec-
tiveness evaluation loop for evaluation and can also be passed to the dynamic
knowledge base for storage as reasoning cases.

Cognitive Effectiveness Evaluation Loop After confronting the threat
signal of the enemy, the cognitive effectiveness evaluation loop evaluates the
effectiveness of interference, determine whether to use the electronic counter-
countermeasures model, and infer the authenticity of the threat target, by
obtaining changes in the threat signal under our interference, radar threat signal
as an example: changes in pointing angle, recurrent frequency, and bandwidth.
In addition, the cognitive effectiveness evaluation loop can develop targeted elec-
tronic countermeasures by optimizing the countermeasure strategies adaptively
according to countermeasure effectiveness. The cognitive effectiveness evaluation
loop mainly achieves self-adaptive and high-fidelity assessment of combat effec-
tiveness. The evaluation results can be passed to the dynamic knowledge base
as accumulating samples.

4 Realization Approach to Cognitive Electronic Warfare
System

Compared with traditional electronic warfare systems, cognitive electronic war-
fare systems have obvious advantages: they can accurately perceive complex
electromagnetic environments and have the ability to effectively confront time-
sensitive targets, unknown targets, and cognitive targets. So how to achieve
cognitive electronic warfare system? This section tries to answer this question
in terms of platform architecture and key technologies.

4.1 Platform Architecture

In order to meet the functional requirements of the cognitive electronic warfare
system, we propose a platform architecture which is shown in Fig. 3. The system
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Fig. 3. Platform architecture of cognitive electronic warfare system.

consists of hardware busses, hardware resources, software modules, interfaces,
and resource scheduling and function management components.

The hardware bus implements data transmission between hardware resources
and provides support for platform monitoring and control as well as resource
scheduling and function management. The isolation and mapping between soft-
ware modules and hardware resources are accomplished through hardware and
software interfaces. Connections and interactions between platform function
modules are implemented through application service interfaces. The resource
scheduling and function management component is responsible for the schedul-
ing and management of software and hardware resources of the entire platform
and all interfaces.

The platform architecture was born out of the traditional electronic war-
fare platform based on software radio technology. It adopts a modular design
and is a generalized hardware based, functional software reconfigurable, and
developed system architecture. The system uses a developable, scalable, and
streamlined hardware as a common platform to implement functions such as
cognitive reconnaissance, cognitive interference, and cognitive effectiveness eval-
uation using reconfigurable and scalable modular software. The system has a
generalized structure, the functions are implemented flexibly, and the improve-
ment of the system is improved; at the same time, since the main functions of
the system are realized by software, various new signal processing means such
as machine learning and deep learning can be conveniently used to improve the
performance. And the system can achieve signal processing algorithm updates
and upgrades online.

4.2 Key Technologies

According to the functional structure and operational characteristics of the cog-
nitive electronic cognitive system, it is initially concluded that the technical
architecture of the cognitive electronic cognitive system is shown in Fig. 4.
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Fig. 4. Technical architecture of the cognitive electronic warfare system.

Cognitive Electronic Warfare System Platform Architecture Tech-
nology Cognitive electronic warfare needs to have flexible cognitive counter-
measures, which are mainly reflected in related functions such as rapid detec-
tion of unknown targets, intelligent attacks and strategy optimization, attack
effect evaluation, and dynamic knowledge base management. It is necessary to
use software-based radio and theory and adopt standard technologies. Through
hardware generalization, functional software, and software component design, an
open and reconfigurable system architecture is constructed to ensure the flexi-
bility and scalability of the system. A typical platform architecture is shown in
Fig. 3.

Machine Learning-Based Cognitive Reconnaissance Technology In
order to better describe the combat intent, movement characteristics, and func-
tional characteristics of combat targets, electronic warfare systems need to
acquire more information from complex electromagnetic environments and col-
lect and sort out effective signals based on richer target characteristics. Through
the threat feature learning and adaptive signal processing, the target signal char-
acteristics are obtained. After collecting enough unknown signal features, the
target signals are classified and identified through machine learning algorithms
such as fuzzy clustering and neural networks, thereby constructing reconnais-
sance technologies with real-time cognitive abilities.

Smart Attack Strategy Generation Technology The technology for the
development of the best electronic attack strategy based on the knowledge of
the hardware, protocols, operating methods, software, and firmware of the com-
bat target. Specifically, the technology is a kind of interference optimization and
decision-making technology. According to the information that is perceived, the
optimal interference strategy is given under constraints of system resources and
user requirements. Ant colony optimization, neural networks, and other algo-
rithms can be used to solve nonlinear interference resource allocation problems
and achieve efficient and robust multi-target attacks.
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Attack Effectiveness Assessment and Dynamic Feedback Technology
The battle damage effect of the current attack strategy is evaluated by the
technology, and the evaluation result is fed back to the system to judge the per-
formance of the previous attack strategy, and optimization learning is performed
by giving a reward value and a penalty value, thereby ensuring system functions
evolution. The attack effectiveness assessment model can be constructed through
cloud model, game theory, and gray system theory.

Dynamic Knowledge Base Technology The dynamic knowledge base is a
key module of the cognitive electronic warfare system that is different from the
traditional electronic warfare system, and it is also a strong support for other
cognitive modules of the cognitive electronic warfare system to effectively realize
the cognitive function. The dynamic knowledge base includes signal signature
database, confrontation case database, and attack strategy database, and stores
the results of cognitive reconnaissance, cognitive interference, and cognitive effec-
tiveness evaluation in different forms. The dynamic knowledge base is the basis
of the system for learning and reasoning; it provides the basis for the function
realization and optimization of each module of the system through pre-given
prior knowledge and dynamic accumulation. The dynamic knowledge base sys-
tem can be constructed based on the Oracle database system. And in order to
facilitate the retrieval and maintenance of data information, the manual interface
of knowledge base needs to be reserved.

5 Conclusion

At present, the development of artificial intelligence technology is in full swing,
and the electromagnetic environment in the battlefield is becoming increasingly
complex; the intelligentization and recognition of electronic warfare systems are
the trends of the day [11]. This article elaborates the connotation of the cogni-
tive EW system and its development status at home and abroad, analyzes the
functional framework of the cognitive electronic warfare system, and introduces
the three closed-loop processings: cognitive reconnaissance, cognitive confronta-
tion, and cognitive effectiveness assessment. In order to explore the realization
of cognitive electronic warfare system, a cognitive electronic warfare platform
architecture is proposed, and the functional requirements and key technologies
of the platform are emphatically analyzed. Taking into account the upgrade
cost and simplicity, the architecture of the cognitive electronic warfare platform
proposed in this paper is not significantly different from traditional electronic
warfare platforms in hardware infrastructure. After the system compatibility is
well coordinated, we can upgrade the software module in the existing equipment
directly to achieve the renewal of the electronic warfare system and effectively
improve the combat effectiveness of the system.
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Abstract. The geomagnetic field is a vector field, and its elements in different
regions can match the latitude and longitude uniquely (Fairfield and Mead in J
Geophys Res 80(4):535–542, 1975) [1]. Therefore, an intuitive understanding of
the geomagnetic information on exploration area is vital for geomagnetic nav-
igation or flight path planning (Matteo and Morton in Radio Sci 46(4), 2016)
[2]. The method proposed in this paper will get the geomagnetic information,
which reflects the geomagnetic characteristics more intuitively after visualiza-
tion. In addition, the characteristics of three geomagnetic models, EMM, WMM,
and IGRF, are also compared and analyzed, which will be used for reference
when planning the flight path (Kim and Chang in Adv Space Res 61(8), 2018)
[3].

Keywords: Geomagnetic field � Geomagnetic models � Flight path planning

1 Introduction

The geomagnetic field, as an inherent resource of the earth, and its geomagnetic ele-
ments can be applied in the aspects of geological survey, mineral resources exploration,
and so on. Geomagnetic model is developed to approximate or describe the temporal
and spatial variation of the geomagnetic field.

The geomagnetic models EMM2017, WMM2015, and IGRF12 are used to
describe geomagnetic information in this paper, and the characteristics of the three
models in describing different regions are compared and analyzed [4]. The magnetic
source described by EMM includes the core and the crust of earth, and it is expanded to
790 orders with spherical harmonic function. The magnetic source described by WMM
includes only the core of the earth, and it is expanded to 12 orders with spherical
harmonic function. IGRF describes a magnetic source that includes only the core of the
earth [5].
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2 The Application and Comparison of Geomagnetic Models
in Flight Path Planning

The geomagnetic information to be compared in this paper is total field, geomagnetic
inclination, geomagnetic declination, horizontal gradient, and vertical gradient. The
testing regions are Harbin, Beijing, Shanghai, Hainan, Xi’an, and Urumqi. Take Bei-
jing, Hainan, and Urumqi, for instance, the geomagnetic information obtained from
different geomagnetic models of the same flight path in each region is as followed,
where F indicates the total field, D indicates the magnetic deviation, I indicates the
magnetic inclination, Gh indicates the horizontal gradient, and Gv indicates the vertical
gradient [6] (Table 1).

2.1 The Visualization Process of Total Field, Geomagnetic Inclination,
and Geomagnetic Declination

Two points are determined on the electronic map, and the track determined by two
points is captured and interpolated, so that the longitude and latitude sequence of the
track is obtained. Then, after the uniform interpolation between the beginning and the
termination height of the input, the height sequence is constructed. The GPS infor-
mation is formed by combining the longitude and latitude sequence with the altitude
sequence, and then input the GPS information into the geomagnetic model to obtain the
total field, geomagnetic inclination, and geomagnetic declination.

2.2 The Visualization Process of Horizontal Gradient

The method of determining the latitude and longitude sequence of the flight path is the
same as above. Then we use the input altitude as the height of the entire track sequence.
The GPS track information is formed by combining the longitude and latitude sequence

Table 1. Geomagnetic information presented by different geomagnetic models in Beijing,
Hainan, and Urumqi

Beijing Hainan Urumqi
EMM WMM IGRF EMM WMM IGRF EMM WMM IGRF

F (nT) Min 54,525 54,580 54,580 44,180 44,150 44,150 57,075 56,928 56,935
Max 54,700 54,650 54,650 44,300 44,325 44,325 57,090 56,933 56,941

D (°) Min −7.18 −6.92 −6.72 −1.92 −1.90 −1.85 2.75 2.87 2.85
Max −7.12 −6.86 −6.86 −1.65 −1.65 −1.65 2.77 2.91 2.90

I (°) Min 59.00 59.14 59.10 27.66 27.82 27.76 64.72 64.60 64.60
Max 59.05 59.17 59.14 27.78 27.92 27.84 64.72 64.65 64.62

Gh (pT/m) Min 0.00 0.00 0.00 −1.00 0.58 0.58 −4.00 0.00 0.00
Max 2.60 0.22 0.24 −2.00 0.61 0.62 1.00 0.15 0.50

Gv (pT/m) Min 19.40 26.20 26.17 11.32 12.42 12.37 24.10 28.06 28.06
Max 19.80 26.21 26.18 11.42 12.42 12.37 24.50 28.08 28.08
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with the altitude sequence, and the horizontal magnetic field intensity of the track point
is obtained by input the GPS information into the geomagnetic model. Then, the
spherical distance of the adjacent track points on the sphere of earth can be calculated
according to the following formula:

d ¼ 2r arcsinð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2ðu2 � u1

2
Þþ cosðu1Þ cosðu2Þ sin2ð

c2 � c1
2

Þ
r

Þ ð1Þ

where d indicates the distance between two points on the sphere of earth, r indicates the
radius of earth, u1 and u2 indicate the latitude of two points, and c1 and c2 indicate the
longitude of two points. Longitude and latitude are in radians. According to the dis-
tance and the difference value between two adjacent points, the horizontal gradient Gh

of this track can be calculated.

2.3 The Visualization Process of Vertical Gradient

The longitude and latitude of a given point are set as the longitude and latitude of the
whole track sequence, and the height sequence is generated by interpolation between
the given starting and terminating height values. The vertical magnetic field intensity
on the track can be calculated by inputting the complete vertical GPS track sequence
into the geomagnetic model. According to the distance and the difference value
between two adjacent points, the vertical gradient Gv of this track can be calculated.

3 Conclusion

After testing in these regions, most of the total field values described by EMM are
slightly larger than those of WMM and IGRF, part of the reason can be attributed to the
fact that EMM describes the more geomagnetic source. The values of the three models
show a small difference for geomagnetic inclination and geomagnetic declination.
Besides, there are some jump values in horizontal gradient calculated by EMM and
most of the vertical gradient values described by EMM are smaller than those of WMM
and IGRF.

According to the analysis above, when the flight path is planned according to the
total field intensity, magnetic inclination, or magnetic declination, three kinds of
geomagnetic models are all feasible. When the flight path is planned according to the
horizontal gradient or vertical gradient, there are some jump values calculated by
EMM, so WMM or IGRF is a better choice.
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