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A Length and Width Feature Extraction
Method of Ship Target Based on IR Image
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Abstract. Length and width feature of ship target is usually used as the initial
criterion for ship type. A length and width feature extraction method of ship
target based on IR image is proposed in this paper. At first, the preprocesses
such as denoise and contrast enhancement are carried out, then the Hough
transform is employed to detect the sea-sky-line, and the target potential area is
determined, then edge detection and expansion and hole filling are used to
obtain the whole connected region of the target. Finally, the minimum enclosing
rectangle of the connected region is obtained according to the minimum area
criterion, and the length and width of the minimum enclosing rectangle is the
length and width of the ship target. The experimental results show that the
method can effectively extract the length and width feature of ship target in
complex sea-sky background, then with other auxiliary information can realize
ship target recognition.

Keywords: Feature extraction - Ship target - IR image - Area detection -
Minimum enclosing rectangle

1 Introduction

Feature extraction of IR image is the key step for target recognition, which directly
affects the recognition result. Because of its advantages of simple intuition, high effi-
ciency and easy extraction, length and width feature is often used as the initial decision
of ship type. In foreign laboratories, size, area, and other geometric features are usually
as the criterion for ship recognition. For different ship types, the size and structure
embodied in IR image are different. Therefore, according to the extracting result of
length-width ratio, the ship type can be judged preliminarily, and then the ship target
can be identified effectively with other features [1]. Length-width ratio can be a ratio of
length to height or width to height, and this paper refers to the ratio of ship deck length
to ship height above waterline.

In the research of length and width feature extraction, Askari and Zerr [2] proposed
to use the length-width ratio as a preliminary indicator of ship type in 2000.

Yan Chen: Mainly research on optical image processing, automatic target recognition and so on.
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Subsequently, Gao [3], Wu et al. [4] carried out the length and width feature extraction
of ship target in SAR images. For IR image, since the detector is always affected by
itself noise, system transfer function, relative motion between detector and ship target,
complex sea environment and so on, the signal-to-noise ratio and contrast of IR ship
image are not ideal, and the length and width feature extraction of ship is difficult. This
paper studies a length and width feature extraction method of ship target based on IR
image. Firstly, the IR image denoising and contrast enhancement are carried out, and
then edge extraction, expansion and hole filling are used to obtain the whole connected
region of the target, finally, the minimum enclosing rectangle of the connected region is
obtained according to the minimum area criterion, and the length and width of the
minimum enclosing rectangle is the length and width of the ship target.

2 Preprocessing of IR Image

IR detector always affected by itself noise, system transfer function, relative motion
between detector and ship target, background clutter and atmospheric transmission and
other factors, IR image always shows the characteristics of large noise, low contrast
and blurred edge, which seriously affect the accuracy of length and width feature
extraction of ship target, thus preprocessing is essential.

2.1 Denoising

The traditional image denoising algorithms such as low-pass filter, middle filter, and
average filter always smooth the high-frequency information while denoising, which
means smoothing the target edge information. Aiming at the image features of sea
surface target, the 3D block-matching (BM3D) algorithm [5, 6] is employed to denoise
the image. The flowchart of BM3D algorithm is shown in Fig. 1.

Noisy Step 1 . Basic estimate Step 2
e A | ! ] ) Final
H ¢ 1 Block-wise estimates —+ Aggregation = S Block-wise estimates =+ Aggregation =+ Wiener
! 1 h t + 1 | t estimate
(il P +
£ | Inverse 3D transform L] Inverse 31} transform L
| Grouping by Grouping by t I
| block-matching  yorg thresholding - - - S l"“"lf?.’""‘.‘.".}.'_“'ﬁ Wicner filtering - - - = -'L;..}':
v f cight L ' .r eight
2= — 3D transform Z=£ZZ 2 3D vansform

Fig. 1. Flowchart of BM3D

BM3D algorithm not only uses the similarity and redundancy of image, but also
combines the threshold method of transform domain, thus it is a multi-scale and non-
local denoising algorithm. Firstly, the image is divided into blocks, and then 2-D image
blocks are constructed according to the similarity of blocks. Finding blocks that are
similar to the reference one (block-matching) and stacking them together to form a 3-D
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array(group), then perform collaborative filtering to the 3-D array, at last inverse
transform is performed to get the denoised image. BM3D algorithm can effectively
maintain the target edge information while effectively removing noise.

2.2 Contrast Enhancement

Due to the dynamic range of IR detector, IR images have poor contrast and fuzzy edge,
especially for the ship target. Due to the influence of sea surface environment, the
image seems to be covered with fog, which results in poor image contrast. The contrast
stretching algorithm is used to enhance the contrast of the ship target image, and the
formula is as follows [7]:

1
s=T(r) = W (2.1)

where, r represents the brightness of the input image, and s is the corresponding
brightness of the output image. m usually takes the average value of the whole image,
and E is used to control the slope of the function, and it can adjust itself according to
the image stretching effect.

3 Area Detection of Ship Target Based on Morphological
Processing

3.1 Sea-Sky-Line Detection

According to the characteristic that remote sea surface target always appearing near the
sea-sky-line, through detecting the sea-sky-line position to determine the target
potential area can greatly reduce the search scope, and eliminate the disturbance of
cloud and sea clutter, then increase the probability of target detection in single frame
image, and reduce the false detection rate.

Considering that Hough transform is robust to image noise and line segment dis-
continuities [8], it is employed in this paper for sea-sky-line detection. The basic idea of
Hough transform is the duality of point to line, through detecting the local maximum of
parameter space, the corresponding line can be found in the image [9]. In order to
detect the longest line in the image, the maximum value of the parameter space is
detected.

After the sea-sky-line is detected, the upper and lower o region of the sea-sky-line
is deemed to target potential area, which greatly reduces the computation of subsequent
image segmentation and target recognition, at the same time restrains the disturbance of
external area. Because the sea-sky-line detection is only to determine the target
potential area, even if the location of the sea-sky-line is offset, it will not affect the
target detection result.
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Area Detection of Ship Target

Extracting the edge contour of the target effectively is the key to automatic target
detection, a variety of edge detectors are commonly used for edge extraction, such as
Sobel operator, Prewitt operator, Canny operator, and so on. Edge detectors usually
detect the discontinuity of image brightness, thus the detected edge is usually not
continuous, which may contain background region with wide range brightness, and
may also include a lot of subregions of the target, but not the whole edge contour of the
target. Thus, on the base of edge detection, morphological method is used to remove
the edge fragment and connect the correlative regions, and finally extract the edge
contour of target, thus realize the target automatic detection. The flowchart is shown in
Fig. 2 [10].

(a)

(b)

©

Edge detection

'

Edge fragment
removal

A

Region connection

A
Output the result

Fig. 2. Flowchart of automatic detection based on morphological processing

The main steps are as follows:

Edge detection. Edge detection is easily disturbed by noise, and some weak edge
is not effectively detected, thus, Canny detector with threshold is used for edge
detection, which not only can effectively restrain noise disturbance, but also can
availably detect the strong edge and weak edge.

Edge fragment removal. In edge detection, the region with wide range brightness
in the background is always mistaken for the target region, these regions are
always small and are not connected to the real target region, which we call edge
fragment. By using the connectivity of pixels, the detected edges are divided into
several connected parts, and the area of each part is calculated, and the areas
smaller than the certain threshold is removed.

Region connection. The detected target region may be composed of a lot of
unconnected small regions, and the dilation operation in morphology is employed
to extend the edge. The dilation operation is as follows:
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g=fo®B (3.1)

where f represents the result image after edge fragment removal, B is the structure
element, and & is the dilation operation in morphology.

On the basis of edge extension, the hole filling in morphology is adopted to fill
these small regions into a whole target region, that is, the connectivity of the target
regions is achieved. The pixel values of the image after region connection contain only
0 and 1, the target region is 1, and other region is 0. So far, the area detection of ship
target is realized.

4 Length and Width Feature Extraction of Ship Target
Based on Minimum Enclosing Rectangle

Minimum enclosing rectangle is the maximum range of some two-dimensional shapes
which represented with two-dimensional coordinates, such as point, line, polygon, and
so on. That is the rectangle determined by the maximum abscissa, the smallest abscissa,
the maximum ordinate, and the minimum ordinate in the vertex of a given two-
dimensional shape. The enclosing rectangle can be obtained for each ship target in
every direction, in which conforms to the judgment criterion is the minimum enclosing
rectangle. Typical criteria such as maximum target-background pixel number ratio,
minimum circumference of enclosing rectangle, minimum area of enclosing rectangle.
In this paper, the minimum area is used as the criterion, and the length and width of the
minimum enclosing rectangle is the length and width of the ship target. The specific
steps are as follows:

(a) According to the detected region of the ship target, finding the number and
coordinates of the pixel points on the boundary of the region;

(b) Finding the coordinates of the convex hull point of the boundary pixels;

(c) Rotating the boundary of convex hull points with a small angle step in 90°, in
each rotation, recording the maximum and minimum coordinate values of the
enclosing rectangle boundary points in direction of coordinate system;

(d) Calculating the area of these rectangles according to the coordinate value, and the
rectangle with smallest area is the minimum enclosing rectangle, and its length
and width is the length and width of the ship target, thus the length-width ratio of
the ship target can be obtained.

5 Experimental Results

A representative IR image with ship target and sea-sky background is selected to
validate the proposed method. Figure 3 is the real navigating ship IR image sized
240 x 320 with obvious noise and low contrast. Before detecting the sea-sky-line,
preprocessing operation which contains BM3D and contrast stretching is executed, and
the pretreated result is shown in Fig. 4. Compared with the original image, in the
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Fig. 3. Original IR ship image

Fig. 4. Pretreated result

pretreated image, the noise is mostly removed, and the image contrast is enhanced
obviously, which is beneficial to sea-sky-line detection.

Hough transform is used to detect the sea-sky-line of the pretreated image. The
result is shown in Fig. 5.

In order to avoid the disturbance of sea clutter, the whole region above the sea-sky-
line and the following n rows below the sea-sky-line (n = 10 in this paper) are
extracted as the target potential region, and the rest regions are set to 0. After edge
detection and edge fragment removal, the result is shown in Fig. 6.

Fig. 5. Result of sea-sky-line detection
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Fig. 6. Result of edge detection and edge fragment removal

The image in Fig. 6 does not include background region that is mistaken for the
target, but the target is divided into several disconnected small regions, the dilation
operation and hole filling are executed to connect these small regions, and the result is
shown in Fig. 7.

Fig. 7. Result of region connection

The obtained minimum enclosing rectangle is shown in Fig. 8 according to the
minimum area criterion. The long axis of the ship target is 153 pixels, the short axis is
26 pixels, and the length-width ratio is 5.88. Then combining distance, course and other

Fig. 8. Minimum enclosing rectangle of ship target
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information, the size of the ship target can be obtained, which is beneficial to ship
target recognition.

6 Conclusions

The length and width feature of ship target is often used as the initial criterion of ship
type. In this paper, a length and width feature extraction method of ship target based on
IR image is studied. Based on denoising, contrast stretch and sea-sky-line detection,
edge detector is used for edge detection, through morphological processing such as
expansion and hole filling, the whole connected region of ship target is obtained, at last,
seeking the minimum enclosing rectangle according to minimum area criterion, and the
length and width of the minimum enclosing rectangle is the length and width of the
ship target. The experimental results show that the method is adaptable, and it can
effectively extract the length and width feature of ship target in complex sea and sky
background, and then combine other auxiliary information to achieve effective
recognition of ship target.
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Abstract. The contrast of lunar images is low, and few features can be
extracted. Therefore, lunar images can be hardly matched with high accuracy.
A lunar image matching method based on features from accelerated segment test
(FAST) feature and speeded-up robust features (SURFs) descriptor is presented.
First, entropy of image is adopted to automatically compute threshold for
extracting FAST features. Second, SURF descriptors are used to describe can-
didate features, and then initial matches with nearest neighborhood strategy are
obtained. Third, outliers are rejected from initial matches by RANSAC-based
model estimation strategy and homography constraint. Experimental results
show that the proposed method can get enough image correspondences and the
matching errors are less than 0.2 pixels. It indicates that the proposed method
can automatically achieve high-accuracy lunar image matching and lay good
foundation for subsequent lunar image stitching and fusion.

Keywords: Image matching + Moon image - FAST - SURF

1 Introduction

With the progress of rocket propulsion, sensor technology, and image acquisition, more
and more high-resolution lunar images are captured, which can be used to obtain useful
information about the 2D and 3D information about the surface of the moon. Image
matching is the premise for getting 2D and 3D data. Image matching is the process to
find the corresponding points on different images of the same spatial point, which is the
basis for further image processing, such as image mosaic and image fusion.

In recent years, the state-of-the-art image matching methods are feature-based
matching methods. Common features used for image matching include corner features,
such as Harris, CSS, and SUSAN [1-3], as well as blob features, such as DoG [4, 5]
and FH [6-8], and zone features such as MSER [9]. SIFT and SURF are two com-
monly used feature extraction and description methods. SIFT algorithm includes DoG
detection operator and SIFT descriptor, and SURF algorithm includes FH detection
operator and SURF descriptor. They can achieve scale, rotation, and illumination
invariance and partly viewpoint invariance. Compared to blob features and zone fea-
tures, corners are easy to detect and fast, which usually appears near the actual corner
points. Corner features have strong physical meaning and are still widely used in image
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matching. Especially in recent years, with the advent of fast corner detector, such as
FAST [10, 11], AGAST [12], and BRISK [13], corners play more important role in
image matching.

Lunar remote sensing images are different with common images. The distribution
of gray levels is compact resulting in low image contrast. Therefore, when carrying
image matching with the above features and usual threshold, it can hardly get enough
features leading to inaccurate matching precision. One alternative method is to man-
ually adjust the threshold for feature extraction, but this will greatly affect the automatic
level of image matching. Therefore, lunar image matching based on FAST features
with adaptive threshold is proposed. Contrast thresholds for image matching are
automatically computed based on information entropy for matching image pair,
respectively. The thresholds are used to extract FAST features. Then a dominate ori-
entation is assigned to each feature, and SURF descriptor is computed along this
dominate orientation to achieve rotation invariance. Finally, RANSAC-based homog-
raphy estimation method is used to reject false matches, which can effectively improve
the accuracy of the model estimation.

2 Adaptive Threshold Strategy

2.1 Overview of FAST Algorithm

FAST detects corners according to the self-dissimilarity of the candidate pixels with its
surrounding pixels [10]. The FAST algorithm operates by considering a circle of
sixteen pixels around the corner candidate p. Point p is classified as a corner if there
exists a set of n contiguous pixels in the circle which are all brighter than the intensity
of the candidate pixel I, + ¢, or all darker than I, — ¢, as illustrated in Fig. 1. Con-
tinuous n brighter or darker points mean the dissimilarity with its surroundings of p is
low and then it is determined as corners, or reject. There exist different choices of n,
such as 9, 10, 11, 12, resulting in different versions of FAST (FAST-9, FAST-10,
FAST-11, and FAST-12). FAST-ER is a new version of FAST-n with higher
repeatability [11], but low computing efficiency. Comparison studies show FAST-9 is
best in different versions of FAST including FAST-ER. FAST-9 is fast, and its

Fig. 1. Illustration of corner detection in an image patch
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repeatability is almost the same with FAST-ER, even better in some cases. The
computing efficiency of FAST-9 is more than 100% above FAST-ER. Therefore, in the
following of the paper FAST-9 is chosen to detect features.

2.2 Analysis of FAST to Images with Different Contrast

As mentioned above, FAST detects corners with a contrast threshold ¢, which affects the
adaptability of the FAST to images with different contrast. Literatures [10, 11] recom-
mend that t is chosen between 35 and 40. In fact, the gray scale and contrast of images
captured in different illumination conditions vary alot. There is no uniform threshold t for
all images. The Leuven images in Graffi standard test image set are images of the same
scene under different illumination conditions, including six images, as shown in Fig. 2,
representing different illumination conditions and contrast changes [14].

(b) leuven2 (c) leuven3

(d) leuven4 (e) leuven5 (f) leuven6

Fig. 2. Different images of the same scene under different illumination conditions

Two experiments are carried out to analyze the effects of threshold ¢ and image
contrast change on amount of features. First, detect corners to Fig. 2a with varying
threshold from 20 pixels to 120 pixels with interval 5 pixels. Second, detect corners
with fixed threshold ¢ = 40 to all the six images shown in Fig. 2. The resolution of the
images used in the experiment is 500 * 900, and the experimental results are shown in
Fig. 3.

Figure 3a shows feature detection results with different thresholds on image leu-
venl. From the experiment results, it is known that the number of features decreases
with the increase of the threshold 7. When ¢ = 40, 2249 features are detected and when
t = 40, only 407 features are detected. Figure 3b shows feature detection results with
fixed threshold to images from leuvenl to leuven6. It can be concluded that the number
of features detected also decreases with the decreasing of image contrast. For example,
when ¢ = 40, the number of detected features of the leuvenl is about 3.5 times that of
the leuven6. Therefore, the number of feature detected is related to the image contrast
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Fig. 3. Feature detection results

and threshold 7. So the threshold ¢ should be selected according to the change of image
contrast to ensure the algorithm can adapt to images with different contrast.

2.3 Adjusting Contrast Threshold Using Entropy

Different images have different scenes, gray scales, and ambiguity, and therefore, there
is no universal threshold suitable for all images. The adaptive threshold-adjusting
strategy proposed here is only applicable to lunar images or images similar to lunar
images. The remote sensing lunar images have narrow gray scale, and edges and
corners of the image are not apparent. Besides, there are obviously bright and dark
areas, as shown in Fig. 5. We need to calculate the contrast threshold based on the
characteristics of the lunar image. The key to compute the contrast threshold auto-
matically is how to measure the contrast of the lunar image. Image contrast is related to
the distribution of image gray scale. Generally speaking, image contrast varies with the
distribution of the gray scale. When the distribution of the gray scale is narrow, the
image contrast and the entropy of image are low. When the distribution of the gray
scale is even, the image contrast and the entropy of image are high. Therefore, the
image entropy can be used to describe the contrast of the image. In order to measure the
entropy in the range [0, 1], the image entropy is normalized by its possible maximum
value, as shown in Eq. (1):

— > 2opilog2(pi)
log2(L)

(1)

norm_image_entropy =

where p; represents the proportion of pixels with gray level equating to i, and i varies
from O to 255 with integer value. L represents the number of the gray level of the
image, and it is 256. log2(L) represents the maximum entropy when the gray scale is
evenly distributed to all 256 gray levels. The values of normalized entropy of leuvenl
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are 0.96, 0.91, 0.88, 0.84, 0.80, and 0.76, respectively. It can be inferred that the
normalized entropy varies with the image contrast. The following steps are used to
determine the adaptive threshold of image based on image entropy.

First, determine the reference threshold f,. The reference threshold is the basis of
the subsequent adaptive threshold calculation. It is the threshold when the image
normalized entropy is greater than 0.9. The original FAST algorithm recommends that
1o should be selected between 35 and 40 empirically.

Second, compute normalized entropy for matching image pair using Eq. (1).

Third, determine the adaptive contrast threshold t_auto based on Eq. (2). The
exponent function is used to nonlinearly map the reference threshold #, to (0, #y).

t_auto = (2normAimageAentr0py _ 1) X 1o (2)

3 Feature Description and Matching

After feature detection, the classic SURF descriptors are used to describe each feature
for matching. SURF descriptors are fast, have invariance to image scale, rotation,
illumination, and certain viewpoint changes, and have been widely used in stereo
image matching. The detailed construction procedure can be referred in [6]. Feature
description and matching are as follows.

First, determine the dominate orientations with the method of SURF. The dominate
orientation is the starting direction of the local neighborhood coordinate system for
each feature. The dominate orientation is used as a reference direction for matching,
and therefore, the rotation invariance can be realized. Feature scale represents the size
of local neighborhood for computing feature descriptor. When lunar satellites scan the
moon surface, the flight height changes little. So the image scales of the same region
have little change, and so feature scale is not considered. Scale factors are set to 1.

Second, build SURF descriptor for each feature centered at the FAST feature,
taking the dominate orientation as reference and scale as 1. Theoretically, the SURF
descriptors corresponding to the same space point have a higher similarity. This is the
basis for false matches rejecting.

Third, KD tree searching strategy is used to get the nearest matching point and the
second nearest matching point. When the ratio of nearest matching point and the
second nearest matching point is less than the given threshold, the candidate matching
is considered to be the correct match. According to the literature [4], the threshold is
determined to be 0.7.

Fourth, RANSAC-based strategy and homography constraint are used to eliminate
mismatches. The fluctuation of the moon’s surface is much smaller than the height of
the lunar satellite. Therefore, we can assume that the surface of the moon is planar. The
transformation induced by images of the same scene is homography. Homography is a
strong constraint, and under the constraint of homography, matching points from dif-
ferent images are mapped one to one, as shown in Eq. (3), where that x, and x, are
image points belonging to the same spatial point. If more than four pairs of matches are
obtained, the homography transformation matrix H can be solved.
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X :er (3)

After the third step, large number of matches can be obtained. However, there are
still many mismatches. In order to further reject false matches (outliers), RANSAC-
based strategy is used to estimate homography matrix and eliminate the false matches.
Two main parameters, random sampling times N and threshold for determining inliers
(correct matches) and outliers, are needed. The random sampling times N depends on
the ratio of the inliers in initial matching set. After the initial match, the ratio of the
inliers is usually higher than 85%. In order to ensure the random selected 4 matches are
inliers, at least 10 random sampling is needed. To improve the robustness, the number
of random sampling is increased. N is set to 50, and after 50 times of random sampling,
the probability of error occurrence is about 10™"7. The sum of the mutual Euclidean
distance between the transformation point and the matching point is used as the error
function as shown in Eq. (4). The threshold value is set to 0.2 pixels. When the error is
less than 0.2, the matches are determined as inliers that are correct matches. Or the
matches are determined as outliers.

e =|x,—Hx,||, + |}x,—H x|, (4)

4 Experiments

Experiments are carried out with actual lunar image. The images used are from the
International Planetary Society [15], who collects large dataset of lunar images taken
by different nations, including Chinese Chang’e mission. The testing images have
certain degree of rotation, illumination and blur changes, and small viewpoint changes.
The resolution of Fig. 4a—f is 1000 * 800.

(a) testing image pair 1 (b) testing image pair 2 (c) testing image pair 3

it e i
T~ F i ."’:w 1 ,d/f"{” - f: i:# v
el e T W s

(d) testing image pair 4 (e) testing image pair 5 (f) testing image pair 6

Fig. 4. Testing images
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The gray scale of lunar image is narrow. Therefore, the reference threshold ¢ is set
to 25, which is lower than the recommended value. The experiment results and the
auto-computed threshold are shown in Table 1. From Table 1, it can be seen that the
above strategies can automatically calculate the threshold for lunar images with dif-
ferent contrast. There are more than 3000 matches for Fig. 4a, c, and the transformation
error is less than 0.1 pixels. There are more than 700 matches for Fig. 4b, e, f, and the
matching error is less than 0.15 pixels. There are far less matches for Fig. 4d, but the
error after matching is still less than 0.06, which indicates that the accuracy of
homography estimation is accurate.

Table 1. Experiment results with adaptive threshold

Figure | Adaptive threshold Fixed threshold
No. of matches | Trans. errors | Adaptive threshold | No. of matches | Trans. errors

4a 3008 0.06 20.4, 20.6 1551 0.04
4b 1018 0.02 18.4, 19.1 281 0.03
4c 3660 0.03 19.4, 20.3 1694 0.02
4d 279 0.06 14.3, 14.0 9 0.08
4e 791 0.14 20.3, 20.3 197 0.13
4f 753 0.14 19.0, 19.2 114 0.12

For comparison, matching experiment with fixed threshold is also carried out here.
The threshold is 35, which is the original algorithm recommended. The experiment
results of fixed threshold are shown in the right two column of Table 1. It can be
concluded that the original FAST algorithm recommends a higher contrast threshold
and is not suitable for lunar image matching. The adaptive threshold-adjusting strategy
is suitable for lunar image matching. The matching results of Fig. 4b, d, f with lines
connecting the matching image pairs are shown in Fig. 5.

5 Conclusion

In order to achieve automatic lunar image matching, a matching method based on
FAST features with adaptive threshold is proposed. The proposed method adopts
entropy and reference threshold to automatically compute the contrast threshold for
extracting FAST features, which can effectively promote the adaptability of FAST
features. When matching, SURF descriptors and RANSAC-based homography-
estimating strategy are used to improve the accuracy of matching. The experiment
results show that the method is effective and suitable for lunar image matching. The
automatic level and accuracy of matching are both improved, which lay good foun-
dation for subsequent image mosaic and fusion. The disadvantage of this method is that
the adaptability of adaptive threshold-adjusting strategy needs further improved to
adapt to a wider variety of images.
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Fig. 5. Part of the image matching result

References

10.

11.

12.

. Cheng C, Wang X, Li X. UAV image matching based on surf feature and Harris corner

algorithm. In: Proceedings of 4th international conference on smart and sustainable city;
2017. p. 1-6.

. He XC, Yung NHC. Curvature scale space corner detector with adaptive threshold and

dynamic region of support. In: Proceedings of international conference on pattern
recognition, vol. 2; 2004. p. 791-4.

. Huiging Z, Lin G. Image registration research based on SUSAN-SURF algorithm. In:

Proceeding of the 26th Chinese control and decision conference; 2014. p. 5292-6.

. Lowe DG. Distinctive image features from scale-invariant keypoints. Int J Comput Vis.

2004;60(2):91-1.

. Ma W, Wen Z, Wu Y, et al. Remote sensing image registration with modified SIFT and

enhanced feature matching. IEEE Geosci Remote Sens Lett. 2017;14(1):3-7.

. Bay H, Ess A, Tuytelaars T, et al. Speeded up robust features. Comput Vis Image Underst.

2008;110(3):346-59.

Cheon SH, Eom IK, Moon YH. Fast descriptor extraction method for a SURF-based interest
point. Electron Lett. 2016;52(4):274-5.

Wei Q, Qiao L, Cheng H, Yaohong X, et al. Strategies of improving matching accuracy
about SURF. In: Proceedings of first international conference on electronics instrumentation
& information systems; 2017. p. 1-6.

Matas J, Chum O, Urban M, et al. Robust wide baseline stereo from maximally stable
extremal regions. Image Vis Comput. 2004; 22(10):761-7.

Rosten E, Drummond T. Machine learning for high-speed corner detection. In: Proceedings
of European conference on computer vision, vol. 1; 2006. p. 430—43.

Rosten E, Porter R, Drummond T. Faster and better: a machine learning approach to corner
detection. IEEE Trans Pattern Anal Mach Intell. 2010;32(1):105-19.

Mair E, Hager GD, Burschka D, et al. Adaptive and generic corner detection based on the
accelerated segment test. In: Proceedings of ECCV 2010, volume 6312 of Lecture Notes in
Computer Science; 2010. p. 183-96.



13.

14.

15.

Lunar Image Matching Based on FAST Features ... 19

Stefan L, Chli M, Siegwart RY. BRISK: binary invariant scalable keypoints. In: Proceedings
of the IEEE international conference on computer vision; Barcelona, IEEE; 2011.
p. 2548-55.

Tuytelaars T, Mikolajczyk K. Local invariant feature detectors: a survey. Found Trends
Comput Graph Vis. 2007;3(3):177-280.

http://www.planetary.org/.


http://www.planetary.org/

)

Check for
updates

Image-Based Detecting the Level of Water
Using Dictionary Learning

Jingiu Pan, Yaping Fan, Heng Dong(g), Shangang Fan, Jian Xiong,
and Guan Gui

College of Telecommunication and Information Engineering, Nanjing University
of Posts and Telecommunications, Nanjing 210003, China
heng. dong@163. com, guiguan@njupt.edu.cn

Abstract. This paper proposes a novel method to detect the water level of a
river or reservoir. Images of the ruler which is used to measure the water level
are obtained easily from a camera installed on the bank. Based on the property
of the images captured by the camera, the problem of water level calculation can
be transformed to the problem of classifying each image into two classes of ruler
and water. As dictionary learning model has shown, its ability and efficiency in
image classification problems, it is utilized in this paper to solve the problem of
water level detection.

Keywords: Water level detection - Dictionary learning - Image classification

1 Introduction

As a big country of water resources, the problem of water security seriously affects the
sustainable development in China. Rainy season makes it really important to prevent
flooding by mastering water level information of rivers and reservoirs. However,
research has found that most of the rivers and reservoirs in China still rely on manual
observation of water levels.

In order to liberate the workforce, automatic water level detection has been studied
for a long time. At present, most common non-artificial water level measurement
methods use sensors to automatically collect analog signals, and then convert them to
water level in different ways. In terms of the way it senses water levels, these water
level detection methods utilizing sensors can be divided into two types as non-contact
type [1, 2] and contact type [3-5].

Nevertheless, these methods with sensors usually have several disadvantages. Both
non-contact and contact type sensors have a prominent problem of high cost as well as
their sensitivity to the surrounding environment. What’s more, most of the non-contact
type sensors are not universal while contact type sensors are vulnerable because of the
continuous water pressure. In case of these problems, several water level detection
methods using image processing instead of water sensors are proposed [6]. In [6], an
additional reference indicator needed to be installed and this will no doubt consume
extra cost.
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As dictionary learning models have shown their great performance in many distinct
tasks, including the task of image classification [7, 8], which is the main goal of water
level detection, this paper proposes a water level detection algorithm using ruler and
camera which are already installed in most of the rivers and reservoirs based on the
model of dictionary learning. It directly calculates the level of water by the images of
ruler captured from the camera, requiring no other references. For the purpose of 24 h
of continuous monitoring, light is needed to be projected on the ruler during night. The
method proposed in this paper is real time, 24-h continuous, inexpensive, and not
affected by the environment and weather.

2 Algorithm of Water Level Detection

As the images obtained by the camera can be apparently divided into ruler region and
water region, the main idea of the water level detection algorithm is classifying each
image into two classes of ruler and water, using the method of dictionary learning. By
searching the boundary of these two classes, the water level can be easily calculated.
Briefly, the water level detection algorithm can be divided into three procedures in
Fig. 1.

First of all, convert all the training images into a training matrix of Y, in which each
column represents a training sample and corresponds to a specific label. Then, input the
training matrix into the dictionary learning model to output a learned dictionary
D. Finally, with the discriminative and compact D, classify the images captured from
the camera into ruler and water real time to get the water level. In the next part, these
three procedures will be presented in detail.

2.1 Preprocessing of Training Images

In this section, several training images are converted into a training matrix of Y, in
which each column represents a training sample extracted from the training images.
Figure 2 is an example of image captured by the camera.

Considering not all information in a training image is useful, such as the large
regions of water around the ruler, regions of interest (ROI) should be chosen. In order
to calculate the water level, ROI should be around the interface of the ruler and the
water.

Although the ROI can be roughly classified into two classes as ruler and water,
different parts of the ruler are not exactly the same and should be divided into more
subclasses based on its characteristic of structure. Likewise, the part of water should be
divided into more subclasses based on its characteristic of texture for further
distinction.

Region in the red box is chosen as the ROI, and the ROI is classified into two
classes of ruler and water by the black line. Region of ruler in the ROI is divided into
C, subclasses by the blue lines and region of water in the ROI is divided into C,
subclasses by the yellow lines. Totally, ROI for each training image is classified into
C = C; + C, subclasses.
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Fig. 1. Three procedures of the proposed water level detection algorithm.

In order to preserve the correspondence between rows, a sliding window of
m % n pixel is used to acquire grayscale values in each subclass. Slide the window by
step of s pixel and transform each m X n matrix into a column vector, several training
samples in the form of column vectors are collected. In addition, each column vector is
related to a subclass label C;. Finally, combine all the training samples extracted from
each subclass of each training image together, all the training images are converted into
a training matrix in which each column of training sample is related to a subclass label.

2.2 Training for a Discriminative Dictionary

The training matrix Y obtained in the last procedure can be formed as [Y1 Y2 YC] ,
with every sub-matrix Y¢ collected from the cth class of training samples. The dictionary
can be received by inputting the training matrix into a dictionary learning model along
with its subclass labels.
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Fig. 2. Image captured by the camera.

The method to detect water level uses a discriminative dictionary to classify the
image into ruler and water and the model chosen in this paper is a dictionary learning
model with cross-label suppression and group regularization [6].

In such dictionary learning model, to obtain the property of discrimination and
construction, each atom of the learned dictionary is associated with a specific label
which is corresponded to a particular class. As a result, the dictionary D can be presented
as [D’, D', ..., DC]. Each D¢ represents a block of the dictionary related to the cth class
of samples. Additionally, to describe the common features between different classes
such as analogical background, an extra block in the dictionary is proposed as
D°, related to all the classes. In this case, each atom of the dictionary has its essential
semantic meaning associated with specific class in the high dimension space while each
column of the training matrix is related to particular class in the low dimension space.
With this discriminative property of the dictionary, representation coefficients of the cth
class samples will mainly locate on the block of D¢ and D°, while the coefficients over
other blocks will be suppressed to nearly 0. In such case, samples of different classes will
have distinct representations and samples of the same class will have similar repre-
sentations over the dictionary so that these samples can be simply classified.

While the structure of the dictionary is pre-defined, the dictionary learning model
used in this paper is shown as following,

c N¢ 2 .
‘SE?Z{IIY” =X+ 3 s |+ 2P+ (XL <xc>T)} "
=1 j=1
s.t||dil,=1, Vk
where ¢ = 1, ..., C and dy is an atom of D. Y¢ is the cth block of training matrix in Y,

X¢ is the representation matrix of the training samples in Y over the dictionary D,
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N°¢ is the number of training samples in the sub-matrix Y¢, and x{ is the jth repre-
sentation vector in X°.

The first term in formula (1) denotes the reconstruction error and the second term
represents the representation regularization. ¢, — norm is used here to accelerate the
learning process and classification.

Moreover, the above model has the third term represents the cross-label suppression
and the fourth term denotes the group regularization.

In the cross-label suppression term, the matrix P¢ is an extracting matrix which
extracts the representation coefficients locating at other label-related atoms, in the
form of,

I,m=nandm e I\(Z°UI)
0, elseswhere

P¢(m,n) = { (2)

where ¢ = 1, ..., C and P(m,n) denote the (m, n)th element of the matrix P¢. Z° is a
set of index of the shared atoms in the dictionary, Z¢ is a set of index of the atoms
related to the cth class in the dictionary, and Z is a set of index related to all the atoms
in the dictionary.

With the extracting matrix extracting the representation coefficients locating at
other label-related atoms instead of the coefficients locating at the cth label-related and
shared atoms, the cross-label suppression term will suppress the large coefficients’
appearance over other label-related atoms in the dictionary, pushing the coefficients
mainly assembling at the locations which are related to the cth class atoms in the
dictionary. Since this constraint of representation coefficients mainly gathering at the
label-related atoms, the representation matrix becomes sparse representation.

The fourth term of group regularization is used to keep the label property which
means that the representation coefficients of samples from the same class are kept
similar. In this term, the matrix L’ represents the normalized Laplacian matrix of a
graph whose vertexes are representations of training samples from the cth class.
Besides, tr() is the trace operator to calculate the variation of the graph. As a property of
graph, constrain the variation small will keep the vertexes similar which means the
representations of the same class are kept similar.

2.3 Water Level Calculating

As mentioned above, the problem of water level detection has been transformed into a
problem of image classification. Using the sliding window extracting samples which
has been used on the training images in the first procedure, the query image is trans-
formed into a matrix of query samples. The goal is to judge the labels ranging from 1 to
C of each query sample in the matrix of query samples. By searching the boundary of
the two classes of ruler and water, in other words, the boundary of the label C; and
C; +1, the water level in the image will be detected. Finally, it will be easy to
transform the water level of the image into the water level in real world.

With the query sample y and the dictionary D learned in the last procedure, the
representation of y can be calculated by the formula (3),



Image-Based Detecting the Level of Water Using ... 25

X = arg min||y — Dx|3 + x|} G)
— (D'D+p1) DTy

Based on the discriminative and constructive property of the learned dictionary D,
the representation coefficients of the sample belonging to the cth class mainly gather at
the locations which are related to the cth class atoms and the shared atoms over the
dictionary and the coefficients over the other label-related atoms are very small. As a
result, the label of the query sample y can be obtained by the formula (4),

||y - ZkeIUUI" dkf‘(k)H;
0] )

label(y) = arg min
¢ DkerdUTe

Judging the label of each query sample in the query matrix obtained from the
image, each m x n block of the image can be classified into the class of either ruler or
water. Searching the boundary of these two classes and its corresponding coordinate I,
in the y-axis is the water level in the image.

Considering 1 m of the ruler corresponds to L pixels in the image and the level of w
meter on the ruler corresponds to the vertical coordinate of /,, in the image, the water
level in the real world can be calculated by the formula (5),

R=w+

Ly — 1,
- 5)

Thus, the water level in the real world can be calculated.

3 Experiment

Samples from six different scenes have been tested in our experiment. All of these
samples are images of 1280 x 720 pixels. Typical examples of these six scenes are
demonstrated in Fig. 3.

It can be clearly seen that different samples from different scenes have different
ROIs, but all these samples have the property that their ROIs can be easily divided into
ruler and water. As a result, the water level algorithm proposed in this paper should be
helpful. As to different scenes, different ROIs are chosen based on the different loca-
tions of ruler in the images and different subclasses are chosen based on the different
structure and texture of different rulers. Consequently, different dictionaries are learned
separately and they are appropriate for different scenes.

In order to evaluate the water level detection algorithm proposed in this paper, 100
images from each sample are chosen to be tested. These images are extracted every
15 min so that 100 images are extracted from 24 h of the video. The real water level of
each image is given by hand for evaluation. In the test, performance of the algorithm is
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Fig. 3. Samples of six different scenes tested in the experiment.

evaluated by detection error in average and recognition rate. If the detection error of an
image is larger than 5 cm, it is said that the algorithm made a wrong decision and
recognition rate means the percentage of right decision by the algorithm.

Table 1 indicates the performance of the algorithm under six different scenes.

As can be seen from the table, all six scenes achieve a recognition rate of 100% and
the average detection errors are less than 3 cm. Taking the ripples into consideration,
the precision of the proposed algorithm is excellent.

4 Conclusion

A novel water level detection algorithm using camera monitoring the river or reservoir
is proposed in this paper. This algorithm is based on the idea of dictionary learning,
converting the problem of water level detection into the problem of classifying the
images captured by the camera into two classes of ruler and water. As experimented,
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Table 1. Performance of the proposed algorithm under six different scenes.

27

Total number of Right Average detection error | Recognition rate
images decision (cm) (%)

Scene 1 100 100 1.23 100

Scene 2 100 100 2.12 100

Scene 3 100 100 2.05 100

Scene 4 100 100 2.64 100

Scene 5 100 100 1.78 100

Scene 6 100 100 2.11 100

the recognition rate of the algorithm can achieve 100% and the average error is really
tiny. What’s more, the algorithm proposed in this paper is real time and can work 24 h

a day.
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Abstract. Aiming at the problems of fuzzy c-means clustering (FCM)
and its improved algorithms for MRI image segmentation, this paper
proposes a new FCM algorithm based on neighborhood pixel correlation.
The algorithm works out the influence degree of the neighborhood pixels
on the central pixel by the correlation of the gray-level difference between
the domain pixel and the center pixel. Then, the distance between the
neighborhood pixel and the cluster center is used to control the member-
ship of the center pixel, the improved algorithm will solve the existing
influence factors of unification, ignoring the difference between pixels,
resulting in inaccuracy of segmentation results. At last, this algorithm is
implemented by MATLAB tool and compared with FCMS and FLICM
algorithms. The feasibility of the presented algorithm and the accuracy
of the segmentation result are verified by evaluating the algorithm and
the experimental results according to the relevant evaluation criteria.

Keywords: Brain MRI image -+ FCM improvement algorithm - Pixel
gray correlation - Dissimilarity coefficient

1 Introduction

In the field of medical imaging technology, MRI images, that is, magnetic reso-
nance imaging technology is one of the most representative imaging techniques
[1]. The technology has a variety of imaging processes, can be multi-angle, multi-
parameter imaging, and imaging quality without bone artifacts. In addition, the
study of brain MRI image segmentation, also the segmentation and extraction
of the brain accurately. It has great practical significance to attack brain disease
and develop the modern surgery.

Due to the fact that the current magnetic resonance imaging technology is not
yet fully mature and some defects inherent in imaging equipment, it has brought
great difficulties to medical image segmentation [2]. Among these, volume effect
[3] is the most difficult part of the solution, and it also leads to the phenomenon
of inconsistent strength [4]. Therefore, solving the volume effect is one of the
important ways to improve the segmentation accuracy. There is such a difference
© Springer Nature Singapore Pte Ltd. 2020
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in the brain, that is, the composition and structure of different brain tissues are
different. This difference is usually expressed in grayscale of brain MRI images.
Therefore, for MRI images of the brain, the difference in gray level is usually the
same as the same brain tissue and vice versa. In addition, the diversity of the
individual creates different brain structures, which also affects the segmentation
results of the image.

The medical images are often ambiguous because of the imaging techniques
and the defects of the scanning instruments themselves. Aiming at this prob-
lem, some scholars introduced fuzzy theory into medical image processing [5]
and proposed a new segmentation algorithm. Among them, the most famous
is the fuzzy c-means clustering algorithm (FCM) proposed by Dunn. After the
algorithm is proposed and popularized by Bezdek et al., it has been success-
fully applied in many fields and has become a classic clustering algorithm [6].
FCM algorithm has the characteristics of unsupervised, simple operation and
fast operation, which has made a great contribution to image segmentation and
has become a widely used algorithm by researchers. However, this algorithm also
has the following two problems.

First, the FCM algorithm only considers a single pixel, ignoring the relation-
ship between pixels in the segmentation process, and does not make use of the
information such as space and grayscale of the pixel. Therefore, many scholars
and researchers put forward an improved method based on spatial information,
combined with pixel gray or spatial information in target image to accurately
segment results, which is an important direction of FCM algorithm improvement
[7]. Among them, the FCMS algorithm [8] introduces the distance information
of neighborhood pixels in the objective function and makes the membership
degree of the target pixels more accurate. However, the FCMS algorithm requires
many iterations, the computational complexity is huge, and the efficiency is low.
FCMS1 and FCMS2 algorithm [9] filter the image information and calculate the
neighborhood information of pixels. In this way, the amount of computation is
reduced, and the time required for the algorithm to run is reduced. The FLICM
algorithm proposes an improved algorithm using fuzzy factors instead of deter-
mining parameters [10]. The algorithm improves the segmentation effect to some
extent. Second, the essence of the FCM algorithm is the continuous iteration of
the target function, which requires a large amount of computation, leads to the
low efficiency of the FCM algorithm. Aiming at this problem, researchers have
proposed algorithms such as EnFCM algorithm [11], FGFCM algorithm [12] and
SO on.

In summary, improving FCM algorithm and applying it to the brain MRI
images are worthy of further study.

2 Existing FCM Improvement Algorithm

Ahmed proposed the FCMS algorithm. The FCMS algorithm proposes the influ-
ence factor of the neighborhood pixel to the center pixel [13], the degree of influ-
ence of each neighborhood pixel on the central pixel is considered to be the
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same, this led to the edge fuzzy segmentation result, appeared the phenomenon
of excessive segmentation.

Stelios Krinidis and others proposed the FLICM algorithm based on neigh-
borhood pixels [14]. The FLICM algorithm introduces the fuzzy factor into the
objective function, and the segmentation image retains the better edge details.
But the algorithm is sensitive to noise.

The analysis of FCMS and FLICM algorithm shows that the improvement
of the FCM algorithm from the neighborhood pixel is the key to the utilization
of neighborhood pixels. Therefore, this paper will focus on the analysis of how
to modify the FCM algorithm by using the neighborhood pixel.

3 Improvement of FCM Algorithm Based on Neighbor
Pixel Correlation

3.1 Pixel Correlation

Pixel correlation is the degree to which pixels interact [15]. In image segmen-
tation, the correlation of pixels is determined by the location of pixels and the
grayscale information [16].

Contrast between the pixel gray-level difference by calculation, this paper
puts forward dissimilarity coefficient to express the degree of interaction between
the pixel dissimilarity coefficient is inversely proportional to the pixel correlation
degree, the smaller the dissimilarity coefficient, the greater the correlation. In
the brain MRI image, when the pixel belongs to the same site or organ, the
correlation between the pixels is larger, at this time their gray value of the pixel
is smaller. Therefore, the gray difference between pixels can be used as a measure
of their relevance. The grayscale difference between pixels is defined as follows.

For pixel i, £2; represents the neighborhood pixel set of i, which exists in pixels
J € £2;, 0(i) and O(j) represent the gray value of the i and j, 0; ; represents the
gray value of the center pixel i and the neighborhood pixel j, then there is formula
(1):

95,5 =0(i) —0(j) (j € 1%). (1)
The dissimilarity coeflicient G; is defined as follows:
1

Gij= ——————— 2
! 1+ exp(— (0 ”)) @)

in particular, when 0(i) = 9(j), G;; = 0.

Where 0 = |0(i) — 0(j)] and 9(i) # O(j) represent the gray difference of
the adjacent pixel j and the center pixel i. o controls the rate of change of the
dissimilarity coefficient. The parameter u is the average gray difference of neigh-
borhood pixel j and center pixel i in neighborhood pixel set §2;. The parameter
w calculation formula is as follows:

= |9|Z (3)

JjEL2;
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When o =0, G;; can write formula (4):

_JLo>n
Gij{o’a<ua (4)

this is an extreme case of dissimilarity coefficient, indicating that the relation
between the neighborhood pixel and the center pixel is only related or not
related. When 0 < p, G = 0, shows that there is a correlation between pixels.
When 0 > p, indicating that the pixel is not relevant.

3.2 Improved FCM Algorithm Based on Neighborhood Gray
Correlation Difference

Through the above analysis, it is the key to calculate the degree of influence of
the neighboring pixel to the center pixel in the process of improving the FCM
algorithm using the neighborhood pixels. This paper proposes a method for
calculating the degree of influence based on the correlation of pixel grayscale,
and its specific principles are as follows:

(1) Calculate the correlation between the neighborhood pixel and the center
pixel.
According to formula (2), the dissimilarity coefficient of each neighborhood
pixel and center pixel is obtained by calculating the gray difference of pixel
and center pixel in the domain.

(2) Bring the correlation between pixels to the objective function.

Each neighborhood pixels to the influence degree of the center pixel member-
ship degree is decided by their relevance, through formula (5) enlarges impact
on membership center pixel neighborhood pixels, and vice versa. The calcula-
tion formula of the objective function of the improved algorithm is presented as

follows:
new Z Z Mszk 79 (5)

k=11i=1

~ Z [d7,Gij + di; (1= Gy, (6)
jG.Q
where, Np, is the number of neighborhood pixels, Z;zl uly = 1, dy; is the
distance between the cluster center v; and the center pixel i, di; is the dis-
tance between the clustering center vy and the neighborhood pixel j. Compared
with other improved algorithms, the distance between the neighborhood pixels
and the clustering center is added to the objective function, and the distance
calculation formula of the original algorithm is modified into the formula (6).
In order to minimize the objective function, this paper uses the Lagrange
operator method to calculate, and the formula is as follows:

F= ZZUMDM+;)\ (Zu 1) (7)

k=11=1
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ua = (Y (P (5)

=1

Make $5 =0, and Y p_; ufy = 1 get:

n uma.
Vi = 72121 Z’inl . (9)

The membership degree u;; and the clustering center vy are calculated by the
above formula.
The specific implementation of the proposed algorithm is as follows:

(1) Input image I, threshold e.

(2) Traversing the image I, pixel i is the pixel in image I, £2; is the 3 x 3 neighbor-
hood set of pixel i, pixel j satisfies j € £2;, (i) and 9(j) are their gray value.
The average gray degree u of the neighborhood set is calculated. Traversing
the neighborhood of the pixel i, by calculating each neighborhood pixels and
the center pixel gray-level difference, and calculate the dissimilarity coeffi-
cient between them, put them into the dissimilarity coefficient matrix U.

(3) Initialize the pixel i membership w;.

(4) The membership of pixel i was introduced into formula (9) and the clustering
center v, was obtained.

(5) Let u%? = u;, and calculate the new membership u?¢” according to Eq. (8).

(6) When max {’uf,id - ufk“"!} < g, the iteration ended and the image segmen-
tation was completed. Otherwise return (4) to continue the calculation.

4 Experimental Results and Analysis

4.1 Experimental environment

This paper selects non-functional MRI brain images as an experimental image.
The experimental images used in this paper are from 60 MRI images of the
brain from radiology department of the fourth hospital of Jilin University. The
image resolution is 512%512. The parameters of this algorithm are set as follows:
threshold = 0.00001, m = 1.75. The maximum number of iterations is 100. The
computer used in this paper is Inter (R) Core CPU T4300, the main frequency
is 2.60 GHZ, the memory is 8.0 GB, the software environment is Microsoft’s
Windows 7, the simulation software is MATLAB R2014a.

4.2 Evaluation Criteria

(1) Vpe: a good cluster of V. values should be as large as possible; Vy p: for a
good cluster, the Vxp value should be slightly smaller.

c n c o ymor2o 2
Vpc _ Z Zu?j7 VXB _ Zi:l Ej:l [uux] Uz] ] (10)

nmin {v; — vi}

i=1j=1
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(2) SA: Classification accuracy. A; is a collection of pixels containing the ith
cluster, and C} is the set of pixels contained in the ith cluster in the standard
segmentation image;

VgrE: the reconstruction error rate, a good image segmentation algorithm
should have small reconstruction error rate, where I"™(%) is the grayscale value
of the ith pixel in the reconstructed image is defined as follows:

card (4; ﬂC)
SA= 11
Z _, cardC (11)

C s
Vg = - ZHI" 1@, 1) = 2=t gy
D k1 U

4.3 FCMS Algorithm and FLICM Algorithm Comparison
Experiments

Compared with FCM algorithm and FLICM algorithm, the experimental results
are shown in Fig. 1.The experimental data from algorithm design and FCMS

(a) front view of (b) FCMS (c) FLICM (d) new algorithm
brain

brain

(i) rear view of (j) FCMS (k) FLICM (1) new algorithm
brain

Fig. 1. Comparison with FCMS algorithm and FLICM algorithm experimental results
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algorithm, and FLICM algorithm are shown in Table 1. The experimental data
comparing the FCMS algorithm and FLICM algorithm from the segmentation
results are shown in Fig. 2.

BFCMS  m new algorithm mFCMS  m new algorithm
0978 it
0.966
0.952 1122
£120 19811
- 179.34
0t 0911 156.72
I I 0.884 10367
Frontview Sideview Rear view Front view Sideview Rear view
(a) Contrast with (b) Contrast with
FCMS of SA FCMS of VrEg
mFLICM  mnew algorithm BFLICM  m new algorithm
4 188.7
0978 s g
0966 156.12 15246
0952 0.954 -
0923 o
I 0931
Frontview Side view Rear view Frontview Side view Rear view
(c) Contrast with (d) Contrast with
FLICM of SA FLICM of Vgg

Fig. 2. Comparison with FCMS algorithm and FLICM algorithm experimental data

From the above diagram and table, it can be seen that the pixel membership
of the algorithm and the pixel distance coefficient of clustering are better than
that of FCMS, the algorithm to extract image edges more accurate and indicators
are better than that of FCMS algorithm. The segmentation effect of the edge is
slightly better than the FLICM algorithm, the noise processing is better than
the FLICM algorithm, and the performance of this algorithm is slightly better
than that of FLICM algorithm.
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Table 1. Experimental data comparison of FCMS algorithm and FLICM algorithm

Algorithm Ve Vxs

FCMS 0.753245 | 1.926275
FLICM 0.842252 | 1.643263
Algorithm of this paper | 0.867822 | 1.401027

5 Concluding Remarks

Aiming at the problem of brain MRI image segmentation, this paper proposes
an improved FCM algorithm based on the neighborhood pixel gray difference
correlation. The algorithm using neighborhood pixels and the center pixel gray-
level difference to calculate the correlation coefficient of the two, to determine
the connection degree of pixels in each neighborhood pixels and center, and
put the process into the objective function, eventually making the center pixel
membership degree calculation results more accurate. The experimental results
show that the method can accurately segment the brain region from the MRI
image, solve the problem of poor extraction of the edge of the image by the
FCMS algorithm and the sensitivity of the FLICM algorithm to noise. The
evaluation index obtained by related experiments is superior to both. It verifies
the feasibility and effectiveness of the proposed algorithm.

Acknowledgments. Fundamental Research Funds for the Central Universities (No.
3132018194). Project name: Research on Ship Scheduling Method Based on Swarm
Intelligence Hybrid Optimization Algorithm.

References

1. Wang L, Chitiboi T, Meine H, Gnther M, Hahn HK. Principles and methods for
automatic and semi-automatic tissue segmentation in mri data. Magn Reson Mater
Phys Biol Med. 2016;29(2):95-110.

2. Makropoulos A, Gousias IS, Ledig C, Aljabar P, Serag A, Hajnal JV, Edwards
AD, Counsell SJ, Rueckert D. Automatic whole brain mri segmentation of the
developing neonatal brain. IEEE Trans Med Imaging. 2014;33(9):1818-31.

3. Roche A, Forbes F. Partial volume estimation in brain MRI revisited. In: Interna-
tional conference on medical image computing and computer-assisted intervention;
2014. p. 771-8.

4. Iglesias JE, Sabuncu MR, Leemput KV. A unified framework for cross-modality
multi-atlas segmentation of brain mri. Med Image Anal. 2013;17(8):1181.

5. Namburu A, Samay SK, Edara SR. Soft fuzzy rough set-based MR brain image
segmentation. Appl Soft Comput. 2016;54

6. Bezdek JC, Hall LO, Clarke LP. Review of MR image segmentation techniques
using pattern recognition. Med Phys. 1993;20(4):1033.

7. Mohamed NA, Ahmed MN, Farag A. Modified fuzzy c-mean in medical image seg-
mentation. In: Proceedings of the international conference of the IEEE engineering
in medicine and biology society, 1998, vol. 3;1999. p. 1377-80.



36

10.

11.

12.

13.

14.

15.

16.

M. Yin et al.

Lei X, Ouyang H. Image segmentation algorithm based on improved fuzzy cluster-
ing. Cluster Computing. 2018;62(1):1-11.

Zhang DQ, Chen SC. A novel kernelized fuzzy c-means algorithm with application
in medical image segmentation. Artif Intell Med. 2004;32(1):37-50.

Krinidis S, Chatzis V. A robust fuzzy local information c-means clustering algo-
rithm. IEEE Trans Image Process. 2010;19(5):1328-37.

Cai W, Chen S, Zhang D. Fast and robust fuzzy c-means clustering algo-
rithms incorporating local information for image segmentation. Pattern Recogn.
2007;40(3):825-38.

Zhu L, Chung FL, Wang S. Generalized fuzzy c-means clustering algorithm with
improved fuzzy partitions. IEEE Trans Syst Man Cybern Part B Cybern A Publ
IEEE Syst Man Cybern Soc. 2009;39(3):578-91.

Pei HX, Zheng ZR, Wang C, Li CN, Shao YH. D-fcm: Density based fuzzy c-means
clustering algorithm with application in medical image segmentation. Procedia
Comput Sci. 2017;122:407-14.

Zhang X, Song L, Lei P. Improvement of flicm for image segmentation. J Comput
Inf Syst. 2014;10(21):9429-36.

KNTHJMDS MM. Weighted neighborhood pixels segmentation method for auto-
mated detection of cracks on pavement surface images. J Comput Civil Eng.
2016;30(2):04015021.

Ding S, Du M, Sun T, Xu X, Xue Y. An entropy-based density peaks clustering
algorithm for mixed type data employing fuzzy neighborhood. Knowl-Based Syst.
2017;133.



®

Check for
updates

Generating Pedestrian Images
for Person Re-identification

Zhong Zhang' 2™ Tongzhen Si'?, and Shuang Liu'-?

! Tianjin Key Laboratory of Wireless Mobile Communications
and Power Transmission, Tianjin Normal University, Tianjin, China
{zhong.zhang8848,tjsitongzhen, shuangliu.tjnu}@gmail.com
2 College of Electronic and Communication Engineering,
Tianjin Normal University, Tianjin, China

Abstract. Person re-identification (re-ID) is mainly used to search the
target pedestrian in different cameras. In this paper, we employ genera-
tive adversarial network (GAN) to expand training samples and evaluate
the performance of two different label assignment strategies for the gen-
erated samples. We also investigate how the number of generated samples
influences the re-ID performance. We do several experiments on the Mar-
ket1501 database, and the experimental results are of essential reference
value to this research field.

Keywords: Person re-identification + GAN - Generated samples

1 Introduction

Person re-identification (re-ID) is a technology which searches the target pedes-
trians under different cameras. Due to the potential application values, such as
video surveillance and safety precaution [1,2], this technology has attracted more
attention in the research field. The technology contains two fundamental prob-
lems, i.e., metric learning [3,4] and feature representation [5—7]. Recently, deep
learning has demonstrated great potential for solving these two problems and
obtains good performance in person re-ID [8-10]. Since training a deep model
requires a large number of training samples and the number of each pedestrian
images is relatively small, the trained model has poor generalization perfor-
mance.

Recently, the generative adversarial network (GAN) [11] has attracted much
attention and gradually becomes an important research direction. The important
function of GAN is to generate similar virtual samples using training samples.
The GAN is applied to generate pedestrian images for person re-ID and obtains
promising performance [12-14]. Afterward, Radford et al. [15] proposed deep
convolutional generative adversarial network (DCGAN) to increase the stability
during the training process.

© Springer Nature Singapore Pte Ltd. 2020
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In this paper, our goal is to evaluate the performance of using samples gen-
erated by DCGAN with different label assignment strategies. We hope this eval-
uation could provide an important reference for this research field. We employ
two ways to label the generated samples. The first method is that we label the
generated samples as the (k+1)th class, where k is the total number of class in
the training set. The second method is that we randomly assign each generated
sample to one of the k classes. We evaluate the two label assignment strategies
with different generated samples on the Market1501 database [16] and obtain
referenced results.

The rest of the paper includes the following sections. In Sect. 2, we present
the GAN and the implementations of the two methods. In Sect. 3, we show the
evaluation results. Finally, we make a summary.

2 Approach

We design two kinds of methods to assign labels for the generated samples in
order to expand the training data. In this section, we show the principle of GAN
and the process of assigning generated sample labels.

2.1 Generative Adversarial Network

The GAN contains two parts, i.e., a generator and a discriminator. We utilize
the generator to generate samples and utilize the discriminator to determine
whether the samples are true or generated samples. The flowchart of GAN is
shown in Fig. 1. By training the two networks, the generator produces images
that approximate the training set. The DCGAN is proposed to improve the
stability during training, and its generator is shown in Fig. 2. We randomly
generate a vector of 100-dim with normal distribution as the input of generator.
In order to enlarge the vector, five deconvolution functions are applied with a
kernel size of 4 x 4. The first four deconvolution functions are followed by a batch
normalization and a ReLU function. The last deconvolution function is followed
by a tanh function. Finally, the generator generates samples with the size of
64 x 64 x 3. Some samples generated by the DCGAN are shown in Fig. 3.

Discriminator
Network

Fig. 1. The flow chart of GAN.

Random Generator Fake
Vectors Network Images

Set Images
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Fig. 2. The structure of the generator in DCGAN.

Fig. 3. The generated samples using the DCGAN model trained on the Market1501
database.

Both the real samples and the generated samples as the input of the discrim-
inator. Similarly, the discriminator utilizes five convolutional layers to classify
and ultimately determines whether the input samples are generated or not.

2.2 Label Assignment Strategies for Generated Samples

The first label assignment strategy is to assign the generated samples as the
(k+1)th class. For example, there are 751 classes in the Market1501 training
set, and therefore, the generated samples are assigned to the 752th class. The
label setting is formulated as:

Fi = k+1 (1)

where F; represents the ith generated sample label and k represents the total
number of classes in the training set.

In addition, the other method is that we randomly assign each generated
sample to a label. The distribution of labels is written as:

F, € [1,k] (2)
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In the training process, we utilize the cross-entropy loss function.
Loss = —Y  pilogy; (3)
i

where y; is the prediction probability of a sample belonging to label ¢, and p; is
the target probability. If the input label is n, then p,, = 1, otherwise p; = 0.

3 Experiments

In this section, we introduce the experimental setup and the network structure.
We implement the experiments on the Market1501 database [16], which effec-
tively demonstrates the impact of generated samples.

3.1 Experimental Setup

We take use of the ResNet-50 [17] which is trained on the ImageNet [18] as
the pretraining network. The network structure of our training model is shown
in Fig. 4. In the training process, we resize all pedestrian images into 288 x
144, and then, each pedestrian image is randomly cropped to 256 x 128 as the
input. We add the fully connected layer to classify pedestrian images and take
FER 2048X1 55 pedestrian features. We set the maximum value of epochs to be
50 and the momentum to be 0.9. The weight decay is 0.0005. In addition, we
assign the learning rate of the fully connected layer to be 0.1 and other layers
to be 0.01. We set batch size to be 32 and utilize stochastic gradient descent
(SGD) to optimize the parameters. We generate different numbers of generated
samples to evaluate the impact on the classification, and the results are shown
in Sect. 3.2. In the test phase, we extract the features of pedestrian images and
then flip pedestrian images horizontally to extract the features. The two features
are added as the final feature for each pedestrian image.

| ResNet f : Linear Layer - Classes

2048% 1 kx1

Fig. 4. Training model structure. We take f as the features of pedestrian images and
k is the total number of classes in the training set.

3.2 The Results of Two Label Assignments

Market1501 [16] is a large-scale database containing a total of 32,668 pedestrian
samples of 1501 identities. This database was obtained by a total of six cameras,
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including five HD cameras and one low-resolution camera. According to the spe-
cific allocation of the database, it contains 12,936 pedestrian samples for training
and 19,732 pedestrian samples for testing. Here, we utilize the training samples
to train the DCGAN. In addition, the query setting contains 3368 pedestrian
samples, and the number of pedestrian categories is the same as the test setting.
All pedestrian samples in the database are cropped by the deformable part-based
model (DPM) [19]. Hence, these pedestrian samples are close to real-life setting.

The experimental results of the first label assignment strategy are shown in
Table 1. We can see that the best results are achieved when we utilize 4000
samples. The accuracy decreases when utilizing too many or too few generated
samples. The experimental results of the other label assignment strategies are
listed in Table 2. From the results, we can see that the results are better than
others when the number of generated samples is 500. We obtain better results
when the number of generated samples is small. This is because the generated
images may be interfered by the incorrect labels.

Table 1. The rank-i precious (%) and mAP precious (%) of assigning the generated
samples as the (k+1)th class on the Market1501 database.

No. Rank = 1| Rank = 5| Rank = 10 | mAP
500 76.75 90.17 93.37 55.18
4000 |81.26 91.45 94.95 61.05
8000 |78.27 91.03 94.09 58.13
12000 | 73.55 87.11 91.63 52.71
16,000 | 77.58 88.95 92.25 57.44
24,000 | 74.61 87.97 91.69 53.49
36,000 | 73.37 87.59 91.39 52.91

Table 2. The rank-i precious (%) and mAP precious (%) of assigning each generated
sample to a random label on the Market1501 database.

No. Rank = 1| Rank = 5| Rank = 10 | mAP
500 81.26 91.45 94.95 61.05
4000 | 77.49 90.59 93.61 57.24
8000 |76.54 89.34 92.70 56.06
12,000 | 78.41 89.49 92.73 58.67
16,000 | 74.61 87.98 91.69 53.49
24,000 | 72.06 85.48 89.76 50.62
36,000 | 73.51 87.38 90.62 52.89
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4 Conclusion

In this paper, we have utilized GAN-generated images to expand training data, so
that our trained model has better generalization performance and can provide
a good reference value for others. We have verified the impact of generated
samples on the Market1501 database. The experiment results have given us an
important inspiration that we can take the appropriate number of generated
samples to optimize our training model. In the future, we will study other ways
to utilize the generated samples to enhance training data.
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Abstract. With the continuous development of the social economy, the prob-
lem of low efficiency of invoice reimbursement has received more and more
attention from companies, universities, and governments in China. In this paper,
based on the recognition of invoices by OCR, we use Hough transform to
preprocess the scanned image of invoices and creatively introduce the idea of
checking the amount of money. We proofread the uppercase and lowercase
amounts in the OCR recognition results. Using this method, the accuracy rate of
OCR recognition increased from 95 to 99%, which greatly reduced the
employees’ reimbursement time.

Keywords: Image processing - Hough transform - Check amount - VAT
invoice

1 Introduction

With the rapid popularization of network technologies, especially Internet technologies,
various network applications are developing rapidly in China, such as online payment,
e-commerce, and network office. It greatly facilitates the work of corporate employees.
However, the problem of low efficiency of invoice reimbursement remains to be
solved. Social economy is developing continuously, and more and more attention has
been paid to the work of smart invoice reimbursement. Currently, the reimbursement of
invoices basically depends on financial officers’ business capabilities. The efficiency of
financial reimbursement personnel directly affects the length of employees’ time spent
on reimbursement. Invoice reimbursement has become a stumbling block to the
development of enterprises. Invoice reimbursement wastes a lot of manpower and
material resources. In order to reduce costs, we try to use the Internet and artificial
intelligence technologies for smart invoice reimbursement. At present, some related
products have appeared, but the accuracy of invoice recognition is not high enough
which results they cannot be promoted.

Nowadays, some experts and scholars have made their own contributions in related
fields. Yu et al. designed a general commercial machine-to-invoice identification sys-
tem [1], which has a recognition accuracy of 90.36% for randomly selected invoices.
Liu et al. made a certain study on the identification algorithm of motor vehicle sales
unified invoices and designed three simple feature extraction methods to complete the
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digital identification [2]. Experts are interested in check recognition [3-5]. Sneha et al.
propose a technique of text word recognition based on template matching technique
using correlation coefficient [6]. They developed a database of 61 words, combination
of which can represent any legal amount written in words in Indian bank check, which
achieved 76.4% word recognition accuracy. Liu et al. present a complete courtesy
amount recognition system for Chinese bank checks [7]. The read rate of the system is
around 82% when the substitution rate is set to 1%, which corresponds to that of a
human operator. Jayadevan et al. propose a lexicon driven segmentation-recognition
scheme for the recognition of legal amount words from Indian bank checks written in
English [8]. They use a database consisting of 5400 words, collected from 50 writers to
test the system and an accuracy of 97.04% is observed. In addition, OCR has many
other applications, including enhancing web security, filtering Chinese image spa and
recuperating video [9-20]. OCR is also used to recognize car license plate [21, 22].

In this paper, we focus on image preprocessing and the verification of the amount
of each VAT invoice to improve the accuracy of invoice reimbursement. The rest of
this paper is organized as follows. Section 2 introduces the use of Hough transform to
preprocess images. Section 3 gives the method of identifying uppercase and lowercase
numbers and explains the methods for checking each formula. Section 4 summarizes
the whole paper (Fig. 1).
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Fig. 1. A typical image of VAT invoice



46 Y. Yin et al.

2 Hough Transform

In general, there will be a certain angle deviation when the invoice is placed in the
scanner, resulting in the entire image being tilted, as shown in Fig. 2. Observing the
characteristics of the invoice, we found that there is a rectangular box in the image that
is parallel to the edge of the invoice. Therefore, we determined that the image was tilt
corrected with the Hough transform.

Mo

‘.*.'>. 'y

Fig. 2. Tilted image after scanning

In the existing tilt correction algorithm, the Hough transform is a very mature
algorithm used. The Hough transform is one of the basic methods for identifying
geometric shapes from images in image processing. It is widely used and there are
many improved algorithms. It is mainly used to separate geometric shapes (e.g., lines,
circles) from an image that have a certain characteristic. The basic idea is to use the
duality of points and lines to transform the linear detection problem of image space into
a local maximal value search problem of parameter space (p, 0). The coordinate
transformation formula is:

p=x-cosO+y- sin0 (1)

where p is the vertical distance from the straight line to the origin, 0 is the angle from
the x-axis to the vertical line, x and y are the rectangular coordinates of the pixel.
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The concrete realization process of the Hough transform is as follows.

In the first step, a discrete parameter space is established between the appropriate
maximum and minimum values of p, 0.

In the second step, the parameter space is quantized into m X n, n is the number of
equal parts of 6 and the accumulator matrix is set.

In the third step, an accumulator A(Z, j) is allocated to each cell of the parameter
space, and the initial value is set to zero.

In the fourth step, take the point in the Cartesian coordinate system into the
coordinate transformation formula, and calculate p with the quantized 6 value.

In the fifth step, find the corresponding unit of p, 0 in the parameter space, and add
the accumulator of the unit. 1, that is, A(i, j) = A, j) + 1.

In the sixth step, when all the points in the Cartesian coordinate system have gone
through the third step and the fourth step, detecting the parameter space for each
accumulator. The value, p, 0 corresponding to the maximum unit is the parameter of
the linear equation in the Cartesian coordinate system (Fig. 3).
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Fig. 3. Geometrically corrected image

3 Recognition and Verification

The method of character recognition is basically divided into three categories: statistics,
logical judgment, and syntax. Common methods include template matching and geo-
metric feature extraction.
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@D template matching method Matches the input text with the given standard texts
(templates) of each category, calculates the degree of similarity between the input
text and each template, and takes the category with the highest degree of similarity
as the recognition result. The disadvantage of this method is that as the number of
identified categories increases, so does the number of standard text templates. This
aspect will increase the storage capacity of the machine, on the other hand, will
also reduce the accuracy of the recognition, so this method is suitable for iden-
tifying fixed font print text. This method has the advantage of using the entire text
for similarity calculations, so it has a strong ability to adapt to text defects and
edge noise.

®@ geometric feature extraction method Extract some geometric features of the
text, such as the endpoints of the text, the bifurcation points, the concave and
convex sections, and the line segments, closed loops, etc. in each direction of the
horizontal, vertical, and oblique directions, and perform logical combination
judgment based on the positions and mutual relations of these features. Recog-
nition result. This type of recognition is also applicable to texts that have been
greatly deformed as handwritten characters because of the use of structural
information.

Since the text in the invoice is printed, we chose to use a template matching method
that is more suitable for printing text.

We use OCR software to identify information which is useful to invoices reim-
bursement, including invoice codes, invoice numbers, billing dates, buyers, sellers, and
prices of goods. OCR is an Optical Character Recognition technology, which refers to
an electronic device (such as a scanner or a digital camera) that checks characters
printed on paper, determines its shape by detecting dark and light patterns, and then
translates the shape into a character recognition method. The process of computer text;

3200173320

Fig. 4. Invoice image is entered in OCR
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Fig. 5. OCR outputs recognition result

that is, the process of scanning the text data, analyzing and processing the image file,
and obtaining the text and layout information (Figs. 4 and 5).

If the amount verification is not carried out, the financial reimbursement personnel
need to check the invoice one by one to prevent the reimbursement amount obtained by
the employee from being wrong. After the OCR outputs the uppercase and lowercase
numbers, we use the programming language to convert uppercase numbers to lower
case and compare the converted lowercase numbers with the recognized lowercase
numbers. If the two are equal, then it is determined that the invoice is successfully
identified.

The idea of programming is as follows: Define different arrays to store uppercase
numbers and multiples of keywords, multiple traverse multiple times to select the
multiple keywords in the input characters and process them, and then convert upper-
case numbers in front of the multiple keywords to lowercase numbers. Compare the
converted lowercase numbers with the recognized lowercase numbers.

When the amount check is not used, the accuracy rate of the OCR recognition
invoice text is 95%. The financial reimbursement personnel need to check whether the
invoice identification result is correct. Through the verification of the amount of
money, the accuracy of the OCR recognition of the invoice text can reach 99%, and the
financial reimbursement personnel can only manually reimburse the failed verification
invoice (Fig. 6).

error!
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Fig. 6. OCR outputs the result which is recognized wrong after verification of amount
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4 Conclusion

We preprocessed the input OCR image, and the geometrically corrected image input
OCR can be correctly identified. When the OCR directly outputs the amount verifi-
cation result without verifying the amount, the recognition accuracy rate is 95%.
Financial reimbursement personnel need to check whether each invoice is identified
correctly, otherwise, the employee may get money not equal to the invoice amount.
OCR can not significantly reduce personnel work. Through our verification of the
amount of money, it is possible to filter out invoices with incorrect OCR identification
and ensure that the accuracy of invoice identification can reach 99%. Financial reim-
bursement personnel only use manual reimbursement of selected invoices, which can
significantly reduce the workload and time spent on financial and general staff.
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Abstract. Since the theory of generative adversarial nets (GANSs) put forward
in 2014, various applications based on GANs have been developed. Most of the
applications focused on generator network (G) of GANs to solve the daily
challenges. However, rare of them had been aware of the great value of the
discriminator network (D). In this paper, we propose a new method of detecting
white Gaussian noise and its degree by the discriminator of generative adver-
sarial nets. The results of our experiments show the feasibility of detecting white
Gaussian noise (WGN) and evaluating its degree through generative adversarial
nets.

Keywords: Generative adversarial nets - Gaussian white noise detection -
Deep learning

1 Introduction

With the development of digital multimedia, digital image has gradually become an
important form of information carrier. In the process of obtaining, recording, con-
verting, transmitting, and amplifying, the digital image signal is generally polluted by
white Gaussian noise (WGN). The performance of most image processing algorithms
can be greatly affected by WGN. Therefore, numerous researchers have been working
on detecting and removing the WGN to reduce the affection. These researchers con-
centrate on eliminating the WGN through spatial domain filters which include local
filters [1], non-local mean filter [2], and 3D filtering method [3]. There is no doubt that
these image denoising algorithms will play a more important role in image processing.

However, these denoising algorithms are designed for the images polluted by
WGN, without considering that the processed image may be noise-free. Therefore, it is
very meaningful to design an algorithm that can automatically detect white Gauss
noise. In recent years, with the development of neural networks, the deep learning
method has been widely used in image processing field like image compression, image
recognition, image denoising, and other more. In [4], the authors apply convolutional
neural network (CNN) [5] to Gaussian noise detection and its level. However, the
CNN-based algorithms all belong to supervised learning algorithm. The supervised
learning characteristic of CNN requires labeling all the images before training the
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neural network. On the one hand, it will take researchers a lot of time to prepare
training data before training. On the other hand, labeling all the data is usually difficult
to realize in the process of practical experiment.

In this paper, a Gaussian noise detection algorithm for image processing is pro-
posed based on GANs. The main idea of the algorithm is fitting the distribution of real
images by adversarial learning, and evaluating the differences between the WGN
distorted images and the real distribution by using discriminator. When the model is
trained completed, we use the trained discriminator to detect white Gaussian noise and
evaluate its distortion degree.

Compared with traditional machine learning detection algorithms, we make the
following contributions:

e An unsupervised detection algorithm is proposed based on GANs, which can be
trained with unlabeled data. Only lossless data without labels are needed during the
training process. This will save researchers countless hours preparing for training
data.

e The discriminator network is applied to anomaly detection field. And this idea will
provide strong support for the applications of unsupervised learning.

2 Detect White Gaussian Noise and Its Level with DCAGN

Compared with previous machine learning algorithms, GNAs has distinct advantages
in many respects. For example, it can generate more distinct and higher-quality images
than other generative algorithms. What’s more, GANs can be trained to adapt to any
kind of generative tasks without setting any specific function. More important, GANs
can realize unsupervised learning [6]; in other words, the model can be trained with
unlabeled data. Although GANs have advantages in many aspects, there are still some
defects for GANs. Firstly, GANs face non-convergence problem. Training a GAN
requires finding the Nash equilibrium in the two-play game; sometimes gradient des-
cent does this, but sometimes it does not. Secondly, in the training process, GANs face
the collapse problem. This will lead to the degeneration of generator network, gener-
ating numerous similar images. Alec Radford et al. proposed DCGAN which combines
supervised CNNs with unsupervised GANs to improve the above shortcomings.
Therefore, we apply DCGAN to build our model. The architecture of the two neural
networks (the G and D) can be designed in a variety of ways. In the next section, we
will provide detailed information about the architecture of the G and D.

The generator netwrok which consisted of serveral deconvolutional neutral networks
aims to generate fake images according to the distribution of real data. And try to make the
discriminator network cannot distinguish the difference between real data and the fake
data generated by itself. The structure of the generator network is as shown in Fig. 1. We
define arandom vector Z ~ P,(z) which is a 100-dimensional uniform distribution valued
[—1, 1] as the input of the generator network. Next, we change the shape of Z in order to
fulfill the demand of deconvolutional operation. Through the deconvolutional process, the
weight and the height of input will be twice of its used size. Meanwhile, the depth will
reduce by half. Between the two deconvolutional layers, an important operation cannot be
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ignored, that is batch normalization (BN) [7]. Through the experiment, we find the
improved algorithm avoids overfitting of the neural networks and improves the conver-
gence speed and accuracy of the whole network. Furthermore, the activation function is
used to add the nonlinear factor, because the expression of the linear model is not enough.
We choose rectified linear unit (RELU) [8] activation function to activate neurons of
networks, in our model. After five deconvolutional layers, a fake image with the shape of
16 * 16 * 1 is generated by the generator network.
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Fig. 1. Architecture of discriminator and generator

The discriminator network, as the competitor of generator network, focuses on
distinguishing the difference between the real data x and the fake data G(Z) generated
by G. The architecture of D is as shown in Fig. 1. The discriminator network consists
of four convolutional layers and one fully connected layer (FC). The architecture starts
with taking an image with the shape of 16 * 16 * 1 as the input. There are two kinds of
input for D, the real image x from training dataset and the fake data G(Z) generated by
G. The discriminator attempts to export 1 when the input is real data x, and O for fake
data G(Z). In each convolutional layer, the input images obtain low-level features using
convolutional filters. The parameters of these filters will be determined by back-
propagation algorithm in training process. As well as to avoid vanishing gradient
problem, a batch normalization (BN) layer is added behind the convolutional layer to
normalize the data. The last layer is fully connected layer (FC), which is used to print
out the judgment of discriminator (1 for real data x, O for fake data G(Z)). In fully
connected layer, we choose sigmoid function as the activation function.
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The cost function that we used to train G is:
V = Exp,, [log(l — D(x))] (1)
V = —Einpyu[108(D(x))] — Exnp,, [log(1 — D(x))] (2)

During the training process, we must pay attention to keeping a balance between
the training process of G and D. Usually, we train the D for k times before we train the
G for one time. In the experiment, we use Adam optimizer to update the parameters of
G and D.

3 Experiment

The target of our experiment is to detect Gaussian noise and its level through the
discriminator of DCGAN. In this section, we will offer more details about the prepa-
ration of training dataset, the process of detection, and the performance of our model.

3.1 Datasets

LIVE: The LIVE dataset contains 29 original pictures. And it contains 982 distorted
images which are created by above-mentioned 29 reference images with five distorted
types: JPEG2000, JPEG, Fastfading, White Gaussian Niose (WGN) and Guassian Blur
(GBLUR). Each type of distortion contains five images with different degrees of dis-
tortion. In the experiment, we only consider using the 29 original pictures and the WN
distorted pictures generated by them.

CSIQ: This dataset contains 30 original pictures with the same size. Meanwhile,
866 distorted pictures which are divided into six different distorted types are collected.
Similar to LIVE, we only consider using the original pictures and the WN distorted
pictures generated by them in our experiment.

3.2 Training Process

In Sect. 3, the structures of G and D are introduced. In this section, we will offer more
details about the training process of the detection model. Firstly, we chose the 59
original images from databases LIVE and CSIQ to build the training datasets. In order
to extract the structure information of the image, we changed the picture format from
RGB to YUV (luma—chroma model) and only kept the luminance information of the
images. Then, we cut the treated images into small pieces which size is 16 * 16 * 1.
By doing this, we got the training datasets which contain 71,009 image blocks. The size
of training epoch was set to 1000, and the mini-batch size was 64. Meanwhile, the
noise, with 100 dimensions, was put into the G to generate 64 fake images according to
the distribution of training data. The D took the training images and the fake images as
the input and gave its identification results. According to Eq. 1, we calculated the loss
function of G and D. At last, we updated the parameters of G and D through the
optimizer which is mentioned in Sect. 3 until the model converged.
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3.3 Detection Process

Since we only trained the model with original pictures, the trained discriminator can
easily detect the picture which is polluted by white Gaussian noise and its degree. And
the discriminator will give its detection results in the form of score. The lower score we
got, the higher Gaussian noise pollution degree is. Based on the RGB to YUV algorithm,
we first extracted luminance information of the images. Then, we cut the treated images
into small pieces with the size of 16 * 16 * 1, took them as the input of discriminator,
and got the detection results. Finally, we added the score of each image block and
normalized the total score to make the range of scores between 0 and 1.

3.4 Evaluation Criteria

In order to evaluate the detection performance of the model we proposed, we choose
the following evaluation criteria:

e Detection rate (DC): It is used to evaluate whether the model can detect white
Gaussian noise effectively. And it is defined as follows:

DC = ot 3)
1mg,;

where img,; is the total number of the images with white Gaussian noise, and img,,,
represents the number of the images which can be detected accurately by our model. In
the test process, we set a threshold to help determine whether the detected image is
polluted by white Gaussian noise or not.

e Pearson product-moment correlation coefficient (PLCC): This is a nonparametric
algorithm for measuring the linear correlation.

PLCC — (q Qm) _ COV(Qiy qm) (4)

V@~ an) \/ Z S

where ¢; is truly score and g, represents the predicted scores generated by
discriminator.

3.5 Experiment Results

We test our model in public database LIVE and CSIQ. Firstly, the quality scores of all
the test images are calculated by the discriminator. In order to test whether our algo-
rithm can detect the pictures which are polluted by white Gaussian noise accurately.
We use the detection rate (DC) to measure it according to Eq. 3. The threshold is set to
be 0.98. We consider that the image is polluted by WN if its quality score is lower than
the threshold and vice versa. As shown in Table 1, the detection rates based on two
public databases are both higher than 95%. And that means, our algorithm has excellent
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performance in white noise detection. On the other hand, the ability of our algorithm to
detect the degree of WN is measured by PLCC. In other words, we measure it through
calculating the correlation between the quality scores (evaluation) and the subjective
scores (loss). The value of PLCC is shown in Table 1. The scatter plots of subjective
scores and quality scores on two public datasets are shown in Fig. 2.

Table 1. Experiment results

Database Detection rate (%) PLCC
LIVE 96.5 0.825
CSIQ 97.3 0.834

. T Images in CSI0
L K. 5, #t w— Fitted Curve

o8,

06

avalution
evalution

04

loss loss

Fig. 2. Objective scores by our algorithm
4 Conclusion

In this paper, we propose a new deep learning method for the detection of white
Gaussian noise and its degree using DCGAN. Through the experiment, we find it is
feasible to detect the Gaussian noise and its level by the model we proposed. It also
makes it more convenient for research to choose suitable filters to eliminate Gaussian
noise from images. Meanwhile, different from the former applications of GANs, we
turn our attention to the discriminator (D) instead of generator (G) and apply the D to
the anomaly detection filed. This application will also inform researchers of great value
of discriminator. However, there are still several defects in our algorithm to be per-
fected. The detection accuracy of the level of Gaussian noise needs to be improved, and
the training time of our model needs to be reduced.
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Abstract. Convolutional neural networks (CNN) have been applied to many
classic problems in computer vision. This paper utilized CNNs to reconstruct
super-resolution images from low-resolution images. To improve the perfor-
mance of our model, four optimizations were added in the training process.
After comparing the models with these four optimizations, Adam and RMSProp
were found to achieve the optimal performance in peak signal to noise ratio
(PSNR) and structural similarity index (SSIM). Considering both reconstruction
accuracy and training speed, simulation results suggest that RMSProp opti-
mization in the most scenarios.

Keywords: Super-resolution imaging - Convolutional neural networks
Gradient descent -+ Adam + RMSprop

1 Introduction

Recent years, with the development of optimized algorithms, mass data, and the
increased performance of hardware, deep learning has received a lot of attentions in
many aspects, such as super-resolution imaging, image recognition, etc. Among these
topics, super-resolution imaging has been deeply studied. The goal of super-resolution
imaging is to rebuild high-resolution images from the low-resolution images, which is
one of the classic problems in computer vision.

Dong et al. proposed a relative new method for super-resolution imaging based on
deep learning [1]. They establish connections between the images with the low and
high resolution correspondingly. It is an end-to-end method that generates one high-
resolution image as the output from only one low-resolution image as the input. To
realize the connections between the inputs and the correspondingly outputs, they use
deep convolutional neural networks (CNN) to obtain the mapping between the inputs
and outputs.

In this paper, we further study the CNN model [1] and then train our own CNN
models with partial optimizations. We find that gradient descent algorithm, which is the
core of CNN’s weight update, can be optimized by some other strategies in deep
learning field. We improve one of the best models which have good performance by
these optimizations, such as stochastic gradient descent (SGD), adaptive gradient
(AdaGrad), adaptive moment estimation (Adam), and RMSprop. Among these
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optimizations, we find that RMSprop and Adam have the best performance on peak
signal to noise ratio (PSNR), and AdaGrad and SGD are relatively poorer.

The remainder of this paper is organized as follows. Section 2 presents the related
works about super-resolution imaging. In Sect. 3, we utilize some optimization algo-
rithms to improve our proposed model. Experimental results are conducted to confirm
the proposed method in Sect. 4.

2 Related Works

As a classic problem in computer vision, super-resolution has been studied in various
methods. To solve this underdetermined inverse problem, the early methods are mostly
based on sampling theory [2—4]. And the limitations that the detailed textures are not as
good as expected are then discovered.

Recently, deep learning has been used in various fields, and no exception in super-
resolution imaging. Convolutional neural networks have been invented for decades and
many computer vision fields, such as pedestrian recognition [5], image classification [6,
71, object detection [8], and face recognition [9].

Dong et al. [1] use their deep CNNs models to rebuild high-resolution images.
According to their results, 9-1-5 model has the best score considering performance and
running time, under contrast of bicubic interpolation. Their deep CNNs have three
convolution layers, each of which followed by an activation layer. The rectified linear
unit (ReLU) [10] is used as the activation layer. ReLU makes the model converge faster
in the case of high performance. The good performance of the deep CNNs models is
shown in their research, with a lot of experimental results as support.

Figure 1 shows the structure of the model. This model has three convolutional
layers (yellow), each of which is followed by an activation layer (green) named ReL. U,
except the third convolutional layer. Mean squared error (MSE) is used as loss function
(orange) to calculate the loss between data and label. The light blue blocks represent
the input and output data.

1 Conv conv |, RelLU

+ data 4 Conv + conv [ | RelU 1 Conv - eonv

= ] (=

1 label

Fig. 1. Model structure of CNNs

3 Optimization Methods

3.1 Model Structure

Dong et al. [1] proposed their 9-1-5 model to train the convolutional neural networks
for super-resolution imaging. As shown in Fig. 1, the model contains three
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convolutional layers, each of which is connected to an activation layer named ReLLU
except the third convolutional layer. The operation of ReLU is:

O = max(0,1) (1)

where O denotes the output of the ReLU as well as I, the input. Thinking of a
convolutional layer and a corresponding activation layer as a pair, the operation of the
first two pairs is:

Y; = max(0, W; x X; + B;) (2)

where i equals to 1 or 2 denoting the first or second pair and X; or Y; represent the input
or output of each pair, respectively. Here, W; corresponds to the weight coefficient of
the filter, as well as B; the bias coefficient. These parameters like W; and B; are achieved
by minimizing the loss function, which calculates the mean squared error (MSE) of the
reconstructed image and the corresponding high-resolution image. The formula for
MSE is:

1< 2
L:;ZHX,,- — Xl (3)
i=1

where n is the number of training samples, and X,; or X}, represent the reconstructed
image or the corresponding high-resolution image, respectively. L is the function of the
filter parameters, such as weight and bias coefficients.

3.2 Some Optimization Algorithms

3.2.1 Stochastic Gradient Descent (SGD) Algorithm

Gradient descent (GD) is widely used in deep learning field. In this paper, it can help
the CNNs determine the most suitable parameters of the filters as soon as possible,
under the premise of good performance. As a result of GD’s easily falling into a local
optimal solution, this paper replaces GD with SGD. SGD in this article refers to mini-
batch SGD. The difference of GD and SGD is only the quantity of the training samples.
The training sample in GD is the whole data set, while SGD uses only a part, which
calculates some training samples once a time instead of all. Samples for training in
SGD are randomly selected at each iteration.

For example, the weight coefficients are updated as

oL

Wi+1:Wi7”8W~

4)

Here, # is learning rate, L denotes the loss function, and W represents the weight
coefficients. The iteration number is denoted by i.
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3.2.2 Momentum Algorithm

Momentum algorithm is such a method that it simulates the concept of momentum in
physics to optimize the SGD algorithm. The most notable feature is that the last
gradient is taken into account in current gradient calculation. It can be expressed as

oL

Wii1 ZMW:‘—’?W

(5)

Here, the added u € (0, 1) is momentum factor, which controls the effect of the last
gradient on the current gradient. The general value of p is 0.95.

3.23 AdaGrad Algorithm
The parameters in algorithms above, such as momentum algorithm, are needed to be set
based on experience. Therefore, the determination of specific values of these param-
eters is seem to be fixed, at most in several common values. Obviously, such setting
method cannot be convinced.

AdaGrad algorithm as well as the following methods can set parameters adaptively.
After calculating the gradient, AdaGrad algorithm calculates the cumulative squared
gradients for the next updating.

3.24 RMSProp Algorithm

Considering to the non-convex properties of the CNNs and RMSProp algorithm’s
adaptive to non-convex, RMSProp algorithm can be used for the optimization. Based
on the momentum and AdaGrad algorithms, RMSProp combines the superiority of
both two algorithms. It takes into account both the second-order moments of the
gradient and the historical effects.

3.2.5 Adam Algorithm

Considering the advantage of AdaGrad and RMSProp on dealing with sparse gradients
and non-stationary objectives, Adam algorithm can be seen as a combination of
AdaGrad and RMSProp. It makes full use of first and second moments of the gradients
to adjust the learning rate of each parameter, respectively.

Adam is superior to the other optimization algorithms in terms of performance. Yet
it calculates both the first and second moments of the gradients, the training speed is
relatively slower. In spite of this, Adam is still found to be robust in problems with
large datasets or parameters with high dimension and is widely applied.

3.3 Comparison of Several Optimization Algorithms

In Sect. 3.2, this paper introduces some optimization algorithms for traditional gradient
descent methods. The following part we will discuss these algorithms, such as SGD,
AdaGrad, RMSProp, and Adam.
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3.3.1 GD and SGD
In GD algorithm, the loss functions need to traverse the entire training data, which is
waste of time and is more possible to fall into local optimal solutions. Therefore, in
deep learning field like this super-resolution imaging problem, the CNNs model falls
into the unwanted solutions easily.

Compared to GD, the samples for training in SGD are randomly selected at each
iteration. In this way, we can avoid the local optimal solutions and save much running
time.

3.3.2 AdaGrad, RMSProp, and Adam

As shown in the algorithms, AdaGrad makes the use of cumulative squared gradients to
minimize the loss functions. As a result, it can make the learning rate adaptive.
However, the training speed of AdaGrad is relatively slower.

RMSProp optimizes AdaGrad using the Newton iteration method in the process of
accumulating squared gradient. The added coefficient in RMSProp is used to control
the acquisition of historical squared gradients.

Adam combines the advantages of both AdaGrad and RMSProp. It can calculate
different adaptive learning rates for different parameters and is suitable for big or high-
dimensional data. Beside these, Adam needs smaller requirements for memory.

The detailed performance comparisons of these algorithms are discussed in Sect. 4.

4 [Experiments

In this section, we first discuss the determination of training data and label. Next, we
add the four optimizations discussed in Sect. 3 to the model and compare the perfor-
mance of them, respectively. The last but not least, we examine the training loss and
speed of the model with four optimizations.

4.1 Training Data

To train our model for super-resolution imaging, we need to determine the data and
label in training sets. The purpose of our model is to rebuild the images, so the super-
resolution images generated from low-resolution images by CNNs are seen as data. In
order to continuously improve the performance of the model, it needs the label as
contrast. The corresponding high-resolution images are used as label, which is the same
as data as the input of the loss layer. Mean square error (MSE) is used as a loss function
in this paper.

To realize the process above, the size of data and label should be calculated ahead
of time. For example, the sizes of these three types of convolution kernels in the 9-1-5
model are set to 9 by 9, 1 by 1, and 5 by 5, respectively. With the stride of 1, the size of
data and label can be 33 by 33 and 21 by 21, respectively.
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4.2 Comparison of the Performance

Figure 2 shows the performance of bicubic reconstructed image and another four
images with optimizations. It displays one original image and five reconstructed images
as contrast. The first image is the original image, which is grayed out. The recon-
structed image below the original one is using bicubic interpolation, which is obviously
fuzzy. The right four images are clearer, which reflects on the effects of these
optimizations.

Original image AdaGrad optimization Adam optimization

Bicubic Reconstruction RMSProp optimization

Fig. 2. Original and five reconstructed images

Table 1 displays the specific PSNR and SSIM of five reconstructed images. It is
clear that Adam and RMSProp achieve the highest PSNR 33.30228 and 33.10496 dB,
respectively. As a result, Adam is the best choice in terms of performance and the

Table 1. PSNR and SSIM of five reconstructed images

Type PSNR (dB) SSIM
Bicubic 31.67762 0.859749
AdaGrad 32.20875 0.867244
Adam 33.30228 0.882372
RMSProp 33.10496 0.879238
SGD 32.42305 0.874023
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performance of RMSProp is slightly worse. It shows that Adam has the highest scores
of SSIM with 0.882372 while RMSProp ranks second with 0.879238, followed by
SGD and AdaGrad, respectively.

4.3 Comparison of the Training Process

Section 4.2 discusses the performance of the model with four optimizations, respec-
tively. Yet considering performance alone to choose the most suitable model cannot be
convinced. Thus, the training process is also recorded to be the basis for selecting the
most suitable model.

Figure 3 describes the changes in training loss of the models with optimizations
like AdaGrad, Adam, RMSProp, and SGD during the training process. It is obvious
that AdaGrad and Adam have the minimal training loss after convergence.
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Fig. 3. Comparison of the training loss of the four models

In addition, Adam has another advantage that it makes the model convergences
faster. As a result, considering the performance and effect of convergence, Adam is
superior to other optimizations.

Table 2 displays the accurate values of running time for every 100 iterations. As
described in Fig. 3, the fastest training speed for RMSProp and SGD is about 52.1928
and 51.85337 seconds for every 100 iterations. In contrast, Adam’s training speed is
two to three times slower. As a result, considering the performance, speed of con-
vergence, and training time, the model with RMSProp optimization is the most
suitable.
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Table 2. Average time required for 100 iterations
Type Time (s/100 iterations)
AdaGrad 272.9645
Adam 130.0681
RMSProp 52.1928
SGD 51.85337
5 Conclusion

In this paper, we first utilized the convolutional neural networks to reconstruct the
super-resolution images from the corresponding low-resolution images. Then, we
introduced four optimization algorithms and discussed the relationships between them.
At the end, we analyzed the performance and training process of the models with these
four optimizations, and we found that in the case of all these factors, RMSProp may be
the most suitable optimization algorithm for the super-resolution imaging.
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Abstract. It is important and necessary to obtain high-frequency information
and texture details in the image reconstruction applications, such as image
super-resolution. Hence, it is proposed the multi-scale fusion network (MCFN)
in this paper. In the network, three pathways are designed for different receptive
fields and scales, which are expected to obtain more texture details. Meanwhile,
the local and global residual learning strategies are employed to prevent over-
fitting and to improve reconstruction quality. Compared with the classic con-
volutional neural network-based algorithms, the proposed method achieves
better numerical and visual effects.

Keywords: Multi-pathways - Residual learning - Multi-scale : Receptive
field - Texture details

1 Introduction

Deep learning (DL)-based methods are well applied in super-resolution reconstruction
[1, 2]. The advantage of the methods is the new nonlinear mapping learning idea. As
the pioneer network model for SR, super-resolution convolutional neural network
(SRCNN) [3] established the nonlinearlow resolution—high resolution (LR-HR) map-
ping via a fully convolutional network, and significantly outperformed the classical
non-DL methods. However, the method loosed many textures, and converged slowly.
Later, the accelerated version of SRCNN, namely FSRCNN [4], is proposed, where the
de-convolution layer instead of the bicubic interpolation is made used to improve the
reconstruction quality. Based on it, Shi proposed a more efficient sub-pixel convolution
layer [5] to fulfill the upscaling operation, which is performed at the very end of the
network.

Though the available models based on deep neural networks have achieved success
both in reconstruction accuracy and computational performance, the high-frequency
information and texture details of images are ignored. In this paper, it is proposed the
image super-resolution method based on the multi-scale fusion network (MCFN),
which enlarged the reception field [13] of the network by multiple pathways and
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obtained more texture details. The network is composed of multiple pathways and
trained by the residual strategies. The advantages of this network are twofolds:

e Three pathways that employed different sizes of convolution layers are designed to
get different size of receptive fields, which could extract multi-scale features of the
input image. This network design is expected to preserve more image details after
the extracted features are fused for the reconstruction.

e The residual strategy is composed of two types: local and global residual learning.
The former, which linked the input and the convergence end of the pathways, aimed
at optimizing this network. The local residual learning, which linked the input and
the end of the network, aimed at preventing overfitting. The use of residual learning
could further improve the reconstruction quality.

The method will be validated based on the publicly available benchmark datasets,
and compared with the available DL-based methods. By the experiments, it is shown
that the proposed method achieves better results.

2 Multi-scale Fusion Network

The proposed multi-scale fusion network is composed of three parts: the block
extraction and representation, the nonlinear mapping, and the reconstruction part. As
shown in Fig. 1, the nonlinear mapping composed three pathways, which could obtain
more high-frequency information and texture details than single pathway. The residual
learning has two patterns: local residual learning and global residual learning, which
could prevent overfitting training, and further improve the quality of reconstruction.

Global residual learning

local residual learning

= - -
N High

resolution
image

Patch
extraction

an
represent -
ation

Low
resolution
image

4

Non -linear mapping
(three pathways)

Fig. 1. Framework of the proposed MCFN method

2.1 Multiple Pathways Design

The three pathways in the nonlinear mapping part are designed to obtain feature details
of diverse scales, which are followed by the fusion operation for reconstruction. The
three pathways perform 1, 2, and 3 cascaded 3 x 3 convolution operations, respec-
tively. Besides, a 1 x 1 filter is put on the beginning of the second and third pathway
[6] to reduce the amount of parameters. The design is motivated by the GoogLeNet [7],
where multiple paths are adopted to obtain various receptive fields. Besides, based on
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GoogLeNet, Kim [8] proposed to remove the pooling operations, and to replace the
small convolutional kernels by the big ones, which achieved good performance in
image restoration. The paralleled pathways could easily be applied the parallel
computations.

Figure 2 shows the features abstracted by the three pathways. It can be seen that
different receptive fields and features of different scales are obtained from different
paths. The first pathway learns a smooth feature, the second pathway learns texture
details, and the third pathway learns contour information.

first pathway

second pathway

third pathway

Fig. 2. Different texture details abstracted by three pathways, respectively

The output formulas of these pathways as follows:
Fy =a(wx) (1)
Fy = a(wao(wia(wyx)) (2)

F3 = a(wga(wro(wea(wsx)))) (3)
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where wi, wa, wi, wg, Ws, Wg, Wy, wg represent the filters of the convolution layers, and
o denotes the rule operation. Fj, F», and F are the output of the first, second, and third
pathway, respectively.

2.2 Residual Learning

In order to optimize the training of the nonlinear mapping part, and to improve the
convergence speed, a residual connection is designed between the input and output of
the pathway. Since the LR image and the HR image compose the same structures, and
share the same low-frequency information, it would be advantageous to model the
connection [9—11]. Similarly, a residual connection is made between the input and the
output of the network. This connection has proven to be an effective network structure.

The residual learning structures are shown in Fig. 1. The two parts adopt the
structure of residual learning, which is achieved through the forward neural network
and the residual connection. The connection between the convolutional layers is a
sequential connection using batch normalization (BN) and rectified linear units (Relu).
This is a forward-activated structure proposed by He [12], which is easy to train and
easier to fit. At the same time, the residual connection is equivalent to simply per-
forming the equivalent mapping, without generating additional parameters or
increasing computational complexity to prevent overfitting of the network.

In the nonlinear mapping stage, it is achieved through three pathways. In this part
of the input and output residual connection, this connection structure is different from
Resnet, as shown in the following formula:

yi = h(x1) + F(xi;, wi) (4)
xig1 =f(n) (5)

where x; and x; ;| are the input and output of the first layer, respectively. F is a residual
function. A(x;) = x; is an identity mapping and f represents the Relu. The activation
function of this connection structure x;; = f(y;) has an impact on two aspects, as
shown in the following equation:

yier =f() +F(F (i), wivt) (6)

This is an asymmetrical approach that allows the activation function f to affect
[ arbitrarily. Only the F path can be affected, given by:

Vi1 =y+F(FGn), wii1) (7)

F (f (y1),wi+1) is the sum of the nonlinear mappings of the three pathways, as
shown as following:

F(f(v),wi1) = f{F1+F2+F3) (8)
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The first row on the right side of the equation represents the output of the first
pathway. The second and third rows of the equation represent the second pathway and
the third pathway, respectively.

To optimize and estimate the network model, the mean squared error (MSE) is used
as a loss function to estimate the network parameters, given by:

2
I

L(0) = 5& ¥ — D) )

{x® 7Y is the training set, in which N is the number of training fast, and
0, x are the ground truth value corresponding to the LR block. 0 is a set of

parameters to evaluate.

3 Experiments and Analysis

In order to make a comparison with the existing methods, a widely used training set of
91 images was used, and a magnification of 3 was used to train the data. A random
gradient tailored training mode was used. The algorithms and comparison algorithms
are on the same experimental platform (Intel CPU 3.30 GHZ and 8G memory), and
MATLAB R2014a and Caffe are applied. The four common datasets are evaluated
separately: Set5, Setl4, BSD100, and Urban100. Quantitative assessment is used by

(d) ESPCN (e) MCFN

Fig. 3. Comparison of reconstruction results of original HR and each pathway of butterfly
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PSNR and SSIM, because humans are more sensitive to changes in brightness than
colors. Following most existing methods, super-resolution reconstruction of luminance
channels is performed only in the YCbCr color space in order to display patterns, and
the other two channels are simply performed by bicubic interpolation.

As shown in Fig. 3, compared with classic networks, the reconstruction image of
MCEN is more clear, which have more detailed textures which improves the recon-
struction effect.

The comparison of the average numerical results is shown in Table 1. Through
the comparative experimental analysis, it can be seen that MSFN has higher PSMR and
SSIM, intuitively indicating that the information extracted by the MSFN is conducive
to reconstruction.

Table 1. PSNR (dB) comparison of test image reconstruction results

Dataset Enlargement factor Bicubic SRCNN ESPCN MSFN
Set5 3 30.39 32.39 32.55 33.19
Set14 3 27.54 29.00 29.08 29.48
Urban100 3 27.05 27.94 28.12 28.40
BSD100 3 27.57 28.45 28.65 28.96

4 Conclusions

This paper proposes a super-resolution reconstruction method based on multi-scale
fusion network, which is composed multiple pathways and adopted residual learning
strategies. The multiple pathways could capture the texture information of different
scales, which increases the diversity of features, and improves the accuracy of recon-
struction. Using the residual learning strategies can not only enhance the ability of the
network model to fit features, but also optimize network model. The residual links at
the input and convergence ends of the three pathways, as well as at the input and output
ends of the network. By the experiment results, the method is shown effective.
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Abstract. Due to the indefinite position of the characters in the invoice and the
difference of the color shades, which greatly increases the difficulty of intelligent
identification and thus it is difficult to meet practical applications. In order to solve
this problem, this paper proposes a quadratic segmentation algorithm based on
image enhancement. Specifically, we firstly enhance the color of the image based
on gamma transformation and then separate the machine-printing character from
the blank invoice based on the color analysis of the machine-printing character.
Then according to the open operation in the image processing field and the
boundingRect algorithm, the pixel information of the machine-playing character is
obtained, which is convenient for getting the character information. The algorithm
can achieve effective extraction of machine-playing characters and also reduce the
difficulty of invoice identification and improving the accuracy of invoice identi-
fication. Simulation results are given to confirm the proposed algorithm.

Keywords: Quadratic segmentation algorithm - Image processing * Invoice
identification - Color determination - Image processing

1 Introduction

With the rapid development of social economy, the use of invoices in China is required in
financial management. At present, China has used hundreds of millions of invoices for
annual reimbursement, and it has shown an upward trend. However, most of the reim-
bursement of invoices is done manually. The manual reimbursement of invoices has
many disadvantages such as complex reimbursement procedures, long manual processing
time and high processing error rate. In other words, the manual reimbursement of invoices
not only aggravates the financial staffs’ workload, but also takes up a lot of extra energy
from the reimbursement. From financial market perfective, the manual reimbursement
spends extra labor cost and thus increases the product or management costs [1].

In recent years, with the rapid development of image processing and computer vision
technology, high-precision, high-efficiency, and low-cost text recognition technology has
been realized. Many domestic and foreign scientific research institutes and scientific
researchers have introduced the emerging technology of computer vision into related
fields such as invoice identification, and conducted rigorous and profound analysis on the
feasibility of this technology. Hence, it is becoming more and more urgent to find an
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effective and practical invoice processing method. VAT notes are printed by dot matrix
printers, and the position of the invoices printed by different printers is indefinite, and the
shades of color are different, which is one of the main reasons that lead to a serious
decline in the quality of invoice information extraction. Therefore, it is significant to
study image enhancement secondary segmentation in practical applications [2].

At present, the color of the machine-used characters for the invoice is divided into
blue and black. The depth of character color directly affects the effect of image seg-
mentation and recognition. Extracting too much information at a time also affects the
recognition. There are still some deficiencies in the existing method for extracting
characters from the machine. According to the extraction of the frame, the content to be
recognized is too much, which greatly reduces the recognition accuracy.

This paper proposes a secondary segmentation extracted algorithm, which can be
applied in the actual invoice identification system. The proposed algorithm first per-
forms color enhancement [3] on the image. Then, based on the color analysis of the
machine characters, the first segmentation is performed to separate the machine-
printing characters from the blank invoices. The pixel information of the player is then
obtained, and the secondary segmentation is performed so as to realize the extraction of
the driver characters. Experiment results are given to validate the proposed algorithm.

2 Extraction of the Machine Character
The character extraction method of this paper is mainly composed of image

enhancement and secondary segmentation. Figure 1 is the scan invoice image. Figure 2
shows the system flow.

3200172130 * No 16158806

Fig. 1. An example of an original invoice image. The above picture is an example of a
Chinese VAT invoice. VAT is a kind of consumption tax. In some countries, it is also called “the
goods and services tax is a regressive tax” or “consumption tax”. It is an indirect tax that is taxed
based on the value added of goods or services, which is printed and produced by the State
Administration of Taxation.
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Input: Original image

v

Image enhancement

A A

First split

A 4

Second split

v

Final image after
segmentation

Fig. 2. Flow chart of image segmentation

First, image enhancement is performed on the acquired invoice color image to
obtain a clearer image I. A color judgment is made on the password area of the invoice,
the color of the machine-playing character is detected, and the first blank invoice and
the machine-used character are segmented to obtain the image I; with only the
machine-playing character. The black and white conversion of Iy, corrosion, and the
acquisition of the rectangle of the outside world are performed. The pixel information
of the machine-played character is obtained, and after the secondary division, the
machine extracts the character block G.

2.1 Image Enhancement

The color of invoices produced by different merchants due to the difference of printers.
Therefore, the image enhancement is required for invoices to make them clear. We use
a method of image enhancement based on gamma transformation [4]. The enhancement
effect is shown in Fig. 3.

The gamma conversion is mainly used for image correction and the correction of
the image with too high grayscale or low grayscale, which is aim to enhance the
contrast. The transformation formula does a multiplication of each pixel value on the
original image:

S=c¢y" ye[o0,1] (1)
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Fig. 3. An example of the enhanced image

The correction effect of the gamma transformation on the image is actually
achieved by enhancing the details of low gray level or high gray level.

The 7y value is demarcated by 1. The smaller the value is, the stronger the expansion
effect is on the low-gradation part of the image. The larger the value is, the stronger the
expansion effect on the high-gradation part of the image is. By changing the gamma
value, the effect of enhancing the details of low gray levels or high gray levels can be
achieved.

3 Secondary Segmentation

3.1 First Split

The machine-playing characters on the general invoice are divided into blue and black.
Only the color of the machine-playing character of the value-added ticket is not fixed.
Therefore, it is necessary to determine the color of the character played in the ticket.
The character color that is the color other than white can be judged by using RGB in
the password area. According to the judged color of the machine, the corresponding
color is divided.

There is a fixed frame line for the value-added tax ticket, we can firstly use the
mouse to take the function ginput() [5], which can manually cut out the part to be
extracted according to the fixed frame of the blank invoice, and generate the Excel file
of the location information, such as the buyer, the seller, and the password area. Then
import Excel in the code, you can initially split the invoice, reduce the follow-up
workload, and improve the extraction rate.

The function ginput provides a cross cursor so that we can more accurately select
the position we need and return the coordinate value. The function call form is:
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[x, ¥] = ginput(n), which enables you to read n points from the current coordinate
system and return the x, y coordinates of these n points, all of which are nX1 vectors.

Importing Excel here to segment the password area is used to color determination.
Assuming that the color of the machine-playing character is blue, which is shown in
Fig. 3, the invoice image is first converted from RGB space to HSV space [6], where
H represents hue, S represents saturation, and V represents brightness. Then, we use the
in Range function to segment the image region we need by adjusting the H, S, and
V regions to obtain a white binary image I that satisfies the interval condition, which is
shown in Fig. 4. After testing, H: 100-140, S: 30-255, V: 0-255, we can have the best
effect.
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Fig. 4. An example of the image after first split

3.2 Second Split

The black and white transformation of Iy is performed, and then the etching [7] is
performed in a block operation to obtain an image I, which is shown in Fig. 5 after that
we can, respectively, press the imported Excel to separate the parts I3 and 14 except the
password area in the images I and I,. I3 and I, are, respectively, shown in Figs. 6 and
7. The boundingRect [8] function is used to calculate the minimum rectangle of the
vertical boundary of the contour for I, where the rectangle is parallel to the upper and
lower boundaries of the image, and then the corrosion block boundary information is
obtained. For visual convenience, the rectangle boundary is drawn using the rectangle
function, as shown in Fig. 8. Then split the segmented part a second time.

We can suppose that the horizontal position of the invoice is X and the longitudinal
direction is Y. The pixel information of the top and bottom points of the rectangular
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Fig. 6. An example of the cut of the enhanced image
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Fig. 7. An example of the cut of the eroding image
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Fig. 8. An example of the image with rectangular block
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block is stored in a two-dimensional matrix in the order of vertex Y, bottom point Y,
vertex X, and bottom point Y.

The two-dimensional matrix is sorted in ascending order of vertex Y, and the array
of vertex Y is traversed. If the interval of vertex Y is smaller than k, the range of & is
between [5, 30], and the same row is determined. The rectangular block in the same
row is sorted by two-dimensional matrix from small to large according to the vertex
X. The row of rectangular blocks is cut out from left to right, and the image G shown in
Fig. 9 is extracted by analogy.

B TR T IR 2 B A B L4 4 7 4
91320115671306895Y

MRFTITEFRERARER AN LR 103¥ 52155938
TR ETKESL 4 4301019819100040804

Fig. 9. An example of the results after segmentation algorithm

4 Conclusion and Future Work

This paper proposes a quadratic segmentation algorithm based on image enhancement.
The algorithm can achieve effective extraction of machine-playing characters. Through
the secondary division of the enhanced invoice image, the pixel information of the
machine-played character is finally obtained, and a small block image of the machine-
playing character is obtained. The automatic extraction process of invoice information
is conducive to the promotion, application, and reality of the invoice intelligent
reimbursement system, which has broad application prospects.

This article is only a preliminary study on the extraction of invoice image infor-
mation. In the future work, we will continue to conduct in-depth studies to achieve
better results and more convenient operations. It is also necessary to increase the
number of experimental samples and conduct large-scale tests to further increase the
effectiveness.
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Abstract. In this paper, we proposed a real-time automated vehicle color
recognition method using you look only once (YOLO)9000 object detection for
intelligent transportation system applications in smart city. The workflow in our
method contains only one step which achieves recognize vehicle colors from
original images. The model proposed is trained and fine tuned for vehicle
localization and color recognition so that it can be robust under different con-
ditions (e.g., variations in background and lighting). Targeting a more realistic
scenario, we introduce a dataset, called VDCR dataset, which collected on
access surveillance. This dataset is comprised up of 5216 original images which
include ten common colors of vehicles (white, black, red, blue, gray, golden,
brown, green, yellow, and orange). In our proposed dataset, our method
achieved the recognition rate of 95.47% and test-time for one image is
74.46 ms.

Keywords: Vehicle color recognition - YOLO9000 - Intelligent surveillance

1 Introduction

Recently, real-time vehicle information recognition system has attracted much attention
in intelligent surveillance, which is essential in the rapid development of smart city. In
order to identify and track the targeted vehicle, the license plate, color, and type
become the indispensable factors. Colors, as one of the basic attributes of vehicles, play
a significant role in vehicle recognition. However, it is still a challenge to recognize the
colors of vehicles in original images due to the complex impacts of illuminations,
weather conditions, barriers, and image capture qualities.

Yet despite the difficult nature of this task, there has been a recent surge of research
interest in attacking the vehicle color recognition problem [1-6]. Prior to large-scale
application of deep neural networks, using hand-crafted features combined with clas-
sifiers to recognize the vehicle colors was dominant [1-3], which contained color
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histogram, color collection, and color correlogram. The whole workflow consists of
manually designing multiple features of vehicle colors and using these features to train
the classifiers including KNN, SVM, and ANN. These methods tend to show higher
execution speed but weaker generalization and lower recognition accuracy. Rather than
use heuristic knowledge to adopt manually designed features, convolutional neural
networks (CNN) allow to obtain implicitly vector representation of images [7, 8].
Inspired by the advantage of CNN, the approaches based on deep-learning algorithms
make remarkable advances recently. In [4, 5], CNN combined with spatial pyramid
strategy was employed to adaptively learn representation which is more effective for
vehicle color recognition. These methods extract the feature representation of the images
using deep neural networks and then apply the feature in a combination of the traditional
classifiers to obtain vehicle colors. Another part of deep-learning-based methods
involved the end-to-end architecture, in which the feature extraction and classifier were
integrated into a unified deep neural network framework through joint optimization.
Rachmadi and Purnama [6] introduced a parallel end-to-end CNN to learn the vehicle
color recognition model from big data. These methods based on deep-learning displayed
stronger generalization capability and higher recognition performance.

However, vehicle color recognition is greatly affected by the background, light, and
weather, which brings a challenge on how to improve the robustness of vehicle color
recognition system. In this paper, we propose a new robust real-time vehicle color
recognition system based on the YOLO9000 object detection [9]. In the traditional
workflow, vehicle location is firstly needed to reduce interference of complex back-
ground, and then it comes to color recognition. Yet the method proposed simplifies the
workflow of automatic vehicle color recognition, which transforms the two steps of
vehicle location and color recognition into one, as shown in Fig. 1. Furthermore, aimed
at usual and different real-world scenarios, we specifically introduce VDCR dataset
which collected the original vehicle images captured from the cameras in multiple
conditions. In our proposed dataset, the end-to-end method we proposed achieved the
recognition rate of 95.47% and 74.46 ms per image.
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Fig. 1. Architecture of real-time automated vehicle color recognition system
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2 The Proposed Method

Recently, there is a rich body of works concerning vehicle color recognition [1-6].
With the development of artificial intelligence (Al), vehicle color recognition is closely
combined with deep learning [4-6]. Besides, a series of algorithms for object detection
has been reported [9—11]. In this section, we introduce an end-to-end model for vehicle
color recognition using YOLO9000.

As shown in Fig. 2, the original picture is resized to 416 x 416 as the input of the
model. Then it is sent to Darknet-19 which has 19 convolutional layers and 5 max-
poling layers. To some extent, the Darknet-19 is quite similar to VGG-19 [12]. How-
ever, what is different from VGG models is that Darknet-19 uses 3 x 3 filtersand 1 x 1
filters in the convolutional layer and double the channels after every pooling layer.
Especially, 1 x 1 filters were added between 3 x 3 convolutions in order to compress
the feature representation as well as help to eliminate the effect of size on the recognition
result. Furthermore, YOLO9000 added batch normalization to significantly improve the
convergence of model and eliminate the need for other forms of regularization. After 16
layers of the model, the 26 x 26 x 512 feature map is changed into the 13 x 13 x 256
feature map similar to the identity mappings in ResNet [13]. The model removed full
connected layers and instead adding on three 3 x 3 convolutional layers with 1024
filters each followed by a final 1 x 1 convolutional layer for detection. After the last
convolutional layer, we obtain 13 x 13 x 75 feature map as the output of the Darknet-
19 network. Then the model uses the region proposal network to predict five bounding
boxes at each cell of the feature map by using k-means clustering instead of hand-
picking anchor boxes.

% " - Detect
0 10 s

Conv.layer
(3,3,1024,1)
(1,1,75,1)

(3.3,1024,1)
(3.3,1024,1)
(3.3,1024,1)

Fig. 2. Structure of vehicle color recognition model based on YOLO9000

In bounding box regression and classification, the output dimension for each
bounding box is (N + C) in which N is the number of classes and C is the number of
the coordinates. The number of classes is ten which depend on the number of the
vehicle colors for recognition. And the network predicts each bounding box with five
coordinates (ty, ty, t,, tn, t,). Here, t,, t,, t,,, and 1, are the offset between the bounding
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box and ground-truth bound, 7, is the confidence score of the bounding box. And (c,,
¢y) is the offset of the cell from the top left corner of the image, (p,, p) is the width and
height of the bounding box. Then the new four coordinates of bounding box corre-
spond to:

by = 0(ty) + ¢» (1)
by = 5(ty) +o (2)
by, = pye" (3)
by = pue” (4)

Once the bounding box can be fixed, the predictions are computed by:
pr(object) « IOU(b, object) = d(z,) (3)

Additionally, YOLO9000 randomly chooses a new image dimension size every
ten-batches training, which includes {320, 352, ..., 608} with the model down-samples
by a factor of 32. It improves detection performance of the model for different size of
objects.

3 Experiments

The robust real-time color recognition system is implemented by NVIDIA Ge-Force
GTX 1080Ti with 11 GB memory.

3.1 Dataset

The dataset called VDCR dataset contains 5216 images captured from the cameras in
different weather (fog, day, rainy, etc.) and different illumination, which pose a great
challenge to vehicle color recognition. The images in VDCR dataset was collected in
access surveillance scenarios, such as high way entrance, parking lot and residential
district entrance. Besides, various vehicle types, such as cars, trucks, vans, and buses,
were contained in the dataset in order to ensure the diversity of the vehicles. Especially,
the VDCR dataset includes images of sheltered vehicles targeting a more realistic
scene. Sample images of the VDCR dataset are shown in Fig. 3.

The images were acquired with different cameras and are available in the Joint
Photographic Experts Group (JPEG) format with the size of 1920 x 1080 pixels and
2048 x 1536 pixels. Images obtained with different cameras do not necessarily have
the same quality, although they have the same resolution and frame rate. This is due to
different camera specifications, such as autofocus, bit rate, focal length, and optical
image stabilization.
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Fig. 3. Sample images of the VDCR dataset. The first three rows show the variety in
backgrounds, lighting conditions, as well as vehicle positions and types. The fourth row shows
examples of sheltered or distorted vehicles

The VDCR dataset contains 5216 vehicle images, including white, black, gray, red,
blue, golden, brown, yellow, green and orange, totally ten color categories. The number
of vehicle images for each color is shown in Table 1, in which the minimum proportion
is the orange vehicle with 120 images and the maximum proportion is the gray vehicle
with 883 images. All of the images in the VDCR dataset come from oblique front
images captured from road monitoring system. Some examples of ten vehicle colors in
the VDCR dataset are shown in Fig. 4. In the experiments, the dataset is split as
follows: 80% for training, 20% for testing.

Table 1. Number of images for each color

Color | White | Black | Gray | Red | Blue | Golden | Brown | Yellow | Green | Orange
Number | 786 | 759 |883 |707 | 742 | 447 335 193 244|120

3.2 Experiment Result

In the experiments, we input 4173 training images to our end-to-end model, which
includes ten vehicle colors. Then we train the model using pre-trained weight file for
vehicle location regression and vehicle color classification. As is shown in Table 2, for
the test dataset the recognition accuracy of ten vehicle colors is 95.47%. The testing
time of YOLO9000 is about 74.46 ms per image.
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Fig. 4. Examples of ten vehicle colors in VDCR dataset

Table 2. Experiment result on vehicle color recognition

Color White

Gray

Red

Blue

Golden | Brown

Yellow

Green

Orange

Total

Accuracy | 0.9934

0.9322

0.9929

0.9729

0.8989 | 0.9104

1

0.8571

0.8333

0.9547

In order to evaluate the result of vehicle location, we use Intersection over Union
(I0OU) as the standard for the accuracy of the object detection. IOU is the quotient of the
overlap area and the union area between the ground-truth boxes and the bounding box.
In our test dataset, the average IOU reached 90.64% which shows high performance of
vehicle location in our method. As we can see in Fig. 5, the model shows strong
robustness for recognizing the correct location and category when the vehicle is
incomplete and in the complex background.
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Fig. 5. Examples of recognizing the correct vehicle color

4 Conclusion

In this paper, a robust real-time end-to-end vehicle color recognition method based on
YOLO9000 object detection is proposed, which achieves vehicle location and color
recognition in one step. The method proposed reached the 95.47% recognition accu-
racy and the testing time is merely 74.46 ms per image. We also introduced VDCR
dataset for vehicle localization and color recognition that includes 5216 fully annotated
images (with ten common vehicle colors) in access surveillance scenarios. The
experiment result demonstrates the feasibility and real time of our proposed method.
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Abstract. The single-pixel camera is a new architecture of camera pro-
posed in recent years. The difference between a traditional camera and a
single-pixel camera is that one image can be reconstructed by acquiring
less amount of data with the latter. Most existing single-pixel cameras
only collect data for one light path. In this paper, in order to reduce the
impact of measurement noise, we adopt a way of dual-fiber acquisition to
collect data. We compared the result of traditional single-fiber acquisi-
tion with our proposed dual-fibers acquisition. For video reconstruction,
we use a dual-scale matrix as the image measurement matrix which can
restore images with two different spatial resolutions as needed. We use
the low-resolution video as a preview to acquire optical flow, and then we
reconstruct a better-quality video by using the optical flow as a restric-
tive condition. We built an actual single-pixel camera hardware platform
based on dual-fiber acquisition, and we show that our high-quality video
can be restored by collecting data from our single-pixel camera.

Keywords: Single-pixel camera - Dual-fiber acquisition - Dual-scale
matrix - Optical flow + Low frame rate

1 Introduction

Compressive sensing (CS) [1,2] can discretely sample well-below Nyquist rate
by exploiting the signal of the sparse nature, and then the signal is perfectly
reconstructed by a nonlinear reconstruction algorithm. CS can take measure-
ments far fewer than the number of pixels of original image, then the image
can be fully restored, and CS has an obvious advantage that it can reduce the
complexity of the encoder side by increasing the computational complexity at
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the decoder. CS has many applications in our life, such as wireless communica-
tion and biomedical engineering. Single-pixel camera (SPC) [3] proposed by Rice
University is an imaging system that relies on CS. For video reconstruction, we
should consider the tradeoff between spatial resolution and temporal resolution
[4]. Now there are two different types of cameras [5] for video sensing systems.
Spatial multiplexing cameras can use a low-resolution sensor to improve spatial
resolution. SPC belongs to spatial multiplexing cameras. Temporal multiplexing
cameras can improve time resolution, and its main application is in high-speed
imaging. In our experimental platform, we adopt the single-pixel camera which
acquires random measurements by using spatial light modulator. For algorithm
of video reconstruction, Ref. [6] reconstructed video by frame to frame in 3D
wavelets. Reference [7,8] proposed a block-based model for video recovery. Ref-
erence [9] used linear dynamic system methods to recover video . Besides, the
multi-scale video reconstruction algorithm is proposed, which first reconstructs
a low spatial resolution preview that is used to obtain motion estimation, and
then reconstructs a better-quality video by exploiting motion estimation as a
restrictive condition [10]. Lately, Ref. [11] adopted deep fully connect networks
to reconstruct video for compressive sensing. In this paper, we use dual fibers to
collect compressive measurements to reduce the impact of measurement noise,
and we apply a dual-scale matrix as a sensing matrix which can reconstruct two
different spatial resolutions by utilizing a group of data. Finally, the algorithm
which we use to reconstruct the video is a total variation regularization [12]. In
this paper, we can build a single-pixel camera based on dual-fiber acquisition,
and we can restore a high-quality video by improving the traditional single-pixel
camera platform and using the property of dual-scale matrix.

In this paper, the overall structure of the article is following. Section 2 intro-
duces compressive sensing theory and dual-scale matrix. Section 3 presents dual-
fiber acquisition imaging system and system analysis. Section 4 displays our
results and analysis in our experiment. The last section is conclusion.

2 Video Compressive Sensing

2.1 Compressive Sensing

CS acquiring compressive measurements from = € RY is following.
y=dx +e, (1)

where y € RM is the compressive measurements, and & is the observation matrix.
e represents measurement noise. Restoring the signal = from the compressive
measurements is an ill-posed problem since the equations y = ®x + e is under-
determined. If we want to recover a K-sparse vector, we need to take at least
M = 2K measurements; at the same time, there is a fundamental theory that a
stably restoring the vector of x must satisfy Eq. 2.

M ~ Klog(N/K) (2)
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In addition, the observation matrix @ meets the restricted isometry property
(RIP) [13] with high probability. The following is a SPC sampling model. We
can acquire the compressive measurements y; from a SPC sampling at the time
t=1,..,T as the following.

y = (Pr, 1) + €1, (3)

where x; € RY is an object scene at the sample instant ¢ , &, € RY represents
the measurement vector, e; € R is the measurement noise, and T is the total
number of sampling for an image. If we make the vector be the 2-D scene consists
of n x n spatial pixels, we can get the result of N = n2. We utilize the continuous
compressive measurements W < T as a group to restore an image. The equation
is following.

Y1 (p1,21) + €1
Y2 (@2, T2) + €2

Yi.w = : - . (4)
yw (dw,zw) + ew

2.2 Dual-Scale Matrix

Dual-scale matrix is a matrix of two different scales. The construction of a dual-
scale matrix satisfies Eq. 5. The elements of matrix @1, @2, P3 are {0,1} since
single-pixel camera can only support binary data formats.

D3 = PU + Dy, (5)

where @5 € R1024x4096 i 5 qual-scale matrix, and $; € R1024x1024 ig 3 hadamard
matrix. U € R1024x409 j5 an ypsampling operator. @, € R1024x409 jg an auxil-
iary matrix, and it satisfies uniform distribution as Eq. 6.

> 0.
Pii ) = {(1) “Z0S acU) (6)
where a > 0.85 can change. In order to use the maximize of the auxiliary matrix,
the auxiliary matrix @5 is used as a switch function to influence the dual-scale
matrix 3. The relationship between them is following. When @,(; jy = 0 &3 =
QplU. When QQ(i,j) = 1, {plU = 0, @3 = 1, and 432(1',3') = 17 SplU = 1, @3 =0.
Finally, we can sum up the relationship between them as shown in Eq. 7.

@3 = mOd((dﬁU + @2), 2) (7)

Figure 1 is the process of generating rows of dual-scale matrix.

If we use a dual-scale matrix as a sensing matrix, we can reconstruct two different
spatial resolutions from a group of data. Firstly, we can fast restore a low spatial
resolution video as a preview by using the low-dimension matrix of the dual-
scale matrix, and then we can acquire optical flow by utilizing preview. Finally,
we can restore a high-quality video by using the high-dimension matrix of the
dual-scale matrix and optical flow [14].
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Fig. 1. Generating dual-scale matrix masks.

2.3 Recovery Algorithm

The process of reconstruction video without optical flow constraints is a convex-
optimization problem. It can be solved by Eq. 8.

& =argminTV (x) st |y —Px|2 <, (8)

where the TV (x) represents sparse gradient, the operator TV (z) can be defined
as Eq. 9.

TV(@) = 3 \/(Dea(i)? + (Dya(i)”. ©

where D,x and Dyx represent the spatial gradient in the z direction and y
direction of the 2-D image. Next, the algorithm that we use to reconstruct the
video is TVAL3 [12].

If we restore video with optical flow constraints, we need to restore a preview
video by TVAL3, then we can acquire optical flow constraints by the preview
video. Finally, we can reconstruct a high-quality video by using the optical flow
constraints.

Optical flow. We can acquire the optical flow between any two frames fz and
fj since we have preview mode. The preview video can be reconstructed by the
low dimension of dual-scale matrix, and then we can restore a high-quality video
by using optical flow as a restriction condition. For estimating optical flow, there
are two restriction conditions. (i) For gray scale, two frame images need to have
constant brightness, (ii) pixels between two frames of image produce only slight
motion. The constraints of optical flow between f‘ and fj can be written as

fi(x,y) = fj($+“m,y7y+v:r,y)v (10)

where fz(:n,y) represents the pixel (z,y) int the image fi, and Upy and vy
response to the translation of the pixel (z,y) between frame i and frame j. In
order to acquire robustness, we perform forward and backward optical flow to
the reference image.
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3 Dual-Fiber Acquisition Imaging System and System
Analysis

3.1 Dual-Fiber Acquisition Imaging System

Our SPC hardware is shown in Fig. 2b. It consists of light source, lens, and
spatial light modulator (XD-EDOIN) which can control digital mirror device
(DMD), two collecting lens, two fibers, balanced detector, and data collecting
card.

A complete sampling process for a single-pixel camera is as follows. Firstly,
light source illuminates at object, and then the object is focused at DMD through
the lens. A row of sensing matrix is preloaded on DMD; at the same time,
a synchronous pulse signal is sent to data collecting card. Finally, balanced
detector collects light intensity by Fiberl and Fiber2, and data collecting card
converts analog voltage to digital voltage.

The DMD consists of 1024 x 768 mirrors. Actually, we only use 768 x 768
mirrors of DMD. The DMD masks consist of the row of dual-scale matrix @3 €
R1024x4096 The column of the dual-scale matrix corresponds to 1024 masks. One
mask has 4096 elements which are resized 64 x 64 mask, so corresponding to one
image spatial resolution is 64 x 64 pixels, and we group 12 x 12 mirrors together on
the DMD as one pixel. The rate of DMD masks changes 3000 times per second.
For one DMD mask, the data collecting card can collect 16 measurements, and
we average 13 of these values as one measurement to reduce measurement noise.

>
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(a) SPC light reflection (b) SPC hardware platform

Fig. 2. a Shows the light reflection of DMD and b shows the single-pixel camera in
our hardware platform.

In our SPC hardware, we exploit the dual fibers to collect the light intensity
instead of using lens to collect, and we can acquire a much more light intensity
than the lens by reducing the path loss, and then we can reconstruct a better-
quality video.
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3.2 System Analysis

DMD consists of 1024 x 768 micro-mirrors. There are two different flip angles
that are +12 and —12 of every micro-mirror so that the reflection has two roads.
In order to eliminate the effect of measurement noise, we can respectively set the
collection lens at different reflection angles [14]. Reflecting light is following as
Fig. 2a. From Fig. 2a, Fiberl acquires light intensity of the positive reflection,
and Fiber2 acquires light intensity of the opposite reflection.

=Pz te _

{y1=¢1x+e Yy=vn-un (11)

Where y; acquires compressive measurements of the positive reflection as Fiberl

from Fig. 2a, and 7, acquires compressive measurements of the opposite reflec-
tion as Fiber2 from Fig. 2a. y is the balanced compressive measurements.

4 Results and Discussion

From Sect. 3 instruction, we take three groups of data from our SPC. The first
group of data is acquired from Fiberl, and the second group of data is acquired
from Fiber2. The last group of data is acquired from balanced detector. Figure 3
is the reconstruction result by using TVAL3 algorithm. From Fig. 3, the spatial
resolution of an image is 32 x 32, and the compression ratio is 0.3, and then we
can find Fig. 3c reconstruction quality better than Fig. 3a and b since Fig. 3¢ can
balance the effect of measurement noise. Figure 3a has better quality than Fig.
3b since Fiberl can collect more light intensity reflection than Fiber2 collecting.
Next, we will display restore video on real data from our single-pixel camera.
The video frame rate can be achieved 30 fps in our life, but our reconstruction
video cannot achieve 30 fps since our DMD operates at 3000 mirror flips per

TVAL3 TVAL3 TVAL3

Columns Pixel Num
Columns Pixel Num
Columns Pixel Num

5 10 15 20 25 30 5 10 15 20 25 30 5 10 15 20 25 30

Row Pixel Num Row Pixel Num Row Pixel Num

(a) Fiberl result (b) Fiber2 result (c) BPD result

Fig. 3. The different reconstruction quality of an image by acquiring the different
collecting strategy.
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second. If the spatial resolution of an image is 64 x 64 and the compression
ratio is 0.25, we need to together 1024 compressive measurements as a group to
reconstruct an image, and the frame of reconstruction video is about 3 fps. If the
spatial resolution of an image is 32 x 32 and compression ratio is 0.25, we need
to together 256 compressive measurements as a group to reconstruct an image,
and the frame of reconstruction video is about 12 fps.

In our SPC platform, we use the dual-scale matrix as the sensing matrix
so that we can fast reconstruct the preview video by using the low dimension
of the dual-scale matrix, and then we can acquire optical flow by using the
preview video, Finally, we can reconstruct a better-quality video by exploiting
optical flow as a restriction condition. We take about 34 s to acquire compressive
measurements of each video and correspond to M = 102,400 measurements from
our hardware platform. Figure 4a shows the reconstruction video without adding
optical flow, and Fig. 4b shows the reconstruction video with adding optical flow.

) restore video without optical flow constraints

) restore video with optical flow constraints

Fig. 4. The reconstruction video of two different strategies, where the spatial resolution
of the image is 64 x 64, and the compression ratio is 0.25. We select four images from
the reconstruction images.

From Fig. 4, we can compare the performance of two different reconstruction
strategies for a dynamic, moderately rotating target. Restoring video with optical
flow has a better quality than reconstructing video without optical flow. Using
optical flow motion can make the texture of the reconstructed image more clear
and reduce motion blur.
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5 Conclusion

In this paper, we show our single-pixel camera hardware platform based on
dual-fiber acquisition. Our proposed single-pixel camera can greatly reduce the
impact of measurement noise so that we can restore a high-quality image. We
show how to reconstruct a dual-scale matrix, and we can restore a high-quality
video by collecting data from our single-pixel camera and using the dual matrix
as a measurement matrix.
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part by the Shenzhen Municipal Science and Technology Plan under Grant
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Abstract. Edge is in the place where image gray scale changes severely, it
contains abundant image information. Image edge detection is a hot and difficult
research field. Compare and analyze several classic edge detection method, aim
at the advantages and disadvantages, respectively, propose a multi-scale edge
detection algorithm based on the wavelet. The simulation shows the algorithm
obtains an ideal effect in edge location and noise suppression.

Keywords: Edge - Gray scale - Edge detection + Multi-scale + Wavelet
transform

1 Introduction

The commonly used definition of edge detection is that edge detection is the process of
describing the change of image gray scale based on the physical process that causes the
change of image’s gray scale [1]. The edge of the image contains most of the image
information. It also contains the important features of the object while characterizing
the basic outline of the object. By extracting the key features of the target object, it can
generalize the target object with less information and then use these features to carry
out the image calculation and processing. In the image segmentation, matching, fusion,
recognition, and computer vision, edge detection can be used as an important link in the
implementation of the algorithm and has great research value.

2 Classical Edge Detection Algorithm

The edge of an object usually means the appearance of change. As a partial feature of
the image, it appears discontinuous. In a sense, edge detection is the calibration of such
regional changes. Generally, amplitude and orientation are regarded as two charac-
teristic parameters of image edges, and the overall construction information can be
better represented by edge features of images.

Generally speaking, for one-dimensional continuous signals and two-dimensional
continuous images, the way of defining edge features is different. For one-dimensional
signal, the edge is often defined as the place where the first derivative is maximum or
the derivative of the two order is zero. In the two-dimensional image, the gradient
information of the gray distribution of the image is commonly used to reflect the
change of the image gray level, thus the edge features of the image are expressed.
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Usually, edge detection contains four main steps [2]: (1) filtering, smoothing the noise
of the image, (2) strengthen and highlight the point of significant change, (3) detection,
determine which point is the edge point, (4) positioning and determining the edge
position.

Since the theory of edge detection should be used for image processing, many
scholars have proposed many algorithms. In many algorithms, differential and optimal
operator methods are more common and classic. The differential method uses the first
order differential and two order differential to characterize the image gradient, and
approximated by the difference operator or the region template convolution. The edge
points are selected from the threshold, and then the edge of the image is detected.
Based on the classical differential method, the relevant scholars put forward Roberts [3]
operator, Sobel operator, Prewitt operator, Laplacian operator [4], etc. The optimal
operator method is the optimization and development of differential operators,
including LOG [5] operator and Canny operator [6, 7].

For the continuous function I(x, y), at the point (x, y), the gradient is a vector,
defined as:

6] _[4
vit) = o] = [ (1
The amplitude and direction of the gradient:
G, y)l = /G + G}

Gy
Gy

o1 /ol @)
=arctan |4 /4

oy ! ox

¢(x,y) = arctan

Generally speaking, all kinds of edge detection operators have their own merits and
demerits in specific application scenarios. In the first order differential operator, the
Roberts edge detection operator is relatively simple, with high positioning accuracy but
poor noise immunity. The Sobel edge detection operator enhances the smoothness of
the noise, but increases the computation and the positioning accuracy is not high. In the
two order differential operator, the Laplacian operator is beneficial to the removal of the
pseudo-edge and the edge positioning because of the two order difference, but doubles
the noise [8] at the same time. In view of the sensitivity of Laplacian operator to noise,
the LOG operator is proposed by D. Marr and E. Hildreth. First, the filter function is
used to smooth the original image, and then the Laplacian operator is used to detect the
edge. The Canny operator also introduces the Gauss function, smoothing the filter to
deal with the problem of losing the edge information and not preserving a large number
of image details [9]. It can be seen that the traditional edge detection algorithms have
some problems in different applications because of the diversity of images and their
own limitations. It is the two major directions for many researchers to improve the
existing algorithms, integrate new features, or introduce new ideas and propose new
algorithms. At present, with the in-depth application of fuzzy mathematics, neural
network, and multi-scale theory, the development of edge detection algorithm is
constantly promoted.
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3 Research on Wavelet Transform and Its Edge Detection
Algorithm

As a representative of multi-scale theory, wavelet transform is widely used in image
processing because of its completeness of mathematical description. In the image edge
detection, the multi-scale property of the image can be well combined with the tradi-
tional operator. It has achieved good results and has great research value.

3.1 Wavelet Transform

The wavelet transform has good time frequency characteristics. Through the scale
function and translation operation, the high-frequency components and low-frequency
components of the image can be separated, and the image processing speed and
diversity can be improved by image decomposition and reconstruction. Wavelet
decomposition of images at different scales will form a Pyramid structure. The wavelet
decomposition of the image is not the deletion of the original image information, but
the low-frequency details and the high-frequency information, respectively, in order to
facilitate the processing and utilization of the related information. In the framework of
multiresolution analysis, Mallat’s fast wavelet decomposition algorithm [10] is often
adopted. As shown in Fig. la, 4 new images are generated from the original image in
each layer of the wavelet decomposition, the size of the original image is 1/4, the low-
frequency information of the original image is stored in the LL, for the next layer of
decomposition, the HH is stored in the high-frequency information, the LH and HL
store the edge features of the horizontal and vertical direction, respectively. Figure 1b
is the actual image. The two layer wavelet decomposition.

(a) &

LI} HI?

LH?| HH

LH' HH'

Fig. 1. Image wavelet decomposition

3.2 Algorithm of Edge Detection Based on Wavelet Transform

It is generally believed that the discontinuous change of the gray level in the image can
be regarded as the edge, which is a high-frequency signal, which is similar to the noise
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signal. When the image contains a lot of noise, the traditional edge detection method
based on differential operation is more sensitive to the high-frequency signal, and it is
difficult to accurately distinguish the edge and noise containing a large number of high-
frequency components. Therefore, it is difficult to accurately detect edge features in
noisy environment, but noise resistance is an important performance guarantee for
image processing and related links, and the adaptability of noise directly affects the
final effect of the algorithm. Based on this, Mallat and other scholars use the good time
frequency analysis ability of wavelet transform to detect the high-frequency mutation
of the local area of the image and carry on the processing, and then apply the wavelet
transform to the edge detection.

Since wavelet transform is applied to edge detection, there are roughly two main
ideas. One is to combine wavelet transform to improve the classical edge detection
operator; the other is to improve the wavelet decomposition algorithm to improve the
edge detection by incorporating new properties or constructing a new wavelet structure.
Literature [9, 11] is a new method based on classical Canny edge detection operator
combined with wavelet transform. Duan [9] first improves the Canny operator by
replacing traditional Gauss filter by bilateral filtering and then improves the image
high-frequency details by wavelet transform to realize edge detection. In document
[11], Canny algorithm and wavelet modulus maximum method are used to extract
edge, and then two edge images are weighted and optimized to get the final edge
image. In document [12, 13], by combining the interpolation wavelet sampling theory
and the omnidirectional wavelet method, the traditional Mallat wavelet transform edge
detection algorithm is improved, and a better and more adaptive edge detection algo-
rithm is obtained. Many studies have shown that the introduction of wavelet transform
has good effect on improving the traditional edge detection operator, improving the
adaptability of the scale and the noise resistance. It is of practical significance to study
the edge detection algorithm based on the wavelet transform transformation.

3.3 Algorithm in this Paper

Using the multi-scale characteristics of the wavelet transform and its characteristics of
approximate and generalization in image decomposition, it is applied to the edge
detection of the image. The wavelet transform is applied on the different scales, and the
high-frequency information under the large-scale decomposition is suppressed and the
noise is suppressed. The results are obtained according to the gradient direction
modulus maximum and threshold. On the edge of each scale, we should grasp the
details and the general picture and then get the edge image. The following steps are as
follows:

1. For image decomposition using wavelet transform, four coefficients will be
obtained at different scales, using Al HL!, HV', and HD', respectively. Among
them, i represents scale factor, A is approximate coefficient, and HL, HV, and HD,
respectively, represent horizontal, vertical, and diagonal direction high-frequency
coefficients.
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2, The horizontal and vertical high-frequency coefficients (HL, HV) of each scale are
processed to get their respective modulus images and amplitude images.

3, Seek the local maximum value of image and amplitude image, select the threshold,
and get the edge points.

4, Connect the edge points, get the edge features of each scale, reconstruct the series
of edge images, and determine the final image edge.

4 Experimental Results

The experimental results of this paper are simulated under MATLAB2013b. First, the
image of the roof of Fig. 3 is selected and the images of salt and pepper noise and
Gauss white noise are added, respectively, as experimental images. The experiments
are carried out with Roberts operator, Sobel operator, Canny operator, LOG operator
and the algorithm proposed in this paper, and the results are compared and analyzed.
Then the algorithm is applied to other images, and the adaptability of the experiment is
tested.

As shown in Fig. 2, the left side of figure (a) is the original image, the middle is the
image after adding the salt and pepper noise with 6 = 0.01, and the image on the right
is added 6 = 0.01 Gauss noise, and the following graphs are the results of the corre-
sponding method in the corresponding case, and the graph (b) is the Roberts operator
detection result, which is sensitive to the noise and some edges are missing. In graph
(c), the Sobel operator has some improvements to the detection of the edge position and
direction relative to the Roberts operator and is more adaptable to the noise of the
image, but it is still not enough for the accuracy of the edge location; in figure (d), the
Canny operator is more noisy when the noise distribution is dense; in graph (e), the
LOG operator can smooth. Some noise is removed, the edge detection effect is better,
but the edge is still missing, and the noise immunity needs to be strengthened. Fig-
ure (f) is an edge detection algorithm based on wavelet transform, which makes full use
of the multi-scale characteristics of wavelet, and has achieved good results in the anti-
noise and accurate positioning.

As shown in Fig. 3, the experimental results of the wavelet detection algorithm on
the other two test charts show the original image, the image after adding the 6 = 0.02
Gauss noise and the corresponding wavelet edge detection images. The results show
that the wavelet transform edge detection algorithm proposed in this paper can adapt to
other test images and has a certain adaptability and good noise immunity.



A Wavelet Based Edge Detection Algorithm 103

(b) Roberts operator

(c) Sobel operator

(e) LOG operator (f)Algorithm in this paper

Fig. 2. Roof test image and its edge detection results

Fig. 3. Other test images and their edge detection result

5 Conclusion

The edge detection based on wavelet transform makes use of the adaptive character-
istics of the noise and positioning accuracy in large and small scales after the
decomposition of the wavelet image, which solves the contradiction between the edge
location and the noise, and has a certain improvement effect compared to the traditional
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edge detection operator. The following aspects can be further studied in scale space
theory, adaptive threshold, and in combination with practical application of image edge
detection in production practice.
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Abstract. The traditional Harris corner detection algorithm is sensitive to
noise, and Corner is prone to drift at different image resolution. Combined with
the multi-scale features of wavelet transform, propose a corner detection algo-
rithm based on the wavelet transform. The algorithm maintains the advantages
of Harris corner detection algorithm in image scaling, rotation or gray scale
change, improves its disadvantage of scaleinvariance, and has strong anti-noise
and real-time performance. It has good anti-noise and real-time performance.

Keywords: Corner detection - Wavelet transform - Multi-scale

1 Introduction

Corner is an important local feature of images, which contains a wealth of information.
At present, there are many statements about the definition of corner points. Generally
speaking, its foothold is basically the two aspects of the sharp change point of two-
dimensional image brightness and the point of maximum curvature on the edge curve
of the image. While preserving the important features of the image, the corner point has
rotation invariance and is almost unaffected by the illumination conditions [1]. It can
effectively reduce the amount of information data, effectively improve the speed of the
calculation, and is beneficial to the reliable matching of the image, making the real-time
processing possible. It plays a very important role in the field of computer vision, such
as 3D scene reconstruction, motion estimation, target tracking, target recognition,
image registration, and matching.

2 Harris Corner Detection

Harris corner detection method [2] is proposed by Harris and Stephens. The basic
theory of the classical Harris corner detection method is based on the Moravec operator
[3], which introduces the autocorrelation function theory in signal processing. It
combines the corner detection with the local autocorrelation function of the image and
determines whether the detection point is the corner point by the eigenvalue analysis.
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In the original Harris corner detection algorithm, the corner response function
used is:

R = Det — KTr? (1)

Only when the R value is greater than the threshold and the local maximum is
found in the eight directions around, this point is considered to be the corner point. The
K in the response function is a constant factor, which is an empirical value between
0.03 and 0.15. When the classical Harris corner detection method is used, the selection
of K often brings some unnecessary errors. In the subsequent improvement, the
response function is generally not used.

The corner detection method of Harris operator is a better image feature point
extraction algorithm at present. The computation is relatively small. When the image
has rotation, view point change, or gray change, the angle point extraction effect is still
good. However, it is sensitive to noise, and it is easy to extract a large number of false
corner points under the interference of noise. In addition, the traditional Harris corner
detection operator does not have scale invariance, and the resolution of the image is
different.

3 Corner Detection Algorithm Based on Wavelet Transform

3.1 Wavelet Transform

The theory of wavelet analysis originated in the early twentieth century. Haar proposed
the Haar wavelet normalized orthogonal basis. In the 1980s, Morlet and Mcyer pro-
posed the concept of wavelet analysis and the basic theoretical framework of mul-
tiresolution analysis. Then, Mallat established the fast wavelet transform method and
proposed the theory [3, 4] of multiresolution signal decomposition, which realized the
transformation of wavelet analysis from mathematical expression to technology. With
the development of Daubechies and Swelden, wavelet transform has been widely
applied.

As shown in Fig. 1, at each level of the wavelet decomposition, 4 new images,
which are 1/4 of the original image, are generated from the original image. These new
images are LL, LH, HL, and HH [5], respectively. Among them, the LL image
preserves the low-frequency information of the original image, and the HH contains
high-frequency information and typical noise. LH and HL contain both the horizontal
edge features and the vertical edge features, respectively. In the wavelet decomposition
of images, only LL images are used to produce the next level decomposition.
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Fig. 1. Image wavelet decomposition

3.2 Algorithm of Corner Detection Based on Wavelet Transform

Considering the shortcomings of the traditional Harris corner detection operator in the
field of anti-noise, a corner detection operator based on wavelet transform is proposed.
The steps are as follows:

1. To decompose the image with stationary wavelet transform [6], four series of
coefficients are obtained on each decomposition layer, which are the high-
frequency coefficients of the approximate coefficient and the other three directions,
respectively.

2, Build an autocorrelation matrix based on the high-frequency coefficients of hori-
zontal direction (I,), vertical direction (I,), and diagonal direction (/,,) obtained by
wavelet decomposition.

3, The improved Harris corner response function is used to extract the feature points
from the image obtained from the previous step.

R= (242 =13) /(P41 +eps) )

4 Experimental Results

The experimental results of this paper are simulated under MATLAB2013b. The
standard Lena map and building block test chart of 256 * 256 pixels are selected as
experimental images. Combined with the superposition of Gauss white noise and scale,
the experiment is carried out with this algorithm in many cases, and the comparison
analysis is made with the traditional Harris corner detection algorithm.

The left of Fig. 2 is Lena image, and the Lena image of Gauss white noise is
superimposed on the right. Figure 3 is the corner point obtained by the traditional
Harris corner detection algorithm in two cases of Fig. 2. It can be seen that the tra-
ditional Harris corner detection algorithm has more corners detected, but it is sensitive
to noise. In addition, in actual simulation, because of its relatively large amount of
computation, it takes about 0.5 s. Figure 4 is the application of this algorithm in Fig. 2.
In the two images, the number of corners obtained before and after the addition of noise
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Fig. 3. Traditional Harris corner detection

Fig. 4. Algorithm in this paper

is basically equal, and its corner location is basically consistent and the stability is
good. In addition, the time of extracting corner points is about 0.2 s. Based on the
corner detection algorithm, this method has better matching effect in subsequent image
registration.
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Figure 5 is the result of extracting corner points from block diagrams under different
conditions using traditional algorithms. Figure 6 is the result of using this algorithm to
extract corners of the block diagram after adding scale conditions, in which figures
(a) and (c) are the corners detected at different scales (scale = 1, 2) when no noise is
added. The results show that, at different scales, the position and number of the corners
are approximately equal, which obviously improves the disadvantage of the traditional
Harris corner detection that does not have the scale invariance; figures (b) and (d) are the
corner points detected on the same scale after adding Gauss noise (=0.01), although they
are still disturbed by the noise, but compared with the original algorithm, it is resistant to
the original algorithm. The noise ability is obviously improved.

(a) No noise (b) 6=0.01

Fig. 5. Corner points detected by the traditional Harris corner detection method

(a) scale=1 (b) scale=1, 0 =0.01 (c) scale=2 (d) scale=1, 9 =0.01

Fig. 6. Corner points detected at different scales using this method

5 Conclusion

The multi-scale characteristics of wavelet transform can obtain the general features of
images at large scales, and the details of the images can be obtained at small scales. By
approximation of detail and general appearance, noise suppression in large scale and
accurate location of corner points in small scale, the angle detection algorithm of
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wavelet transform is proposed in this paper, which balances the contradiction between
noise and location, and the effect of corner detection is ideal. However, the selection of
wavelet and the setting of some parameters are related to the final detection results. The
next step, we should study in depth and improve the algorithm.

Acknowledgments. Project found: (1) Young teachers development and support program of
Anhui Technical College of Mechanical and Electrical Engineering (project number:
2015yjzr028); (2) Anhui Quality Engineering Project “Industrial Robot Virtual Simulation
Experimental Teaching Center” (project number:2016xnzx007); (3) nhui Province Quality
Engineering Project “Exploration and Practice of Innovative and Entrepreneurial Talents
Training Mechanism for Applied Electronic Technology Specialty in Higher Vocational
Colleges” (project number:2016jyxm0196); (4) Anhui Quality Engineering Project (MOOC)
“Off-line Programming of Industrial Robots” (project number:2017 mooc091).

References

1. Schimid C, Mohr R, Bauckhage C. Evaluation of interest point detectors. Int J] Comput Vis.
2000;37(2):151-72.

2. Harris C, Stephens MJ. A combined corner and edge detector. In: 4th Alvey vision
conference; 1988. p. 147-52.

3. Moravec HP. Towards automatic visual obstacle avoidance. Proceedings of the S5Sth
International Joint Conference on Atrtificial Intelligence.1977;584-596.

4. Mallat SG. A theory for multi-resolution signal decomposition: the wavelet representation.
IEEE Trans Pattern Anal Mach Intell. 1989;11:673-94.

5. Gobzalez RC, Woods RE. Digital image processing. 2nd ed. Bei Jing: Publishing House of
Electronics Industry; 2007.

6. Mallat S, Huang WL. Singularity detection and processing with wavelets. IEEE Trans Inf
Theor. 1992;38(2):617-43.



Color Correction Method for Digital Camera
Based on Variable-Exponent Polynomial
Regression

Yingjie Zhou', Kun Gaol(m), Yue Guo', Zeyang Dou',
Haobo Cheng', and Zhuoyi Chen?

! School of Optoelectronics, Beijing Institute of Technology, Beijing 100081,
China
594836904@qq. com, gaokun@bit. edu.cn
2 Beijing Institute of Spacecraft System Engineering, Beijing 100094, China
blacksnowb411@163. com

Abstract. Subject to the response uniformity of photoelectric sensors, the
captured raw images always have serious chroma distortions. How to determine
the mapping matrix between RGB and XYZ color spaces is important for the
color distortion correction. However, the commonly used algorithms cannot
give consideration to the precision and the adaptability. A more reasonable
mapping algorithm based on variable-exponent polynomial regression is pro-
posed to evaluate the mapping matrix coefficients. Variable-exponent regular-
ization with the L,-norm (1 < p < 2) combines the features of lasso regression
and ridge regression methods, owning both the sparsity and smoothing prop-
erties. The optimal solution for the variable-exponent regularization is given
using lagged fix-point iteration method. Data from the standard color correction
experiments are used to test the variable-exponent, lasso, ridge, and least-
squares regression algorithms with different polynomial regression models. The
results demonstrate that the proposed algorithm has the best performance.

Keywords: Color correction - Polynomial regression - Regularization
Variable-exponent

1 Introduction

With advances in digital imaging technology, accurate color acquisition and display
have been given a much higher priority. Human visual system has amazing color
constancy properties, unlike imaging devices that are vulnerable to the influence of
illumination or sensor responses. To obtain the same colors as those perceived by our
visual system directly, reasonable color calibration processing is vitally important.
The color difference caused by camera sensors is mainly due to the deviation of
spectral sensitivities to RGB from the cones of the human eye [1]. To effectively reduce
the difference, a large number of color correction algorithms based on learning for
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Fig. 1. Color correction process

digital cameras have been introduced. Most of these color correction algorithms rely on
the principle shown in Fig. 1. One typical example is CIEXYZ, which is determined
only by the reflectance property of the observed object [2, 3].

These algorithms specifically include polynomial regression methods based on least
squares with different polynomial orders, 3D lookup tables with interpolation methods,
and neural network methods, etc. However, most algorithms are either time-consuming
or unable to derive a unique model [4—6]. Polynomial regression methods require only
that the number of test samples be greater than the number of terms of the polynomial
model and have a simple principle with low computational complexity [7]. Therefore,
these methods are always used in colorimetric characterization and color correction for
image acquisition devices.

Linear polynomial regression is the earliest used regression method for color cor-
rection. Although it owns a better adaptability to illumination, it has a high error. To
reduce the error, high-order polynomial was developed to color correction. It is more
powerful but not stable. Then, Graham D. Finlayson and Michal Mackiewicz proposed
root-polynomial regression, which can scale with exposure [8].

Theoretically, the relationship between CIE colorimetric values X, Y, Z and camera
response values R, G, B is linear as the relative spectral power distribution is definite.
While in real scene, it tends to be some nonstandard or separated models. High-order
polynomial brings high precision; meanwhile, it brings the danger of overfitting and
lowers the adaptability of the model.

To compensate the weakness, variable-exponent polynomial regression algorithm is
presented herein. The algorithm utilizes variable-exponent regularization term to
constrain the loss function, which possesses prominent fitness to complex data rela-
tionship like color space mapping.
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2 Variable-Exponent Polynomial Regression

The specific color correction algorithm workflow in this paper is illustrated in Fig. 2.
The common-used linear polynomial regression, quadratic polynomial regression, and
root-polynomial regression were chosen as the original fitting models. On the basis of
these models, L; regularization, L, regularization, and variable-exponent regularization
were introduced to calculate the mapping relationship.

Lasso polynomial regression homogeneous

polynomial
model
RIRGB,NRG,\GB,\/RB,R,G,B)
quadratic
polynomial
model

(R?>,G?,B*,RG,RB,GB,R,G,B,1)

minimize HPM —DH2 +J,HMH]
RGB values 2 !

captured by

camere

minimize HPM —DH; +AHMHi

standard
XYZ values

linear

minimize |PM — DI} + A|M | polynomial
2 4 model

Least square regression (R,G,B,1)

minimize HPM - DH;

RGB values . | g
e input) Correction output cted
captured by 3 —
2 b | Matrxi XYZ values
camere ]
)
[}
[} standard
: XYZ values
|

Fig. 2. Workflow of the color correction algorithm

All the models shared the same test dataset. The input variable was the combination
of measured R, G, and B values. The target variable was the standard colorimetric
values X, Y, Z, denote as D. It can be represented by Eq. (1):

PM;, =D, i=1,23 (1)
where M is the coefficient vector that needs to be solved. The matrix P; represents
different polynomial regression model.

2.1 The Evolution of Variable-Exponent Regularization

For the sake of fitting precision, some innovations were introduced to the conventional
polynomial regression, such as the L;-norm penalty and the L,-norm penalty, to yield
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lasso regression and ridge regression [3]. Taking account of the color correction
dataset, L;-penalized regression and L,-penalized regression can be described as:

min|PM —DIf; + 2[M]; (2)
min[[PM — D3 + Z|[M]|;3 (3)

L, regularization (lasso) yields a convex problem, which is an attractive trait for
computation [9]. L, regularization has the intuitive interpretation of heavily penalizing
peaky weight vectors. It has the smoothing property, but the final weight vectors
usually tend to be diffuse, small numbers [10]. In practice, if explicit feature selection is
not a major concern, L, regularization can be expected to give superior performance to
L, [11]. To combine the advantages of both lasso regression and ridge regression,
variable-exponent regularization is proposed in this paper to choose regular method
with self-adapting, as defined in Eq. (4):

E(M) = min|[PM — D|; + A[[M]|* (4)
where
(W) =1+ 1 )
1+ w2

where 1 is the coefficient of regularization term, deciding the impact degree that the
regularization brings. p is a function of the final desirable coefficient W}, j € (Ln),nis
the number of polynomial terms, k is a constant, which can be adjusted with different
datasets.

The L, penalty function has a self-adaptation characteristic, in which the L,-norm
(1<p<2) adjusts the p value according to the coefficient W;. When the coefficient is
large, the L,-norm tends toward the L,-norm, and when the coefficient is small, the L,-
norm tends toward the L;-norm. With the proper selection of penalty function, the
optimal fitting model for the dataset can be defined.

2.2 The Solution to Variable-Exponent Regularization

To obtain the desirable solution, the derivative of the loss function in Eq. (4) was
calculated. The result is shown as follow:

O = PT(PM — D) + Zp(W)) M) M (6)

The optimal solution can be acquired by setting the above gradient to zero and
solving the nonlinear equation system (6) using lagged fix-point iteration method [12].
Specifically, the coefficient M in the denominator is lagged behind one iteration,
making the nonlinear equation system change into a linear equation system. The
coefficient vector M then can be formulated to Eq. (7).
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where M = (PP + /diag) 'P"D (7)

p(W)) [y "2

W) M p(W))-2
p( 1)| 2| 8)

(W) g2

diag =

In practice, one critical problem is that we don’t know the real coefficient W;. To fix
that question, one alternative way is to adopt the idea that dynamic approximation to the
real coefficient [13]. Gauss-Seidel iteration method can realize that validly. Firstly, the
unknown coefficient W is given an initial value M. The vector M is continually updated
by the last consequence. Then repeat updating the vector M until converge. During the
iteration, the coefficient would gradually get closer to the real coefficient vector W.

The algorithm process is shown in Table 1. As there are two different parameters
for different regression models, some empirical values are recommended here.
Specifically, for linear polynomial, k =30, A=4.7; for quadratic polynomial,
k = 0.017, 4 = 3; for root-polynomial, k = 40, 1 = 22.

Table 1. Algorithm process

Algorithm (Variable-exponent regularization)

Input: Matrix P, vector D

Initialization M® =0, WO =M°, k=1, 1 =0.1
While [|[M/ = M'™'||, > ¢,

(1) Update M with given M'~! and p/~! by Eq. (7)

Q) If E' > E- 1,

Set p! = pi1;

Else

Update p; =1+ T%’ as defined in Eq. (5).
B)l=1Ii+1

End

Output: the final M

3 Color Correction Experiment

3.1 Experimental Process

The dataset was obtained by a standard color correction experiment. According to the
color correction principle shown in Fig. 1 and the ISO17321-1 standard [14], the
experiment design is illustrated in Fig. 3. And the equipments used in the experiment
are listed in Table 2.
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Fig. 3. Illustration and experimental scene of the color correction experiment

Table 2. Equipment list

Instrument Type
Spectrometer SpectraScan PR 715
Color camera Nikon D750
Target color chart X-Rite Color Checker Digital SG 140
Light source Multi-light lightbox
‘White-point measurement Standard white block
[lluminometer TES-136 chroma meter
Others 45° chart support
Tripod

In the specific experiment, the parameters of the color camera were fixed except for
the exposure time. The exposure time was varied from 1/10 to 1/40 to simulate different
illumination intensities. When the exposure time was 1/20, the picture was taken under
normal conditions. The fixed parameters were approximately ISO 200, F/8, and the
focal length was set to 160 mm. Half the data were chosen as training samples, and the
other half were used for testing.

3.2 Experimental Result and Analysis

All the experimental results were calculated using the Lab1976 color difference
equation [15], as shown below.

The color differences after corrected by different models are listed in Table 3. The
bold data shows that the variable-exponent regression algorithm has the smallest differ-
ence compared to lasso regression and ridge regression in any original polynomial model.
This prove our method has a better correction capability and manifests the superiority.

In the case of color correction, the quadratic polynomial is preferable to describe
the correction relationship. This indicates that the response of the sensors in the color
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Table 3. CIELAB color differences of test pictures taken at 1/20 exposure

Original model regression Linear Quadratic Root-polynomial
method polynomial polynomial

Least-squares regression 8.0275 3.4095 7.2759

Lasso regression 7.2459 3.4090 7.2569

Ridge regression 6.8616 3.3957 7.2644
Variable-exponent regression 6.7481 3.3914 7.2331

Before correction 56.7608 56.7608 56.7608

camera has nonlinearity error. To demonstrate the universality of the variable-exponent
regularization, the same fitting experiment was also conducted using test samples at
other exposure times. The results are shown in Fig. 4.

The color difference after variable exponent regularization correction method

45 =]
4.4299

35

A E*ab

251

1.5

05

3.6736

3.3914

4.4210

3.0742

O color difference
1 1

110

115

1/20

exposure time /s

1/30 1/40

Fig. 4. CIELAB color difference after correction by variable-exponent polynomial regression

The color difference is less than 5 CIELAB units at all exposure times, which can
fulfill the requirement in the color correction field. The exposure range included both
underexposed and overexposed conditions. Therefore, it can be concluded that the
variable-exponent polynomial regression algorithm can achieve color correction under

different illuminations.
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4 Conclusions

In this paper, we present a new fitting algorithm, variable-exponent regularization
polynomial regression, which has the characteristic of self-adaptation. We applied the
algorithm to three common polynomial models, linear, quadratic, and root polynomial.
From comparison of the results, the proposed algorithm clearly performs better than
original models. With the variable-exponent regularization, the basic model obtains
better fitting precision and stability. Therefore, this algorithm has advantages in
describing complicated color correction relationship. In addition, variable-exponent
regularization can achieve effective correction under different illuminations, proving
the practicality of the algorithm.
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Abstract. Single-image super-resolution has been broadly applied in many
fields such as military term, medical imaging, etc. In this paper, we mainly focus
on the researches of recent years and classify them into non-deep learning SR
algorithms and deep learning SR algorithms. For each classification, the basic
concepts and algorithm processes are introduced. Furthermore, the paper dis-
cusses the advantages and disadvantages of different algorithms, which will offer
potential research direction for the future development of SR.

Keywords: Single-image super-resolution * Learning-based - Deep learning -
Survey

1 Introduction

Single-image super-resolution (SISR) is the process of generating one high-resolution
(HR) image from one low-resolution (LR) image input with signal and image pro-
cessing techniques. As artificial intelligence has become a predictable trend in recent
years, and more image-related applications such as medical imaging, face recognition
have penetrated in our daily life. It is of great significance to produce HR images to
facilitate the follow-up processing. Hence, it is necessary and essential to make
researches on super-resolution.

The proposed SR algorithms can be mainly divided into three categories:
interpolation-based algorithms, reconstruction-based algorithms, and learning-based
algorithms. Interpolation-based algorithms reconstruct the input LR image via inter-
polating the missing pixels that are calculated by the known pixels, and common
algorithms include bicubic interpolation, edge detected interpolation, and so on. And
reconstruction-based algorithm is a process that utilizes a certain prior knowledge to
recover the LR image. Plenty of priors have been exploited and formulated into
framework such as maximum a posteriori and variational Bayes approach. Compared
to the interpolation-based methods, it can generate a sharper edge, but the reconstructed
HR image degrades rapidly when applying to large-scale factor problem. Therefore,
learning-based algorithms proposed afterward become mainstream methods within the
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three algorithms as they show the best performances. The basic idea of learning-based
SR methods is to obtain the prior by calculating the relationships between testing
sample image patches and training image patches. And the algorithms could be further
divided into four subcategories: example-based, neural network, manifold, and com-
pressive sensing. Considering that the superior performance of deep learning appli-
cation in image processing in recent years, more researches incorporate deep learning,
which attach to neural network methods, into SISR algorithms [14]. According to the
connection methods, we classify deep neural networks into feed-forward deep net-
works, feedback deep networks and bidirectional-forward deep networks.

Therefore, focusing on the learning-based algorithms mainly, we review the papers
under the classification framework of non-deep learning SR algorithms and deep
learning SR algorithms that published on the topic of single-image super-resolution.
Furthermore, we discuss the strengths and limitations of these algorithms.

The rest of the paper is organized as follows: In Sect. 2, we address in the non-deep
learning SR algorithms and mainly introduce three kinds of prevalent methods:
example-based methods, neighbor embedding methods, and compressive sensing. Then
we will review deep learning SR algorithms in Sect. 3. Finally, the paper comes to a
conclusion in Sect. 4.

2 Non-deep Learning SR Algorithms

In this section, we mainly focus on three kinds of common non-deep learning SR
algorithms: example-based, manifold, and compressive sensing. These non-deep
learning methods learn fine details that correspond to different image regions seen at
low-resolution samples and then use those learned relationships to predict fine details in
other images.

2.1 SR Based on Example-Based Methods

The example-based algorithm is presented by Freeman et al. in [5]. The basic process
could be generalized into two steps: In training step, the image patches are firstly paired
according to its relationship between HR image patches and LR image patches, then
prior knowledge is learned to establish the model. In reconstruction stage, LR image
input is interpolated and divided into patches. After that, the high-frequency patches
which match best are searched in the training set. Finally, we could obtain HR output
by adding the interpolated image patches and the searched high-frequency patches.

Based on the algorithm, many recent researches have been proposed to make
improvements. According to the example types of training set, we can divide example-
based methods into three groups: external example-based, internal example-based, and
joint both internal and external examples methods.

Most early algorithms based on external database, in which the prior between LR
image patches and HR image patches is learned from external natural database and
hence the images in training database are the main influencing factor. In [16] A+ al-
gorithm preserves some key facets such as anchored regressors, features, and time
complexity. It learns regressors via full training material to reconstruct input image.
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Then an algorithm [15] is proposed to make further improvement based on A+ algo-
rithm. It improves the performance of example-based methods from seven ways:
augmentation of data, large dictionary and hierarchical search, iterative back projection,
cascade of anchored regressor, enhanced prediction, self-similarity, and reasoning with
context.

Afterward researches demonstrate that internal example-based methods still show
good performance when applies to specific images whose patches repeat (or across
different scales). The algorithm proposed in [18] defines repeated patches with a new
perspective, as it exploits the 3D scene geometry and patch search space expansion to
improve the self-exemplar search. It mainly works on the images with repeated 3D
transformed patches across different scales and hence owns a strong pertinence though
performs well.

Furthermore, there are researches on how to combine these two methods to make
them complement each other and achieve a better performance on SR. In [17], a joint
both internal and external examples algorithm is proposed to combine the two methods
by defining two loss functions, one is sparse coding-based external examples while the
other is epitomic matching-based internal examples. Two functions are concatenated by
a corresponding adaptive weight to automatically balance their contributions according
to their reconstruction errors.

Example-based methods are able to learned fine high-frequency information via
training set, but the quality of reconstruction image is highly depended on the quality of
training set.

2.2 SR Based on Manifold

According to manifold learning theory, the LR image patch and its HR counterpart can
form a manifold with same local geometric structure in feature space. And it is useful for
nonlinear dimensionality reduction of image feature space. Inspired by it, [3] puts for-
ward neighbor embedding method. And the process can be summarized as following
steps: In training step, manifold could be obtained through HR images and corresponding
LR images in training database. In testing step, first find K-nearest neighbors in LR
images of training database, then compute the reconstruction weights of each neighbor
that minimize the error of reconstruction error, and using the HR features of K-nearest
neighbors as well the reconstruction weights to reconstruct the target HR image.

For neighbor embedding methods, it is significant to maintain the neighborhood
relationship. There are two possible ways to realize it. One is to choose a more
plausible representation of image patch feature, and the other is to choose a better
reconstruction function for given HR image patch neighborhoods. Approaches pre-
sented recently mainly based on the former one.

Yang et al. [20] focus on dealing with the nonlinear high-dimensional feature of LR
image input. It incorporates projection method and projects the high-dimensional
feature into two subspaces, kernel principal component analysis (KPCA) subspace and
manifold locality preserving projection (MLPP) subspace, to acquire the global and
local structures, respectively. In [21], LR image input is decomposed into several
directional sub-bands using designed steerable filters in frequency domain and each
sub-band stores correlated structure information of different directional frequencies.
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These methods preserve the structures well so it is beneficial to recover more
details. Moreover, they can search for k-nearest neighbors with higher matching pre-
cision in low-dimensional subspace when applying NE algorithm.

2.3 SR Based on Compressive Sensing

According to the signal sparsity theory, compressive sensing methods reconstruct HR
images with the help of a set of sparse representations and over-complete dictionaries.
Yang et al. [7] first attempt to apply sparse signal representation into super-resolution.
The algorithm assumes that there are a set of dictionaries learned jointly from LR to HR
training image patches. In reconstruction step, the LR image input is divided into many
overlapping patches and their sparse representation coefficients can be calculated
through LR dictionary, and then HR patches are estimated using these coefficients and
the HR dictionary.

Most of recent methods focus on how to cluster the training images into groups
according to different image geometric characters to learn better dictionaries. In the
meanwhile, a mapping function with sparse representation can be obtained to recon-
struct target HR image in training phase. In reconstruction phase, an approximate
clustered dictionary and mapping function are selected based on some certain
paradigm.

Ahmed and Shah [1] cluster the training set into nine directional clusters according
to the correlation between image patches. For LR training images, dictionaries are
learned via K-SVD algorithm while learning high-resolution dictionary is a pseudo-
inverse problem. And in [11], nonlocal similar image patches are divided into groups.
The group sparse representation incorporates nonlocal similarity redundancy to
improve the accuracy of sparse coding, and the clustered dictionaries are organized as
the combination of many orthogonal sub-dictionaries which trained based on the
clusters. Other characteristics are still being exploited such as edge sharpness and
multiscale redundancy of image structure feature proposed in [2, 13], respectively.

Compressive sensing algorithms can achieve a good quality of reconstruction
images. However, the complexity of algorithms is relatively large as the sparse coding
and reconstruction procedure need to be iterated for many times.

3 Deep Learning SR Algorithms

In this section, we review on the deep learning SR algorithms from three classifications
according to different connection methods of the deep networks: They are, respectively,
feed-forward deep network, feedback deep network and bidirectional-forward deep
network.

3.1 SR Based on Feed-Forward Deep Network

Feed-forward deep network is the earliest but also the simplest deep network structure,
in which each neuron starts from the input layer, receives the previous input and
outputs it to the next level until it reaches the output layer. There is no feedback
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throughout the whole network and can be demonstrated with a directed acyclic graph.
And in terms of super-resolution task, the feed-forward network extracts the local
patterns of input images through convolution algorithm in the input layer, then passes
them to the hidden layer in one direction. We could acquire deeper level features while
the hidden layers are getting deeper. Finally, the output layer would output the
reconstructed image.

The typical network of feed-forward deep network is convolution neural network
(CNN). According to the network structures, we will divide it into super resolution
using convolution neural network (SRCNN) and very deep networks for super reso-
lution (VDSR).

Dong et al. first put forward SRCNN in [4], using three deep convolutional neural
networks to achieve three stages of SR: image patches extraction, nonlinear mapping,
and image reconstruction. In training step, overlapped LR patches samples are aban-
doned to avoid increasing the computation amount, and mean square error is adopted as
loss function and minimized with stochastic gradient descent method. Liang et al. [12]
further incorporate the image prior information to improve the performance of SRCNN.
SRCNN-Pr adds a feature extraction layer at the end of SRCNN to extract the edge
information of image via Sobel filter and finally fuses all information to rebuild the
image. CSCSR [6] is also an expansion of SRCNN network. It focuses on the entire
image instead of overlapped patches. And the algorithm first utilizes a set of filters to
achieve three steps of SR: decompose LR image into LR sparse feature maps, predict
the HR feature maps from the LR ones, and reconstruct the HR images from the
predicted HR feature maps.

Deeper than the SRCNN network, VDSR [8] designs a deeper network that con-
tains 20 convolutional layers. The filters in each layer are more and smaller than those
in SRCNN, which help increase the local receptive fields to acquire the context of LR
and HR images. In training step, VDSR adopts residual learning method and adjustable
gradient clipping strategy to solve gradient vanishing and gradient explosion problems.

3.2 SR Based on Feedback Deep Network

Back-forward deep network is also called recursive network, in which each neuron
feeds its own output signal as an input signal to other neurons while it still feeds
forward the information. And it takes a while for the deep network to reach stability.
In SR issue, feedback deep network learns convolutional features through filter group
and finally combines the information to obtain the reconstructed image. On the other
hand, feed-forward deep network could be regarded as a coding procedure of input
signal while feedback deep network is regarded as a decoding procedure.

The feedback deep network can be divided into deconvolutional networks (DN),
recursive, and recurrent neuron networks (RNN).

SR based on fast deconvolution (FD) [10] method has three steps: initial upsam-
pling, gradient prior computation, and fast deconvolution. Firstly, initial LR image is
obtained by upsampling, then horizontal and vertical gradients are computed in Fourier
domain to improve the efficiency of deconvolution and the HR image is recovered by
fast deconvolution method finally.
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SR based on deeply recursive convolutional network (DRCN) [9] consists of
embedding network, inference network, and reconstruction network. First, image
features are extracted through embedding network. Then the feature information could
be applied to LR-HR mapping in inference network, which has plenty of recursive
layers and shares the same reconstruction layer. Finally, the reconstruction network
recovers the HR image by weighted averaging all the outputs of inference network. In
training strategy, the network utilizes skip connection and recursive supervision
methods to resolve gradient vanishing and explosion problems. And considering the
prior information, deep edge guided recurrent residual (DEGRR) [19] incorporates the
image edge prior knowledge to guide the feature mapping learning.

3.3 SR Based on Bidirectional-Forward Deep Network

Bidirectional-forward deep network has the traits of feed-forward deep network and
feedback deep network. The information transmission between different layers in the
deep network is bidirectional. It includes deep boltzmann machines (DBM), deep belief
networks (DBN) and stacked auto-encoders (SAE). Under such propagation strategy,
the network can train the weights better so that it manages to achieve a better
performance.

4 Conclusion

This survey paper reviews recent papers published on the topic of super-resolution and
introduces these SR algorithms under the proposed framework. Besides giving the
details of the methods, it mentions the pros and cons of them. And observing the traits
of non-deep learning SR algorithms and deep learning SR algorithms, we find that
some deep learning algorithms could be regarded as a migration of non-deep learning
SR algorithms but own stronger feature representation and learning ability, which could
enlighten our future research direction of SR.
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Abstract. Infrared image generation technology is an important part of infrared
target guidance simulation. This paper studies the method of environment
modeling, introduces the method of constructing SNR model and the method of
coordinate transformation. The infrared image sequence is generated by SNR,
coordinate information, and projectile information. The infrared image gener-
ated has three different target models: sky, sea, and land. The background is
pure, the target is clear, and the experiment shows that it is feasible.

Keywords: Infrared image generation + SNR - Coordinate transformation

1 Introduction

In the process of infrared-guided weapon development and performance evaluation, the
test of the infrared-guided system is usually conducted via the external field and the
internal field, namely the field live-fire target shooting experiment and the simulation
test. Although the former excels in test results, it has disadvantages such as large capital
cost and long test period. In addition, the external field is unable to traverse all test
condition due to the weather condition of test spot and harmful to the environment as
well as possible to cause accidents. The latter is featured with a number of advantages,
for instance, being able to traverse all inspection conditions, low cost, no restriction on
test sites, and environmental protection. Therefore, the second method is often
implemented in the research and development experiments of weapon. However, due to
certain deviations in the simulation test, the common international practice is to
develop and design the weapon system after performing simulation experiments, which
aim to obtain accurate performance data. After the weapon system is developed, a live-
fire test will be performed to verify the accuracy of its guidance [1].
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2 Introduction of the Related Principles

2.1 Modeling of SNR Model

According to the definition of SNR, the SNR of the detector’s output voltage can be
calculated by Eq. 1.

U —U
SNR =L 22 (1)
3

U, is the output voltage of the detection unit part corresponding to the target, U, is
the output voltage of the detection unit part corresponding to the background Uj is the
equivalent noise voltage of the infrared detector’s radiation receiver [2, 3].

According to the definition of each parameter in the formula, Formula 1 can be
derived as Formula 2

A

1/2
) / SlM(i, T]) — SZM(A,’ Tg)d;u (2)
2

A D" (A
SNR = 17172 (2

> \Af

1. A; is the area of the optical system in the infrared detector,the value of which can
be calculated through the equation: A; = (1/4)nD? (cm?).

2. 11 is the infrared transmittance radiation of the atmosphere. The value is calculated

by LOWTRAN 7 and stored in SQL Table.

T, is the infrared transmittance of optical system and the general value is 0.8.

D* is peak wavelength detectivity, which values 102 x 10! cmHz!/2 W1,

A, is the area of the detection unit, which values 25 x 25.

M(A,T) is Planck radiation emission intensity of the target or background in IR

detector.

fis the focal length for optical system and the range of value is 50-200 mm.

D is entrance pupil aperture and the range of value is 50-200 mm.

Af, is equivalent width of noise.

g) is the emissivity of the target; & is the emissivity of the background.

SNk W
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A
/ M3 1) — eaM (3, T)| 3)
Ja

Formula 3 is integral from 4; to /,, which can be calculated by searching relative
radiance out function F(A,T) table using Formula 4
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M;,_;, = [F(JoT) — F(J2T))oT* (4)
o is Sterling Boltzmann constant valued 2.6703 x 1078 Wm™2K~*.

2.2 Conversion of Latitude and Longitude Coordinate System
into Geocentric Coordinate System

In the coordinate conversion, the target latitude and longitude coordinate system is first
converted into a geocentric coordinate system and the method of which can be cal-
culated by Eq. 5.

X (N+H) cosB cos L
Y| =| (N+H)cosBsinL (5)
4 [N(1 —€*)+H] sinB

In the formula, B represents latitude; L represents longitude; H represents height; X,
Y, and Z are geocentric rectangular coordinates, and the radius of the turn is calculated
as Eq. 6

N ¢ (6)
V1 — €? sin B?

e represents eccentricity and the formula is as shown in Eq. 7, where a is the long semi-
axis of the earth and b is the short semi-axis of the earth [4].

a® —b?
S 7)

2.3 Conversion of Geocentric Coordinate System into the Geodetic
Coordinate System

The base point of the ground coordinate system could be any point on the ground, and
the base point could be the launch spot of the infrared detector carrier, the coordinates
of which are X', Y’, Z'. The coordinate of the ground coordinate system is X", Y”, Z"
The coordinates of the geocentric coordinate brick can follow the Eq. 8. Calculation.

XN X X/
Y'|=|v|-|YV (8)
Z// Z Z/
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2.4 Conversion of Ground Coordinate System into Detector Coordinate
System

The relationship between the detector coordinate system and the ground coordinate
system is usually determined by the pitch angle 6, yaw angle ¢, and tilt angle 7.

Pitch angle 6, the angle between the longitudinal axis (Ox; axis) of the detector and
the horizontal plane (Axz plane). 0 is positive when the longitudinal axis of the detector
pointing above the horizontal plane, otherwise, 0 is negative when pointing below the
horizontal plane.

Flight angle ¢: the angle between the projection of the longitudinal axis of the
detector in the horizontal plane (Ax’ axis) and the Ax axis of the ground coordinate
system. Observed from the Ax'z plane, if Ax turned to Ax' counterclockwise, ¢ is
positive; if Ax turned to Ax’ clockwise, ¢ then is negative.

Tilt angle y: The angle between the Oy, axis of the detector coordinate system and
the Ax'y’ plane. From the front view of the trailing axis, if Oy, axis is on the right side
of Ax'y', 7 is positive. While if it is on the left side, y is negative.

In coordinate transformation, the origin and coordinate axes of the detector coor-
dinate system and the ground coordinate system should be overlapped in a corre-
sponding manner, and then the rotation matrix is rotated around the corresponding
coordinate axes according to the corresponding angle parameters (Fig. 1).

X1

X2 | = L(% 63 90) (9)

by
y
Z

Fig. 1. Relationship between ground coordinate system and detector coordinate system
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2.5 Conversion of Detector Coordinate System into Image Coordinate
System

2] =[] o

S

3
RN
dx;

x, y represent pixel coordinate n;, n, represent the number of horizontal and vertical
pixels of the infrared image. fis the focal length of the optical system, d is the physical
actual distance between pixel points in the image, the value is 0.025, 0 is the azimuth
angle of the target in the detector coordinate system, and ¢ is the pitch angle of the
target in the detector x3, y3;, z3 represent the distance of the target in the detector
coordinate system, which can be calculated by distance formula (Fig. 2).

o TR

i

Fig. 2. Target coordinate in detector coordinate system

3 Generation of Simulated Infrared Image

The infrared image is generated on the basis of current target model and current signal-
to-noise ratio as well as background and coordinate information.

Three typical background models of infrared images are sky background, ocean
background, and land background, and the respective targets are aircraft, ships, and
tanks, respectively. The target of the sky is a fighter, the actual length of which is 20 m;
the ocean target is a large ship, and the actual length is 300 m; the ground target is a
tank, the actual length of which is 9 m. Noise is inserted into the target background of
infrared image with the intention of interfering recognition and tracking, and thus
affecting the accuracy of the angle measurement (Fig. 3).

The signal-to-noise ratio of infrared images is calculated based on atmospheric
information, coordinate information, and detector information. The specific methods
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{0, 0)

X Target
L]

o (xo, v0)

(11, N2
Fig. 3. Position of the target in the infrared image

are manifested in Sect. 2.1. The following method is implemented in converting the
signal-to-noise ratio to the standard deviation of image noise.

(UC — Ub)

Un = "SNR

(12)

In this equation, U, refers to the average gray value corresponding to the target; Uy,
refers to the average gray value corresponding to the background; Uy, refers to the
value of the standard deviation of the noise to be added [5].

The target position in the infrared image is set according to the positional rela-
tionship between the current target and the infrared detector. Therefore, a large number
of coordinate transformations will be involved, including: latitude and longitude
coordinate transforming into ground coordinates, ground coordinate transforming into
missile coordinates, and projectile coordinate transforming into azimuth elevation angle
in the optical axis coordinate system and azimuth pitch angle transforming into
coordinate in the axis coordinate system.

The functions involved in the generation of infrared images include target fill
function, background noise addition function, target noise addition function, azimuth
elevation pitch transforming into image coordinate function, image coordinate trans-
forming into azimuth elevation angle function, latitude and longitude transforming into
azimuth elevation angle function, image filter function, and addition transmittance
function. The flow chart is shown in Fig. 4.

Since the real infrared images are inaccessible with simulation system, infrared
images are all generated by software. The typical target is generated from a real infrared
image, varying brightness and additional noise. The background of the infrared image
is generated by adding noise and image filtering ensuring the resemblance to the real
infrared image. The position of the infrared target in the image is obtained by
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Fig. 4. Flowchart for the generation of infrared image

coordinate conversion, and the coordinate conversion obtains a single coordinate point
of the infrared target, and the infrared target is a surface target with pixel size.
Therefore, in the process of generating infrared image, the target image is pasted into

the background image.

The infrared image generation module converts the SNR which is calculated by
SNR model module into a Gaussian noise standard deviation of the image, and then the
infrared image is generated in combination with the background model selected by the
user. Figures 5, 6, and 7 show the infrared image generation process.

Sky background:

Fig. 5. Generation process of infrared image of sky image background

Marine background:

Fig. 6. Generation process of infrared image of marine background
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Terrestrial background:

Fig. 7. Generation process of infrared image of terrestrial background

In accordance with Figs. 5, 6 and 7, the generated infrared images are slightly
different from the original infrared images. However, the background and the target can
be clearly identified in the generated infrared images which distinctively manifested the
three background modules, the sky, the ocean and the land.

Acknowledgments. Project supported by Research on real-time 3D detection algorithm for
complex scene change, Dalian youth technology star, Dalian science and technology project
(ZX2016KJ013).
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Abstract. In this paper, non-sub-sampled shearlet transform (NSST) multi-
scale analysis is combined with phase stretch transform (PST) to nonlinearly
enhance images. The components of different scales after NSST multi-scale
decomposition are processed by nonlinear models with different thresholds, and
the noise is well suppressed while enhancing the detail features. The thresholds
of the enhanced model are determined by the local standard deviation of PST
feature map. Experiments on Matlab platform show that the proposed algorithm
has improved image distortion, cleared details, and enhanced image contrast.

Keywords: Image enhancement + Non-sub-sampled shearlet transform - Phase
stretch transform - Nonlinear function

1 Introduction

Image enhancement is a crucial pre-treatment step for many image processing appli-
cations. Image enhancement algorithms can be roughly grouped into two kinds [1]:
space domain image enhancement and frequency domain image enhancement. Space
domain image enhancement algorithm is mainly based on grayscale transformation,
histogram processing, mean filtering, and other methods. Frequency domain image
enhancement is also called transform domain image enhancement. Nowadays, the
transform domain image enhancement algorithm has gradually become a research
hotspot with the continuous development of multi-scale analysis tools [2—-6]. Common
multi-scale analysis tools for image enhancement include wavelet transform, contourlet
transform, shearlet transform, and so on.

Image phase information plays a crucial role in the procedure of human perception
of images. Phase information can reflect the space information of images and has a
strong ability to interpret images [7-9].

From the above analysis, it is supposed that if we can combine the accuracy of
multi-scale analysis with the stability of phase analysis in the process of image
enhancement, we will get a more ideal enhancement effect.
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2 Design of the Algorithm

2.1 NSST Multi-scale Analysis

Non-sub-sampled shearlet transform (NSST) is a multi-scale and multi-directional
analysis tool. It is an optimal approximation, which is a “true” sparse representation of
the image in all directions and at various scales. In addition, NSST does not perform
down-sampling when performing multi-scale decomposition of an image. It combines a
non-down-sampling tower transform with a non-sub-sampled directional filter bank
and transforms. The size of the directional sub-bands of each scale is the same as that of
the original image. The transform has shift-invariance and can overcome the pseudo-
Gibbs phenomenon when the image is reconstructed.

2.2 Feature Extraction with PST

PST is a new image processing method proposed by Asghari and Jalali. It is said that
PST has superior performance in feature extraction, especially edge extraction. It can
even be applied to detect features in low-contrast visually impaired images [10].
The PST processing can be divided into several steps: Firstly, smooth the image with a
low pass filter to reduce noise. Secondly, apply the PST kernel which has a nonlinear
frequency dependent transfer function to the image. The output of the transform is the
phase in space domain. The applied phase is frequency dependent with the original
image, which is higher amount of phase applied to higher frequency features of the
image. Finally, find image sharp transitions by thresholding the phase and apply binary
morphological operations, so as to enhanced the features and clean the transformed
image.

2.3 Nonlinear Enhancement Model

The enhancement function selected in this paper is presented by A. F. Laine in 1996.
After that, many scholars applied this function to image enhancement processing and
achieved good results. The enhancement function is shown in formula 1.

f(x) = a[sigm(c(x — b)) — sigm(—c(x+b))] (1)

sigm(c(lfb))flsigmec(l +b))

In this function, there are two parameters of b and ¢, where b is used to control the
enhancement range, and its value is usually between 0 and 1, while c is used to control
the enhancement strength, and it usually uses the fixed value between 20 and 50.
However, our algorithm does not preset fixed values for b and c. Instead, we set two
thresholds of the function to determine the shape of the function curve, and then obtain
the values of the b, ¢ parameters.

where a =

, sigm is defined as sigm(x) = 7=
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2.4 Algorithm Flow and Steps

First, the NSST transform is applied to decompose the original image. After that, the
NSST coefficients of different scales and directions can be obtained. Since image detail
information often exists in high-frequency coefficients, we choose high-scale coeffi-
cients for processing, while low-frequency coefficients remain unchanged.
Considering that PST algorithm has obvious advantage in extracting features of
image, the proposed method extracts the details of the original image by PST and uses
its output as the image feature map. This feature map can clearly distinguish the region
where the detail information is concentrated, so it can be used as the reference of image
enhancement. Figure 1 is the feature map of the Lena image processed by PST.

Fig. 1 Feature map of the Lena image processed by PST

After PST, we calculate the local standard deviation of each pixel in the feature
map. The local standard deviation reflects the contrast change of the local area in an
image. Therefore, the pixels with larger local standard deviation in feature map will be
rich in the detail texture around it, so they should be enhanced, while the region with
the smaller value of the local standard deviation can be mildly enhanced or preserved.

The enhancement of the NSST high-scale coefficients depends on the output of the
nonlinear enhancement model. In order to facilitate the calculation, the values of the
input need to be normalized. The nonlinear enhancement function of Fig. 1 contains
two thresholds. One threshold is the first intersection of the enhancement function and
the line of y = x. It is the threshold that characterizes the feature coefficients from noise
coefficients. We call it T1. If the abscissa value of a certain point on the function curve
is less than T1, then the value of its ordinate will be reduced nonlinearly, that is
suppression (applicable to noise information); while if the abscissa value of a certain
point on the function curve is greater than 71, the value of its ordinate will be non-
linearly stretched, that is enhanced (applicable to detail information). The other
threshold is first intersection of the enhancement function and the line of y = 1. It is the
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threshold that determines the extent of enhancement. We call it 72, if the abscissa of a
certain point on the enhancement function curve is larger than 72, it is considered as
strong edge, so this part will be enhanced greatly.

As shown in Fig. 2, the abscissa value in the graph is set to be the local standard
deviation of the corresponding pixels in the PST feature map. We choose the k1 times of
the minimum value in the local standard deviation as 71 (k1 is a positive integer greater
than 1) and &2 times of the maximum as 72 (k2 is a positive integer greater than 1). After
that, if we bring the pixel’s local standard deviation in the PST feature map into the
enhancement function, we can get the enhancement ratio at the pixel in the enhancement
curve. It is the ratio of the ordinate value to the abscissa value. Finally, the NSCT
coefficients of the N-scale can be multiplied with the enhancement ratio. After the
processed NSCT coefficients are inversely transformed, the enhanced image is formed.
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04} .

06} >4 4
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08} b § 4
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The local standard deviation of the PST feature map

Fig. 2 Nonlinear enhancement function

3 Experiments and Simulation

3.1 The Experiment Settings

We carried out experiments on two images, they were Lena and Barbara. As a contrast,
wavelet nonlinear enhancement, NSCT nonlinear enhancement, the NSST nonlinear
enhancement proposed in the literature [5], and the algorithm proposed in this paper
enhanced four images, respectively. All experiments were carried out on Matlab
R2016b platform.

3.2 Subjective and Objective Evaluation

The enhancement results are shown in Figs. 3 and 4, among which (a) is the original
image, (b) is acquired using wavelet nonlinear enhancement, the NSCT nonlinear
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enhancement result is presented in (c), (d) is the enhancement result with the method
proposed by literature [5], and (e) is the image enhanced by our algorithm. Through
subjective evaluation, our algorithm has significant effect on image contrast stretching
and edge enhancement. The enhanced images have no pseudo-Gibbs phenomenon, and
the details are clear without obvious distortion.

(a) (b) (c) (d) (e)

Fig. 4 Enhancement results of Barbara

Generally, it is difficult for human beings to perceive the mild differences among
the enhancement results of various algorithms. Hence, the paper adopts two widely
used objective evaluation parameters, Edge Preserved Index (EPI) and Contrast
Improvement Index (CII), to evaluate the image enhancement effects. The greater
values of EPI and CII indicate the better quality of the image. It can be seen from
Table 1 that the effects of our algorithm are more ideal than the other algorithms.

Table 1 Objective evaluation parameters for Lena and Barbara image sets

Lena CII EPI Barbara ClI EPI

Wavelet 1.0295 1.0771 Wavelet 1.0189 1.0172
NSCT 1.0639 2.0942 NSCT 1.1463 1.8084
NSST 1.0734 2.3440 NSST 1.1961 2.0732
NSST+PST 1.0823 2.5283 NSST+PST 1.3666 3.1209
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4 Conclusion

This paper describes an approach for accomplishing a nonlinear image enhancement
algorithm that combines NSST and PST and takes the advantages of multi-scale
analysis and image phase analysis to perform nonlinear enhancement of images. The
algorithm can enhance image details and edge features without amplifying noise.
Experiments on Matlab platform show that the algorithm is better than other algorithms
in the experiments in terms of accurate edge preservation and adequate contrast
enhancement.
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Abstract. The convolutional neural networks have achieved very good results
in the field of remote sensing image classification and recognition. However, the
cost of huge computational complexity with the significant accuracy improve-
ment of CNNs makes a huge challenge to hardware implementation.
A promising solution is FPGA due to it supports parallel computing with low
power consumption. In this paper, LeNet-5-based remote sensing image clas-
sification method is implemented on FPGA. The test images with a size of
126 x 126 are transformed to the system from PC by serial port. The classifi-
cation accuracy is 98.18% tested on the designed system, which is the same as
that on PC. In the term of efficiency, the designed system runs 2.29 ms per
image, which satisfies the real-time requirements.

Keywords: CNN - Remote sensing image - FPGA - Classification

1 Introduction

The convolutional neural networks have performed very well in the field of remote
sensing image processing [2, 3, 8]. In recent years, with the development of remote
sensing technology, the remote sensing image classification puts forward the require-
ments of real-time, high precision, and low power consumption. Therefore, there is an
urgent need for a real-time, reliable, and low-power remote sensing image classification
scheme. At present, due to the large amount of data and the changing network archi-
tecture in convolutional neural networks, the convolutional neural networks are mainly
implemented on CPUs or GPUs [1, 6, 7]. However, CPU can hardly make full use of
the characteristics of parallel computing in convolutional neural networks. The com-
putational efficiency is low, and it is difficult to meet the requirements of real-time
processing. Similarly, although GPUs have high computational speeds, they have high
power consumption and it is difficult to meet the applications requiring low power
consumption.
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As a field-programmable gate array, FPGA can realize parallel computing and has
low power consumption. At the moment, researchers have previously tried to speed up
CNN algorithms by using FPGAs which is a promising way [5, 9, 10]. Zhang et al. [9]
proposed an analytical design scheme using the roofline model to overcome the
problem that the computation throughput may not well match the memory bandwidth
provided by an FPGA platform. Zhang et al. [10] presented a deeply pipelined multi-
FPGA architecture that expands the design space for optimal performance and energy
efficiency. However, most of the implementations have limitations such as complex
and difficult to achieve. In the context of remote sensing image classification, this
article aims at real-time, accuracy, and low-power requirements. Therefore, the paper
studied the deep pipeline structure between convolution and pooling layers, the cache
optimization of intermediate calculation results, the efficiently read and write design of
parameters and image data, and the problem of FPGA storage and processing band-
width hardly matching. The convolutional neural network hardware implementation
scheme for remote sensing classification based on FPGA was proposed in this paper.

The main work of this paper is as follows: (1) A remote sensing image classification
hardware system based on FPGA was designed. (2) In order to weak bandwidth
limitation, a read/write structure of data was designed. (3) Analyzing the relationship
between convolution calculations and pooling calculations in LeNet-5, a deep flow
structure between convolution calculations and pooling calculations was designed.
(4) We test 2425 images of M-STAR test set on the designed hardware system. Each
image takes 2.29 ms. The classification accuracy is 98.18% without accuracy loss,
which is basically the same as the classification accuracy of the PC.

2 Network Architecture and Hardware System Architecture

The LeNet-5 network [4] is adopted to classify the remote sensing image in this paper.
This network consists of two convolution layers, two pooling layers, and three full
connection layers. In this paper, the pooling layer adopts mean pooling. The ReLu
function is selected as activation function. M-STAR data sets are used in network
training and testing. The image number in training set and test set is 2747 and 2425,
respectively. The size of each image is cropped to 126 x 126.

Our design contains off-chip part and on-chip part of FPGA. The FPGA on-chip
part consists of serial port module, image data processing module, convolution module,
convolution bias and intermediate cache module, convolution weight parameter
module, pooling module, DDR control module, and full connection module. The off-
chip part consists of host computer and the off-chip memory. The overall system design
block diagram is shown in Fig. 1.

For the off-chip part, the host computer is mainly responsible for the image data and
some parameters transfer, as well as the task of displaying and saving the classification
results uploaded by the FPGA. The off-chip memory is responsible for the storage of
weight parameters. For the on-chip part, the serial port module receives the weight
parameters and image data whose formats are single precision floating point; the DDR
control module writes the parameter data received by the serial port module to the off-
chip memory DDR3 through the Mig core; the image data processing module is



142 L. Chen et al.

Host Computer DDR3

Uart_ram8to32 Uart_ram32to512 Uart_fifo —— 4DDR _CTRL

- 9 1

Image_data C1 Result C3 Result Calculation
BRAM BRAM BRAM il
Data_ram 1 F data fifo

32t0512

Data_fifo_group
uffer_fifo

l Pooling module

Conv_in_ctrl

Output_layer
Conv_out_ctrl (Gl 2 = F_weight
BRAM
Pool_sram
Activation Function
Activation Function

L]

C1_bias Weight_1 [§| Weight 2 Output_compare

Full connection module

Fig. 1. Remote sensing image classification system architecture

responsible for buffering the image data calculated by the system and sorting the image
data in a corresponding order; the convolution offset and the intermediate cache module
and the convolution weight parameter module are responsible for the storage of the
parameters in the convolution calculation and the caching of the intermediate results.
The convolution module, the pooling module, and the full connection module complete
the network’s convolution calculations, pooling calculations, and full connection cal-
culations, respectively. The implementation methods of image data processing module,
convolution module, pooling module, and full connection module are crucial and will
be introduced in detail in the next chapter.
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3 Key Module Design

The system adopts mean pooling in the pooling layer with a stride of 2 and a sliding
window size of 2. The hardware implementation is relatively direct. We mainly
introduce the deep flow calculation between the pooling module and the convolution
module. The implementation of activation function ReLu only needs to determine the
sign bit of the input data. In addition, the system design selects 32-bit single precision
floating point as the system design data type.

3.1 Image Data Processing Module

The image data processing module first receives the test image data from the serial port
module and caches it in the Image_data BRAM. When the BRAM is full, the system
start-up signal is pulled high. In the system calculation process, the image data pro-
cessing module also completes the ordering of the image data and caches the results of
the intermediate results.

In order to meet the design requirements for highly parallel flow between the
convolution calculation and the pooling calculation, we use a parity row design to read
and write image data. In this design, the image data of the four adjacent lines must be
ready before the convolution operation. This task is accomplished through the
Data_fifo_group module. The Data_fifo_group module consists of six Fifo_groups,
each of which is combined with six fifos. They are numbered FIFO_1-FIFO_6. If it is
specified that the time for writing one line of data in the fifo is an image data writing
cycle, the time for reading one line of data is an image reading cycle. For the input of
the C1 layer, the system locks the first Fifo_group, and each image data write cycle
writes two lines of data into two fifos. After three cycles, the first Fifo_group is full and
the image data output task starts. Each image data readout cycle reads six lines of data
from six fifos at the same time, four lines of data in FIFO_1-FIFO_4 are output to the
convolution module, and two lines of data in FIFO_3 and FIFO_4 are written back to
FIFO_1 and FIFO_2. Two lines of data in FIFO_5 and FIFO_6 are written in FIFO_3
and FIFO_4. The implementation flow is shown in Fig. 2. The system then spends one
image data write cycle, writing the new two lines of data into FIFO_5 and FIFO_6.
Then repeat the above process to complete the next data read operation. For the
convolution input of the C3 layer, considering the order of the output results of the
previous pooling layer and maximize the parallel flow calculation of the system,
the system first locks the first Fifo_group and writes two lines of data into the first two
fifos, respectively, in an image data write cycle. Then, the system locks the second
Fifo_group and writes two lines of data into the first two fifos, respectively, in an image
data write cycle. By analogy, the first two fifos in the six Fifo_groups are filled after six
cycles. Then, the system relocks the first Fifo_group, writes two lines of data into
FIFO_3 and FIFO_4, and repeats the above process until the image data output task
starts. The data output process is similar to the C1 layer, except that each image data
readout cycle reads out six lines of data from six fifos in a Fifo_group at the same time.
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Fig. 2. A Fifo_group data readout process

3.2 Convolution Module and Pooling Module

The convolution calculation is to multiply the input image data x with the weight
parameter w and then add the bias b, as shown in Eq. (1).

N N

yi,j:Zin+m,j+nWm,n+bij (1)

m=0 n=0

The kernel size of convolution layers is 3 x 3 in this paper. Thus N is 3. The
traditional method of convolution is to take an image and a convolution kernel, then
slide the kernel on the image to get a result. Then, the same operation is performed after
switching the convolution kernel. The feature maps are accumulated after all the feature
maps are obtained, as shown on the left of Fig. 3. But under normal circumstances, the
size of the image data is much larger than the size of the convolution kernel. If the
convolution kernel is fixed in this way and the image data is frequently switched,
complicated address jumps are required for hardware logic, and the time cost for
system reading the data is also increased. Even with the complexity of the network,
such an implementation can seriously limit the data processing efficiency of the system.
Therefore, this paper uses the implementation method shown on the right of Fig. 3.
First take a sliding window of the image and then switch the convolution kernel until
all the convolution kernels and the sliding window data of the image are calculated.
Then switch the next sliding window of the image and calculate all the convolution
kernels with it again. Although this implementation method cannot directly obtain the
result of convolution calculation, it eliminates the complicated operation of frequent
image replacement, which is beneficial to reduce the complexity of system control,
shorten the time for system reading data, and reduce the pressure of system data
processing bandwidth.

The system in this paper is designed to achieve deep flow between convolution
calculations and pooling calculations. Considering that each pooling operation requires
four adjacent points of the feature map, while fully utilizing the data processing
bandwidth of the current architecture, we instantiate two convolution calculation
modules in our design. Each convolution calculation module inputs two convolution
kernels and one image sliding window data at the same time. That is, each convolution
calculation module includes two convolution calculation units. Each convolution cal-
culation unit performs a convolution of one image sliding window data and one
convolution kernel to calculate a point of the feature map. Combined with the order of
the image data processing module to input the image data of the convolution module,
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Fig. 3. Convolution calculation process diagram

it can be known that the convolution module outputs four points each time when a
convolution calculation is completed. But these four points are not in the same feature
map. Take the first two convolution kernels in Fig. 3 as an example, specifically, the
convolution module completes a convolution calculation, in which a convolution
calculation module outputs the first gray point of the first feature map and the second
feature map. Another convolution calculation module outputs the second gray point of
the first feature map and the second feature map. Therefore, these four points cannot be
calculated directly to obtain the results of a pooling operation. It is necessary to wait
until the convolution module completes the second convolution calculation to obtain
four blue points in order to get the pooling results. This obviously does not allow
convolution and pooling operations to achieve deep flow. Thus, this paper uses a clever
design to solve this problem.

In this paper, the pooling module divides the pooling computing unit into an
addition part and a division part. First, the system divides the four points sent by the
convolution module for the first time into two groups, which are, respectively, sent to
the adding part for addition, and temporarily buffer the calculation results. Then wait
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until the convolution module sends four more points of the corresponding convolution
kernel, and these four points complete the addition part calculation, the pooling module
sends the output value of the corresponding addition part and the output value of the
last buffer to the division part at the same time, and calculates two points of the two
result feature maps in the pooling result.

3.3 Full Connection Module

The full connection operation needs to multiply the image data x and the weight
parameter w and add the bias b, as shown in Eq. (2).

N
Vi = xwii+b; (2)
=0

Therefore, the full connection layer needs a large number of multiply-add opera-
tions, and the calculation method is relatively simple, but it is necessary to focus on
solving the problem that the bandwidth of the FPGA is difficult to match with the
processing speed of the large data volume. In this design, high-speed Mig cores are
used to achieve bidirectional transmission of parameter storage to achieve fast calcu-
lations. At the same time, the system design fully utilizes the data bandwidth of DDR3.
The first- and second-tier full connection calculations use 16 multipliers as a full
connection computing unit. This full connection computing unit receives 512 bits of
data from DDR3 for processing in one clock cycle. That is to receive 16 numbers at the
same time. The specific implementation process is shown in Fig. 4.

Fig. 4. Schematic diagram of full connection calculation

The input of the adder of the first multiplier inputs the bias of the full connection
calculation, and then, the input of the adder of each multiplier inputs the output result
of the previous multiplier. This design fully utilizes the data bandwidth of DDR3 and
can realize the computing flow of full calculation, greatly improving the system’s data
processing efficiency. At the same time, it speeds up the speed of the full connection
calculation and completes a large number of multiply-accumulate calculations
efficiently.
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4 Result Analysis

This paper designed a FPGA-based CNN hardware system for remote sensing image
classification. First, the parameter data and the image data are sent from the host
computer. Then, the system starts to calculate and return the classification results. The
host computer receives the classification result and delivers the next test image data
after saving the classification result. Finally, the classification results are evaluated by
the host computer.

In this paper, the CNN is trained on PC with the assistance of TITAN Xp GPU. The
test classification accuracy on the designed system is 98.18%, which is basically the
same as the classification accuracy on PC.

In addition, in this study, the system uses a single precision floating point data type
for calculation. The on-chip FPGA processing part is based on the Xilinx xc7k325t-
ffg900 platform for hardware implementation. FPGA operating frequency is 100 MHz,
DDR3 read and write frequency is 1600 MHz, so the FPGA to complete an image
calculation time is 228,854 clock cycles, that is 2.29 ms or so, which fully proves that
the design of the system meets the requirements of real time. The index parameters of
the system are described in Table 1. The on-chip FPGA resource consumption is given
in Table 2.

Table 1. Designed hardware implementation system partial index parameters

Frequency 100M
Classification accuracy 98.18%
FPGA calculation time per picture 228,804 cycles

Table 2. FPGA resource occupation of the designed hardware implementation system

Resource consumption Available Occupancy rate (%)
LUT 55,745 203,800 27.35
FF 45,561 407,600 11.18
BRAM 150.5 445 33.82

Table 2 shows that the FPGA resource occupation is in an acceptable range.
However, according to FPGA area and speed conversion principles, FPGA hardware
implementation design still has room for further optimization.

Acknowledgments. This work was supported by the Chang Jiang Scholars Programmed under
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Abstract. Feature extraction and classification technology based on hyper-
spectral data have been a hot issue. Recently, the convolutional neural network
(CNN) has attracted more attention in the field of hyperspectral image classi-
fication. To enhance the feature extracted from the hidden layers, in this paper a
deconvolution layer is introduced in the deep 2DCNN model. Analyzing the
function of convolution and pooling to determine the structure of the convo-
lutional neural network, deconvolution is used to map low-dimensional features
into high-dimensional input; the target pixel and its pixels in a certain neigh-
borhood are input into the network as input data. Experiments on two public
available hyperspectral data sets show that the deconvolution layer can better
generalize features for the hyperspectral image and the proposed 2DCNN
classification method can effectively improve the classification accuracy in
comparison with other feature extraction methods.

Keywords: Deep learning + Convolutional neural network - Hyperspectral
image classification

1 Introduction

Due to the rich spectral information, hyperspectral images are widely used in the field
of precision agriculture, forestry monitoring, and mining mapping, and classification is
the most fundamental research of hyperspectral images. In the past, there are many
methods to classify and extract features [10], such as nearest neighbor classifier [8],
linear dimensionality reduction based on principal component analysis, support vector
machine classifier, etc., but these classification methods all belong to shallow feature
extraction [4]. For deep learning, it allows the computer to automatically extract deep
features and extract more abstract features to improve the accuracy of the classification
[9]. Wang [6] proposed a deep convolutional neural network classification model based
on spectral information and spatial information of hyperspectral images simultane-
ously. Guo [3] proposed extreme learning machine to extract spatial information
adaptively. However, these methods are a black box operation for feature extraction,
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and the effect of different hidden layers on the classification accuracy is not explored,
and the complex model structure taken too long training time [1].

In this paper, a classification method based on 2DCNN with deconvolution layer is
introduced. Through a series of operations such as convolution, pooling, deconvolu-
tion, and full connection to the input hyperspectral data, the network can obtain the
approximate structure of the target function and better represent the image character-
istics. The network structure of the CNN and the mathematical theory base used in each
layer are introduced in Sect. 2. The related operation of the experiment and further
analysis of the data in the experiment are listed in Sect. 3. Finally, conclusions are
drawn in Sect. 4.

2 2DCNN with Deconvolution Layer Classification Method

The flow of the 2DCNN classification method based on the space spectrum combi-
nation can be simply summarized as: Firstly, in order to improve the accuracy and the
convergence speed of the model, the input hyperspectral data is needed to be nor-
malized, then the feature map is extracted through convolution layer and the nonlinear
feature is obtained after activation, then the deconvolution layer is used to enhance the
feature down sampled by pooling layer, finally the two fully connection layers finish
the feature mapping to the softmax classifier.

2.1 Network Structure of CNN

The proposed model of CNN consists of seven layers, including two convolution layers
(C1, C4), two pooling layers (P2, P5), one deconvolution layer (D3), and two full
connection layers (F6, F7). For a sample, the input of the model is the spectral vector of
the sample, and the output is the category of the sample. The convolution layer is used
for feature extraction, and the pooling layer is used to reduce the sampling, thus
reducing the amount of calculation. At last, the full connection layer and the softmax
classifier are used to classify the hyperspectral data. The hierarchical structure diagram
of CNN is shown in Fig. 1.

1313 11x118100 11x11@100 152158100 1321382150 13x13@150 1024x1 BaX1

Convolution layer
C1:(3x3)@100 Pooling layer peconvolution layer
P2{2x2) D3:(SXSI@100 conyolution layer

C443%3)@150

P5:(2x2) F§

Full-connected layer
F7

Fig. 1. Hierarchical structure diagram of convolutional neural network
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2.2 Convolution and Pooling

Convolution is one of the most important concepts in depth learning. In convolution,
certain parameter values are given to the convolution kernel, the CNN constantly
updates these parameters in order to improve the feature extraction of the convolution
kernel. This process is also called feature learning. The calculation equation for the
convolution layer forward is defined as follows

P Qi
:“?jy — b+ ZWZ(IXSHP)(H[{)
p=1 g=1

where ,u;fv represents the value of the location (x, y) of the j feature graph on the i level
of the network after the convolution operation. P;, Q; represent the size of the con-
volutional kernel space dimension. w represents the convolution kernel, x; represents
the data of the i layer before the convolution operation.

For deep CNN, each hidden layer needs to connect a nonlinear activation function.
ReLU is a nonsaturated nonlinear function, and its value is max (0, x), it automatically
regulates the number of nonzero values in the network through the gradient training [2].
The definition of ReLU function is listed as below

y’i;yz = max(0, ui;”)

For the pooling layer, the number of the input features and output features does not
change. The function is to improve the robustness of the network, reduce the number of
parameters, and prevent the occurrence of overfitting. Experiment selects the max-
pooling function. The equation can be written as follows

pool,..(Rx) = max(a;)

max
uiERk

where Ry is the k non-overlapping subregions.

2.3 Deconvolution

Deconvolution is also called transposition convolution, which is usually used to map
low-dimensional features into high-dimensional input, and is contrary to convolution
operations. The forward operation of the convolution layer can be expressed as a matrix
multiplication in the TensorFlow, that is, the output ¥ = CX, then the deconvolution
layer can be expressed X = CTY. It can be seen that the forward propagation process of
the convolution layer is the reverse propagation process of the deconvolution layer. The
forward and backward calculations of the convolution layers are multiplied by C and
CT, the forward and backward calculations of the deconvolution layers are multiplied
by CT and (CT)T, so their forward and reverse propagations are just exchanged.
Deconvolution is also a process of upper sampling. Its definition is expressed as
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K
~c c
= E 21 *fr
k=1

where Z represents the feature graph, and the f represents the convolution kernel.

2.4 Full Connection and Softmax Classifier

After the alternation of the convolution layer and the pooling layer, the full connection
layer is usually added to compress the extracted features, and the classifier is used to
match the relationship between the eigenvalues and the tag values [5].

Suppose the number of sample sets is m, the input is x, the output is &, ,(x), the

expected output is y, a represents the output value of the 7 unit of the [ layer, and the

1

relationship between them can be written as follows
Si—1
! 1 !
o) = 3wy +b")
=1

where s;_; represent the number of neurons in the / — 1 layer.

Because the hyperspectral images classification is a multi-classification problem, it
is necessary to connect a softmax layer after the full connection layer. The input data
and output data of the softmax layer are both N * 1 vectors, but each value of the
output vector must be between 0 and 1. The equation can be written as follows

— er
= S

where S; represents the output of the i neuron.

S;

3 Experiment Result and Analysis

3.1 Experimental Setup

The experiment platform is listed as follows: PC (Intel Core i7 GPU, 8G RAM), the
operating system is Ubuntu 16.04, the implementation framework is TensorFlow, and
all the algorithms are implemented in Python.

The hyperspectral image databases used in the experiment are Indian Pines and
PaviaU. Indian Pines database was gathered over the Indian Pines test site in North-
western Indiana and consists of 145 x 145 pixels and 220 spectral reflectance bands.
The main content is natural vegetation, which contains 16 types of ground material
information. Pavia University image was acquired over the urban area of Pavia. The
image consists of 610 x 340 pixels and 103 spectral reflectance bands [7].



Deep 2D Convolutional Neural Network with Deconvolution ... 153

In the experiment, the sample images are divided into training set, verification set,
and test set according to a certain proportion, the proportion of training set is 10%. The
size of the input data is 13 x 13 x 220. Table 1 shows the parameters setting of each
layer for proposed network structure.

Table 1. Parameters setting of 2DCNN

Class Cl P2 D3 C4 P5 Fo6 F7
Kernel size 3x3 2 x2 5x5 3x3 2 x 2 - -
Feature size 11 x 11 11 x 11 15 x 15 13 x 13 13 x 13 |- -
Feature 100 100 100 150 150 1024 | 84
number

3.2 Experiment Result and Analysis

In order to explore the effectiveness of CNN for feature extraction of hyperspectral
data, we apply the extracted features to classification tasks and compare several other
feature extraction methods, including SVM, ordinary CNN (there are three layers of
network, including a convolution layer, a pooling layer, and a full connection layer.),
and CNN without deconvolution layer. These feature extraction methods are selected
because they are all commonly used methods for hyperspectral data processing and
have achieved good results. Figure 2 shows the experiment result of the Indian Pines
data set with the proposed method. Compared with the results of SVM, the feature
extraction method based on CNN has obvious advantages, especially 2DCNN model
with deconvolution layer; in addition to a few errors in the boundary, the classification
of the ground objects is basically consistent with the real objects and shows a clearer
classification boundary of the ground objects. Table 2 shows the classification accuracy
of each class of the Indian Pines data set. We explored the effect of deconvolution layer
on the model classification results. The classification accuracy of the CNN with
deconvolution layer is higher than that of the CNN without deconvolution layer by two
percent. In the same way, the experiment result of the PaviaU is shown in Fig. 3 and
Table 3. It can be seen that the classification accuracy of the most categories obtained
by the 2DCNN with deconvolution layer is higher than 99%, some other categories
even up to 100%, only the accuracy of the seventh class bitumen is 95%.
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Fig. 2. a Original ground-truth image; b the result of SVM; ¢ the result of ordinary CNN; d the
result of CNN without deconvolution layer; e the result of CNN with deconvolution layer

Table 2. Classification accuracy of each class of Indian Pines

CLASS |SVM Ordinary 2DCNN without 2DCNN with
CNN deconvolution layer deconvolution layer

1 89.13 19347 1 1

2 67.09 |92.43 92.78 95.58

3 63.49 | 90.60 93.85 92.77

4 88.19 |97.46 93.67 98.73

5 88.20 |84.26 93.16 96.89

6 93.84 9232 88.63 87.67

7 92.86 |92.85 85.71 85.71

8 9540 |98.53 97.69 96.65

9 75.00 | 80.00 80.00 90.00

10 68.21 |93.51 90.32 94.13

11 71.85 |94.66 97.02 97.10

12 70.99 |86.84 88.36 89.71

13 99.51 |91.21 84.87 94.14

14 89.72  194.70 96.28 98.33

15 67.10 |90.93 94.81 97.15

16 100.00 | 82.79 97.84 95.69

OA 7691 |92.70 93.76 95.22
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Fig. 3. a Original ground-truth image; b the result of SVM; ¢ the result of ordinary CNN; d the

result of CNN without deconvolution layer; e the result of CNN with deconvolution layer

Table 3. Classification accuracy of each class of PaviaU

CLASS |SVM | Ordinary 2DCNN without 2DCNN with
CNN deconvolution layer deconvolution layer

1 89.11 |95.06 98.83 99.17

2 9330 |98.91 99.86 99.89

3 86.90 |48.64 97.85 98.47

4 97.32 | 98.49 99.31 99.54

5 99.85 |98.88 100 100

6 93.56 |73.31 99.62 99.22

7 9594 |81.80 94.96 95.26

8 88.38 |93.18 99.42 99.37

9 99.89 |99.26 99.47 99.47

OA 92.66 |91.79 99.35 99.41

4 Conclusion

The classification technology of hyperspectral data has great application value and
development space. In order to obtain better classifier, a CNN model with deconvo-
lution layer is proposed in this paper. By analyzing the data processing methods of each
layer network structure and discussing the function of the deconvolution layer for
feature extraction, a network model is constructed. Experiments on two HSI data sets
show that the accuracy of classification is improved obviously, which verifies the

effectiveness of deconvolution for feature extraction.
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Abstract. Micro-video has fragmented propagation mode and short, flat, and
fast features. The convenience of its shooting and dissemination is widely used
by the public. In addition to the development of Internet technology, the video
compression technology has also played an important role. In this paper, three
kinds of micro-video compression coding techniques are selected and analyzed;
they are MPEG-4, AVC/H.264, and HEVC/H.265. The three video compression
techniques are compared by the film trailer compression experiment, and the
conclusion is applied to the micro-video compression of scientific research
projects. Combining the actual advantages and disadvantages of the scheme, it is
beneficial to the effective application of micro-video coding technology in
practical projects.

Keywords: Micro-video *+ Video compression + MPEG-4 - H.264 - H.265 -
Effective application

1 Introduction

Micro-video refers to video recording or editing using cameras, digital cameras, or
smartphones for no more than five minutes. The concept of micro-video can be traced
back to the mobile micro-video social applications published by Viddy in the USA in
2011. In recent years, the popularity of micro-video applications has gradually attracted
the attention of scholars. In 2014, Oskar Juhlin et al. mentioned the rapid development
of micro-video on the Internet in the research agenda article on the video interaction [1]
and Ma Xiaoqiang et al. studied the video sharing mode of class YouTube social [2]. Li
Xiaotong used a popular micro-video mobile phone 2017 as an example to analyze the
communication strategy and effect of micro-video [3]. And in 2018, Li Junzuo combed
the timeline and popular reasons for the development of micro-video [4]. The above
documents analyze the micro-video from the perspective of network technology,
information dissemination, and mode development.

The micro-video meets the needs of mass communication in the Internet era; the
upgrading of video compression and decoding technology has played a key role in the
popularization of micro-videos. For the development and application of video com-
pression technology sequence of thought, in 2012, a new method of compressing video
data for two Bezier curves was confirmed by Khan [5]. In 2013, Sambuddha Kumar
et al. studied color video compression based on color mapping to grayscale video
frames [6]. In summary, the above literature is the research on the macrovideo
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compression technology in recent years. While for the specific compression technol-
ogy, in 2015, Rowayda Sadek et al. elaborated on IEEE802.11e wireless Mesh MPEG-
4 video transmission based on dynamic cross-layer method [7]. In 2017, Chih-Heng Ke
et al. improved the layered packet pre-discarding method and overloading MPEG-4
video transmission wireless network [8]. In 2009, Song Li et al. published a research
article on improving the intra-coding method of H.264/AVC [9]. An efficient intra-
frame rate control algorithm for H.264/AVC video was proposed by Dandan Zhao in
2012 [10]. In 2015, Grzegorz Pastuszak obtained the research results for the flexible
structure design of H.265/HEVC inverse transformation [11]. In 2018, S. Gnanavel and
S. Ramakrishnan explored for uhB high-definition video transmission based on H.265
encoder and ANFIS rate controller [12].

Through the literature review and analysis, the author found that academic research
on micro-video and video compression is common, but research based on micro-video
compression is rare. After network research, the iOS system, OS system, Android sys-
tem, Instagram, WeChat, and Twitter all use AVC/H.264 video compression and
decoding technologies. As a representative of advanced video decoding technology in
recent years, HEVC/H.265 is widely used in network video live broadcasting and real-
time monitoring. MPEG-4 technology has been available for many years and is still
active in online video and transcoding software. According to the above network research
and academic literature,we selected the three micro-video compression techniques cur-
rently frequently used, namely MPEG-4, AVC/H.264, and HEVC/H.265. Compare and
analyze these three video compression coding methods in the film trailers micro-video
and gain the advantages and disadvantages of three coding techniques through experi-
ments, meanwhile applying the experimental results to scientific research projects.

2 Frequently Used Micro-Video Compression Technology

Since 1980, The International Organization for Standardization, The International
Electrotechnical Commission, and the International Telecommunication Union have
developed an international series of image coding video compression standards,
including MPEG-4, AVC/H.264, and HEVC/H.265 [13].

2.1 MPEG-4 Compression Coding Technology and Its Working Principle

MPEG-4 is a fourth-generation dynamic image decompression protocol developed by
ISO and IEC in 1998 and officially became an international standard in early 2000. It is
specially designed for playing high-quality video of streaming media in order to obtain
the best image quality with the least amount of data, numbered ISO/IEC 14496.

The MPEG-4 video decoder consists of five modules: an entropy decoder, inverse
quantization, inverse discrete cosine transform, motion compensation module, and
video frame buffer. The working principle of the MPEG-4 video decoder can be
interpreted as follows: First, the input stream is entropy-decoded, and then the header
information of the frame determines the type of the frame. For each macroblock, after
entropy decoding, IQ is first passed, and IDCT is used to obtain the value of the empty
domain. For the reference frame (R_Frame), since no motion compensation is required,
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the transformed result is directly output, and it is also stored in the video frame buffer
and left to the following prediction frame (P-Frame) for motion compensation. For the
prediction frame, the motion vector is first obtained by entropy decoding; after the
corresponding reference frame is searched according to the motion vector, the IDCT-
transformed prediction difference is added to synthesize the final prediction frame
image (Fig. 1).

Video input

/\ I. | B | Texture information [
o Texture coding — VLC —

Sports information | €

M ? | a

| Scene analysis {Texture codrng‘ Shape information | S8
| Object segmentation . — 1
1

N
L

Motion coding =————— Frame memory

[ Shape coding |

Fig. 1. Basic structure flowchart of MPEG-4 coding

2.2 AVC/H.264 Compression Coding Technology and Its Working
Principle

AVC/H.264 is digital video coding standards designed for multimedia transmission
defined by ITU-T and ISO.

The working principle of H.264 encoding can be interpreted as follows: First, a
macroblock (F,,) to be encoded is taken from the current input video image and the
macroblock is encoded in an intra-frame or inter-frame manner to generate a predicted
macroblock P. Under inter-mode coding, P is derived from one or more reference
pictures for motion compensated (MC) prediction ME. The current macroblock (F,,)
subtracts the predicted macroblock P to obtain a residual block D,,, an integer transform
T is performed on the residual block D,, a set of coefficients X is obtained after
quantization Q, and the coefficient X is further reordered and entropy encoded. The
entropy coded code stream plus some information required for macroblock decoding,
such as prediction mode, quantization step size motion vector information, etc., con-
stitutes a compressed code stream of the macroblock. The code stream adds the slice
header information to compose the coded code stream of the slice and then transmits or
stores through the network abstraction layer NAL (the image reference set PPS and the
sequence parameter set SPS are separately transmitted). The reconstruction branch is
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mainly used for the prediction of the encoding and the confirmation of the related
information at the time of decoding. Its flow: the macroblock coefficient X is inverse
quantized and inverse transformed, and the approximate value of the residual mac-
roblock D/, is obtained. Predicting block P plus D/, results in an unfiltered reconstructed
macroblock uFn’, and do loop. Add D/, to get the unfiltered reconstructed macroblock
uF!, and do loop filtering to reduce the blockiness, to get the final reconstructed
macroblock uFﬁl. After all the macroblocks in the current image are reconstructed, a
reconstructed image is formed (Fig. 2). H.264 the standard encoding idea is the mix
coding mode, It uses inter-frame and intra-frame prediction to remove the redundant
components of space and time, and transform and quantization coding to remove
frequency domain redundancy components. The H.264 standard enhances the adapt-
ability to various channels, which is applicable to different transmission and storage
scenarios with different rates and resolutions.
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encoded frames)
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| + . ! r 1
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(recomtnacted] \ I+
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Fig. 2. Basic structure flowchart of AVC/H.264 coding

2.3 HEVC/H.265 Compression Coding Technology and Coding
Structure

The coding structure of H.265 (Fig. 3) mainly includes intra-prediction, inter-
prediction, transform, quantization, deblocking filter, entropy coding, and so on.
However, in the HEVC coding architecture, the whole is divided into three basic units:
coding unit (CU), prediction unit (PU), and transformation unit (TU). Compared with
AVC/H.264, the coding architecture of HEVC/H.265 is roughly similar to that of
AVC/H.264, but it is improved at all major technical points and is more complex than
H.264 (comparing Figs. 1 and 2), HEVC/H.265 provides more different tools to reduce
the code rate, in terms of coding units, each macroblock/MB size in H.264 is a fixed
16 * 16 pixels, and H.265 coding unit can be chosen from the smallest 8 * 8 to the
largest 64 * 64 pixels, which shows that the key coding of the image reduces the
overall code rate and the coding efficiency increases accordingly especially the adaptive
quadtree partitioning of the image block is introduced, and a series of variable-scale
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adaptive coding techniques for image texture features are used to greatly improve the
compression capability of the flat region of the image (Fig. 3).
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Fig. 3. Basic structure flowchart of HEVC/H.265 coding

3 Experiment and Comparative Analysis

Through the intuition comparison of the above three common video compression
methods, this chapter has performed two sets of experiments to analyze them in detail.

3.1 Film Trailer Compression Experiment Process and Result

In order to take into account the characteristics and propagation factors of micro-
videos, the average time of the selected material does not exceed 3 min, and the sample
of the experiment was selected for the Iqiyi network video platform by random
selection of 50 film trailer of resolution ratio 1280 * 720, using MPEG-4, H.264, and
H.265 coding for re-coding and compression. The average size and video bit rate of
original videos are calculated. The average video volume is 13.6 MB, the frame rate is
25 FPS, the video bit rate is 1050.76 kb/s, and the format is QSV. Second, recompress
and record the time required for encoding to obtain three sets of data. Calculate the
average size of the three groups of data and the average video bit rate, and check
whether the frame rate and resolution have changed (Table 1).

Table 1. Source video information (average)

Number | Video volume Frame rate Resolution Video bit rate Format
(MB) (FPS) ratio (PX) (kb/s)
50 13.6 25 1280 * 720 1050.76 QSV
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The formula used in the experiment is

X1 +x2+ - +x, _ Zilxi

- |

X . . (1)

oW Wt Wty Do WiXi 2)
Wi+wrt - Wy D Wi

3.2 Comparison and Analysis of Compression Results of Film Trailers

After re-encoding, compressing, and calculating the source of the image, the com-
parison and the data in Table 2 of Fig. 4 are obtained. If we only use the naked eye to
distinguish, the difference between the three coding methods of experimental results is
not easy to find, but through the comparison of the data, we can find that when the
encoding method is MPEG-4, the video size increases by an average of 10.3 MB than
the original video and the transcoding takes a short time. When the 50 video transcodes
are shared, the average frame rate has decreased and the resolution has not changed.
The video bit rate is higher than the original video code rate and H.264 and H.265
encoding. So the MPEG-4 re-encoded video file is very close to the original file in
terms of accuracy, but the video volume is slightly larger, and it cannot meet the
demand of large-area compression volume. After re-encoding and compressing the film
trailers, the data in Table 2 and Fig. 4 are obtained. Its frame rate and resolution have

Table 2. Source video after transcoding through MPEG-4, H.264, and H.265 (average)

Encoding Video Time Frame Resolution Video bit Format
method volume S) rate ratio (PX) rate (kb/s)
(MB) (FPS)
MPEG-4 23.9 834 244 Unchanged 1728.1 Mp4
H.264 18.67 1640 |25 Unchanged 1294.2 Mp4
H.265 13 14,700 |25 Unchanged 870.84 Mp4
(a) (b)

Fig. 4. Micro-video picture quality contrast after compression by three coding technologies. a
MPEG-4 compress picture quality, b H.264 compression picture quality, and ¢ H.265
compression picture quality
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not changed, and the video bit rate is 433.9 kb/s less than the average MPEG-4
encoding. Compared with MEPG-4 encoding, the advantages of H.264 lie in the size of
the video, as much as possible to restore the video accuracy. The H.265 encoding
method is undoubtedly the most time-consuming one of these three encoding methods.
Its advantage is maximizing the size of compressed video.

3.3 Experimental Research Based on Micro-Video Compression
of Flowers

After the experimental analysis of the compression and decoding of the film trailer,
three kinds of common micro-video compression techniques are given a specific
application method, and the method is applied to the practical research project. This
section mainly selects 10 micro-videos of flower material taken by mobile phone of
iOS11 system. The average size and video rate of the material are calculated and
arranged. The frame rate and other basic data are collected to get the resolution of
1920 * 1080, the average size is 116.1 MB, the time length is 62.8 s, the frame rate is
29.98 FPS, and the video bit rate is a bit rate. For 15,361.8 kb/s, the format is MOV.
Then, the 10 videos are coded and compressed using MPEG-4, H.264, and H.265
codes, respectively (Table 3).

Table 3. Filming the original information of the flower material (average)

Number | Video volume Frame rate Resolution Video bit rate Format
(MB) (FPS) ratio (PX) (kb/s)
10 116.11 29.98 1920 * 1080 1050.76 MOV

3.4 Analysis of Micro-Video Compression Experiments on Flowers

After the video material is re-encoded, compressed, and calculated, the comparison in
Fig. 5 and the data in Fig. 6 are obtained. Through data comparison, when the
encoding method is MPEG-4 the video size is 86.83 MB lower than the original video
on average, the transcoding takes a short time, and 10 video transcodings share 341 s.
The average frame rate has decreased, while the resolution has not changed. The video
bit rate is higher than the original video bit rate and H.264, H.265 encoding, and the
processed file is close to the original file. After re-encoding and compressing the flower
micro-video, the data in Figs. 5 and 6 are obtained. Its frame rate and resolution have
not changed, and the video bit rate is 1032.6 kb/s H.265 less than the average MPEG-4
encoding. The H.265 encoding mode is still the most time-consuming one among these
three encoding methods, but its advantage is to maximize the volume of compressed
video. Also demonstrated in this experiment, it maximizes the compression of the video
volume, the average size of each video is only 14.64 MB, an average of 101.47 MB
smaller than the original video material, and its code rate is higher than the original
video code rate.
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(b)

Fig. 5. Comparison of picture quality after micro-video compression of Chrysanthemum a
material quality, b MPEG-4 compression picture quality, ¢ H.264 compression picture quality,
and d H.265 compression picture quality
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Fig. 6. Source video is transcoded by MPEG-4, H.264, and H.265

4 Conclusion

With the wide application of micro-video, the video decoding and compression method
has become an important technical element for the development of micro-video
transmission. This paper introduces three common micro-video compression methods:
MPEG-4, H.264, and H.265 and a new decoding method AV1 that may become a trend
in the future. Through experimental data analysis and practical application of three
common video compression methods, it is concluded that the MPEG-4 decoding
compression method compresses the size of the video volume yet it has little advantage
compared with H.264 and H.265. Its advantage lies in the restoration of video accuracy
and decoding speed, so it is suitable for projects and people who are pursuing video
quality, purely converted formats, and short-term expectations. The H.264 decoding
mode is in a balanced position among the three decoding modes, and its advantage lies
in balancing the relationship between the size of the micro-video volume and the video
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accuracy. At the same time, the decode time is relatively short. It is the most com-
promised choice at present and is suitable for the network or UGC platform application.
The advantage of the H.265 decoding method lies in the fact that the size of the video is
compressed while maintaining the video accuracy; this is the most advantageous
method for compressing large video files and the storage and project of micro-video
material in the after effect. Creating a 3D model with reference to a micro-video
provides a better solution for the use of micro-video storage cloud platforms, micro-
video sharing platforms, and high-tech electronic devices. The disadvantages of H.265
video compression coding are excessive time and excessive consumption of equipment
which is a problem that its users must face.

Acknowledgments. The author would like to thank Beijing Forestry University for support.
This research is supported by the funded projects: Fundamental Research Funds for the Central
Universities (2016JX08).

References

1. Juhlin O, et al. Video interaction: a research agenda. Pers Ubiquit Comput. 2014;18(3):685—
92.
2. Ma X, et al. Exploring sharing patterns for video recommendation on YouTube-like social
media. Multimedia Syst. 2014;20(6):675-91.
3. Li XT. Research of short video communication strategy and effect-YiTiao TV as an
example. Master’s thesis of Anhui University; 2017. p. 69.
4. Li JZ. The rise and development of short video. Youth Journalist. 2018;05:95-6.
5. Khan MA. A new method for video data compression by quadratic Bézier curve fitting.
SIViP. 2012;6(1):19-24.
6. Kumar S, Gupta S. Color video compression using color mapping into textured grayscale
video frames. Pattern Anal Appl. 2014;17(4):809-22.
7. Sadek R, Youssif A, Elaraby A. MPEG-4 Video transmission over IEEE 802.11e wireless
mesh networks using dynamic-cross-layer approach. Nat Acad Sci Lett. 2015;38(2):113-9.
8. Ke C, Yang C, Chen J. Hierarchical packet pre-dropping approach for improved MPEG-4
video transmission in heavily loaded wireless networks. Mobile Netw Appl. 2017;22(1):30-
9.
9. Song L, et al. Improved intra-coding methods for H.264/AVC. EURASIP J Adv Sig Proces.
2009(1).
10. Zhao D, et al. An efficient intra-frame rate control algorithm for H.264/AVC video coding.
Wuhan Univ J Nat Sci. 2012;17(3):243-8.
11. Pastuszak G. Flexible architecture design for H.265/HEVC inverse transform. Circ Syst Sig
Process. 2015;34(6):1931-45.
12. Gnanavel S, Ramakrishnan S. HD video transmission on UWB networks using H.265
encoder and anfis rate controller. Cluster Comput. 2018;21(1):251-63.
13. Meng B. Analysis of main video compression technology development in mainland China.
China Integr Circ. 2006(10):62-72.



)

Check for
updates

An Adaptive Iteratively Weighted Half
Thresholding Algorithm for Image
Compressive Sensing Reconstruction

Qiwei Pengl, Tongwei Yu?, Wang Luol(m), Tong Li2,
Gaofeng Zhao', Qiang Fan', Xiaolong Hao', Peng Wang',
Zhiguo Li', Qilei Zhong', Min Feng', Lei Yu', Tingliang Yan',
Shaowei Liu', Yuan Xia', Bin Han', Qibin Dai', Yunyi Li’,
Zhenyue Zhang®, and Guan Gui®

! NARI Group Corporation/State Grid Electric Power Research Institute,
Nanjing, China
luowang@sgepri. sgcc. com. cn
2 State Grid Liaoning Electric Power Supply Co. Ltd., Shenyang, China
3 Nanjing University of Posts and Telecommunications, Nanjing, China
guiguan@njupt. edu. cn

Abstract. The L, regularization has been considered as a more effective
relaxation method to approximate the optimal L sparse solution than L; in CS.
To improve the recovery performance of L, regularization, this study proposes
a multiple sub-wavelet-dictionaries-based adaptive iteratively weighted L/,
regularization algorithm (called MUSAI-L, /), and considering the key rule of
the weighted parameter (or regularization parameter) in optimization progress,
we propose the adaptive scheme for parameter 4, to weight the regularization
term which is a composition of the sub-dictionaries. Numerical experiments
confirm that the proposed MUSAI-L;/, can significantly improve the recovery
performance than the previous works.

Keywords: L,/ regularization + Multiple sub-wavelet-dictionaries - Enhancing
sparsity + Adaptive - Iteratively weighted

1 Introduction

With the explosive growth of Internet of things (IoT) devices and the growing com-
munication requirements, we need more bandwidth to transmit large amounts of data.
However, the traditional Nyquist sampling method will cause a large amount of
samples; thus, it is inefficient and challenging in the future. Compressive sensing
(CS) is a new technique to the reconstruction and acquisition of high-dimensional
signal from a lower one, which can be used to tackle some challenges in information
processing system, including efficient transmission, low-complexity encoder, and less
network congestion [1]. In the CS framework, we are interested in recovering
signal/image from the M < N linear measurement system y = ®x+n, where ® ¢
RM*N is a given matrix called the sensing matrix, y € RV*! is the measured data, and
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n € R¥*! denotes the noise. Such ill-posed problem formally called the underdeter-
mined inverse problem, which has arisen in image processing [2], wireless commu-
nications [3], and array signal processing [4]. The problem can be resolved well
theoretically called L regularization described as follows:

i, = arg min{ ]y — x|} + 7] } (1)
where ||x||,= |supp(x)| denotes Ly-norm to count the number of nonzero components
and supp(x) = #{i,x; # 0} denotes support set of nonzero components in signal
vector X; v > 0 is a tuning parameter that can reflect the noise level; and A > 0 is a
regularization parameter and plays a role in balancing the two terms of the square error
and the sparsity term. However, solving the L, regularization problem in (1) is a NP
(non-deterministic polynomial) problem [5]. As a relaxed method for approximately
computing (1), the L, regularization is one of the most popular and efficient methods by
solving:

%, = argmin {y]ly — ®x||; + Z[x],} (2)

where ||x||,= Y=, |x;|, denotes L;-norm operator. The L, regularization (2) is a typical
convex optimization problem. Hence, it can be resolved easily via linear program,
which can be considered as a relaxation of the L regularization (1). In other words, the
solution of (2) can be approximated coinciding with the solution of L, regularization
satisfying certain conditions such as [6]. However, the L;-norm penalized regulariza-
tion can lead to the sub-optimal solution in many sparse recovery cases. Theoretical
analysis of CS implies that better performance can be obtained by taking advantage of
sparser information in many systems especially in the presence of strong noise
interference.

According to the theoretical analysis [7-9], the L, regularization will recover sparse
signal with fewer measurements (lower sampling ratio) and may enhance the robust-
ness and the stability under noise scenarios. Recently, the L/, regularization is adopted
as a typical L, regularization method and can yield a stronger sparsity solution than the
L, regularization. A well-known half proximal thresholding-based algorithms has been
proposed in [10]. The L/, regularization problem is defined as below:

A b i 2
X, = arg mﬁm{”y — (DX||§ + A1/2||X|H§2} (3)

where ||x||%§ = Ef]: | |xi|1/ ? denotes L, /2 quasi-norm and /;,, stands for the regular-

ization parameter.

According to the fact that the sparsity of a certain signal x will vary across dic-
tionaries, multiple dictionaries sparse representation strategy combining with the iter-
ative reweighted method have been proposed to solve the L; minimization problem for
reconstructing the sparse images and can obtain a significant improvement [11]. In
order to improve the existing L/, regularization algorithm and obtain the sparser



168 Q. Peng et al.

solution, in this study, we propose a new MUSAI-L; /, algorithm by designing multiple
sub-wavelet-dictionaries combining with an adaptive update parameter. In our pro-
posed framework, the signal structure will be different across sub-dictionaries; then, we
can appropriately weight the contribution from every dictionary by adjusting suitable

. . ” 1/2 . . . . . .
regularization parameters A, for each H‘l‘dx||1§2, this difference varies sub-dictionaries

that can be exploited as a prior knowledge for improving recovery.

2 Multiple Sub-wavelet-Dictionaries-Based L/, Regularizer

According to the sparse representation theory, if the raw signal x is not sparse, then we
can conduct a sparsifying transform, such as the wavelet transform (WT) and discrete
cosine transform (DCT), which can be expressed as x; = W¥x, where ¥ € RN XN g g
given analysis dictionary, X, presents the sparse coefficients. Hence, the general

analysis L, /, regularizer can be described as R = Hx$||}§§: ||‘I‘x||}§§

It is the fact that the signal structure (e.g., sparsity) of a given signal x will vary
with different dictionaries; if this difference can be employed as prior knowledge for
recovery improvement, the key issue is that how to exploit and utilized theses prior
knowledge. To exploit more prior knowledge of the signal structure for sparse recovery
improvement, we utilize the multiple sub-wavelet-dictionaries strategy by the following
steps. We first construct the (nN) x N sparse transform operator (or dictionary) by

¥ = [Vl W] € RO 4)
in which \; = [Y;1, ¥in, - -, Wiy] € RYN, i =1,2,...,nN denotes the ith row of ¥,
and the operator of ‘|’ denotes ‘next row.” Then, the sub-dictionaries ¥, ,d =

1,2,...,n can be obtained by the form

Y, = [\lJ(dfl)N+1|‘|’(d71)N+2|- . .|\|;dN} € RV )

According to (4)—(5), we have the relationship of ¥ and each sub-dictionaries ¥,

Y= [¥|... ¥, . |¥,] € RIN*N (6)
Then, these prespecifed sub-dictionaries can be employed for following non-
convex L, regularizers of ||‘P1X|H§§, ||‘I’2x\|}g, - ||‘de\|}ﬁ, then, we design a non-

convex regularizer model Ryysar by linear combination of these non-convex L/,
regularizers, which can be expressed as

D
2
Rmusar = § )vd,1/2||‘PdX||}§2 (7)
d=1
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where 441/2,d = 1,2,...,D is the weighting parameter (or regularization parameter),
which makes a trade-off between the fidelity term and regularization terms. Moreover,
we can appropriately weight the contribution of each sub-dictionary by adjusting

suitable regularization parameters A, for each ||'¥ x| ig Hence, these differences vary

sub-dictionaries which can be exploited as a prior knowledge for improving recovery.

3 Proposed Multiple Sub-wavelet-Dictionaries-Based
Adaptive Iteratively Weighted L/, Regularization
Algorithm

Considering the following optimization problem and setting y = 1, the proposed L
multiple sub-wavelet-dictionaries-based regularization problem is formulated as

D

o . 2 1 1/2

R, = arg mm{F<x> — ly— x|} + Zﬂd%mxnlg} 8)
d=1

where the first term of the objective function F(x) is a L,-norm, and the second term is
the composite of several non-convex, non-smooth, and non-Lipschitz L, , regularizers.
Commonly, it is hard because there are D regularization terms; benefiting from the
designed sub-wavelet-dictionaries, this problem is easily be resolved [11]. Here are the
main steps to solve the optimization problem in (8).

3.1 Solving the Analysis Problem

We first consider the analysis optimization problem by replacing the regularization
term with W' € RV*V; then, the analysis problem can be described as

~ . A 1/2
K, = arg min{F(x) = [ly = ®x|3 + 21,2 ¥xIl})3 } )

According to the half thresholding algorithm theory [10], firstly, the first-order
optimality condition of x is obtained as

Vf(x) = 29" (Ox — y) + 412 V(|¥'x]}/3) (10)

where the operator V(-) denotes the gradient of the objective function. Let Vf(x) = 0,
then we have

1
Yo (dx - y) :EWI/zII‘I”XII}ﬁ (11)

Then, multiplying by any parameter t and adding Wx in both sides of (11), then we
have
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Yx+ PO (Ox — y) = Wx+ %v(xl/zuqﬂﬂuﬁ) (12)

To this end, there is the resolvent operator [10] that exists

40 = (1+ 22 |i§§) - (13)

Then, we imply

wx = ( 1/2 V(I ||2) (¥ (x" +1@" (y — @x")))

(14)
= Hi, (‘l” (x" + @ (y — @x")))
Then, the desired image can be reconstructed by
X' = () Hy,,, (P (X0 (y - @x7) (15)

where the T > 0 is the step size (e.g., T = Hoqi‘(’) to control the step size in each iteration.

The component-wise thresholding operator H;,, ,(-) is defined as [10]

Hil/z (x) = (hll/z (x1), hh/z (x2),- -, h)vl/z (xN))T (16)

where the %, ,(x;) is nonlinear and defined by:

N ) P, (xi)7 |x,~|>T
h/l./z (xi) = { ”62’ otherwise (17)

where the T = 3 42 (21 /2 r) 2/3 is the threshold value, 4, is the parameter mentioned

2
T 1 Ajat (] 3
above, and ¢; (x;) = i(l—l—cos(%—%cos 1(% (‘_2‘) )))

3.2 Updating the Adaptive Iteratively Weighting Parameter 4, /,

Considering the optimization problem of (8), the multiple sub-wavelet-dictionaries-
based regularization term consists of D regularizers by multiplying with D parameters
Adij2,d =1,2,...,D. These parameters not only make the trade-off between the prior
knowledge and the error, but also control the contribution of each sub-dictionary. In
order to achieve this goal, this paper proposes an adaptively updating parameter
scheme by
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JeED Ly

d1/2 — (18)

e+ [¥ax0]}3

where L; denote the number of the rows of each sub-dictionary. So we can use the
parameter A4/, to counteract the influence of the signal sparsity on the L;/, regular-
ization by this formulation.

Hence, for a series of parameters )Lgr/;) given by (18), the problem (8) can be
converted into (9) and can be resolved using the above analysis iterative half thresh-

olding algorithm easily, because these D regularizers are finally equivalent to the
popular regularized model (similar work see [11]).

4 Experiments and Discussions

In this section, we demonstrate the efficacy of the proposed MUSAI-L, /, algorithm in
compressive imaging in vehicular systems and compare the performance with prior
work, including the Co-L1 [11] and the well-known half thresholding algorithm for
Ly, [10]. We select the well-known ‘cameraman’ figure as typical image in vehicular
system as shown in Fig. la, in order to reduce the computation; we choose a partial
image for the experiment shown in Fig. 1b. We obtain the measurement where
® c RM*VN is the measurement matrix, which is constructed by the spread spectrum,
and n denotes the white Gaussian noise; in this paper, we define the measurement SNR

2
(mSNR) as mSNR = % to represent the noise level, where M present the number of

measurement y and ¢” is the variance of the white Gaussian noise. All the experiments
were conducted on a personal computer (2.21 GHz, 16 Gb RAM) in MATLAB
(R2014a) platform.

(a)  (b)

Fig. 1. Clear cameraman image. Left: the cameraman image of size N = 256 x 256; right: the
selected part image of size N = 96 x 104
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We first assess the convergence by the relative error versus the number of the
iteration times under low sampling ratio of 0.2 and a higher sampling ratio of 0.4 with
mSNR = 40dB, and the number of wavelet decomposition level N = 2. The relative
error is defined as ||x — X||,/||x||,, where X and x denote the recovery signal and
original signal, respectively. Figure 2a, b presents the relative error curves of the three
algorithms when the sampling ratio is 0.2 and 0.4, respectively. Both results show that
our proposed MUSAI-L;, can obtain the less relative error than Co-L1 in both low
sampling ratio and higher sampling ratio scenarios. Moreover, our proposed MUSAI-
Ly, can obtain not only faster convergences but also less errors than the corresponding
Ly, especially when sampling ratio is very low, e.g., 0.2.

0 Sa) Sampling Ratio=0.2 0 8(b) Sampling Ratio=0.4
a —&— Co-L1 —&—MDL
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Fig. 2. Relative error versus the number of iteration by Co-L1, MUSAI-L;;; and L.
a Sampling ratio = 0.2; b sampling ratio = 0.4

Then, we consider the influence of different levels of noise and the sampling ratio
on reconstruction performance. We evaluate the performance by the RSNR versus
different mSNR values of 10, 12.5, 15, 20, 25, 30, 35, and 40 dB. The mathematical

definitions of RSNR are —2010g<”x*5‘\\z

(1l
and the desired image, respectively. The result is represented in Fig. 3a. From the
result, we can find that the proposed MUSAI-L, , can obtain a higher RSNR, and with
the increment of the signal mSNR, the advantage of the proposed algorithm becomes
more and more significant. To evaluate the performance versus sampling ratio, we set
mSNR = 40dB, and the decomposition level N of wavelet transform is 2. Figure 3b
shows the recovery SNR versus sampling ratio for the noisy image which tells us that
the proposed MUSAI-L,/, can improve the recovery significantly than the Co-L1
algorithm in [11], especially at 0.2-0.5 of the sampling ratio, and it also outperforms
the single dictionary L/, algorithm. Both figures show that the proposed MUSAI-L, s
algorithm outperforms the other two. Finally, we present the reconstruction effect of
our proposed algorithm and other two algorithms under a low sampling ratio of 0.2 in
Fig. 4.

), where X and x denote the reconstruct image



An Adaptive Iteratively Weighted Half Thresholding ... 173

(a) (b)
40
20 —&—Co-L, —&—Co-L,
—o—MUSALL, , 35[| —o— MUSAI-L, ,
L1/2 30 L1/2
25
) o 25
= z
2
Z 2 g
<\ 7]
o ¥ 15
15 10
5
10
0
10 15 20 25 30 35 40 0 01 02 03 04 05 06 07 08
mSNR Sampling Ratio

Fig. 3. a Recovery SNR versus the measurement SNR (mSNR) level of 10, 12.5. 15, 20, 25, 30,
35, 40 (dB), with the sampling ratio 0.4; b RSNR of three algorithms under different sampling
ratio for the ‘cameraman’ image
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Fig. 4. Reconstruction effect by conducting the Co-L1, L/, MUSAI-L,;, algorithms with
sampling ratio 0.20. The RSNRs are: a 16.3405 dB; b 16.1024 dB; ¢ 20.9655 dB

5 Conclusions

In this paper, we proposed an adaptive iteratively weighted L/, regularization algo-
rithm for image compressive sensing reconstruction based on the prespecified multiple
sub-wavelet-dictionaries strategy (MUSAI-L;/;), and we also proposed an adaptive

parameter )»‘(;T/;) =L,/ (e—i—”‘l’dx(’)mﬁ) to make a trade-off between the prior

knowledge of sparse signal and the data error and, moreover, to iteratively weight the
contribution of each dictionaries. The performance results demonstrate that our
prespecified multiple sub-dictionaries can effectively exploit the structure of desired
signals for prior knowledge, and the proposed MUSAI-L,/, algorithm may perform
better than the previous work of 37| 4, | Wax||} and AH‘]&H}% penalized regular-
ization approaches.
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Abstract. This paper conducted depth and systematic research on the influence
of image motion on radiation quality. The exploration of the regular image
radiation quality could be a great significance for improving the image quality.
The source of abnormal image motion was analyzed in terms of platform motion
and flutter, attitude control error, and image motion compensation error. The
model of point spread function under abnormal image motion was established
based on the analysis of superposition model between adjacent pixels and PSF
variation model. The radiation information and MTF caused by PSF changes
were analyzed. The experiment shows that the authenticity of the radiation
information expressing the imaging target is weakened. The larger the abnormal
image motion, the faster the MTF curve declines, indicates the overall image
quality decreases, the spatial resolution decreases, and the sharpness decreases.

Keywords: Abnormal image motion - Point spread function - Radiation
quality

1 Introduction

The technology of high-resolution remote sensing in China has been continuously
improved and matured to meet the growing demand for image data for users in various
industries. However, there is still a certain gap between China and foreign advanced
high-resolution remote sensing commercial satellite imagery in information extraction
and application. The key issue in the further development of remote sensing and the
application of image data in China is image quality [1].

During imaging of remote sensing satellite, the radiation quality of images will
inevitably be affected by the imaging conditions and environment [2], including solar
lighting, atmospheric conditions, imaging targets, satellite platforms, optical cameras,
electronic circuits, and data processing.

The article starts from the source of abnormal image motion and studies its influ-
ence on the radiation quality of images. The paper establishes the relationship between
the image motion and imaging radiation quality. It analyzes the principle of the
superposition and change of imaging point spread function (PSF) under the condition
of abnormal image motion, establishes the model of PSF in the case of image motion,
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and analyzes the influence principle and regular pattern from the aspects of the
authenticity of radiation information and MTF.

By analyzing the effect of image motion on imaging radiation quality and its
influence regular pattern, it helps to analyze the key influencing factors from the source.
It can effectively control the quality of remote sensing imaging from the perspective of
the design of remote sensing satellite systems and improve the image quality of high-
resolution remote sensing satellites in China.

2 The Source of Abnormal Image Motion in Imaging

In the imaging process of remote sensing sensors, many factors cause the abnormal
image point motion [3], including the motion and chatter of platform, attitude stability,
pointing accuracy and other control errors, speed-to-height ratio errors, image motion
compensation, and time synchronization accuracy errors, etc. The position of the image
point deviating from the ideal decreases geometric quality, such as image geometric
distortion, spatial misalignment, and reduced spatial resolution, and also decreases the
radiation quality such as image blur, changes in radiation information and system MTF.
The sources of abnormal image motion mainly include:

(1) Platform motion and flutter. When the remote sensing sensor is in orbit, the
satellite platform will be affected by factors such as unavoidable external space
environment interference and platform itself works. Vibration will be transmitted
to the sensor through the platform, affecting the attitude stability of the sensor,
resulting in abnormal image motion.

(2) Attitude control error. The satellite platform will cause real-time changes in the
roll angle, pitch angle, and yaw angle during movement. The change of the
attitude angle causes an angle error between the imaging light and ideal condi-
tions. The image produces horizontal or vertical length distortion or angular
rotation, and the position of the image point in the image deviates from the ideal
position [4].

Through the analysis of attitude and attitude angular velocity error, imaging
distance error, and other factors affecting the magnitude of image motion, the yaw
angle error in attitude error is the most important influence factor of image motion.

(3) Image motion compensation error. Satellite orbital motion, earth rotation, and
attitude angle change cause the relative motion of the image point on the focal
plane. The onboard image motion compensation device compensates the relative
movement of the image point according to the image shift speed. Due to the
variation of the attitude angle and the attitude angular velocity caused by the
platform factor, the deviation of the image-moving speed causes the deviation of
the drift angle compensation and the integration time, resulting in abnormal image
point motion.
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3 The Model of Point Spread Function Under Image Motion

3.1 The PSF of Imaging System

PSF describes the spread of a point light source after passing through an optical imaging
system. In the imaging process, the input signal of each pixel in the TDICCD camera is
the electromagnetic wave information corresponding to the ground imaging target of the
pixel. The center position of the pixel is determined by the imaging geometric model,
and the pixel signal is integrated by PSF during the integration time [5].

R. Richter proposed that the PSF can be represented by a two-dimensional
Gaussian function [6]. As shown in Eq. 1, where ¢ is the Gaussian width of the PSF,
(x, ¥) is the image coordinate value of a pixel, and d is the distance between the pixel
and the target pixel, the integral of the PSF function is 1.

1 X2 +y? 1 d?
PSF(X, y) = o exp (— P > = a2 exp <— 262) (1)

The paper investigates the phenomenon of point spread of pixels and the effect of
image motion on PSF based on this model. Each pixel produces a two-dimensional
Gaussian distribution centered on the pixel in the image. Due to the point spread
phenomenon of the pixel, the electromagnetic wave signal collected by each pixel is an
intensity distribution that is a PSF model, weakening toward the surroundings. The
entire image is formed by the superposition of Gaussian distributions generated by each
pixel on all CCD arrays. The two-dimensional and three-dimensional Gaussian dis-
tribution are shown in Fig. 1.
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Fig. 1. Gaussian distribution of PSF in two-dimension and three-dimension

3.2 The Overlay of PSF in Adjacent Pixel

Due to the existence of point spread phenomenon, the pixel will influence the neigh-
boring pixels while being affected by the PSF of neighboring pixel points. The PSF is
superimposed to form a point spread effect surface [7]. According to the characteristics
of the Gaussian function, the Gaussian distribution of a point drops below 1% of the
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peak from the center of a Gaussian width, and the effect of more than two Gaussian-
width distances is negligible. The phenomenon of point spread of a single pixel mainly
affects the range of the distance between two pixels around it.

The information of each pixel in the image is the integral of the point spread effect
surface in this pixel area. After being discretized, an image is formed. The paper builds
an overlay model of the neighboring pixels in the direction of the point spread along
TDI and vertical TDI. The model is expressed as Eq. 2.

a5
PSF(x)— / PSF(0)dx
—d)2
—d/2 —3d/2
+ / PSF(—d)dx + / PSF(—2d)dx 2)
~3d/2 ~24
3d/2 2d
+ / PSF(d)dx + / PSE(2d)dx
e 3d)2

Due to the existence of the pixel PSF effect, the plane where the original luminance
alternates become flattened, the gray value of the pixel is affected by the neighboring
pixels. The dark pixels are brightened by the diffusion phenomenon of bright pixels in
the surrounding area. The bright pixels are darkened by the diffusion of surrounding
dark pixels. In the image, the edges are blurred, and the contrast is reduced.

3.3 The Analysis of PSF Changes Under Abnormal Image Motion

In the presence of image motion in the TDICCD, the imaging position of the ground-
based target changes on the detector. The center position of the signal changes with
respect to the center of the pixel. The image motion causes the image pixel size
changes, and the Gaussian width becomes larger. The effect of the point spread phe-
nomenon on the surrounding pixels becomes larger [8]. Since the energy of the elec-
tromagnetic radiation signal received by a single pixel is fixed, the peak energy of the
PSF decreases and the light energy distribution of the camera changes.

Under the influence of the image shift, the PSF of the pixel can be expressed as
Eq. 3. In the formula, Ax and Ay, respectively, represent the image point motion of the
corresponding pixel of the imaging target along and vertical TDICCD direction.

(x4 Ax)* + (v + Ay)?
202

PSF(x+ Ax,y+ Ay) = (3)

2ng? P

The PSF changes in the case of image motion are shown in Fig. 2 in the two-
dimensional view and the three-dimensional view. In the presence of image motion, the
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central position of the point spread changes with the displacement of the image point,
and the peak signal of the point spread weakens, but the diffusion range increases [9].

oazp

Fig. 2. Gaussian distribution of PSF changes in the case of image motion

The effects caused by the PSF change under the abnormal image motion include:

6]
(@)

3
“)

34

The weakening of the pixel center signal causes a reduction in the energy of the
pixel information;

The increase in the spread range of the pixel causes an increase in the extent of the
surrounding pixels. The influence distance is related to the size of the image
motion;

The amplitude of the pixel spread becomes smaller, and the influence on the
surrounding pixels increases;

The variation of the diffusion center of pixel point causes signal confusion
between pixels.

The Model of PSF Under Abnormal Image Motion

Through the above-mentioned PSF change in the case of image motion and the

supe

rposition principle of adjacent pixels PSF, the paper establishes the PSF model

under the condition of abnormal image motion. The model for a single pixel PSF is
modeling as follows:

6]

@

A single pixel is affected by pixels whose peripheral distance is in the range of
[Ax € (—2d,2d), Ay € (—2d,2d)], and the influence of the point spread is related
to the distance. The point spread function in pixels can be expressed as Eq. 4. In
the equation, m, n is used to identify the pixels around the center pixel that are
within the influence of the [—2d, 2d] point spread.

PSF(x,y) = PSF(g0)(x,) Z Z PSF((m —x,n—y)  (4)
m=—2d n=—2d

Only when the center pixel has an image motion, the PSF influence varies with the
direction and the amount of the image motion, and the point spread of the sur-
rounding pixels to the center pixel also varies with the image motion. The PSF for
the center pixel under image motion can be expressed as Eq. 5.
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PSFp(x,y) = PSF(o0)(x + Axo,y + Ayo)
2d 2 5
® Z Z PSF ) (m — x4 Axo,n — y 4 Ayp)
m=—2d n=—2d

(3) In the case of image motion in the pixels within the surrounding influence dis-
tance, the PSF model of the center pixel can be expressed as Eq. 6. This model
takes into account both the PSF variation in the case of a single pixel image
motion and the change in the superposition effect of the surrounding pixel PSF.

PSF[M(xv y) = PSF(O,O) ()C + Aan y+ AyO)
2d 2d 6)
® Z Z PSF(m_m(m — X+ Axp,n — y+ Ayy)
m=—2d n=—2d

Based on the PSF change model, this paper studies the effect of image motion on
image radiation quality.

4 The Influence on Radiation Quality of Abnormal Image
Motion

Based on the PSF model under image motion, the paper investigates the variation of
radiation information in the pixel caused by PSF changes and analyzes the effect of
image motion on the authenticity of image radiation information and MTF.

4.1 The Influence on the Validation of Radiation Information

In an ideal situation, the gradation information of the pixels in the image is determined
by the PSF of pixel and the surface radiation information received by the camera. The
radiation information g(x, y) of each pixel can be expressed as Eq. 7. In the equation, f
(x, y) is the surface radiation information received by the pixel, and n(x, y) is the noise
of the imaging system.

8(x,y) = PSE(x,y) @ f(x,y) +n(x,y) (7)

In the image, the radiation information of each pixel is the integration and quan-
tization of the radiation information within the pixel [10], and the model can be
expressed as Eq. 8.
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05 05

g(x, y)dxdy (8)

G(x,y) =
—-0.5 -0.5

0

The gray value DN (g o) of the center cell in the case of image motion is expressed as
Eq. 9.

05 05
DNo0) = PSF(0,0) (%, ¥) @ fi0,0) (x, y)dxdy
05 05
i g 05 05
+3Y Y PSF(,.0 (P = %,4 =) ® fip.q) (p — X, ¢ — y)dxdy
p=m2dg==2d 55 s
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Similarly, the gray values of other neighboring pixels can be derived based on the
mutual influence between the PSFs of the pixels.

In the presence of abnormal image motion, the change of radiation information
caused by image motion is reflected in the authenticity of image radiation information.
In addition to the surface radiation information, the radiation information of the pixel is
also affected by the change of the PSF. The extent and range of diffusion of neigh-
boring pixels in the center pixel increase. The radiation information is confused with
surrounding pixel radiation and radiation information of the pixel changes [11].

Therefore, the radiation information of the pixel increases due to the influence of
the surrounding radiation information, and the authenticity of the radiation information
expressing the imaging target is weakened [12, 13].

4.2 The Influence on the MTF

The change of the PSF under the image motion results in the change of the image MTF.
The MTF is the two-dimensional Fourier transform of the PSF [14]. The model is
expressed as Eq. 10.

+o00 +o0
MTF(M,V):/ /PSFIM(x,y)esz’z(”’ﬁvy)dxdy (10)

The yaw angle error is the most important influence factor of image motion.
Therefore, the influence of abnormal image motion on the MTF is studied, mainly
through the influence of the yaw angle attitude error on the PSF along and vertical
TDICCD direction [4].

The influence regular of yaw angle error on MTF is shown in Fig. 3. The thesis
compares the MTF curve under the condition of ideal attitude and MTF curve and
the condition of different yaw angle error. As the yaw angle error increases, the larger
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the influence range of the PSF effect, the faster the MTF curve declines. The experi-
mental results show that under the influence of yaw angle error, the overall image
quality decreases, the spatial resolution decreases, and the sharpness decreases.

MTF
T
I

0 0.1 02 03 0.4 05
Spatial frequency

Fig. 3. Influence of different yaw angle errors on MTF

5 Summary

The paper analyzed the main source of abnormal image motion and established the PSF
model under abnormal image motion, then studied the effect of image motion on the
authenticity of image radiation information and MTF. The results showed that under
the abnormal image motion, the authenticity of the radiation information expressing the
imaging target is weakened, and the MTF curve declines.
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Abstract. This paper proposed a flame segmentation algorithm based on the
saliency of motion and color. First, feature point detection is performed on the
video image using the scale-invariant feature transform (SIFT) algorithm, and
the optical flow field of moving object in the adjacent frame is acquired by the
optical flow method. According to the optical flow vector difference between the
target pixel point and the surrounding neighborhood pixels, the motion saliency
map is obtained based on the Munsell color system. Then, the LSI flame color
statistical model based on the Lab and HSI space is used to extract color saliency
map of video images. Finally, under the Bayes framework, the motion saliency
map and the color saliency map are fused in an interactive manner to obtain the
final flame segmentation map. Experimental results show that the proposed
algorithm can effectively segment the flame image in different scenarios.

Keywords: Visual saliency - Flame segmentation - Optical flow - LSI color
statistics model

1 Introduction

Image segmentation refers to segmenting the image into meaningful regions based on
the features such as grayscale, texture, gradient, and shape of the image, so as to obtain
an image representation that is easier to understand and analyze. In recent years,
scholars have studied various image segmentation methods [1]. Some of the hybrid
methods are closely related to the visual attention mechanism [2], which is mainly
based on the saliency or prior knowledge of the image itself to select the visual
information process. Image saliency-based image target analysis not only does not
require a large amount of training data, but also can quickly focus on significant targets
in the image. Therefore, many scholars try to introduce the concept of visual saliency
into video image segmentation.

At present, there are many methods to generate saliency maps based on visual
saliency. Among them, the classic Itti model [3] uses Gauss Pyramid to generate multi-
scale images based on the human visual characteristics. The underlying features such as
color, brightness, direction are calculated, and the attention maps at each scale are
calculated according to the difference in the central periphery. Finally, the attention
maps are fused to get the saliency map. But the model only takes into account the local
features of the image when extracting the salient features of the image and does not
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consider the image salient features globally, so the detected areas are relatively rough
and contain more background regions. Hou and Zhang [4] proposed a spectral residual
method. The method considers that the information in an image can be divided into two
parts: redundant information and saliency information. By using the algorithm opera-
tion on the amplitude spectrum of the image, the redundant information is obtained by
convolution between the average filter and the amplitude spectrum. The saliency
information is characterized by the difference between the image amplitude spectrum
and its convolution, and the significant region is obtained by inverse transformation to
the space domain. The processing speed of this method is faster, and the boundaries of
the significant areas detected are relatively clear.

In this paper, saliency theory is introduced into flame image segmentation, and a
flame image segmentation algorithm is proposed which combines motion saliency and
color saliency. First, we combine the SIFT algorithm with the optical flow method and
use the motion vector difference between pixels to get the motion saliency map. Then,
the LSI color statistical model is obtained by combining the Lab space and the HSI
space, and the color saliency map is obtained by using the difference of the L, S, and
I components of each pixel. Finally, in the Bayesian framework, the motion saliency
map and color saliency map are fused to get the flame segmentation.

2 Motion Saliency Feature Extraction

Motion saliency is an inherent characteristic of the flame, but it will be affected by the
shape, structure, size, ambient light, and other interference conditions of the com-
bustion. In this paper, based on the SIFT algorithm to obtain more accurate feature
points, and the Munsell color system is used to visualize the moving objects, optical
flow method is used to extract movement regions. The motion saliency map is obtained
through the difference between the pixel points. The motion feature extraction algo-
rithm in this paper can further improve the accuracy of the motion saliency map.

2.1 Optical Flow Field Calculation Based on SIFT Operator

The optical flow is defined as the moving speed of the pixel points in the video frame.
If the optical flow vector is calculated for each pixel in the image, the resulting result is
called dense optical flow, and the amount of calculation is large. If the pixels of certain
characteristics are selected first, the optical flow vector is only calculated for these few
pixels, and the sparse optical flow is obtained, which can greatly reduce the amount of
calculation.

In this paper, the SIFT algorithm is used to detect the p,_; of feature point in the
t — 1 frame, and the Lucas-Kanade optical flow algorithm is used to obtain the cor-
responding position of the ¢ frame feature point p,. The arrow light flow diagram can
show the motion direction of each pixel, and the arrow size indicates the speed of the
pixel motion. As can be seen from Fig. 1, compared with Harris corner detection, the
feature point detection algorithm in this paper can obtain more stable feature points,
which makes the detection of moving objects more accurate.
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(a) (b)

(c) (d)

Fig. 1. a Harris operator optical flow vector map and b shows the corresponding optical flow
vector binary map, ¢ SIFT operator optical flow vector and d shows the corresponding optical
flow vector binary map

2.2 Motion Saliency Feature Extraction

The video frame image uses the SIFT-based optical flow field algorithm to calculate the
motion characteristics. For the motion saliency of the target, the motion velocity of
each effective tracking point is extracted as a motion feature, and the movement dif-
ference of the optical flow vectors of the target pixel point and the surrounding
neighborhood pixel points is calculated. The motion saliency map S is obtained by
Formula (1):

i) = S wiDalff) (1)

where, n denotes the set of pixel points adjacent to pixel i, the weight wy; = wj;/ > . wi,,
ng = 1/L;; is normalized by the inverse ratio of the Euclidean distance of two pixel

positions. L; = \/ (x; —xj)2 + i — yj)2 denotes Euclidean distance between pixels,
that is, the closer the pixel distance is, the larger the weight value and the farther the
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distance, the smaller the weight. The difference in motion characteristics is defined by
Eq. (2) as the Euclidean distance of the motion velocity vector:

Dulfif) = \/ (5 — 1) + (w1 — vy )

where, vx;, vx;, vy; and vy; are motion velocity vectors of feature points, respectively.

In this paper, we use the Munsell color system to visualize the significance of the
obtained motion. The extracted motion flame and moving vehicle significance map are
shown in Fig. 2. As shown in Fig. 2, this algorithm can completely extract the moving
object in the picture, where different colors indicate different directions of motion, and
the depth of color indicates the speed of the movement.

(a) (b) (c) (d)

~

Fig. 2. Saliency map of the flame and the moving vehicle. a Flame image, b flame saliency
map, ¢ non-flame image, d Mobile vehicle saliency map

3 Color Saliency Feature Extraction

Color saliency is an important characteristic of flame. Usually, the components of RGB
color space are too correlated, which is easy to be affected by illumination and
brightness and does not match the human eye recognition process. This paper converts
the RGB color space into the Lab and HSI color spaces that are similar to the human
visual system and obtains the LS/ color model. The Gaussian filtering of the image is
performed using a DoG filter, and the color saliency map of the image is extracted by
the size of the image pixel difference. The color feature extraction algorithm in this
paper can further improve the accuracy of the color saliency map.

3.1 LSI Color Statistics Model

The lightness value L component in the Lab space closely matches the perception of
human vision, which represents the darkest black at L = 0, and the brightest white at
L = 0. In the HSI space, S component denote the degree of saturation, and the depth of
the color is described, that is, the extent to which the solid color is diluted with white,
and the influence of the ground reflection on the flame combustion can be effectively
suppressed. I component denote the brightness, which means that the brightness of
light is perceived by the human eye, which corresponds to image gray scale and image
brightness and cannot be actually measured.
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In this paper, we use the LSI color statistical model to extract flame candidate
regions. The experimental results are shown in Formula (3), the values of each L, S,
I pixels of the flame image are:

0<L<100
0<5<0.2 3)
127 <1<255

3.2 Color Saliency Feature Extraction

We use Gaussian blur in the LST color model to eliminate subtle texture details and the
effects of noise and coding artifacts, the saliency map S, for an image I can be
formulated as:

52()@)’) = ||[,u - [LSI<x7y)||2 (4>

where I, = [L, S, IM}T is the mean feature vector of the r-th image, I;5(x,y) =
[Lrsi St ILSI]T is the corresponding image pixel vector value in the Gaussian-
blurred version (using a 3 x 3 separable binomial kernel) of the 7-th image, and ||||, is
the L, norm.

In Fig. 3, column (a) shows the input images, column (b) shows the saliency maps
extracted from the HSI color space, column (c) shows the saliency maps extracted from
the Lab color space, and column (d) shows the saliency maps extracted from the LSI
color space. Comparing the experimental results of column (b) and column (c), the LS/
color statistical model presented in this paper is used to segment the flame, the
detection result is more accurate, and the influence of the reflective part generated on
the ground during flame burning can be effectively suppressed.

(a) (b) (c) (d)

Fig. 3. a Input images, b saliency maps of HSI color space extraction, ¢ saliency maps of Lab
color space extraction, d saliency maps of LSI flame color statistical model extraction
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4 Flame Segmentation Algorithm Based on Bayesian Model

The saliency detection algorithm based on the Bayesian model is mainly used to
describe the saliency by the posterior probability in [5-7].

In this paper, one of the motion saliency maps S; and color saliency maps S,
obtained from Egs. (1) and (4) is considered as a priori S(m)(m = {1,2}), and use the
other one S(n)(n # m,n = {1,2}) to compute the likelihood. The foreground and
background regions of S(m) are denoted by F, and B,,, and the number of pixel points
in the region is denoted by N, and Np, , respectively. The distribution characteristics
of the saliency values of S(n) in the two regions F,, and B,, were statistically analyzed,
and the histogram of the statistical distribution of S(n) in the foreground and back-
ground regions is obtained and normalized. In each region, we compute the likelihoods
by comparing S(n) and S(m) in terms of the foreground and background bins at pixel z:

Mo (5:(2)
NF,

m

(5,2 = M) )

P(Sn(2)|Fm) (5)

m

Therefore, the posterior probability of S(m) as a priori is shown in Eq. (7):

S (2)p(Sn(2)|Fm)

P(FulSu(2)) = Su(@)P(Su(2)[Fn) + (1 = Su(2))p(Sa(2)|Bn)

(7)

We use these two posterior probabilities to compute an integrated saliency map,
Sal(S(z), S2(z)), based on Bayesian integration:

Sal(81(2),$2(2)) = p(F1|$2(2)) +p(F2$1(2)) (8)

5 [Experimental Results and Analysis

At present, there is no standard test library for flame samples. In order to verify the
effectiveness of the algorithm, the self-photographed flame video and Internet sharing
flame video are used to test the algorithm of this paper. We compare the algorithm of
this paper with the saliency model of [4, 8—10]. The segmentation results are shown in
Fig. 4. In Fig. 4, column (a) shows original flame video images for five different
scenes. From top to bottom, there are Nocturnal outdoor snow stack flame video
images, Nocturnal campus flame video images, Daytime Field Flame video image,
Road tunnel flame and driving vehicle lights interference video images and the traffic
video images captured by night crossing. Column (b) shows the segmentation result
graph obtained by the SR saliency calculation method [4], the algorithm is fast in
calculation speed, but the extracted saliency detection effect map cannot segment the
moving flame region from the background. Column (c) shows the segmentation result
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(a) (b) (c) (d) (e) ()

Fig. 4. a Input images, b saliency maps obtained by SR saliency calculation method, ¢ saliency
maps obtained by SUN-saliency calculation method, d saliency maps obtained by context-aware
calculation method, e saliency maps obtained by AIM model calculation method, f saliency maps
obtained by this algorithm

graph obtained by the SUN-saliency calculation method [8], the algorithm overem-
phasizes the edges of the flame rather than the entire target. Column (d) shows the
segmentation result graph obtained by the Context-Aware saliency method [9], the
accuracy of the algorithm detection is improved, but since only the K closest cell
contrasts are superimposed, the detection result sometimes overemphasizes the edges,
and the effect of the global contrast cannot be achieved. Column (e) shows the seg-
mentation result graph obtained by the AIM model [10], the algorithm is based on the
principle of maximizing the sampling information in the scene to predict the saliency
region, but the detection results can only get part of the flame and cannot get the whole
area of the flame segmentation. Column (f) shows the experimental result graph
obtained by the algorithm, It can be seen that, compared to the above methods, the top
three non-interfering flame image segmentation maps from top to bottom are complete
and clear in the boundary, and can effectively eliminate the influence of the ground
reflective area. However, in the fourth segmented figure, the moving lights and tunnel
lights with flame colors of the moving body are also completely segmented in the
reflective area. In the fifth segmented figure, the taillights and ceiling lights of vehicles
with flame colors are also completely segmented. Pseudo-flame interference can be
further eliminated using multi-feature identification of flames.
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6 Conclusion

This paper proposed a flame segmentation algorithm based on the saliency of motion
and color. The algorithm extracts the saliency feature of motion and color from the
image sequence. In order to improve the accuracy of the flame segmentation, the SIFT
algorithm is used to detect the key points and calculate the motion vector of each frame
image combined with the LK optical flow method and the motion saliency map is
obtained from the motion vector difference of the pixels. Then, the color saliency map
is obtained in the LSI color statistical model based on the color and luminance char-
acteristics of the flame. Finally, in the Bayesian framework, the saliency map of motion
and color are fused to get the flame segmentation. Experimental results show that the
algorithm can segment the flame area accurately and effectively eliminate the influence
of the ground reflective area during flame burning. But we cannot exclude the inter-
ference of moving vehicle taillights, and we need to further use pattern recognition and
other methods to carry out multi-feature comprehensive identification of the flame.

Acknowledgments. This paper was supported by the Project of Applied Basic Research Project
of Ministry of Transport of the People’s Republic of China (Grant No. 2015 319 225 210).
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Abstract. In this paper, a ring array imaging method for near-filed security
screening is proposed for densely populated areas security imaging. With the
fixed transceivers, this method can avoid the motion phase error, which is
ineluctable in traditional synthetic aperture radar (SAR). Besides, the number of
transceivers is less than planar array radar with the same quality of imaging
results. The convolution back propagate (CBP) algorithm is adopted to recon-
struct image to avoid the phase error, which is created by plane-wave hypothesis
for near-field imaging in high-frequency band. Moreover, the simulation results
of CBP and other imaging algorithm are described and compared. And the
experimental results are shown to verify the performance of this method.

Keywords: Ring array - Near-filed imaging - Security screening

1 Introduction

In recent years, terrorism has been increased globally. Most of them occurred in
densely populated areas, such as gymnasium, railway station, and music festival.
Nevertheless, the traditional security measures, such as X-ray security apparatus and
metal detection apparatus, cannot detect and recognize conceal weapons rapidly and
effectively [1]. With the development of radar imaging technology and the improve-
ment of computer hardware performance, radar imaging has been new measures in the
security inspection field. Especially for the millimeter-wave (MMW) and Terahertz
(THz) imaging technology, they can recognize different material items with the radar
cross section (RCS) in the high-resolution images. Besides, it has been possible for
real-time security imaging with the fast imaging algorithm [2-5].

The main system model of security imaging radar can be divided into two types:
mechanical scanning radar and electronic scanning radar. The former one uses few
antennas moving to get the echo with a big aperture, and its principle is similar to
CSAR. As a typical MMW security imaging radar of the former type, SafeView(L-3)
has been widely applied in airports. It can provide a high-resolution whole-body MMW
image of one person with its vertical antennas moving along a fixed track. However, it
cannot satisfy the needs of densely populated areas security imaging with its cooper-
ative imaging method [6, 7]. Besides, the motion phase error will be a great challenge
due to the ultrashort wavelength in MMW and THz band. On the contrary, the elec-
tronic scanning radar uses a lot of fixed antennas as a real aperture. The planar array
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developed by Rohde & Schwarz is one of it with 768 TX elements and 768 RX
elements. The sequence of transmiting and receiving is controlled by electronic
switches, which means that the echo can be acquired in much less than one second
without any motion phase error. Nevertheless, it costs a lot for the huge amount of
elements [8, 9]. Here, we provide a ring array to avoid the cooperative imaging, motion
phase error, and huge costs.

As a near-field imaging, the security imaging has to consider about near-field
spherical wavefront. Especially for the MMW and THz imaging, the plane-wave
hypothesis will bring a massive phase error, which leads to the severe defocus and
deformation at the edge of image [10]. A common way is to reconstruct image via
back-projection (BP) algorithm. However, it costs a huge amount of computation [11].
Besides, the Taylor expansion is adopted to decompose the phase error caused by
plane-wave hypothesis [12]. Here, the CBP algorithm is adopted to figure it out with
less computation than BP and more accuracy than Taylor expansion method.

The remainder of this paper is organized as follows. In Sect. 2, the system geo-
metric model and signal mathematics model are introduced. Section 3 presents micro-
drone detection and parameters estimation using micro-motion signatures. The simu-
lation and experimental results are demonstrated and analyzed in Sects. 4 and 5,
respectively. And the conclusion of this study is given in Sect. 6.

2 Signal Model

Figure 1 shows the geometry of the ring array and a point A of target. As the figure
shown, the ring array is formed with N transceivers, which are located in a vertical
circle at the plane z = 0 with the radius ry and the fixed angle 0 (for ith transceiver can
be expressed as 0;). Assuming that the signal of this ring array radar is step frequency
signal, the signal transmitting and receiving steps can be summarized as: (1) set a signal
frequency, (2) all the transceivers transmit and receive signal in turns, (3) set the next
signal frequency, and repeat the step 2 until all the frequency point signals are trans-
mitted and received.

The ith transceivers
(1,6:,0)

9

(XasVa>Za

Ring array

Fig. 1. Geometry of the ring array and a point A of target
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For a target located at (x,,Y4,24), the distance of propagation between ith trans-
ceiver and point A can be given as:

Ry = \/(VOCOSQI'—Xa)2+(VOSin0i—Ya)2+Zi (1)
The ith transceiver echo which reflected from target A can be expressed as:
_ iy
S(th) = 5(xaayaaza) exXp _]47'CERFA (2)

where f is the frequency of signal, d(x,, Y., z,) is the scattering coefficient of point A,
and c is the speed of light. Hence, all the transceivers echo data reflected from all the
targets in imaging scene O can be collected as:

s(0,f) = ///5(x,y,z) exp(—j4n£R)dxdydz (3)
o

where (x,y,z) € O and R is given as:

R=/(n -2+ (o -7 +2 @

3 Imaging Reconstruction Algorithm

As the echo data expressed in (3), for BP algorithm, the scattering coefficient of scene
O can be given as:

o(x,y,2) = //S(G,f) exp(j4n£R)dfd9 (5)
of

For a fixed plane z = h, with the polar format, the coordinate (x,y,z) can be
assumed as:

x=pcosg,y=psind,z=nh (6)

where p = /x2 + %, ¢ = angle(x +jy). By inserting (6) into (4), the distance R can be
rewritten as:

R= \/(rocose—p cos @) + (ro sin 0 — p sin $p)* + 2

- \/rg +p? + 12 = 2rop cos(0 — )
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Assuming that:

F(O—¢.f) =exp <j4n£ \/r(z) + p2 +h% — 2ryp cos(6 — (,b)) (8)

Hence, (5) can be rewritten as:

5(p. ) = // S(0.)F(0 — ¢,£)dfdo 9)
of

As the transceivers fixed in a complete which means that 0 € [—=, 7], we can get
that:

T

/ S(O.1)F(0 — §.£)d0 = s(.f) © F(¢.1) (10)

-7

where ® means the symbol of convolution in angle domain. With the theory of Fourier
transform, (10) can be converted into:

s(¢.f) © F(,f) = IFFTy, [S (kg f) * F (kg f)] (11)

where
S(kgf) = FFT4[s(¢.f)] (12)
F(kg.f) = FFTy[F(¢.f)] (13)

Hence, (9) can be rewritten as:

d(p, ¢) = IFFTy, /S(k¢,f)F(k¢,f)df (14)
!

Here, we use twice fast Fourier transform (FFT) and once fast inverse Fourier
transform (IFFT) to take the place of the integral operation in angle dimension, which
has a large number of samples to satisfy Nyquist sampling theorem in high-frequency
band. At last, by performing a two-dimension (2D) interpolation operation, the image
of scene O can be reconstructed.

The flowchart of the above image reconstruction algorithm is shown in Fig. 2.
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Echo Data FFT, .
S(g,f) S(kg’.f)
Phase Data FFT.

"yl Fik,, f
F(o.f) 1)

o=

S(psky)

IFFT,

5(p.9)

Interpolation

8(x,9)

Fig. 2. Flowchart of the image reconstruction algorithm

4 Simulation Results

The simulation parameter is shown in Table 1. Here, f; and B are the center frequency
and bandwidth of signal, respectively; Ny and Ny are the number of frequency samples

and transceivers, respectively.

Table 1. Simulation parameters

Jo

)

h

Ny

330 GHz

28.8 GHz

1m

lm

256

1024

The simulation imaging targets are points, and the location of these points is shown
in Fig. 3. And the results of simulation via different imaging algorithms are shown in
Fig. 4 with normalized operation.
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Fig. 3. Location of simulation imaging point targets
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Fig. 4. Results of simulation via different imaging algorithms: a polar format algorithm (PFA);
b PFA with Taylor expansion correction (PFA-TEC); ¢ back propagate algorithm; d convolution
back propagate algorithm

y/m

y/m

0.5 0 05
x/m

By comparing with Fig. 4a, b, it is obvious that the scene range of effective
imaging has been expanded with the Taylor expansion correction. But the defocus and
deformation phenomenon still appears in the edge of images. Besides, as the results
shown in Fig. 4c, d, the image can be reconstructed via BP algorithm and CBP
algorithm without defocus and deformation both. Nevertheless, due to the affection of
interpolation precision, Fig. 4d is not as evenly as Fig. 4c. The run times via different
algorithm are shown in Table 2 with the CPU (Inter Core i5-4590) and 8 GB RAM. As
Table 2 told, the run time of CBP imaging algorithm is the shortest except polar format
algorithm. Hence, the CBP is the most suitable imaging algorithm for the proposed ring
array radar security imaging.
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Table 2. Run times with different algorithms

Algorithms Run time (s)
PFA 2.18
PFA-TEC 103.46
BP 229.73
CBP 17.53

5 Experimental Result

Here, we use a THz transceiver with inverse synthetic aperture radar (ISAR) imaging
method to simulate the proposed ring array imaging method. The parameters of this
experiment are same as Table 1 expect that ry = 2m.

Figure 5a shows the picture of target, and Fig. 5b shows the imaging result of
targets via CBP algorithm. As Fig. 5 shown, the proposed imaging method has
reconstructed the image of pistol successfully via CBP algorithm.

(a) (b)

Fig. 5. a Experimental target. b Imaging result via convolution back propagate algorithm

6 Conclusion

A ring array imaging method for concealing weapon detection is proposed in this
paper. The main contribution of this paper is as follows. First, the imaging method can
be used as security screening for densely populated area with less antennas. Second, the
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fast imaging algorithm without plane-wave approximation phase error is addressed. In
the end, the simulation and experimental results have been comparatively analyzed to
verify the performance of the proposed imaging method and algorithm.
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Abstract. Road lighting is a main factor which impacts on traffic accident rate.
The valuable lighting evaluations are the fundament of road lighting design. We
propose five classes parameters which come from road lighting images to
evaluate the quality of road lighting in this paper. We first calculate 10 image
parameters from road lighting images. It includes mean value of gray level,
variance of gray level, radiation precision steepness, gray level entropy, second
moment of angle, contrast, autocorrelation, inverse difference moment, detail
energy, and edge energy. Then, we divide the above 10 parameters into five
categories using cluster analysis. These categories are mean value class, vari-
ance class, contrast class, detail energy class, and information-related class.
Finally, combined with the physical meaning of the parameters, the evaluation
index of the traditional road lighting and the characteristics of the human eye,
we connect these five categories with the average brightness of pavement, the
uniformity of road surface brightness, glare, road sign inducibility, and psy-
chological factors. The experimental results show that the road lighting image
parameters have good clustering properties, and the clustered image parameters
can reflect the quality of road lighting.

Keywords: Road lighting evaluation - Image characteristic parameters -
Systematic cluster analysis

1 Introduction

Glare of road lighting and unclear sight of driver are important factors of traffic
accidents at night. The investigation of the international lighting committee
(CIE) manifests that good nighttime road lighting environment can effectively reduce
the urban traffic accident rate by 30-40%. Therefore, the improving quality of road
lighting can reduce traffic efficiency and ensure traffic safety. To improve the quality of
road lighting, we must evaluate road lighting more effectively. Road lighting mea-
surement can get quantitative information of road lighting and provide important ref-
erence for road lighting construction. For a long time, road lighting design has been
carried out with reference to the “luminance standards” of pavement. The brightness
information of the road surface and the light curtain caused by the stray light can affect
the visibility of the road area and the objects around the road. Through imaging for
road lighting scenes, we get digital images including light sources [1], roads, and
scenery. Combined with imaging technology and digital image processing technology,
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the calculation and estimation of the brightness, glare, and many statistical parameters
in the scene can be used to evaluate the road lighting in an all-round way.

This paper proposed a method to evaluate road lighting quality based on road
lighting image parameters. The clustering analysis technology is used to classify gray
level mean, gray level variance, radiation precision steepness, gray entropy, second
moment of angle, contrast, autocorrelation, inverse difference moment, detail energy
and edge energy into gray level mean class, gray level variance class, contrast class,
detail energy class, and information-related class. Combined with the physical meaning
of the parameters and the evaluation index of traditional road lighting and the char-
acteristics of human eyes, the parameters are analyzed.

2 Extraction of Image Parameters

The road lighting scene includes the characteristics of the road lighting. And the image
of road lighting scene sampled typical characteristics of road lighting [2]. Therefore,
the road lighting can be analyzed and evaluated by the road lighting images. A lot of
image parameters describe the characteristics of image scene. These characteristics can
be used to evaluate scene characteristics and lighting quality. The common image
characteristic parameters are shown in Table 1. These parameters can be categorized as
three major parts from gray level parameters, texture parameters [4], and edge
parameters.

Table 1. Parameter of image quality evaluation and its significance

Z
e

Type Name

Gray level parameters

Gray level mean

Gray level variance
Radiation precision steepness
Gray entropy

Edge energy

Second moment of angle
Contrast

Edge parameters
Texture parameters

Autocorrelation

O 00 3 N bW -

Inverse difference moment

—_
]

Detail energy

3 Cluster Analysis of Road Lighting Image Parameters

3.1 System Clustering Analysis

There are a lot of parameters in images. The relativity of the parameters needs to be
analyzed. Cluster analysis is to aggregate samples according to the similarity of quality
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characteristics [5]. According to the comprehensive nature of the category, multiple
varieties are aggregated using cluster analysis. We used the deviation square sum
method (Ward method) to analyze the 10 image parameters in case (Q) system cluster
analysis. One road lighting image is shown in Fig. 1, and the cluster analysis results are

Fig. 1. Original gray level image
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Fig. 2. Gray parameter cluster analysis dendrogram

shown in Figs. 2, 3, and 4.

3.2 Preliminary Cluster Screening of All Kinds of Image Parameters

According to the dendrogram of cluster analysis (Fig. 2), when the distance between
classes is = 0.4, the four gradation parameters can be divided into three categories. The
first group aggregates two gray scale parameters, namely radiation precision steepness
and gray entropy. The second is the gray level mean and the third is the gray level
variance.
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Fig. 3. Texture parameter cluster analysis dendrogram
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Fig. 4. Two screening parameter cluster analysis dendrogram

From the cluster analysis dendrogram (Fig. 3), we can see that five texture
parameters are divided into three classes when the distance between classes is = 0.4.
The first class aggregates three-edge parameters; they are second moment of angle,
autocorrelation, and inverse difference moment. The second category is contrast, and
the third is the detail energy.

By clustering analysis, three categories are separated from gray and texture
parameters. A random selection of parameters from each class is carried out again for
cluster analysis. The parameters selected in this paper are gray level mean, gray level
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variance and gray entropy in gray parameters, contrast, inverse difference moment and
detail energy in texture parameters, and edge energy in edge parameters. According to
the dendrogram of cluster analysis (Fig. 4), seven texture parameters can be divided
into five categories: gray level mean class, gray level variance class, contrast class,
detail energy class, and information-related class. The first class has gray level mean,
the second class has gray level variance, the third kind has contrast, the fourth kind has
the detail energy, and the fifth class has edge energy, the gray entropy, inverse dif-

Table 2. Classification of image parameters

No. |Class name Including original image parameters
1 Gray level mean Gray level mean

class
2 Gray level Gray level variance

variance class
3 Contrast class Contrast
Detail energy class | Detail energy

5 Information- Edge energy, gray entropy, inverse difference moment, second
related class moment of angle, autocorrelation, radiation precision steepness

ference moment, second moment of angle, autocorrelation, and radiation precision
steepness. Among them, the fifth category also contains parameters that are not selected
for re-clustering because of repeated clustering (Table 2).

4 The Significance of Image Parameters Evaluation

4.1 Evaluation Indicators for Road Lighting

The Urban Road Lighting Design Standard (CJJ 45-2015, it implemented by the
Ministry of Housing and Urban-Rural Development on June 1, 2016) states that the
average road surface brightness or average road surface illumination, road surface
brightness uniformity, and longitudinal uniformity or evenness of road surface

Table 3. Design index and significance of urban road lighting

Z
e

Name

Average road surface brightness
The total brightness of road surface

Road brightness longitudinal uniformity
Glare limitation of lighting

Road lighting inducibility
Environmental ratio SR

Average road surface illumination
Road illumination total uniformity

0 N NN R W -
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illumination, glare limitation, environmental ratio, and inducibility are valid evaluation
indexes [9].

According to CJJ 45-2015, Table 3 shows the design index and significance of
urban road lighting. The average brightness of the road is the average value of the
brightness of each point obtained at the point set on the road in accordance with the
relevant provisions of the international lighting committee (CIE).

The brightness of the road pavement manifests the overall uniformity of brightness
and brightness of the average ratio of the minimum. Longitudinal uniformity of road
surface luminance refers to the ratio of minimum and maximum luminance brightness
on the same lane center. Glare is a visual phenomenon that causes discomfort or
reduces the ability to observe objects or details due to the discomfort of the brightness
distribution or luminance range in the field of vision, or the existence of extreme
contrast. In order to prevent glare phenomenon, it needs to calculate the road lighting
glare limit. The proper installation of lamps and lanterns along the road can provide
drivers with visual information on the direction, line type, and slope of the road, which
is called the inducibility of road lighting. SR refers to the environment than the average
level of illumination and the adjacent roadway outside 5 m wide area like 5 m wide
roadway illumination than the average level. Road surface illuminance on average
represents the mean value according to CIE relevant provisions set in advance on the
road on the measured or calculated the illuminance. The total surface illumination
uniformity is on the road and the average illuminance ratio of minimum illumination.

4.2 Significance of Clustering Image Parameters

The human visual system (HVS) [6] model is used to simulate the visual perception
process. In the actual visual environment, objects in turn undergo visual nonlinearity,
visual sensitivity bandpass, visual multi-channel, and masking effects [10]. At the same
time, they are affected by human visual physiological functions in the process, and
ultimately produce images in the human eye, then output the result. Because of some
indicators in road lighting, it is impossible to describe the road lighting quantitatively,
and there are indicators which are influenced by the individual’s intuitive feelings [3].

Considering all these considerations, this paper only discusses some indicators for
evaluating road lighting. To imaging the actual environment of road lighting, we can
obtain the evaluation parameters related to the average brightness of road surface, the
total uniformity of road brightness, the limit of glare, the environment ratio, and the
inducibility. The correspondence relationship is shown in Fig. 5.

(1) Glare is the visual condition of discomfort and visibility of objects, due to the
incorrect distribution or range of luminance in the field of vision, or the existence
of extreme brightness contrast in space or time. The contrast in image parameters is
the ratio of the brightest part and the darkest part of the image, or the logarithmic
difference. Glare is closely related to brightness and shade ratio in the environment.
Image contrast is also closely related to brightness and shade ratio in the envi-
ronment. Therefore, there is a certain correlation between contrast in road lighting
images and glare in actual road lighting.
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Fig. 5. Significance analysis of image parameter clustering

The total uniformity refers to the ratio of the minimum brightness to the average
luminance on the road surface. The lower the total uniformity under the same
illumination, the harder it is to detect obstacles. The variance of the gray level
reflects the richness of the gradation level of the image, which reflects the size of
the high-frequency part of the image. The larger the gray scale variance, the greater
the difference between the high-frequency and low-frequency components. The
high-frequency part of the image and the road obstacles are the parts that need
attention in image and environment. The smaller the image gray variance, the more
prominent the high-frequency part of the image is. The lower the total brightness of
the road surface is, the less obvious the road obstacles are. Therefore, there is a
certain correlation between the variance of image gray and the total uniformity of
road surface brightness.

Mean brightness of road surface refers to the luminance average of all test points
on the road surface. The mean value of the image reflects the brightness of the
image as a whole, and it is a quantitative reflection of the actual radiation energy of
the scene objects. The average gray level mean reflects the average brightness of
the image. Mean brightness and image mean value are the mean values of envi-
ronmental brightness. Therefore, we can conclude that the average brightness of
pavement can be reflected to some extent by extracting and analyzing the gray level
mean of road lighting images [9].

Road lighting facilities should be able to provide good inducibility. It plays an
important role in traffic safety and comfortable driving. The detail energy describes
the richness of the detail edges of the image from the local part of the image. The
greater the value of detail energy, the more abundant the information provided by
the image. If road lighting provides a lot of useless information to the human eye, it
will lead to wrong visual induction. This will lead to distraction of drivers and
cause safety hazards. It can be seen that by extracting the detail energy in the road
lighting image, the inducement of road lighting can be analyzed to a certain extent

[8].



Image Parameters Evaluation for Road Lighting ... 207

(5) The system cluster analysis includes the edge energy, the gray entropy, and the
inverse distance. According to the physical properties, it is classified as an
information-related class, which represents the relationship between gray values.

5 Conclusions

A new method for evaluating the quality of road lighting is presented in this paper. The
method is based on the images parameters of road lighting,gray level mean value, gray
level variance, radiation precision steepness, gray entropy, second moment of angle,
contrast, autocorrelation, inverse difference moment, detail energy, and edge energy are
clustered, and it is classified as gray level mean class, gray level variance class, contrast
class, detail energy class, and information-related class. By analyzing the physical
meaning of the parameters, a correspondence relationship between the evaluation
indexes of traditional road lighting and the characteristics of human eyes is established.
20 frame road lighting images are selected and analyzed in experiments. The results
show that road image parameters have good clustering properties. To some extent,
clustered image parameters can evaluate the quality of road lighting. The method has
good operability, and it can make up for parameter indicators and fills the shortage of
lacking indicators in road evaluation. It has great application prospects in road lighting
evaluations.
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Abstract. As a typical feature point with the distinct advantage of being
detected easily, the circle has been widely used for camera calibration and
motion measurement. However, motion blur may cause a negative effect on the
accuracy of the center location. In this paper, the developed method for the
circle detection on motion blur image is proposed, which consists of two pro-
cedures. Wiener filtering is used to restore a degraded image in the first
step. Zernike moment is utilized to subpixel central location in the second
step. Image restoring simulation and center detection experiments are provided
to verify the performance of the method. Results show that the clarity of the
images restored by Weiner filtering is high and the circles on the restored image
can be detected successfully and located accurately.

Keywords: Stereo vision - Code recognition - Circle detection - Motion blur

1 Introduction

As a non-contact metrology, the visual measurement has been developed rapidly and
commonly applied in the field of measurement for its high accuracy and speed [1, 2]. In
the visual measurement, checkerboard corners, crossing lines and circles have always
been collocated on the surface of measured objectives. Since circular markers have the
advantage of being easily detected, they are widely used in machine vision field. Due to
the rotation invariance of the circle, encoding circle is usually adopted to accelerate
matching procedure and diminish the complexity of measuring procedure [3]. Based on
the above mentioned, the coded target is utilized in this paper. The code of this target is
prone to be recognized, so this target can accelerate the stereo matching process while
calibrating the binocular camera.

In recent years, various studies have been carried out on the circle detection and
location since the high accurate location can develop the accuracy of image matching
and measuring results [4, 5]. Due to the uses of its result in camera calibration, 3D
construction and other follow-up processes, matching image is considered as a key step
of measuring process by using the coordinates of feature points in different images.
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Besides, in measuring process, especially in motion measurement, the coordinates of
the circles on the objectives are utilized to obtain motion trails, deformation parameters
and other measuring information. Therefore, in measurement process, high-precision
central location can improve the precision of measurement. However, in shoot process,
the tremble of hand and the motion of objects can result in the motion blur [6]. Suppose
that detect the circle in blurred image directly, the precision of central location could
not meet the standard of measurement. To solve the problem, this paper proposes a
method of detecting the circle on motion-blurred image. The method includes two
simple but effective approaches. Firstly, estimate the motion parameters and restore
image by Weiner filtering. Secondly, detect the edge of the circle by using Zernike
moment and locate central. This method is carefully tested on simulation and real
experiment to validate its performance. Results reveal that detecting the circle on
motion-blurred image by this method is more effective.

2 Coded Target

Two commonly used coded targets, shown in Fig. 1, are circular coded target and
Schneider’s coded target [7], respectively. With a view of the count of codes, Sch-
neider’s coded target is adopted in this paper.

1 I l 1
(a) Circular coded (b) Schneider’s
target coded target

Fig. 1. Coded target

The white pattern is associated with digit 0, while the black pattern is associated
with digit 1; this association is shown in Fig. 1b. While decoding the pattern, each
pattern is been read anticlockwise or clockwise. Regard the minimum of these k binary
numbers as the code of each target to guarantee the uniqueness of the decoded result.
Table 1 lists the number of codes with different code digits. The code target proposed
in this paper is associated with a ten-digit binary number, and that means this coded
target includes ten code patterns. The size of the coded target is illustrated in Fig. 2;
@min 18 the diameter of circular target, while ¢,,;4 is the internal diameter and ¢,,,, is
the outside diameter of coded band.

Table 1. Number of codes with different code digits

Coded digits 4 8 10 12 15
The number of codes 5 35 107 351 21,291
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Fig. 2. Coded target size

Decoding process is as follows: After ellipse fitting, the circle which is the inverse
affine transformation of the ellipse with diameter w is set as the decoded target.
The gray value of each 360° /k degree is extracted firstly, and the corresponding binary
digit is obtained secondly. The minimum of all the code numbers is set as the decoded
result. This process is illustrated in Fig. 3.

Fig. 3. Schematic diagram of decoding

3 The Method of Restoring Image

3.1 The Degeneration and Restoration Model of Motion-Blurred Image

As a common distortion, motion-blurred image can be resulted due to the relative
movement between the object and the camera. In general, the model of degenerated
image in time domain can be described by

g(xy) = h(x,y) *f(x,y) +n(x,y) ()
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where %(x,y) denotes point spread function (PSF), f(x,y) denotes clear image, * is
convolution operator and n(x, y) is noise. The expression of point spread function is [8]

hx,y) = { UL, E TP <Lx/y=—tan(0) o

0, else

where L denotes motion scale and 0 is motion direction. The expression indicates
obviously that the estimates of motion scale and motion direction are the key factors of
restoring image. The Fourier transform of motion-blurred image without noise is
written as

sin(7ul)
———"e

G(u,v) = H(u,v)F(u,v) = F(u,v) ~Jmul. (3)

nul

Thus, it can be seen that the black stripes would occur in the spectrum image of
blurred image because of the zeros of sine [9]. The orientation of black strips is
perpendicular to the motion direction; hence, the motion direction can be found by
extracting orientation of spectrum image of blurred image. After the obtainment of both
motion direction and scale, blurred image can be restored by Wiener filtering. Making
the mean square error (MES) of restored image and original image is the fundamental
principle of Wiener filtering. However, the power spectrum of original image and noisy
image, which is used in Wiener filtering, is hard to obtain. Therefore, approximation of
Wiener filtering is adopted in this work

2
F [1 LGN PeTe )

F(u,v) = H(u,v) |H(u,v)|2+K

where
Average noise power spectrum

Average image power spectrum

3.2 The Estimation of Motion Direction and Scale

As Fig. 4 shows, the light and dark strips occur in the spectrum of blurred image, and
these stripes are perpendicular to motion direction, so the motion direction can be
determined by spectrum analysis. The orientation can be extracted by Radon transform.
The corresponding angle of the maximum value is vertical to strips, namely motion
direction. Nevertheless, noise exists in actual degeneration model and it has a negative
effect on the accuracy of direction evaluation. Therefore, the median filter algorithm is
adopted to preprocess the image firstly, and Fourier transform is applied secondly.
After Radon transform, fit a curve with the maximum value of each angle. The cor-
responding angle of the peak of the curve is the direction of the motion.
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(a) Horizontal direction

(b) 30 degree

Fig. 4. Spectrum of motion-blurred image

After the motion direction is determined, the motion scale can be obtained by
differential autocorrelation function [10]. First of all, rotate the blurred image at the
motion angle and obtain the horizontal differential of the rotated image. The distance
between two minimums is the motion scale of blurred image. Once motion scale and
direction are obtained, image can be restored by Wiener filtering afterward. Consid-
ering the effect of noise, this paper uses morphological filter and thresholding method
before central location to denoise.

4 High-Precision Circle Detection Method

4.1 Subpixel Edge Detection Method

S. Ghosal and R. Mehrotra proposed a subpixel edge detection method based on
Zernike moment [11]. The gray value of image is mapped to a unit circle, and the edge
feature is shown in Fig. 5. The part within the circle of line L can be regarded as ideal
edge.

The Zernike moment of 2D image is described as

n+1
n

Ly =

[ rovinto,0)aney (5)

P +y2<1

* represents complex conjugate. V,, (p,0) is integral kernel function, and it can be
written in a form that corresponds with the polar geometry
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Fig. 5. Ideal edge detection model of the Zernike moment
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According to the rotation invariance of Zernike moment, the edge can be detected
by the Zernike moment which is been turned ¢ degree. Obtain the Zernike moment
{Z00, Z11, Za0,Z31, Za0} of image firstly, and I, k, h, ¢ can be obtained secondly. The
edge can be expressed by these parameters. Suppose the size of the moment template is
N x N, the error caused by Zernike moment template can be eliminated by

X x| N [cos((p)]
= + — . 7
[ys] {y} 2 | sin(g) )
where (x,y) is the edge detected by Sobel operator. (xs,ys) is the subpixel edge
detected by Zernike moment.
However, in actual imaging process, the gray value near the edge follows Gaussian
distribution, so the ideal edge detection is inaccurate. Suppose the edge and y-axis are

parallel, and the actual edge model is shown in Fig. 6. The actual distance between the
edge and the center of model is /. The subpixel edge position error is determined by

h+k
I+ Akl

h A

-1 0 l

Fig. 6. Actual edge model
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6 -n-n) (-1’ - u-5)

S\/(1=B)’ +(1=0)/(1-8)

E =

where
0= Ak/k 9)

If 6 # 1 and 6 # 0, it holds that E # 0. In addition, position error E increases with
the distance between /; and ;. The error of actual subpixel edge can be compensated by

=1 —E (10)

The precision can be improved after the error compensation. And the edge pixel can
be evaluated for higher accuracy by

k>k |l — 1| <l (11)

where k; and /; are the thresholds of k and [, respectively.

4.2 Algorithm of Central Location

While the spatial circle plane is perpendicular to the optical camera axis, the coordinate
fitting center of ellipse projection in spatial plane is equal to the projection of the spatial
circle center. Often, the spatial circle plane is not perpendicular to the optical camera
axis. In this circumstance, a line passing through the two points is in the image plane.
The slope k of this line is the independence of the radius of the spatial circle. And after
camera imaging process, the actual circle center projection, the geometrical center of
ellipse and fitting center of ellipse are collinear.

Unqualified edge should be removed according to the circle criterion after the
circular edge detection. Deal with regular edge and obtain two points that have the
longest distance, and the midpoint of them is the center of the ellipse projection.
Afterward, judge the distance of these points and fitting center. If the distance is closer
than a given threshold, the midpoint of these two centers is regarded as the actual
projection of the spatial circle center. If not, make a line which through these two
centers intersects image plane at ejmage (Ue; Ve) and fimage (U, vr). Suppose the coordinate
of the actual projection of the spatial circle center is Oimage(Uo, Vo). According to the
invariance of straight line and the cross ratio while affine transformation, a coordinate
of ellipse center can be determined by

Uog—Ue __ 271; w. — Ue + Us

ug—u 0= "7

vt _ R T, —wtu (12)
Vi—Ve 2R o 2

where R is the radius of the spatial circle center. The midpoint of these two centers of
ellipse is set as the actual projection of the circle center.
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5 Experiment and Analysis

5.1 Simulation Experiment

The simulation experiment is used for verifying the proposed restore method. Add
motion blur to the image by computer firstly, and secondly, get the motion direction
and motion scale by the method described in this paper. The motion direction acquired
by the Radon transform in frequency domain is displayed in Fig. 7. It is easy to see that
the corresponding angle of the maximum value of Radon transform is equal to the
motion angle. Use Wiener filtering to restore image later, and the result of the restored
process is shown in Fig. 8. The definition of the restored image is fine.
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Fig. 7. Result of identification of motion direction

Fig. 8. Restored image

5.2 Measuring Experiment

The experiment of measurement did with EoSens® 3CL series high-speed and accu-
racy camera is made by Mikrotron. The model of camera is MC3010. The resolution of
this kind of camera is 1280 x 1024 pixel, the size of pixel is 0.008 mm/pixel, and the
model of the lens is Zoom-Nikkor 24-85 mm/1:2.8-4D.

Add the motion blur with 21 pixels and 11 degrees firstly. Restore blurred image by
Weiner filtering secondly. Next, decode the coded targets in the original image, blurred
image and restored image by algorithm mentioned in this paper. The decoding results
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are shown in Fig. 9. The coded targets in blurred image cannot be decoded success-
fully, and all the coded targets in original image and restored image are recognized by
decoding process. Detect circles in original and restored image and locate centrals; the
coordinates of centrals are listed in Table 2. The result shows that the difference of
central coordinates between original image and restored image is tiny, and these results
can verify the accuracy of the circle detection in restored image meets the requirement.

(b) Motion-blurred image

(c) Restore image

Fig. 9. Result of decoding

Table 2. Result of the circle detection

Code number 191 439 347 351 383

Original image 326.649 135.723 231.105 334.179 127.189
252.545 250.802 156.576 54.1206 51.8835

Restored image 326.651 135.721 231.083 334.186 127.241
252.523 250.822 156.581 54.0857 51.8926
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Conclusion

A novel method based on Weiner filtering and Zernike moment is proposed in this
paper for detecting the circle on motion-blurred image. The coded target is used to
accelerate the matching procedure. To improve the accuracy of central location, restore
image by Weiner filtering firstly, and subpixel central location based on high accuracy
edge detection by Zernike moment is adopted secondly. Simulation and real experi-
ments are carried out to verify the proposed method. Results show that the accuracy
and stability of this method are satisfied. This method is very useful for visual mea-
suring process that extracts information by detecting the circle.
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Abstract. To solve the problem that image enhancement of finger vein patterns
based on traditional filtering methods fails to intuitively highlight the feature of
edge protection, the experimental study model based on the guided filter is
proposed. Through adding the comparison experiment between guided filter and
bilateral filter, and doing the binary processing to the finger vein image after the
process of the guided filtering and bilateral filtering, it can be found that some
noises exist around the vein texture. In order to reduce or eliminate the inter-
ference, a traditional average filtering method is applied for denoising, which
not only highlights the vein texture details but eliminates the interference in the
post-processing, and at the same time, adjusting the filter parameters will cause a
significant impact on the enhancement of finger vein image. A comparison
experiment in false recognition rate between two filtering algorithms is con-
ducted, and visual and numerical evaluations are perfo