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A Length and Width Feature Extraction
Method of Ship Target Based on IR Image

Yan Chen(&), Shuhua Wang, Weili Chen, Jingli Wu, Junwei Li,
and Shilei Yao

Science and Technology on Optical Radiation Laboratory,
Beijing 100854, China

chenyan340206@163.com

Abstract. Length and width feature of ship target is usually used as the initial
criterion for ship type. A length and width feature extraction method of ship
target based on IR image is proposed in this paper. At first, the preprocesses
such as denoise and contrast enhancement are carried out, then the Hough
transform is employed to detect the sea-sky-line, and the target potential area is
determined, then edge detection and expansion and hole filling are used to
obtain the whole connected region of the target. Finally, the minimum enclosing
rectangle of the connected region is obtained according to the minimum area
criterion, and the length and width of the minimum enclosing rectangle is the
length and width of the ship target. The experimental results show that the
method can effectively extract the length and width feature of ship target in
complex sea-sky background, then with other auxiliary information can realize
ship target recognition.

Keywords: Feature extraction � Ship target � IR image � Area detection �
Minimum enclosing rectangle

1 Introduction

Feature extraction of IR image is the key step for target recognition, which directly
affects the recognition result. Because of its advantages of simple intuition, high effi-
ciency and easy extraction, length and width feature is often used as the initial decision
of ship type. In foreign laboratories, size, area, and other geometric features are usually
as the criterion for ship recognition. For different ship types, the size and structure
embodied in IR image are different. Therefore, according to the extracting result of
length-width ratio, the ship type can be judged preliminarily, and then the ship target
can be identified effectively with other features [1]. Length-width ratio can be a ratio of
length to height or width to height, and this paper refers to the ratio of ship deck length
to ship height above waterline.

In the research of length and width feature extraction, Askari and Zerr [2] proposed
to use the length-width ratio as a preliminary indicator of ship type in 2000.

Yan Chen: Mainly research on optical image processing, automatic target recognition and so on.

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 516,
https://doi.org/10.1007/978-981-13-6504-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_1&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6504-1_1


Subsequently, Gao [3], Wu et al. [4] carried out the length and width feature extraction
of ship target in SAR images. For IR image, since the detector is always affected by
itself noise, system transfer function, relative motion between detector and ship target,
complex sea environment and so on, the signal-to-noise ratio and contrast of IR ship
image are not ideal, and the length and width feature extraction of ship is difficult. This
paper studies a length and width feature extraction method of ship target based on IR
image. Firstly, the IR image denoising and contrast enhancement are carried out, and
then edge extraction, expansion and hole filling are used to obtain the whole connected
region of the target, finally, the minimum enclosing rectangle of the connected region is
obtained according to the minimum area criterion, and the length and width of the
minimum enclosing rectangle is the length and width of the ship target.

2 Preprocessing of IR Image

IR detector always affected by itself noise, system transfer function, relative motion
between detector and ship target, background clutter and atmospheric transmission and
other factors, IR image always shows the characteristics of large noise, low contrast
and blurred edge, which seriously affect the accuracy of length and width feature
extraction of ship target, thus preprocessing is essential.

2.1 Denoising

The traditional image denoising algorithms such as low-pass filter, middle filter, and
average filter always smooth the high-frequency information while denoising, which
means smoothing the target edge information. Aiming at the image features of sea
surface target, the 3D block-matching (BM3D) algorithm [5, 6] is employed to denoise
the image. The flowchart of BM3D algorithm is shown in Fig. 1.

BM3D algorithm not only uses the similarity and redundancy of image, but also
combines the threshold method of transform domain, thus it is a multi-scale and non-
local denoising algorithm. Firstly, the image is divided into blocks, and then 2-D image
blocks are constructed according to the similarity of blocks. Finding blocks that are
similar to the reference one (block-matching) and stacking them together to form a 3-D

Fig. 1. Flowchart of BM3D
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array(group), then perform collaborative filtering to the 3-D array, at last inverse
transform is performed to get the denoised image. BM3D algorithm can effectively
maintain the target edge information while effectively removing noise.

2.2 Contrast Enhancement

Due to the dynamic range of IR detector, IR images have poor contrast and fuzzy edge,
especially for the ship target. Due to the influence of sea surface environment, the
image seems to be covered with fog, which results in poor image contrast. The contrast
stretching algorithm is used to enhance the contrast of the ship target image, and the
formula is as follows [7]:

s ¼ TðrÞ ¼ 1

1þðm=rÞE ð2:1Þ

where, r represents the brightness of the input image, and s is the corresponding
brightness of the output image. m usually takes the average value of the whole image,
and E is used to control the slope of the function, and it can adjust itself according to
the image stretching effect.

3 Area Detection of Ship Target Based on Morphological
Processing

3.1 Sea-Sky-Line Detection

According to the characteristic that remote sea surface target always appearing near the
sea-sky-line, through detecting the sea-sky-line position to determine the target
potential area can greatly reduce the search scope, and eliminate the disturbance of
cloud and sea clutter, then increase the probability of target detection in single frame
image, and reduce the false detection rate.

Considering that Hough transform is robust to image noise and line segment dis-
continuities [8], it is employed in this paper for sea-sky-line detection. The basic idea of
Hough transform is the duality of point to line, through detecting the local maximum of
parameter space, the corresponding line can be found in the image [9]. In order to
detect the longest line in the image, the maximum value of the parameter space is
detected.

After the sea-sky-line is detected, the upper and lower r region of the sea-sky-line
is deemed to target potential area, which greatly reduces the computation of subsequent
image segmentation and target recognition, at the same time restrains the disturbance of
external area. Because the sea-sky-line detection is only to determine the target
potential area, even if the location of the sea-sky-line is offset, it will not affect the
target detection result.

A Length and Width Feature Extraction Method of Ship … 5



3.2 Area Detection of Ship Target

Extracting the edge contour of the target effectively is the key to automatic target
detection, a variety of edge detectors are commonly used for edge extraction, such as
Sobel operator, Prewitt operator, Canny operator, and so on. Edge detectors usually
detect the discontinuity of image brightness, thus the detected edge is usually not
continuous, which may contain background region with wide range brightness, and
may also include a lot of subregions of the target, but not the whole edge contour of the
target. Thus, on the base of edge detection, morphological method is used to remove
the edge fragment and connect the correlative regions, and finally extract the edge
contour of target, thus realize the target automatic detection. The flowchart is shown in
Fig. 2 [10].

The main steps are as follows:

(a) Edge detection. Edge detection is easily disturbed by noise, and some weak edge
is not effectively detected, thus, Canny detector with threshold is used for edge
detection, which not only can effectively restrain noise disturbance, but also can
availably detect the strong edge and weak edge.

(b) Edge fragment removal. In edge detection, the region with wide range brightness
in the background is always mistaken for the target region, these regions are
always small and are not connected to the real target region, which we call edge
fragment. By using the connectivity of pixels, the detected edges are divided into
several connected parts, and the area of each part is calculated, and the areas
smaller than the certain threshold is removed.

(c) Region connection. The detected target region may be composed of a lot of
unconnected small regions, and the dilation operation in morphology is employed
to extend the edge. The dilation operation is as follows:

Edge detection

Edge fragment 
removal

Region connection

Output the result

Fig. 2. Flowchart of automatic detection based on morphological processing
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g ¼ f � B ð3:1Þ
where f represents the result image after edge fragment removal, B is the structure
element, and � is the dilation operation in morphology.

On the basis of edge extension, the hole filling in morphology is adopted to fill
these small regions into a whole target region, that is, the connectivity of the target
regions is achieved. The pixel values of the image after region connection contain only
0 and 1, the target region is 1, and other region is 0. So far, the area detection of ship
target is realized.

4 Length and Width Feature Extraction of Ship Target
Based on Minimum Enclosing Rectangle

Minimum enclosing rectangle is the maximum range of some two-dimensional shapes
which represented with two-dimensional coordinates, such as point, line, polygon, and
so on. That is the rectangle determined by the maximum abscissa, the smallest abscissa,
the maximum ordinate, and the minimum ordinate in the vertex of a given two-
dimensional shape. The enclosing rectangle can be obtained for each ship target in
every direction, in which conforms to the judgment criterion is the minimum enclosing
rectangle. Typical criteria such as maximum target-background pixel number ratio,
minimum circumference of enclosing rectangle, minimum area of enclosing rectangle.
In this paper, the minimum area is used as the criterion, and the length and width of the
minimum enclosing rectangle is the length and width of the ship target. The specific
steps are as follows:

(a) According to the detected region of the ship target, finding the number and
coordinates of the pixel points on the boundary of the region;

(b) Finding the coordinates of the convex hull point of the boundary pixels;
(c) Rotating the boundary of convex hull points with a small angle step in 90°, in

each rotation, recording the maximum and minimum coordinate values of the
enclosing rectangle boundary points in direction of coordinate system;

(d) Calculating the area of these rectangles according to the coordinate value, and the
rectangle with smallest area is the minimum enclosing rectangle, and its length
and width is the length and width of the ship target, thus the length-width ratio of
the ship target can be obtained.

5 Experimental Results

A representative IR image with ship target and sea-sky background is selected to
validate the proposed method. Figure 3 is the real navigating ship IR image sized
240 � 320 with obvious noise and low contrast. Before detecting the sea-sky-line,
preprocessing operation which contains BM3D and contrast stretching is executed, and
the pretreated result is shown in Fig. 4. Compared with the original image, in the
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pretreated image, the noise is mostly removed, and the image contrast is enhanced
obviously, which is beneficial to sea-sky-line detection.

Hough transform is used to detect the sea-sky-line of the pretreated image. The
result is shown in Fig. 5.

In order to avoid the disturbance of sea clutter, the whole region above the sea-sky-
line and the following n rows below the sea-sky-line (n = 10 in this paper) are
extracted as the target potential region, and the rest regions are set to 0. After edge
detection and edge fragment removal, the result is shown in Fig. 6.

Fig. 3. Original IR ship image

Fig. 4. Pretreated result

Fig. 5. Result of sea-sky-line detection
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The image in Fig. 6 does not include background region that is mistaken for the
target, but the target is divided into several disconnected small regions, the dilation
operation and hole filling are executed to connect these small regions, and the result is
shown in Fig. 7.

The obtained minimum enclosing rectangle is shown in Fig. 8 according to the
minimum area criterion. The long axis of the ship target is 153 pixels, the short axis is
26 pixels, and the length-width ratio is 5.88. Then combining distance, course and other

Fig. 6. Result of edge detection and edge fragment removal

Fig. 7. Result of region connection

Fig. 8. Minimum enclosing rectangle of ship target
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information, the size of the ship target can be obtained, which is beneficial to ship
target recognition.

6 Conclusions

The length and width feature of ship target is often used as the initial criterion of ship
type. In this paper, a length and width feature extraction method of ship target based on
IR image is studied. Based on denoising, contrast stretch and sea-sky-line detection,
edge detector is used for edge detection, through morphological processing such as
expansion and hole filling, the whole connected region of ship target is obtained, at last,
seeking the minimum enclosing rectangle according to minimum area criterion, and the
length and width of the minimum enclosing rectangle is the length and width of the
ship target. The experimental results show that the method is adaptable, and it can
effectively extract the length and width feature of ship target in complex sea and sky
background, and then combine other auxiliary information to achieve effective
recognition of ship target.
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Abstract. The contrast of lunar images is low, and few features can be
extracted. Therefore, lunar images can be hardly matched with high accuracy.
A lunar image matching method based on features from accelerated segment test
(FAST) feature and speeded-up robust features (SURFs) descriptor is presented.
First, entropy of image is adopted to automatically compute threshold for
extracting FAST features. Second, SURF descriptors are used to describe can-
didate features, and then initial matches with nearest neighborhood strategy are
obtained. Third, outliers are rejected from initial matches by RANSAC-based
model estimation strategy and homography constraint. Experimental results
show that the proposed method can get enough image correspondences and the
matching errors are less than 0.2 pixels. It indicates that the proposed method
can automatically achieve high-accuracy lunar image matching and lay good
foundation for subsequent lunar image stitching and fusion.

Keywords: Image matching � Moon image � FAST � SURF

1 Introduction

With the progress of rocket propulsion, sensor technology, and image acquisition, more
and more high-resolution lunar images are captured, which can be used to obtain useful
information about the 2D and 3D information about the surface of the moon. Image
matching is the premise for getting 2D and 3D data. Image matching is the process to
find the corresponding points on different images of the same spatial point, which is the
basis for further image processing, such as image mosaic and image fusion.

In recent years, the state-of-the-art image matching methods are feature-based
matching methods. Common features used for image matching include corner features,
such as Harris, CSS, and SUSAN [1–3], as well as blob features, such as DoG [4, 5]
and FH [6–8], and zone features such as MSER [9]. SIFT and SURF are two com-
monly used feature extraction and description methods. SIFT algorithm includes DoG
detection operator and SIFT descriptor, and SURF algorithm includes FH detection
operator and SURF descriptor. They can achieve scale, rotation, and illumination
invariance and partly viewpoint invariance. Compared to blob features and zone fea-
tures, corners are easy to detect and fast, which usually appears near the actual corner
points. Corner features have strong physical meaning and are still widely used in image
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matching. Especially in recent years, with the advent of fast corner detector, such as
FAST [10, 11], AGAST [12], and BRISK [13], corners play more important role in
image matching.

Lunar remote sensing images are different with common images. The distribution
of gray levels is compact resulting in low image contrast. Therefore, when carrying
image matching with the above features and usual threshold, it can hardly get enough
features leading to inaccurate matching precision. One alternative method is to man-
ually adjust the threshold for feature extraction, but this will greatly affect the automatic
level of image matching. Therefore, lunar image matching based on FAST features
with adaptive threshold is proposed. Contrast thresholds for image matching are
automatically computed based on information entropy for matching image pair,
respectively. The thresholds are used to extract FAST features. Then a dominate ori-
entation is assigned to each feature, and SURF descriptor is computed along this
dominate orientation to achieve rotation invariance. Finally, RANSAC-based homog-
raphy estimation method is used to reject false matches, which can effectively improve
the accuracy of the model estimation.

2 Adaptive Threshold Strategy

2.1 Overview of FAST Algorithm

FAST detects corners according to the self-dissimilarity of the candidate pixels with its
surrounding pixels [10]. The FAST algorithm operates by considering a circle of
sixteen pixels around the corner candidate p. Point p is classified as a corner if there
exists a set of n contiguous pixels in the circle which are all brighter than the intensity
of the candidate pixel Ip + t, or all darker than Ip − t, as illustrated in Fig. 1. Con-
tinuous n brighter or darker points mean the dissimilarity with its surroundings of p is
low and then it is determined as corners, or reject. There exist different choices of n,
such as 9, 10, 11, 12, resulting in different versions of FAST (FAST-9, FAST-10,
FAST-11, and FAST-12). FAST-ER is a new version of FAST-n with higher
repeatability [11], but low computing efficiency. Comparison studies show FAST-9 is
best in different versions of FAST including FAST-ER. FAST-9 is fast, and its

Fig. 1. Illustration of corner detection in an image patch
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repeatability is almost the same with FAST-ER, even better in some cases. The
computing efficiency of FAST-9 is more than 100% above FAST-ER. Therefore, in the
following of the paper FAST-9 is chosen to detect features.

2.2 Analysis of FAST to Images with Different Contrast

As mentioned above, FAST detects corners with a contrast threshold t, which affects the
adaptability of the FAST to images with different contrast. Literatures [10, 11] recom-
mend that t is chosen between 35 and 40. In fact, the gray scale and contrast of images
captured in different illumination conditions vary a lot. There is no uniform threshold t for
all images. The Leuven images in Graffi standard test image set are images of the same
scene under different illumination conditions, including six images, as shown in Fig. 2,
representing different illumination conditions and contrast changes [14].

Two experiments are carried out to analyze the effects of threshold t and image
contrast change on amount of features. First, detect corners to Fig. 2a with varying
threshold from 20 pixels to 120 pixels with interval 5 pixels. Second, detect corners
with fixed threshold t = 40 to all the six images shown in Fig. 2. The resolution of the
images used in the experiment is 500 * 900, and the experimental results are shown in
Fig. 3.

Figure 3a shows feature detection results with different thresholds on image leu-
ven1. From the experiment results, it is known that the number of features decreases
with the increase of the threshold t. When t = 40, 2249 features are detected and when
t = 40, only 407 features are detected. Figure 3b shows feature detection results with
fixed threshold to images from leuven1 to leuven6. It can be concluded that the number
of features detected also decreases with the decreasing of image contrast. For example,
when t = 40, the number of detected features of the leuven1 is about 3.5 times that of
the leuven6. Therefore, the number of feature detected is related to the image contrast

(a) leuven1  (b) leuven2 (c) leuven3

(d) leuven4 (e) leuven5 (f) leuven6

Fig. 2. Different images of the same scene under different illumination conditions
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and threshold t. So the threshold t should be selected according to the change of image
contrast to ensure the algorithm can adapt to images with different contrast.

2.3 Adjusting Contrast Threshold Using Entropy

Different images have different scenes, gray scales, and ambiguity, and therefore, there
is no universal threshold suitable for all images. The adaptive threshold-adjusting
strategy proposed here is only applicable to lunar images or images similar to lunar
images. The remote sensing lunar images have narrow gray scale, and edges and
corners of the image are not apparent. Besides, there are obviously bright and dark
areas, as shown in Fig. 5. We need to calculate the contrast threshold based on the
characteristics of the lunar image. The key to compute the contrast threshold auto-
matically is how to measure the contrast of the lunar image. Image contrast is related to
the distribution of image gray scale. Generally speaking, image contrast varies with the
distribution of the gray scale. When the distribution of the gray scale is narrow, the
image contrast and the entropy of image are low. When the distribution of the gray
scale is even, the image contrast and the entropy of image are high. Therefore, the
image entropy can be used to describe the contrast of the image. In order to measure the
entropy in the range [0, 1], the image entropy is normalized by its possible maximum
value, as shown in Eq. (1):

norm image entropy ¼ �P255
i¼0 pi log 2ðpiÞ
log 2ðLÞ ð1Þ

where pi represents the proportion of pixels with gray level equating to i, and i varies
from 0 to 255 with integer value. L represents the number of the gray level of the
image, and it is 256. log2(L) represents the maximum entropy when the gray scale is
evenly distributed to all 256 gray levels. The values of normalized entropy of leuven1

(a) feature detection results to leuven1  (b) results to leuven 1 to leuven 6

Fig. 3. Feature detection results
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are 0.96, 0.91, 0.88, 0.84, 0.80, and 0.76, respectively. It can be inferred that the
normalized entropy varies with the image contrast. The following steps are used to
determine the adaptive threshold of image based on image entropy.

First, determine the reference threshold t0. The reference threshold is the basis of
the subsequent adaptive threshold calculation. It is the threshold when the image
normalized entropy is greater than 0.9. The original FAST algorithm recommends that
t0 should be selected between 35 and 40 empirically.

Second, compute normalized entropy for matching image pair using Eq. (1).
Third, determine the adaptive contrast threshold t_auto based on Eq. (2). The

exponent function is used to nonlinearly map the reference threshold t0 to (0, t0).

t auto ¼ 2norm image entropy � 1
� �� t0 ð2Þ

3 Feature Description and Matching

After feature detection, the classic SURF descriptors are used to describe each feature
for matching. SURF descriptors are fast, have invariance to image scale, rotation,
illumination, and certain viewpoint changes, and have been widely used in stereo
image matching. The detailed construction procedure can be referred in [6]. Feature
description and matching are as follows.

First, determine the dominate orientations with the method of SURF. The dominate
orientation is the starting direction of the local neighborhood coordinate system for
each feature. The dominate orientation is used as a reference direction for matching,
and therefore, the rotation invariance can be realized. Feature scale represents the size
of local neighborhood for computing feature descriptor. When lunar satellites scan the
moon surface, the flight height changes little. So the image scales of the same region
have little change, and so feature scale is not considered. Scale factors are set to 1.

Second, build SURF descriptor for each feature centered at the FAST feature,
taking the dominate orientation as reference and scale as 1. Theoretically, the SURF
descriptors corresponding to the same space point have a higher similarity. This is the
basis for false matches rejecting.

Third, KD tree searching strategy is used to get the nearest matching point and the
second nearest matching point. When the ratio of nearest matching point and the
second nearest matching point is less than the given threshold, the candidate matching
is considered to be the correct match. According to the literature [4], the threshold is
determined to be 0.7.

Fourth, RANSAC-based strategy and homography constraint are used to eliminate
mismatches. The fluctuation of the moon’s surface is much smaller than the height of
the lunar satellite. Therefore, we can assume that the surface of the moon is planar. The
transformation induced by images of the same scene is homography. Homography is a
strong constraint, and under the constraint of homography, matching points from dif-
ferent images are mapped one to one, as shown in Eq. (3), where that xr and xt are
image points belonging to the same spatial point. If more than four pairs of matches are
obtained, the homography transformation matrix H can be solved.
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xt ¼ Hxr ð3Þ

After the third step, large number of matches can be obtained. However, there are
still many mismatches. In order to further reject false matches (outliers), RANSAC-
based strategy is used to estimate homography matrix and eliminate the false matches.
Two main parameters, random sampling times N and threshold for determining inliers
(correct matches) and outliers, are needed. The random sampling times N depends on
the ratio of the inliers in initial matching set. After the initial match, the ratio of the
inliers is usually higher than 85%. In order to ensure the random selected 4 matches are
inliers, at least 10 random sampling is needed. To improve the robustness, the number
of random sampling is increased. N is set to 50, and after 50 times of random sampling,
the probability of error occurrence is about 10−17. The sum of the mutual Euclidean
distance between the transformation point and the matching point is used as the error
function as shown in Eq. (4). The threshold value is set to 0.2 pixels. When the error is
less than 0.2, the matches are determined as inliers that are correct matches. Or the
matches are determined as outliers.

e ¼ xt�Hxrk k2 þ xr�H�1xt
�� ��

2 ð4Þ

4 Experiments

Experiments are carried out with actual lunar image. The images used are from the
International Planetary Society [15], who collects large dataset of lunar images taken
by different nations, including Chinese Chang’e mission. The testing images have
certain degree of rotation, illumination and blur changes, and small viewpoint changes.
The resolution of Fig. 4a–f is 1000 * 800.

(a) testing image pair 1 (b) testing image pair 2 (c) testing image pair 3 

(d) testing image pair 4 (e) testing image pair 5 (f) testing image pair 6 

Fig. 4. Testing images
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The gray scale of lunar image is narrow. Therefore, the reference threshold t0 is set
to 25, which is lower than the recommended value. The experiment results and the
auto-computed threshold are shown in Table 1. From Table 1, it can be seen that the
above strategies can automatically calculate the threshold for lunar images with dif-
ferent contrast. There are more than 3000 matches for Fig. 4a, c, and the transformation
error is less than 0.1 pixels. There are more than 700 matches for Fig. 4b, e, f, and the
matching error is less than 0.15 pixels. There are far less matches for Fig. 4d, but the
error after matching is still less than 0.06, which indicates that the accuracy of
homography estimation is accurate.

For comparison, matching experiment with fixed threshold is also carried out here.
The threshold is 35, which is the original algorithm recommended. The experiment
results of fixed threshold are shown in the right two column of Table 1. It can be
concluded that the original FAST algorithm recommends a higher contrast threshold
and is not suitable for lunar image matching. The adaptive threshold-adjusting strategy
is suitable for lunar image matching. The matching results of Fig. 4b, d, f with lines
connecting the matching image pairs are shown in Fig. 5.

5 Conclusion

In order to achieve automatic lunar image matching, a matching method based on
FAST features with adaptive threshold is proposed. The proposed method adopts
entropy and reference threshold to automatically compute the contrast threshold for
extracting FAST features, which can effectively promote the adaptability of FAST
features. When matching, SURF descriptors and RANSAC-based homography-
estimating strategy are used to improve the accuracy of matching. The experiment
results show that the method is effective and suitable for lunar image matching. The
automatic level and accuracy of matching are both improved, which lay good foun-
dation for subsequent image mosaic and fusion. The disadvantage of this method is that
the adaptability of adaptive threshold-adjusting strategy needs further improved to
adapt to a wider variety of images.

Table 1. Experiment results with adaptive threshold

Figure Adaptive threshold Fixed threshold
No. of matches Trans. errors Adaptive threshold No. of matches Trans. errors

4a 3008 0.06 20.4, 20.6 1551 0.04
4b 1018 0.02 18.4, 19.1 281 0.03
4c 3660 0.03 19.4, 20.3 1694 0.02
4d 279 0.06 14.3, 14.0 9 0.08
4e 791 0.14 20.3, 20.3 197 0.13
4f 753 0.14 19.0, 19.2 114 0.12
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Abstract. This paper proposes a novel method to detect the water level of a
river or reservoir. Images of the ruler which is used to measure the water level
are obtained easily from a camera installed on the bank. Based on the property
of the images captured by the camera, the problem of water level calculation can
be transformed to the problem of classifying each image into two classes of ruler
and water. As dictionary learning model has shown, its ability and efficiency in
image classification problems, it is utilized in this paper to solve the problem of
water level detection.

Keywords: Water level detection � Dictionary learning � Image classification

1 Introduction

As a big country of water resources, the problem of water security seriously affects the
sustainable development in China. Rainy season makes it really important to prevent
flooding by mastering water level information of rivers and reservoirs. However,
research has found that most of the rivers and reservoirs in China still rely on manual
observation of water levels.

In order to liberate the workforce, automatic water level detection has been studied
for a long time. At present, most common non-artificial water level measurement
methods use sensors to automatically collect analog signals, and then convert them to
water level in different ways. In terms of the way it senses water levels, these water
level detection methods utilizing sensors can be divided into two types as non-contact
type [1, 2] and contact type [3–5].

Nevertheless, these methods with sensors usually have several disadvantages. Both
non-contact and contact type sensors have a prominent problem of high cost as well as
their sensitivity to the surrounding environment. What’s more, most of the non-contact
type sensors are not universal while contact type sensors are vulnerable because of the
continuous water pressure. In case of these problems, several water level detection
methods using image processing instead of water sensors are proposed [6]. In [6], an
additional reference indicator needed to be installed and this will no doubt consume
extra cost.
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As dictionary learning models have shown their great performance in many distinct
tasks, including the task of image classification [7, 8], which is the main goal of water
level detection, this paper proposes a water level detection algorithm using ruler and
camera which are already installed in most of the rivers and reservoirs based on the
model of dictionary learning. It directly calculates the level of water by the images of
ruler captured from the camera, requiring no other references. For the purpose of 24 h
of continuous monitoring, light is needed to be projected on the ruler during night. The
method proposed in this paper is real time, 24-h continuous, inexpensive, and not
affected by the environment and weather.

2 Algorithm of Water Level Detection

As the images obtained by the camera can be apparently divided into ruler region and
water region, the main idea of the water level detection algorithm is classifying each
image into two classes of ruler and water, using the method of dictionary learning. By
searching the boundary of these two classes, the water level can be easily calculated.
Briefly, the water level detection algorithm can be divided into three procedures in
Fig. 1.

First of all, convert all the training images into a training matrix of Y, in which each
column represents a training sample and corresponds to a specific label. Then, input the
training matrix into the dictionary learning model to output a learned dictionary
D. Finally, with the discriminative and compact D, classify the images captured from
the camera into ruler and water real time to get the water level. In the next part, these
three procedures will be presented in detail.

2.1 Preprocessing of Training Images

In this section, several training images are converted into a training matrix of Y, in
which each column represents a training sample extracted from the training images.
Figure 2 is an example of image captured by the camera.

Considering not all information in a training image is useful, such as the large
regions of water around the ruler, regions of interest (ROI) should be chosen. In order
to calculate the water level, ROI should be around the interface of the ruler and the
water.

Although the ROI can be roughly classified into two classes as ruler and water,
different parts of the ruler are not exactly the same and should be divided into more
subclasses based on its characteristic of structure. Likewise, the part of water should be
divided into more subclasses based on its characteristic of texture for further
distinction.

Region in the red box is chosen as the ROI, and the ROI is classified into two
classes of ruler and water by the black line. Region of ruler in the ROI is divided into
C1 subclasses by the blue lines and region of water in the ROI is divided into C2

subclasses by the yellow lines. Totally, ROI for each training image is classified into
C ¼ C1 þC2 subclasses.
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In order to preserve the correspondence between rows, a sliding window of
m � n pixel is used to acquire grayscale values in each subclass. Slide the window by
step of s pixel and transform each m � n matrix into a column vector, several training
samples in the form of column vectors are collected. In addition, each column vector is
related to a subclass label Ci. Finally, combine all the training samples extracted from
each subclass of each training image together, all the training images are converted into
a training matrix in which each column of training sample is related to a subclass label.

2.2 Training for a Discriminative Dictionary

The training matrix Y obtained in the last procedure can be formed as Y1;Y2; . . .;YC
� �

,
with every sub-matrixYc collected from the cth class of training samples. The dictionary
can be received by inputting the training matrix into a dictionary learning model along
with its subclass labels.

Fig. 1. Three procedures of the proposed water level detection algorithm.
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The method to detect water level uses a discriminative dictionary to classify the
image into ruler and water and the model chosen in this paper is a dictionary learning
model with cross-label suppression and group regularization [6].

In such dictionary learning model, to obtain the property of discrimination and
construction, each atom of the learned dictionary is associated with a specific label
which is corresponded to a particular class. As a result, the dictionaryD can be presented
as D0;D1; . . .;DC

� �
. Each Dc represents a block of the dictionary related to the cth class

of samples. Additionally, to describe the common features between different classes
such as analogical background, an extra block in the dictionary is proposed as
D0, related to all the classes. In this case, each atom of the dictionary has its essential
semantic meaning associated with specific class in the high dimension space while each
column of the training matrix is related to particular class in the low dimension space.
With this discriminative property of the dictionary, representation coefficients of the cth
class samples will mainly locate on the block of Dc and D0, while the coefficients over
other blocks will be suppressed to nearly 0. In such case, samples of different classes will
have distinct representations and samples of the same class will have similar repre-
sentations over the dictionary so that these samples can be simply classified.

While the structure of the dictionary is pre-defined, the dictionary learning model
used in this paper is shown as following,

min
D;X

XC
c¼1

Yc � DXck k2F þ b
XNc

j¼1

xcj
��� ���2

2
þ k PcXck k2F þ ctr Xc~L

c
Xcð ÞT

� �( )

s.t. dkk k2¼ 1; 8k
ð1Þ

where c = 1, …, C and dk is an atom of D. Yc is the cth block of training matrix in Y,
Xc is the representation matrix of the training samples in Yc over the dictionary D,

Fig. 2. Image captured by the camera.
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Nc is the number of training samples in the sub-matrix Yc, and xcj is the jth repre-
sentation vector in Xc.

The first term in formula (1) denotes the reconstruction error and the second term
represents the representation regularization. ‘2 � norm is used here to accelerate the
learning process and classification.

Moreover, the above model has the third term represents the cross-label suppression
and the fourth term denotes the group regularization.

In the cross-label suppression term, the matrix Pc is an extracting matrix which
extracts the representation coefficients locating at other label-related atoms, in the
form of,

Pcðm; nÞ ¼ 1;m ¼ n and m 2 In I 0 [I c
� �

0; elseswhere

	
ð2Þ

where c = 1, …, C and Pcðm; nÞ denote the m; nð Þth element of the matrix Pc. I0 is a
set of index of the shared atoms in the dictionary, I c is a set of index of the atoms
related to the cth class in the dictionary, and I is a set of index related to all the atoms
in the dictionary.

With the extracting matrix extracting the representation coefficients locating at
other label-related atoms instead of the coefficients locating at the cth label-related and
shared atoms, the cross-label suppression term will suppress the large coefficients’
appearance over other label-related atoms in the dictionary, pushing the coefficients
mainly assembling at the locations which are related to the cth class atoms in the
dictionary. Since this constraint of representation coefficients mainly gathering at the
label-related atoms, the representation matrix becomes sparse representation.

The fourth term of group regularization is used to keep the label property which
means that the representation coefficients of samples from the same class are kept
similar. In this term, the matrix ~L

c
represents the normalized Laplacian matrix of a

graph whose vertexes are representations of training samples from the cth class.
Besides, tr() is the trace operator to calculate the variation of the graph. As a property of
graph, constrain the variation small will keep the vertexes similar which means the
representations of the same class are kept similar.

2.3 Water Level Calculating

As mentioned above, the problem of water level detection has been transformed into a
problem of image classification. Using the sliding window extracting samples which
has been used on the training images in the first procedure, the query image is trans-
formed into a matrix of query samples. The goal is to judge the labels ranging from 1 to
C of each query sample in the matrix of query samples. By searching the boundary of
the two classes of ruler and water, in other words, the boundary of the label C1 and
C1 þ 1, the water level in the image will be detected. Finally, it will be easy to
transform the water level of the image into the water level in real world.

With the query sample y and the dictionary D learned in the last procedure, the
representation of y can be calculated by the formula (3),
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x̂ ¼ argmin
x

y� Dxk k22 þ b xk k22
¼ DTDþ bI

� ��1
DTy

ð3Þ

Based on the discriminative and constructive property of the learned dictionary D,
the representation coefficients of the sample belonging to the cth class mainly gather at
the locations which are related to the cth class atoms and the shared atoms over the
dictionary and the coefficients over the other label-related atoms are very small. As a
result, the label of the query sample y can be obtained by the formula (4),

labelðyÞ ¼ argmin
c

y�P
k2I 0 [I c dk x̂ðkÞ

�� ��2
2P

k2I0 [I c x̂ðkÞj j ð4Þ

Judging the label of each query sample in the query matrix obtained from the
image, each m � n block of the image can be classified into the class of either ruler or
water. Searching the boundary of these two classes and its corresponding coordinate lr
in the y-axis is the water level in the image.

Considering 1 m of the ruler corresponds to L pixels in the image and the level of w
meter on the ruler corresponds to the vertical coordinate of lw in the image, the water
level in the real world can be calculated by the formula (5),

R ¼ wþ lw � lr
L

ð5Þ

Thus, the water level in the real world can be calculated.

3 Experiment

Samples from six different scenes have been tested in our experiment. All of these
samples are images of 1280 � 720 pixels. Typical examples of these six scenes are
demonstrated in Fig. 3.

It can be clearly seen that different samples from different scenes have different
ROIs, but all these samples have the property that their ROIs can be easily divided into
ruler and water. As a result, the water level algorithm proposed in this paper should be
helpful. As to different scenes, different ROIs are chosen based on the different loca-
tions of ruler in the images and different subclasses are chosen based on the different
structure and texture of different rulers. Consequently, different dictionaries are learned
separately and they are appropriate for different scenes.

In order to evaluate the water level detection algorithm proposed in this paper, 100
images from each sample are chosen to be tested. These images are extracted every
15 min so that 100 images are extracted from 24 h of the video. The real water level of
each image is given by hand for evaluation. In the test, performance of the algorithm is
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evaluated by detection error in average and recognition rate. If the detection error of an
image is larger than 5 cm, it is said that the algorithm made a wrong decision and
recognition rate means the percentage of right decision by the algorithm.

Table 1 indicates the performance of the algorithm under six different scenes.
As can be seen from the table, all six scenes achieve a recognition rate of 100% and

the average detection errors are less than 3 cm. Taking the ripples into consideration,
the precision of the proposed algorithm is excellent.

4 Conclusion

A novel water level detection algorithm using camera monitoring the river or reservoir
is proposed in this paper. This algorithm is based on the idea of dictionary learning,
converting the problem of water level detection into the problem of classifying the
images captured by the camera into two classes of ruler and water. As experimented,

Fig. 3. Samples of six different scenes tested in the experiment.
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the recognition rate of the algorithm can achieve 100% and the average error is really
tiny. What’s more, the algorithm proposed in this paper is real time and can work 24 h
a day.
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Table 1. Performance of the proposed algorithm under six different scenes.

Total number of
images

Right
decision

Average detection error
(cm)

Recognition rate
(%)

Scene 1 100 100 1.23 100
Scene 2 100 100 2.12 100
Scene 3 100 100 2.05 100
Scene 4 100 100 2.64 100
Scene 5 100 100 1.78 100
Scene 6 100 100 2.11 100
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Abstract. Aiming at the problems of fuzzy c-means clustering (FCM)
and its improved algorithms for MRI image segmentation, this paper
proposes a new FCM algorithm based on neighborhood pixel correlation.
The algorithm works out the influence degree of the neighborhood pixels
on the central pixel by the correlation of the gray-level difference between
the domain pixel and the center pixel. Then, the distance between the
neighborhood pixel and the cluster center is used to control the member-
ship of the center pixel, the improved algorithm will solve the existing
influence factors of unification, ignoring the difference between pixels,
resulting in inaccuracy of segmentation results. At last, this algorithm is
implemented by MATLAB tool and compared with FCMS and FLICM
algorithms. The feasibility of the presented algorithm and the accuracy
of the segmentation result are verified by evaluating the algorithm and
the experimental results according to the relevant evaluation criteria.

Keywords: Brain MRI image · FCM improvement algorithm · Pixel
gray correlation · Dissimilarity coefficient

1 Introduction

In the field of medical imaging technology, MRI images, that is, magnetic reso-
nance imaging technology is one of the most representative imaging techniques
[1]. The technology has a variety of imaging processes, can be multi-angle, multi-
parameter imaging, and imaging quality without bone artifacts. In addition, the
study of brain MRI image segmentation, also the segmentation and extraction
of the brain accurately. It has great practical significance to attack brain disease
and develop the modern surgery.

Due to the fact that the current magnetic resonance imaging technology is not
yet fully mature and some defects inherent in imaging equipment, it has brought
great difficulties to medical image segmentation [2]. Among these, volume effect
[3] is the most difficult part of the solution, and it also leads to the phenomenon
of inconsistent strength [4]. Therefore, solving the volume effect is one of the
important ways to improve the segmentation accuracy. There is such a difference
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in the brain, that is, the composition and structure of different brain tissues are
different. This difference is usually expressed in grayscale of brain MRI images.
Therefore, for MRI images of the brain, the difference in gray level is usually the
same as the same brain tissue and vice versa. In addition, the diversity of the
individual creates different brain structures, which also affects the segmentation
results of the image.

The medical images are often ambiguous because of the imaging techniques
and the defects of the scanning instruments themselves. Aiming at this prob-
lem, some scholars introduced fuzzy theory into medical image processing [5]
and proposed a new segmentation algorithm. Among them, the most famous
is the fuzzy c-means clustering algorithm (FCM) proposed by Dunn. After the
algorithm is proposed and popularized by Bezdek et al., it has been success-
fully applied in many fields and has become a classic clustering algorithm [6].
FCM algorithm has the characteristics of unsupervised, simple operation and
fast operation, which has made a great contribution to image segmentation and
has become a widely used algorithm by researchers. However, this algorithm also
has the following two problems.

First, the FCM algorithm only considers a single pixel, ignoring the relation-
ship between pixels in the segmentation process, and does not make use of the
information such as space and grayscale of the pixel. Therefore, many scholars
and researchers put forward an improved method based on spatial information,
combined with pixel gray or spatial information in target image to accurately
segment results, which is an important direction of FCM algorithm improvement
[7]. Among them, the FCMS algorithm [8] introduces the distance information
of neighborhood pixels in the objective function and makes the membership
degree of the target pixels more accurate. However, the FCMS algorithm requires
many iterations, the computational complexity is huge, and the efficiency is low.
FCMS1 and FCMS2 algorithm [9] filter the image information and calculate the
neighborhood information of pixels. In this way, the amount of computation is
reduced, and the time required for the algorithm to run is reduced. The FLICM
algorithm proposes an improved algorithm using fuzzy factors instead of deter-
mining parameters [10]. The algorithm improves the segmentation effect to some
extent. Second, the essence of the FCM algorithm is the continuous iteration of
the target function, which requires a large amount of computation, leads to the
low efficiency of the FCM algorithm. Aiming at this problem, researchers have
proposed algorithms such as EnFCM algorithm [11], FGFCM algorithm [12] and
so on.

In summary, improving FCM algorithm and applying it to the brain MRI
images are worthy of further study.

2 Existing FCM Improvement Algorithm

Ahmed proposed the FCMS algorithm. The FCMS algorithm proposes the influ-
ence factor of the neighborhood pixel to the center pixel [13], the degree of influ-
ence of each neighborhood pixel on the central pixel is considered to be the
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same, this led to the edge fuzzy segmentation result, appeared the phenomenon
of excessive segmentation.

Stelios Krinidis and others proposed the FLICM algorithm based on neigh-
borhood pixels [14]. The FLICM algorithm introduces the fuzzy factor into the
objective function, and the segmentation image retains the better edge details.
But the algorithm is sensitive to noise.

The analysis of FCMS and FLICM algorithm shows that the improvement
of the FCM algorithm from the neighborhood pixel is the key to the utilization
of neighborhood pixels. Therefore, this paper will focus on the analysis of how
to modify the FCM algorithm by using the neighborhood pixel.

3 Improvement of FCM Algorithm Based on Neighbor
Pixel Correlation

3.1 Pixel Correlation

Pixel correlation is the degree to which pixels interact [15]. In image segmen-
tation, the correlation of pixels is determined by the location of pixels and the
grayscale information [16].

Contrast between the pixel gray-level difference by calculation, this paper
puts forward dissimilarity coefficient to express the degree of interaction between
the pixel dissimilarity coefficient is inversely proportional to the pixel correlation
degree, the smaller the dissimilarity coefficient, the greater the correlation. In
the brain MRI image, when the pixel belongs to the same site or organ, the
correlation between the pixels is larger, at this time their gray value of the pixel
is smaller. Therefore, the gray difference between pixels can be used as a measure
of their relevance. The grayscale difference between pixels is defined as follows.

For pixel i, Ωi represents the neighborhood pixel set of i, which exists in pixels
j ∈ Ωi, ∂(i) and ∂(j) represent the gray value of the i and j, ∂i,j represents the
gray value of the center pixel i and the neighborhood pixel j, then there is formula
(1):

∂i,j = ∂(i) − ∂(j) (j ∈ Ωi) . (1)

The dissimilarity coefficient Gij is defined as follows:

Gij =
1

1 + exp(−(∂−μ)
σ )

, (2)

in particular, when ∂(i) = ∂(j), Gij = 0.
Where ∂ = |∂(i) − ∂(j)| and ∂(i) �= ∂(j) represent the gray difference of

the adjacent pixel j and the center pixel i. σ controls the rate of change of the
dissimilarity coefficient. The parameter μ is the average gray difference of neigh-
borhood pixel j and center pixel i in neighborhood pixel set Ωi. The parameter
μ calculation formula is as follows:

μ =
1

|Ωi|
∑

j∈Ωi

∂i,j . (3)
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When σ = 0, Gij can write formula (4):

Gij =
{

1, ∂ > μ
0, ∂ < μ

, (4)

this is an extreme case of dissimilarity coefficient, indicating that the relation
between the neighborhood pixel and the center pixel is only related or not
related. When ∂ < μ, Gij = 0, shows that there is a correlation between pixels.
When ∂ > μ, indicating that the pixel is not relevant.

3.2 Improved FCM Algorithm Based on Neighborhood Gray
Correlation Difference

Through the above analysis, it is the key to calculate the degree of influence of
the neighboring pixel to the center pixel in the process of improving the FCM
algorithm using the neighborhood pixels. This paper proposes a method for
calculating the degree of influence based on the correlation of pixel grayscale,
and its specific principles are as follows:

(1) Calculate the correlation between the neighborhood pixel and the center
pixel.
According to formula (2), the dissimilarity coefficient of each neighborhood
pixel and center pixel is obtained by calculating the gray difference of pixel
and center pixel in the domain.

(2) Bring the correlation between pixels to the objective function.

Each neighborhood pixels to the influence degree of the center pixel member-
ship degree is decided by their relevance, through formula (5) enlarges impact
on membership center pixel neighborhood pixels, and vice versa. The calcula-
tion formula of the objective function of the improved algorithm is presented as
follows:

Jnew =
c∑

k=1

n∑

i=1

μm
ikDk,i, (5)

Dk,i =
1

NΩi

∑

j∈Ωi

[d2kiGij + d2kj (1 − Gij)], (6)

where, NΩi
is the number of neighborhood pixels,

∑c
k=1 um

ik = 1, dki is the
distance between the cluster center vk and the center pixel i, dkj is the dis-
tance between the clustering center vk and the neighborhood pixel j. Compared
with other improved algorithms, the distance between the neighborhood pixels
and the clustering center is added to the objective function, and the distance
calculation formula of the original algorithm is modified into the formula (6).

In order to minimize the objective function, this paper uses the Lagrange
operator method to calculate, and the formula is as follows:

F =
c∑

k=1

n∑

i=1

um
ikDk,i +

n∑

k=1

λi

(
n∑

k=1

um
ik − 1

)
. (7)
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Make ∂F
∂uik

= 0, available:

uik = [
c∑

l=1

(
Dk,i

Dl,i
)

1
m−1 ]−1. (8)

Make ∂F
∂vk

= 0, and
∑c

k=1 um
ik = 1 get:

vk =
∑n

i=1 um
ikxi∑n

i=1 um
ik

. (9)

The membership degree uik and the clustering center vk are calculated by the
above formula.

The specific implementation of the proposed algorithm is as follows:

(1) Input image I, threshold ε.
(2) Traversing the image I, pixel i is the pixel in image I, Ωi is the 3×3 neighbor-

hood set of pixel i, pixel j satisfies j ∈ Ωi, ∂(i) and ∂(j) are their gray value.
The average gray degree μ of the neighborhood set is calculated. Traversing
the neighborhood of the pixel i, by calculating each neighborhood pixels and
the center pixel gray-level difference, and calculate the dissimilarity coeffi-
cient between them, put them into the dissimilarity coefficient matrix U.

(3) Initialize the pixel i membership uik.
(4) The membership of pixel i was introduced into formula (9) and the clustering

center vk was obtained.
(5) Let uold

ik = uik and calculate the new membership unew
ik according to Eq. (8).

(6) When max
{∣∣uold

ik − unew
ik

∣∣} < ε, the iteration ended and the image segmen-
tation was completed. Otherwise return (4) to continue the calculation.

4 Experimental Results and Analysis

4.1 Experimental environment

This paper selects non-functional MRI brain images as an experimental image.
The experimental images used in this paper are from 60 MRI images of the
brain from radiology department of the fourth hospital of Jilin University. The
image resolution is 512∗512. The parameters of this algorithm are set as follows:
threshold = 0.00001, m = 1.75. The maximum number of iterations is 100. The
computer used in this paper is Inter (R) Core CPU T4300, the main frequency
is 2.60 GHZ, the memory is 8.0 GB, the software environment is Microsoft’s
Windows 7, the simulation software is MATLAB R2014a.

4.2 Evaluation Criteria

(1) Vpc: a good cluster of Vpc values should be as large as possible; VXB: for a
good cluster, the VXB value should be slightly smaller.

Vpc =
c∑

i=1

n∑

j=1

u2
ij , VXB =

∑c
i=1

∑n
j=1

[
u2

ijxj − v2
i

]

nmin {vj − v2
k} . (10)
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(2) SA: Classification accuracy. Ai is a collection of pixels containing the ith
cluster, and Ci is the set of pixels contained in the ith cluster in the standard
segmentation image;
VRE : the reconstruction error rate, a good image segmentation algorithm
should have small reconstruction error rate, where In(i) is the grayscale value
of the ith pixel in the reconstructed image is defined as follows:

SA =
c∑

i=1

card (Ai ∩ Ci)∑c
j=1 cardCj

. (11)

VRE =
1
n

n∑

i=1

‖In(i) − I(i)‖2 , In(i) =
∑C

k=1 um
kiI(i)

∑C
k=1 um

ki

. (12)

4.3 FCMS Algorithm and FLICM Algorithm Comparison
Experiments

Compared with FCM algorithm and FLICM algorithm, the experimental results
are shown in Fig. 1.The experimental data from algorithm design and FCMS

(a) front view of
brain

(b) FCMS (c) FLICM (d) new algorithm

(e) side view of
brain

(f) FCMS (g) FLICM (h) new algorithm

(i) rear view of
brain

(j) FCMS (k) FLICM (l) new algorithm

Fig. 1. Comparison with FCMS algorithm and FLICM algorithm experimental results
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algorithm, and FLICM algorithm are shown in Table 1. The experimental data
comparing the FCMS algorithm and FLICM algorithm from the segmentation
results are shown in Fig. 2.

(a) Contrast with
FCMS of SA

(b) Contrast with
FCMS of VRE

(c) Contrast with
FLICM of SA

(d) Contrast with
FLICM of VRE

Fig. 2. Comparison with FCMS algorithm and FLICM algorithm experimental data

From the above diagram and table, it can be seen that the pixel membership
of the algorithm and the pixel distance coefficient of clustering are better than
that of FCMS, the algorithm to extract image edges more accurate and indicators
are better than that of FCMS algorithm. The segmentation effect of the edge is
slightly better than the FLICM algorithm, the noise processing is better than
the FLICM algorithm, and the performance of this algorithm is slightly better
than that of FLICM algorithm.
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Table 1. Experimental data comparison of FCMS algorithm and FLICM algorithm

Algorithm Vpc VXB

FCMS 0.753245 1.926275

FLICM 0.842252 1.643263

Algorithm of this paper 0.867822 1.401027

5 Concluding Remarks

Aiming at the problem of brain MRI image segmentation, this paper proposes
an improved FCM algorithm based on the neighborhood pixel gray difference
correlation. The algorithm using neighborhood pixels and the center pixel gray-
level difference to calculate the correlation coefficient of the two, to determine
the connection degree of pixels in each neighborhood pixels and center, and
put the process into the objective function, eventually making the center pixel
membership degree calculation results more accurate. The experimental results
show that the method can accurately segment the brain region from the MRI
image, solve the problem of poor extraction of the edge of the image by the
FCMS algorithm and the sensitivity of the FLICM algorithm to noise. The
evaluation index obtained by related experiments is superior to both. It verifies
the feasibility and effectiveness of the proposed algorithm.

Acknowledgments. Fundamental Research Funds for the Central Universities (No.
3132018194). Project name: Research on Ship Scheduling Method Based on Swarm
Intelligence Hybrid Optimization Algorithm.

References

1. Wang L, Chitiboi T, Meine H, Gnther M, Hahn HK. Principles and methods for
automatic and semi-automatic tissue segmentation in mri data. Magn Reson Mater
Phys Biol Med. 2016;29(2):95–110.

2. Makropoulos A, Gousias IS, Ledig C, Aljabar P, Serag A, Hajnal JV, Edwards
AD, Counsell SJ, Rueckert D. Automatic whole brain mri segmentation of the
developing neonatal brain. IEEE Trans Med Imaging. 2014;33(9):1818–31.

3. Roche A, Forbes F. Partial volume estimation in brain MRI revisited. In: Interna-
tional conference on medical image computing and computer-assisted intervention;
2014. p. 771–8.

4. Iglesias JE, Sabuncu MR, Leemput KV. A unified framework for cross-modality
multi-atlas segmentation of brain mri. Med Image Anal. 2013;17(8):1181.

5. Namburu A, Samay SK, Edara SR. Soft fuzzy rough set-based MR brain image
segmentation. Appl Soft Comput. 2016;54

6. Bezdek JC, Hall LO, Clarke LP. Review of MR image segmentation techniques
using pattern recognition. Med Phys. 1993;20(4):1033.

7. Mohamed NA, Ahmed MN, Farag A. Modified fuzzy c-mean in medical image seg-
mentation. In: Proceedings of the international conference of the IEEE engineering
in medicine and biology society, 1998, vol. 3;1999. p. 1377–80.



36 M. Yin et al.

8. Lei X, Ouyang H. Image segmentation algorithm based on improved fuzzy cluster-
ing. Cluster Computing. 2018;62(1):1–11.

9. Zhang DQ, Chen SC. A novel kernelized fuzzy c-means algorithm with application
in medical image segmentation. Artif Intell Med. 2004;32(1):37–50.

10. Krinidis S, Chatzis V. A robust fuzzy local information c-means clustering algo-
rithm. IEEE Trans Image Process. 2010;19(5):1328–37.

11. Cai W, Chen S, Zhang D. Fast and robust fuzzy c-means clustering algo-
rithms incorporating local information for image segmentation. Pattern Recogn.
2007;40(3):825–38.

12. Zhu L, Chung FL, Wang S. Generalized fuzzy c-means clustering algorithm with
improved fuzzy partitions. IEEE Trans Syst Man Cybern Part B Cybern A Publ
IEEE Syst Man Cybern Soc. 2009;39(3):578–91.

13. Pei HX, Zheng ZR, Wang C, Li CN, Shao YH. D-fcm: Density based fuzzy c-means
clustering algorithm with application in medical image segmentation. Procedia
Comput Sci. 2017;122:407–14.

14. Zhang X, Song L, Lei P. Improvement of flicm for image segmentation. J Comput
Inf Syst. 2014;10(21):9429–36.

15. KNTHJMDS MM. Weighted neighborhood pixels segmentation method for auto-
mated detection of cracks on pavement surface images. J Comput Civil Eng.
2016;30(2):04015021.

16. Ding S, Du M, Sun T, Xu X, Xue Y. An entropy-based density peaks clustering
algorithm for mixed type data employing fuzzy neighborhood. Knowl-Based Syst.
2017;133.



Generating Pedestrian Images
for Person Re-identification

Zhong Zhang1,2(B), Tongzhen Si1,2, and Shuang Liu1,2

1 Tianjin Key Laboratory of Wireless Mobile Communications
and Power Transmission, Tianjin Normal University, Tianjin, China
{zhong.zhang8848,tjsitongzhen,shuangliu.tjnu}@gmail.com

2 College of Electronic and Communication Engineering,
Tianjin Normal University, Tianjin, China

Abstract. Person re-identification (re-ID) is mainly used to search the
target pedestrian in different cameras. In this paper, we employ genera-
tive adversarial network (GAN) to expand training samples and evaluate
the performance of two different label assignment strategies for the gen-
erated samples. We also investigate how the number of generated samples
influences the re-ID performance. We do several experiments on the Mar-
ket1501 database, and the experimental results are of essential reference
value to this research field.

Keywords: Person re-identification · GAN · Generated samples

1 Introduction

Person re-identification (re-ID) is a technology which searches the target pedes-
trians under different cameras. Due to the potential application values, such as
video surveillance and safety precaution [1,2], this technology has attracted more
attention in the research field. The technology contains two fundamental prob-
lems, i.e., metric learning [3,4] and feature representation [5–7]. Recently, deep
learning has demonstrated great potential for solving these two problems and
obtains good performance in person re-ID [8–10]. Since training a deep model
requires a large number of training samples and the number of each pedestrian
images is relatively small, the trained model has poor generalization perfor-
mance.

Recently, the generative adversarial network (GAN) [11] has attracted much
attention and gradually becomes an important research direction. The important
function of GAN is to generate similar virtual samples using training samples.
The GAN is applied to generate pedestrian images for person re-ID and obtains
promising performance [12–14]. Afterward, Radford et al. [15] proposed deep
convolutional generative adversarial network (DCGAN) to increase the stability
during the training process.
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In this paper, our goal is to evaluate the performance of using samples gen-
erated by DCGAN with different label assignment strategies. We hope this eval-
uation could provide an important reference for this research field. We employ
two ways to label the generated samples. The first method is that we label the
generated samples as the (k+1)th class, where k is the total number of class in
the training set. The second method is that we randomly assign each generated
sample to one of the k classes. We evaluate the two label assignment strategies
with different generated samples on the Market1501 database [16] and obtain
referenced results.

The rest of the paper includes the following sections. In Sect. 2, we present
the GAN and the implementations of the two methods. In Sect. 3, we show the
evaluation results. Finally, we make a summary.

2 Approach

We design two kinds of methods to assign labels for the generated samples in
order to expand the training data. In this section, we show the principle of GAN
and the process of assigning generated sample labels.

2.1 Generative Adversarial Network

The GAN contains two parts, i.e., a generator and a discriminator. We utilize
the generator to generate samples and utilize the discriminator to determine
whether the samples are true or generated samples. The flowchart of GAN is
shown in Fig. 1. By training the two networks, the generator produces images
that approximate the training set. The DCGAN is proposed to improve the
stability during training, and its generator is shown in Fig. 2. We randomly
generate a vector of 100-dim with normal distribution as the input of generator.
In order to enlarge the vector, five deconvolution functions are applied with a
kernel size of 4×4. The first four deconvolution functions are followed by a batch
normalization and a ReLU function. The last deconvolution function is followed
by a tanh function. Finally, the generator generates samples with the size of
64 × 64 × 3. Some samples generated by the DCGAN are shown in Fig. 3.

Fig. 1. The flow chart of GAN.
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Fig. 2. The structure of the generator in DCGAN.

Fig. 3. The generated samples using the DCGAN model trained on the Market1501
database.

Both the real samples and the generated samples as the input of the discrim-
inator. Similarly, the discriminator utilizes five convolutional layers to classify
and ultimately determines whether the input samples are generated or not.

2.2 Label Assignment Strategies for Generated Samples

The first label assignment strategy is to assign the generated samples as the
(k+1)th class. For example, there are 751 classes in the Market1501 training
set, and therefore, the generated samples are assigned to the 752th class. The
label setting is formulated as:

Fi = k + 1 (1)

where Fi represents the ith generated sample label and k represents the total
number of classes in the training set.

In addition, the other method is that we randomly assign each generated
sample to a label. The distribution of labels is written as:

Fi ∈ [ 1, k ] (2)
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In the training process, we utilize the cross-entropy loss function.

Loss = −
∑

i

pi log yi (3)

where yi is the prediction probability of a sample belonging to label i, and pi is
the target probability. If the input label is n, then pn = 1, otherwise pi = 0.

3 Experiments

In this section, we introduce the experimental setup and the network structure.
We implement the experiments on the Market1501 database [16], which effec-
tively demonstrates the impact of generated samples.

3.1 Experimental Setup

We take use of the ResNet-50 [17] which is trained on the ImageNet [18] as
the pretraining network. The network structure of our training model is shown
in Fig. 4. In the training process, we resize all pedestrian images into 288 ×
144, and then, each pedestrian image is randomly cropped to 256 × 128 as the
input. We add the fully connected layer to classify pedestrian images and take
f∈R 2048×1 as pedestrian features. We set the maximum value of epochs to be
50 and the momentum to be 0.9. The weight decay is 0.0005. In addition, we
assign the learning rate of the fully connected layer to be 0.1 and other layers
to be 0.01. We set batch size to be 32 and utilize stochastic gradient descent
(SGD) to optimize the parameters. We generate different numbers of generated
samples to evaluate the impact on the classification, and the results are shown
in Sect. 3.2. In the test phase, we extract the features of pedestrian images and
then flip pedestrian images horizontally to extract the features. The two features
are added as the final feature for each pedestrian image.

Fig. 4. Training model structure. We take f as the features of pedestrian images and
k is the total number of classes in the training set.

3.2 The Results of Two Label Assignments

Market1501 [16] is a large-scale database containing a total of 32,668 pedestrian
samples of 1501 identities. This database was obtained by a total of six cameras,
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including five HD cameras and one low-resolution camera. According to the spe-
cific allocation of the database, it contains 12,936 pedestrian samples for training
and 19,732 pedestrian samples for testing. Here, we utilize the training samples
to train the DCGAN. In addition, the query setting contains 3368 pedestrian
samples, and the number of pedestrian categories is the same as the test setting.
All pedestrian samples in the database are cropped by the deformable part-based
model (DPM) [19]. Hence, these pedestrian samples are close to real-life setting.

The experimental results of the first label assignment strategy are shown in
Table 1. We can see that the best results are achieved when we utilize 4000
samples. The accuracy decreases when utilizing too many or too few generated
samples. The experimental results of the other label assignment strategies are
listed in Table 2. From the results, we can see that the results are better than
others when the number of generated samples is 500. We obtain better results
when the number of generated samples is small. This is because the generated
images may be interfered by the incorrect labels.

Table 1. The rank-i precious (%) and mAP precious (%) of assigning the generated
samples as the (k+1)th class on the Market1501 database.

No. Rank = 1 Rank = 5 Rank = 10 mAP

500 76.75 90.17 93.37 55.18

4000 81.26 91.45 94.95 61.05

8000 78.27 91.03 94.09 58.13

12000 73.55 87.11 91.63 52.71

16,000 77.58 88.95 92.25 57.44

24,000 74.61 87.97 91.69 53.49

36,000 73.37 87.59 91.39 52.91

Table 2. The rank-i precious (%) and mAP precious (%) of assigning each generated
sample to a random label on the Market1501 database.

No. Rank = 1 Rank = 5 Rank = 10 mAP

500 81.26 91.45 94.95 61.05

4000 77.49 90.59 93.61 57.24

8000 76.54 89.34 92.70 56.06

12,000 78.41 89.49 92.73 58.67

16,000 74.61 87.98 91.69 53.49

24,000 72.06 85.48 89.76 50.62

36,000 73.51 87.38 90.62 52.89
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4 Conclusion

In this paper, we have utilized GAN-generated images to expand training data, so
that our trained model has better generalization performance and can provide
a good reference value for others. We have verified the impact of generated
samples on the Market1501 database. The experiment results have given us an
important inspiration that we can take the appropriate number of generated
samples to optimize our training model. In the future, we will study other ways
to utilize the generated samples to enhance training data.
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Abstract. With the continuous development of the social economy, the prob-
lem of low efficiency of invoice reimbursement has received more and more
attention from companies, universities, and governments in China. In this paper,
based on the recognition of invoices by OCR, we use Hough transform to
preprocess the scanned image of invoices and creatively introduce the idea of
checking the amount of money. We proofread the uppercase and lowercase
amounts in the OCR recognition results. Using this method, the accuracy rate of
OCR recognition increased from 95 to 99%, which greatly reduced the
employees’ reimbursement time.

Keywords: Image processing � Hough transform � Check amount � VAT
invoice

1 Introduction

With the rapid popularization of network technologies, especially Internet technologies,
various network applications are developing rapidly in China, such as online payment,
e-commerce, and network office. It greatly facilitates the work of corporate employees.
However, the problem of low efficiency of invoice reimbursement remains to be
solved. Social economy is developing continuously, and more and more attention has
been paid to the work of smart invoice reimbursement. Currently, the reimbursement of
invoices basically depends on financial officers’ business capabilities. The efficiency of
financial reimbursement personnel directly affects the length of employees’ time spent
on reimbursement. Invoice reimbursement has become a stumbling block to the
development of enterprises. Invoice reimbursement wastes a lot of manpower and
material resources. In order to reduce costs, we try to use the Internet and artificial
intelligence technologies for smart invoice reimbursement. At present, some related
products have appeared, but the accuracy of invoice recognition is not high enough
which results they cannot be promoted.

Nowadays, some experts and scholars have made their own contributions in related
fields. Yu et al. designed a general commercial machine-to-invoice identification sys-
tem [1], which has a recognition accuracy of 90.36% for randomly selected invoices.
Liu et al. made a certain study on the identification algorithm of motor vehicle sales
unified invoices and designed three simple feature extraction methods to complete the
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digital identification [2]. Experts are interested in check recognition [3–5]. Sneha et al.
propose a technique of text word recognition based on template matching technique
using correlation coefficient [6]. They developed a database of 61 words, combination
of which can represent any legal amount written in words in Indian bank check, which
achieved 76.4% word recognition accuracy. Liu et al. present a complete courtesy
amount recognition system for Chinese bank checks [7]. The read rate of the system is
around 82% when the substitution rate is set to 1%, which corresponds to that of a
human operator. Jayadevan et al. propose a lexicon driven segmentation-recognition
scheme for the recognition of legal amount words from Indian bank checks written in
English [8]. They use a database consisting of 5400 words, collected from 50 writers to
test the system and an accuracy of 97.04% is observed. In addition, OCR has many
other applications, including enhancing web security, filtering Chinese image spa and
recuperating video [9–20]. OCR is also used to recognize car license plate [21, 22].

In this paper, we focus on image preprocessing and the verification of the amount
of each VAT invoice to improve the accuracy of invoice reimbursement. The rest of
this paper is organized as follows. Section 2 introduces the use of Hough transform to
preprocess images. Section 3 gives the method of identifying uppercase and lowercase
numbers and explains the methods for checking each formula. Section 4 summarizes
the whole paper (Fig. 1).

Fig. 1. A typical image of VAT invoice
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2 Hough Transform

In general, there will be a certain angle deviation when the invoice is placed in the
scanner, resulting in the entire image being tilted, as shown in Fig. 2. Observing the
characteristics of the invoice, we found that there is a rectangular box in the image that
is parallel to the edge of the invoice. Therefore, we determined that the image was tilt
corrected with the Hough transform.

In the existing tilt correction algorithm, the Hough transform is a very mature
algorithm used. The Hough transform is one of the basic methods for identifying
geometric shapes from images in image processing. It is widely used and there are
many improved algorithms. It is mainly used to separate geometric shapes (e.g., lines,
circles) from an image that have a certain characteristic. The basic idea is to use the
duality of points and lines to transform the linear detection problem of image space into
a local maximal value search problem of parameter space (q, h). The coordinate
transformation formula is:

q ¼ x � cos hþ y � sin h ð1Þ

where q is the vertical distance from the straight line to the origin, h is the angle from
the x-axis to the vertical line, x and y are the rectangular coordinates of the pixel.

Fig. 2. Tilted image after scanning
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The concrete realization process of the Hough transform is as follows.
In the first step, a discrete parameter space is established between the appropriate

maximum and minimum values of q, h.
In the second step, the parameter space is quantized into m� n, n is the number of

equal parts of h and the accumulator matrix is set.
In the third step, an accumulator A(i, j) is allocated to each cell of the parameter

space, and the initial value is set to zero.
In the fourth step, take the point in the Cartesian coordinate system into the

coordinate transformation formula, and calculate q with the quantized h value.
In the fifth step, find the corresponding unit of q, h in the parameter space, and add

the accumulator of the unit. 1, that is, A(i, j) = A(i, j) + 1.
In the sixth step, when all the points in the Cartesian coordinate system have gone

through the third step and the fourth step, detecting the parameter space for each
accumulator. The value, q, h corresponding to the maximum unit is the parameter of
the linear equation in the Cartesian coordinate system (Fig. 3).

3 Recognition and Verification

The method of character recognition is basically divided into three categories: statistics,
logical judgment, and syntax. Common methods include template matching and geo-
metric feature extraction.

Fig. 3. Geometrically corrected image
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① template matching method Matches the input text with the given standard texts
(templates) of each category, calculates the degree of similarity between the input
text and each template, and takes the category with the highest degree of similarity
as the recognition result. The disadvantage of this method is that as the number of
identified categories increases, so does the number of standard text templates. This
aspect will increase the storage capacity of the machine, on the other hand, will
also reduce the accuracy of the recognition, so this method is suitable for iden-
tifying fixed font print text. This method has the advantage of using the entire text
for similarity calculations, so it has a strong ability to adapt to text defects and
edge noise.

② geometric feature extraction method Extract some geometric features of the
text, such as the endpoints of the text, the bifurcation points, the concave and
convex sections, and the line segments, closed loops, etc. in each direction of the
horizontal, vertical, and oblique directions, and perform logical combination
judgment based on the positions and mutual relations of these features. Recog-
nition result. This type of recognition is also applicable to texts that have been
greatly deformed as handwritten characters because of the use of structural
information.

Since the text in the invoice is printed, we chose to use a template matching method
that is more suitable for printing text.

We use OCR software to identify information which is useful to invoices reim-
bursement, including invoice codes, invoice numbers, billing dates, buyers, sellers, and
prices of goods. OCR is an Optical Character Recognition technology, which refers to
an electronic device (such as a scanner or a digital camera) that checks characters
printed on paper, determines its shape by detecting dark and light patterns, and then
translates the shape into a character recognition method. The process of computer text;

Fig. 4. Invoice image is entered in OCR
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that is, the process of scanning the text data, analyzing and processing the image file,
and obtaining the text and layout information (Figs. 4 and 5).

If the amount verification is not carried out, the financial reimbursement personnel
need to check the invoice one by one to prevent the reimbursement amount obtained by
the employee from being wrong. After the OCR outputs the uppercase and lowercase
numbers, we use the programming language to convert uppercase numbers to lower
case and compare the converted lowercase numbers with the recognized lowercase
numbers. If the two are equal, then it is determined that the invoice is successfully
identified.

The idea of programming is as follows: Define different arrays to store uppercase
numbers and multiples of keywords, multiple traverse multiple times to select the
multiple keywords in the input characters and process them, and then convert upper-
case numbers in front of the multiple keywords to lowercase numbers. Compare the
converted lowercase numbers with the recognized lowercase numbers.

When the amount check is not used, the accuracy rate of the OCR recognition
invoice text is 95%. The financial reimbursement personnel need to check whether the
invoice identification result is correct. Through the verification of the amount of
money, the accuracy of the OCR recognition of the invoice text can reach 99%, and the
financial reimbursement personnel can only manually reimburse the failed verification
invoice (Fig. 6).

Fig. 5. OCR outputs recognition result

Fig. 6. OCR outputs the result which is recognized wrong after verification of amount
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4 Conclusion

We preprocessed the input OCR image, and the geometrically corrected image input
OCR can be correctly identified. When the OCR directly outputs the amount verifi-
cation result without verifying the amount, the recognition accuracy rate is 95%.
Financial reimbursement personnel need to check whether each invoice is identified
correctly, otherwise, the employee may get money not equal to the invoice amount.
OCR can not significantly reduce personnel work. Through our verification of the
amount of money, it is possible to filter out invoices with incorrect OCR identification
and ensure that the accuracy of invoice identification can reach 99%. Financial reim-
bursement personnel only use manual reimbursement of selected invoices, which can
significantly reduce the workload and time spent on financial and general staff.
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Abstract. Since the theory of generative adversarial nets (GANs) put forward
in 2014, various applications based on GANs have been developed. Most of the
applications focused on generator network (G) of GANs to solve the daily
challenges. However, rare of them had been aware of the great value of the
discriminator network (D). In this paper, we propose a new method of detecting
white Gaussian noise and its degree by the discriminator of generative adver-
sarial nets. The results of our experiments show the feasibility of detecting white
Gaussian noise (WGN) and evaluating its degree through generative adversarial
nets.

Keywords: Generative adversarial nets � Gaussian white noise detection �
Deep learning

1 Introduction

With the development of digital multimedia, digital image has gradually become an
important form of information carrier. In the process of obtaining, recording, con-
verting, transmitting, and amplifying, the digital image signal is generally polluted by
white Gaussian noise (WGN). The performance of most image processing algorithms
can be greatly affected by WGN. Therefore, numerous researchers have been working
on detecting and removing the WGN to reduce the affection. These researchers con-
centrate on eliminating the WGN through spatial domain filters which include local
filters [1], non-local mean filter [2], and 3D filtering method [3]. There is no doubt that
these image denoising algorithms will play a more important role in image processing.

However, these denoising algorithms are designed for the images polluted by
WGN, without considering that the processed image may be noise-free. Therefore, it is
very meaningful to design an algorithm that can automatically detect white Gauss
noise. In recent years, with the development of neural networks, the deep learning
method has been widely used in image processing field like image compression, image
recognition, image denoising, and other more. In [4], the authors apply convolutional
neural network (CNN) [5] to Gaussian noise detection and its level. However, the
CNN-based algorithms all belong to supervised learning algorithm. The supervised
learning characteristic of CNN requires labeling all the images before training the
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neural network. On the one hand, it will take researchers a lot of time to prepare
training data before training. On the other hand, labeling all the data is usually difficult
to realize in the process of practical experiment.

In this paper, a Gaussian noise detection algorithm for image processing is pro-
posed based on GANs. The main idea of the algorithm is fitting the distribution of real
images by adversarial learning, and evaluating the differences between the WGN
distorted images and the real distribution by using discriminator. When the model is
trained completed, we use the trained discriminator to detect white Gaussian noise and
evaluate its distortion degree.

Compared with traditional machine learning detection algorithms, we make the
following contributions:

• An unsupervised detection algorithm is proposed based on GANs, which can be
trained with unlabeled data. Only lossless data without labels are needed during the
training process. This will save researchers countless hours preparing for training
data.

• The discriminator network is applied to anomaly detection field. And this idea will
provide strong support for the applications of unsupervised learning.

2 Detect White Gaussian Noise and Its Level with DCAGN

Compared with previous machine learning algorithms, GNAs has distinct advantages
in many respects. For example, it can generate more distinct and higher-quality images
than other generative algorithms. What’s more, GANs can be trained to adapt to any
kind of generative tasks without setting any specific function. More important, GANs
can realize unsupervised learning [6]; in other words, the model can be trained with
unlabeled data. Although GANs have advantages in many aspects, there are still some
defects for GANs. Firstly, GANs face non-convergence problem. Training a GAN
requires finding the Nash equilibrium in the two-play game; sometimes gradient des-
cent does this, but sometimes it does not. Secondly, in the training process, GANs face
the collapse problem. This will lead to the degeneration of generator network, gener-
ating numerous similar images. Alec Radford et al. proposed DCGAN which combines
supervised CNNs with unsupervised GANs to improve the above shortcomings.
Therefore, we apply DCGAN to build our model. The architecture of the two neural
networks (the G and D) can be designed in a variety of ways. In the next section, we
will provide detailed information about the architecture of the G and D.

The generator netwrok which consisted of serveral deconvolutional neutral networks
aims to generate fake images according to the distribution of real data. And try tomake the
discriminator network cannot distinguish the difference between real data and the fake
data generated by itself. The structure of the generator network is as shown in Fig. 1. We
define a random vector Z �PzðzÞwhich is a 100-dimensional uniform distribution valued
½�1; 1� as the input of the generator network. Next, we change the shape of Z in order to
fulfill the demandof deconvolutional operation. Through the deconvolutional process, the
weight and the height of input will be twice of its used size. Meanwhile, the depth will
reduce by half. Between the two deconvolutional layers, an important operation cannot be
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ignored, that is batch normalization (BN) [7]. Through the experiment, we find the
improved algorithm avoids overfitting of the neural networks and improves the conver-
gence speed and accuracy of the whole network. Furthermore, the activation function is
used to add the nonlinear factor, because the expression of the linear model is not enough.
We choose rectified linear unit (RELU) [8] activation function to activate neurons of
networks, in our model. After five deconvolutional layers, a fake image with the shape of
16 * 16 * 1 is generated by the generator network.

The discriminator network, as the competitor of generator network, focuses on
distinguishing the difference between the real data x and the fake data GðZÞ generated
by G. The architecture of D is as shown in Fig. 1. The discriminator network consists
of four convolutional layers and one fully connected layer (FC). The architecture starts
with taking an image with the shape of 16 * 16 * 1 as the input. There are two kinds of
input for D, the real image x from training dataset and the fake data GðZÞ generated by
G. The discriminator attempts to export 1 when the input is real data x, and 0 for fake
data GðZÞ. In each convolutional layer, the input images obtain low-level features using
convolutional filters. The parameters of these filters will be determined by back-
propagation algorithm in training process. As well as to avoid vanishing gradient
problem, a batch normalization (BN) layer is added behind the convolutional layer to
normalize the data. The last layer is fully connected layer (FC), which is used to print
out the judgment of discriminator (1 for real data x, 0 for fake data GðZÞ). In fully
connected layer, we choose sigmoid function as the activation function.

Fig. 1. Architecture of discriminator and generator
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The cost function that we used to train G is:

V ¼ Ex� pgðxÞ ½logð1� DðxÞÞ� ð1Þ

V ¼ �Ex� pdataðxÞ ½logðDðxÞÞ� � Ex� pgðxÞ ½logð1� DðxÞÞ� ð2Þ

During the training process, we must pay attention to keeping a balance between
the training process of G and D. Usually, we train the D for k times before we train the
G for one time. In the experiment, we use Adam optimizer to update the parameters of
G and D.

3 Experiment

The target of our experiment is to detect Gaussian noise and its level through the
discriminator of DCGAN. In this section, we will offer more details about the prepa-
ration of training dataset, the process of detection, and the performance of our model.

3.1 Datasets

LIVE: The LIVE dataset contains 29 original pictures. And it contains 982 distorted
images which are created by above-mentioned 29 reference images with five distorted
types: JPEG2000, JPEG, Fastfading, White Gaussian Niose (WGN) and Guassian Blur
(GBLUR). Each type of distortion contains five images with different degrees of dis-
tortion. In the experiment, we only consider using the 29 original pictures and the WN
distorted pictures generated by them.

CSIQ: This dataset contains 30 original pictures with the same size. Meanwhile,
866 distorted pictures which are divided into six different distorted types are collected.
Similar to LIVE, we only consider using the original pictures and the WN distorted
pictures generated by them in our experiment.

3.2 Training Process

In Sect. 3, the structures of G and D are introduced. In this section, we will offer more
details about the training process of the detection model. Firstly, we chose the 59
original images from databases LIVE and CSIQ to build the training datasets. In order
to extract the structure information of the image, we changed the picture format from
RGB to YUV (luma–chroma model) and only kept the luminance information of the
images. Then, we cut the treated images into small pieces which size is 16 * 16 * 1.
By doing this, we got the training datasets which contain 71,009 image blocks. The size
of training epoch was set to 1000, and the mini-batch size was 64. Meanwhile, the
noise, with 100 dimensions, was put into the G to generate 64 fake images according to
the distribution of training data. The D took the training images and the fake images as
the input and gave its identification results. According to Eq. 1, we calculated the loss
function of G and D. At last, we updated the parameters of G and D through the
optimizer which is mentioned in Sect. 3 until the model converged.
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3.3 Detection Process

Since we only trained the model with original pictures, the trained discriminator can
easily detect the picture which is polluted by white Gaussian noise and its degree. And
the discriminator will give its detection results in the form of score. The lower score we
got, the higher Gaussian noise pollution degree is. Based on the RGB to YUV algorithm,
we first extracted luminance information of the images. Then, we cut the treated images
into small pieces with the size of 16 * 16 * 1, took them as the input of discriminator,
and got the detection results. Finally, we added the score of each image block and
normalized the total score to make the range of scores between 0 and 1.

3.4 Evaluation Criteria

In order to evaluate the detection performance of the model we proposed, we choose
the following evaluation criteria:

• Detection rate (DC): It is used to evaluate whether the model can detect white
Gaussian noise effectively. And it is defined as follows:

DC ¼ imgwn
imgall

ð3Þ

where imgall is the total number of the images with white Gaussian noise, and imgwn
represents the number of the images which can be detected accurately by our model. In
the test process, we set a threshold to help determine whether the detected image is
polluted by white Gaussian noise or not.

• Pearson product-moment correlation coefficient (PLCC): This is a nonparametric
algorithm for measuring the linear correlation.

PLCC ¼
P

i ðqi � qmÞðq̂i � q̂mÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i ðqi � qmÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i ðq̂i � q̂mÞ2

q ¼ covðqi; qmÞ
dqidqm

ð4Þ

where qi is truly score and qm represents the predicted scores generated by
discriminator.

3.5 Experiment Results

We test our model in public database LIVE and CSIQ. Firstly, the quality scores of all
the test images are calculated by the discriminator. In order to test whether our algo-
rithm can detect the pictures which are polluted by white Gaussian noise accurately.
We use the detection rate (DC) to measure it according to Eq. 3. The threshold is set to
be 0.98. We consider that the image is polluted by WN if its quality score is lower than
the threshold and vice versa. As shown in Table 1, the detection rates based on two
public databases are both higher than 95%. And that means, our algorithm has excellent
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performance in white noise detection. On the other hand, the ability of our algorithm to
detect the degree of WN is measured by PLCC. In other words, we measure it through
calculating the correlation between the quality scores (evaluation) and the subjective
scores (loss). The value of PLCC is shown in Table 1. The scatter plots of subjective
scores and quality scores on two public datasets are shown in Fig. 2.

4 Conclusion

In this paper, we propose a new deep learning method for the detection of white
Gaussian noise and its degree using DCGAN. Through the experiment, we find it is
feasible to detect the Gaussian noise and its level by the model we proposed. It also
makes it more convenient for research to choose suitable filters to eliminate Gaussian
noise from images. Meanwhile, different from the former applications of GANs, we
turn our attention to the discriminator (D) instead of generator (G) and apply the D to
the anomaly detection filed. This application will also inform researchers of great value
of discriminator. However, there are still several defects in our algorithm to be per-
fected. The detection accuracy of the level of Gaussian noise needs to be improved, and
the training time of our model needs to be reduced.
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Abstract. Convolutional neural networks (CNN) have been applied to many
classic problems in computer vision. This paper utilized CNNs to reconstruct
super-resolution images from low-resolution images. To improve the perfor-
mance of our model, four optimizations were added in the training process.
After comparing the models with these four optimizations, Adam and RMSProp
were found to achieve the optimal performance in peak signal to noise ratio
(PSNR) and structural similarity index (SSIM). Considering both reconstruction
accuracy and training speed, simulation results suggest that RMSProp opti-
mization in the most scenarios.

Keywords: Super-resolution imaging � Convolutional neural networks �
Gradient descent � Adam � RMSprop

1 Introduction

Recent years, with the development of optimized algorithms, mass data, and the
increased performance of hardware, deep learning has received a lot of attentions in
many aspects, such as super-resolution imaging, image recognition, etc. Among these
topics, super-resolution imaging has been deeply studied. The goal of super-resolution
imaging is to rebuild high-resolution images from the low-resolution images, which is
one of the classic problems in computer vision.

Dong et al. proposed a relative new method for super-resolution imaging based on
deep learning [1]. They establish connections between the images with the low and
high resolution correspondingly. It is an end-to-end method that generates one high-
resolution image as the output from only one low-resolution image as the input. To
realize the connections between the inputs and the correspondingly outputs, they use
deep convolutional neural networks (CNN) to obtain the mapping between the inputs
and outputs.

In this paper, we further study the CNN model [1] and then train our own CNN
models with partial optimizations. We find that gradient descent algorithm, which is the
core of CNN’s weight update, can be optimized by some other strategies in deep
learning field. We improve one of the best models which have good performance by
these optimizations, such as stochastic gradient descent (SGD), adaptive gradient
(AdaGrad), adaptive moment estimation (Adam), and RMSprop. Among these
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optimizations, we find that RMSprop and Adam have the best performance on peak
signal to noise ratio (PSNR), and AdaGrad and SGD are relatively poorer.

The remainder of this paper is organized as follows. Section 2 presents the related
works about super-resolution imaging. In Sect. 3, we utilize some optimization algo-
rithms to improve our proposed model. Experimental results are conducted to confirm
the proposed method in Sect. 4.

2 Related Works

As a classic problem in computer vision, super-resolution has been studied in various
methods. To solve this underdetermined inverse problem, the early methods are mostly
based on sampling theory [2–4]. And the limitations that the detailed textures are not as
good as expected are then discovered.

Recently, deep learning has been used in various fields, and no exception in super-
resolution imaging. Convolutional neural networks have been invented for decades and
many computer vision fields, such as pedestrian recognition [5], image classification [6,
7], object detection [8], and face recognition [9].

Dong et al. [1] use their deep CNNs models to rebuild high-resolution images.
According to their results, 9-1-5 model has the best score considering performance and
running time, under contrast of bicubic interpolation. Their deep CNNs have three
convolution layers, each of which followed by an activation layer. The rectified linear
unit (ReLU) [10] is used as the activation layer. ReLU makes the model converge faster
in the case of high performance. The good performance of the deep CNNs models is
shown in their research, with a lot of experimental results as support.

Figure 1 shows the structure of the model. This model has three convolutional
layers (yellow), each of which is followed by an activation layer (green) named ReLU,
except the third convolutional layer. Mean squared error (MSE) is used as loss function
(orange) to calculate the loss between data and label. The light blue blocks represent
the input and output data.

3 Optimization Methods

3.1 Model Structure

Dong et al. [1] proposed their 9-1-5 model to train the convolutional neural networks
for super-resolution imaging. As shown in Fig. 1, the model contains three

Fig. 1. Model structure of CNNs
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convolutional layers, each of which is connected to an activation layer named ReLU
except the third convolutional layer. The operation of ReLU is:

O ¼ maxð0; IÞ ð1Þ

where O denotes the output of the ReLU as well as I, the input. Thinking of a
convolutional layer and a corresponding activation layer as a pair, the operation of the
first two pairs is:

Yi ¼ maxð0;Wi � Xi þBiÞ ð2Þ

where i equals to 1 or 2 denoting the first or second pair and Xi or Yi represent the input
or output of each pair, respectively. Here, Wi corresponds to the weight coefficient of
the filter, as well as Bi the bias coefficient. These parameters likeWi and Bi are achieved
by minimizing the loss function, which calculates the mean squared error (MSE) of the
reconstructed image and the corresponding high-resolution image. The formula for
MSE is:

L ¼ 1
n

Xn

i¼1

Xri � Xhik k2 ð3Þ

where n is the number of training samples, and Xri or Xhi represent the reconstructed
image or the corresponding high-resolution image, respectively. L is the function of the
filter parameters, such as weight and bias coefficients.

3.2 Some Optimization Algorithms

3.2.1 Stochastic Gradient Descent (SGD) Algorithm
Gradient descent (GD) is widely used in deep learning field. In this paper, it can help
the CNNs determine the most suitable parameters of the filters as soon as possible,
under the premise of good performance. As a result of GD’s easily falling into a local
optimal solution, this paper replaces GD with SGD. SGD in this article refers to mini-
batch SGD. The difference of GD and SGD is only the quantity of the training samples.
The training sample in GD is the whole data set, while SGD uses only a part, which
calculates some training samples once a time instead of all. Samples for training in
SGD are randomly selected at each iteration.

For example, the weight coefficients are updated as

Wiþ 1 ¼ Wi � g
@L
@Wi

ð4Þ

Here, g is learning rate, L denotes the loss function, and W represents the weight
coefficients. The iteration number is denoted by i.
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3.2.2 Momentum Algorithm
Momentum algorithm is such a method that it simulates the concept of momentum in
physics to optimize the SGD algorithm. The most notable feature is that the last
gradient is taken into account in current gradient calculation. It can be expressed as

Wiþ 1 ¼ lWi � g
@L
@Wi

ð5Þ

Here, the added l 2 0; 1ð Þ is momentum factor, which controls the effect of the last
gradient on the current gradient. The general value of l is 0.95.

3.2.3 AdaGrad Algorithm
The parameters in algorithms above, such as momentum algorithm, are needed to be set
based on experience. Therefore, the determination of specific values of these param-
eters is seem to be fixed, at most in several common values. Obviously, such setting
method cannot be convinced.

AdaGrad algorithm as well as the following methods can set parameters adaptively.
After calculating the gradient, AdaGrad algorithm calculates the cumulative squared
gradients for the next updating.

3.2.4 RMSProp Algorithm
Considering to the non-convex properties of the CNNs and RMSProp algorithm’s
adaptive to non-convex, RMSProp algorithm can be used for the optimization. Based
on the momentum and AdaGrad algorithms, RMSProp combines the superiority of
both two algorithms. It takes into account both the second-order moments of the
gradient and the historical effects.

3.2.5 Adam Algorithm
Considering the advantage of AdaGrad and RMSProp on dealing with sparse gradients
and non-stationary objectives, Adam algorithm can be seen as a combination of
AdaGrad and RMSProp. It makes full use of first and second moments of the gradients
to adjust the learning rate of each parameter, respectively.

Adam is superior to the other optimization algorithms in terms of performance. Yet
it calculates both the first and second moments of the gradients, the training speed is
relatively slower. In spite of this, Adam is still found to be robust in problems with
large datasets or parameters with high dimension and is widely applied.

3.3 Comparison of Several Optimization Algorithms

In Sect. 3.2, this paper introduces some optimization algorithms for traditional gradient
descent methods. The following part we will discuss these algorithms, such as SGD,
AdaGrad, RMSProp, and Adam.
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3.3.1 GD and SGD
In GD algorithm, the loss functions need to traverse the entire training data, which is
waste of time and is more possible to fall into local optimal solutions. Therefore, in
deep learning field like this super-resolution imaging problem, the CNNs model falls
into the unwanted solutions easily.

Compared to GD, the samples for training in SGD are randomly selected at each
iteration. In this way, we can avoid the local optimal solutions and save much running
time.

3.3.2 AdaGrad, RMSProp, and Adam
As shown in the algorithms, AdaGrad makes the use of cumulative squared gradients to
minimize the loss functions. As a result, it can make the learning rate adaptive.
However, the training speed of AdaGrad is relatively slower.

RMSProp optimizes AdaGrad using the Newton iteration method in the process of
accumulating squared gradient. The added coefficient in RMSProp is used to control
the acquisition of historical squared gradients.

Adam combines the advantages of both AdaGrad and RMSProp. It can calculate
different adaptive learning rates for different parameters and is suitable for big or high-
dimensional data. Beside these, Adam needs smaller requirements for memory.

The detailed performance comparisons of these algorithms are discussed in Sect. 4.

4 Experiments

In this section, we first discuss the determination of training data and label. Next, we
add the four optimizations discussed in Sect. 3 to the model and compare the perfor-
mance of them, respectively. The last but not least, we examine the training loss and
speed of the model with four optimizations.

4.1 Training Data

To train our model for super-resolution imaging, we need to determine the data and
label in training sets. The purpose of our model is to rebuild the images, so the super-
resolution images generated from low-resolution images by CNNs are seen as data. In
order to continuously improve the performance of the model, it needs the label as
contrast. The corresponding high-resolution images are used as label, which is the same
as data as the input of the loss layer. Mean square error (MSE) is used as a loss function
in this paper.

To realize the process above, the size of data and label should be calculated ahead
of time. For example, the sizes of these three types of convolution kernels in the 9-1-5
model are set to 9 by 9, 1 by 1, and 5 by 5, respectively. With the stride of 1, the size of
data and label can be 33 by 33 and 21 by 21, respectively.
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4.2 Comparison of the Performance

Figure 2 shows the performance of bicubic reconstructed image and another four
images with optimizations. It displays one original image and five reconstructed images
as contrast. The first image is the original image, which is grayed out. The recon-
structed image below the original one is using bicubic interpolation, which is obviously
fuzzy. The right four images are clearer, which reflects on the effects of these
optimizations.

Table 1 displays the specific PSNR and SSIM of five reconstructed images. It is
clear that Adam and RMSProp achieve the highest PSNR 33.30228 and 33.10496 dB,
respectively. As a result, Adam is the best choice in terms of performance and the

Original image

Bicubic Reconstruction

AdaGrad optimization Adam optimization

RMSProp optimization SGD optimization

Fig. 2. Original and five reconstructed images

Table 1. PSNR and SSIM of five reconstructed images

Type PSNR (dB) SSIM

Bicubic 31.67762 0.859749
AdaGrad 32.20875 0.867244
Adam 33.30228 0.882372
RMSProp 33.10496 0.879238
SGD 32.42305 0.874023
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performance of RMSProp is slightly worse. It shows that Adam has the highest scores
of SSIM with 0.882372 while RMSProp ranks second with 0.879238, followed by
SGD and AdaGrad, respectively.

4.3 Comparison of the Training Process

Section 4.2 discusses the performance of the model with four optimizations, respec-
tively. Yet considering performance alone to choose the most suitable model cannot be
convinced. Thus, the training process is also recorded to be the basis for selecting the
most suitable model.

Figure 3 describes the changes in training loss of the models with optimizations
like AdaGrad, Adam, RMSProp, and SGD during the training process. It is obvious
that AdaGrad and Adam have the minimal training loss after convergence.

In addition, Adam has another advantage that it makes the model convergences
faster. As a result, considering the performance and effect of convergence, Adam is
superior to other optimizations.

Table 2 displays the accurate values of running time for every 100 iterations. As
described in Fig. 3, the fastest training speed for RMSProp and SGD is about 52.1928
and 51.85337 seconds for every 100 iterations. In contrast, Adam’s training speed is
two to three times slower. As a result, considering the performance, speed of con-
vergence, and training time, the model with RMSProp optimization is the most
suitable.
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Fig. 3. Comparison of the training loss of the four models
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5 Conclusion

In this paper, we first utilized the convolutional neural networks to reconstruct the
super-resolution images from the corresponding low-resolution images. Then, we
introduced four optimization algorithms and discussed the relationships between them.
At the end, we analyzed the performance and training process of the models with these
four optimizations, and we found that in the case of all these factors, RMSProp may be
the most suitable optimization algorithm for the super-resolution imaging.
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Abstract. It is important and necessary to obtain high-frequency information
and texture details in the image reconstruction applications, such as image
super-resolution. Hence, it is proposed the multi-scale fusion network (MCFN)
in this paper. In the network, three pathways are designed for different receptive
fields and scales, which are expected to obtain more texture details. Meanwhile,
the local and global residual learning strategies are employed to prevent over-
fitting and to improve reconstruction quality. Compared with the classic con-
volutional neural network-based algorithms, the proposed method achieves
better numerical and visual effects.

Keywords: Multi-pathways � Residual learning � Multi-scale � Receptive
field � Texture details

1 Introduction

Deep learning (DL)-based methods are well applied in super-resolution reconstruction
[1, 2]. The advantage of the methods is the new nonlinear mapping learning idea. As
the pioneer network model for SR, super-resolution convolutional neural network
(SRCNN) [3] established the nonlinearlow resolution–high resolution (LR–HR) map-
ping via a fully convolutional network, and significantly outperformed the classical
non-DL methods. However, the method loosed many textures, and converged slowly.
Later, the accelerated version of SRCNN, namely FSRCNN [4], is proposed, where the
de-convolution layer instead of the bicubic interpolation is made used to improve the
reconstruction quality. Based on it, Shi proposed a more efficient sub-pixel convolution
layer [5] to fulfill the upscaling operation, which is performed at the very end of the
network.

Though the available models based on deep neural networks have achieved success
both in reconstruction accuracy and computational performance, the high-frequency
information and texture details of images are ignored. In this paper, it is proposed the
image super-resolution method based on the multi-scale fusion network (MCFN),
which enlarged the reception field [13] of the network by multiple pathways and
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obtained more texture details. The network is composed of multiple pathways and
trained by the residual strategies. The advantages of this network are twofolds:

• Three pathways that employed different sizes of convolution layers are designed to
get different size of receptive fields, which could extract multi-scale features of the
input image. This network design is expected to preserve more image details after
the extracted features are fused for the reconstruction.

• The residual strategy is composed of two types: local and global residual learning.
The former, which linked the input and the convergence end of the pathways, aimed
at optimizing this network. The local residual learning, which linked the input and
the end of the network, aimed at preventing overfitting. The use of residual learning
could further improve the reconstruction quality.

The method will be validated based on the publicly available benchmark datasets,
and compared with the available DL-based methods. By the experiments, it is shown
that the proposed method achieves better results.

2 Multi-scale Fusion Network

The proposed multi-scale fusion network is composed of three parts: the block
extraction and representation, the nonlinear mapping, and the reconstruction part. As
shown in Fig. 1, the nonlinear mapping composed three pathways, which could obtain
more high-frequency information and texture details than single pathway. The residual
learning has two patterns: local residual learning and global residual learning, which
could prevent overfitting training, and further improve the quality of reconstruction.

2.1 Multiple Pathways Design

The three pathways in the nonlinear mapping part are designed to obtain feature details
of diverse scales, which are followed by the fusion operation for reconstruction. The
three pathways perform 1, 2, and 3 cascaded 3 � 3 convolution operations, respec-
tively. Besides, a 1 � 1 filter is put on the beginning of the second and third pathway
[6] to reduce the amount of parameters. The design is motivated by the GoogLeNet [7],
where multiple paths are adopted to obtain various receptive fields. Besides, based on
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GoogLeNet, Kim [8] proposed to remove the pooling operations, and to replace the
small convolutional kernels by the big ones, which achieved good performance in
image restoration. The paralleled pathways could easily be applied the parallel
computations.

Figure 2 shows the features abstracted by the three pathways. It can be seen that
different receptive fields and features of different scales are obtained from different
paths. The first pathway learns a smooth feature, the second pathway learns texture
details, and the third pathway learns contour information.

The output formulas of these pathways as follows:

F1 ¼ rðw1xÞ ð1Þ

F2 ¼ rðw4rðw3rðw2xÞÞ ð2Þ

F3 ¼ rðw8rðw7rðw6rðw5xÞÞÞÞ ð3Þ

Fig. 2. Different texture details abstracted by three pathways, respectively
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where w1, w2, w3, w4, w5, w6, w7, w8 represent the filters of the convolution layers, and
r denotes the rule operation. F1, F2, and F3 are the output of the first, second, and third
pathway, respectively.

2.2 Residual Learning

In order to optimize the training of the nonlinear mapping part, and to improve the
convergence speed, a residual connection is designed between the input and output of
the pathway. Since the LR image and the HR image compose the same structures, and
share the same low-frequency information, it would be advantageous to model the
connection [9–11]. Similarly, a residual connection is made between the input and the
output of the network. This connection has proven to be an effective network structure.

The residual learning structures are shown in Fig. 1. The two parts adopt the
structure of residual learning, which is achieved through the forward neural network
and the residual connection. The connection between the convolutional layers is a
sequential connection using batch normalization (BN) and rectified linear units (Relu).
This is a forward-activated structure proposed by He [12], which is easy to train and
easier to fit. At the same time, the residual connection is equivalent to simply per-
forming the equivalent mapping, without generating additional parameters or
increasing computational complexity to prevent overfitting of the network.

In the nonlinear mapping stage, it is achieved through three pathways. In this part
of the input and output residual connection, this connection structure is different from
Resnet, as shown in the following formula:

yl ¼ hðxlÞþFðxl;wlÞ ð4Þ

xlþ 1 ¼ f ðylÞ ð5Þ

where xl and xlþ 1 are the input and output of the first layer, respectively. F is a residual
function. hðxlÞ ¼ xl is an identity mapping and f represents the Relu. The activation
function of this connection structure xlþ 1 ¼ f ðylÞ has an impact on two aspects, as
shown in the following equation:

ylþ 1 ¼ f ðylÞþFðf ðylÞ;wlþ 1Þ ð6Þ

This is an asymmetrical approach that allows the activation function f̂ to affect
l arbitrarily. Only the F path can be affected, given by:

ylþ 1 ¼ yl þFðf̂ ðylÞ;wlþ 1Þ ð7Þ

Fðf̂ ðylÞ;wlþ 1Þ is the sum of the nonlinear mappings of the three pathways, as
shown as following:

Fðf̂ ðylÞ;wlþ 1Þ ¼ f fF1 þF2 þF3Þ ð8Þ
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The first row on the right side of the equation represents the output of the first
pathway. The second and third rows of the equation represent the second pathway and
the third pathway, respectively.

To optimize and estimate the network model, the mean squared error (MSE) is used
as a loss function to estimate the network parameters, given by:

LðhÞ ¼ 1
2N

XN

l¼1

~xðlÞ � DðxðlÞÞ�� ��2 ð9Þ

fxðlÞ;~xðlÞgNi¼1 is the training set, in which N is the number of training fast, and
~xðlÞ, xðlÞ are the ground truth value corresponding to the LR block. h is a set of
parameters to evaluate.

3 Experiments and Analysis

In order to make a comparison with the existing methods, a widely used training set of
91 images was used, and a magnification of 3 was used to train the data. A random
gradient tailored training mode was used. The algorithms and comparison algorithms
are on the same experimental platform (Intel CPU 3.30 GHZ and 8G memory), and
MATLAB R2014a and Caffe are applied. The four common datasets are evaluated
separately: Set5, Set14, BSD100, and Urban100. Quantitative assessment is used by

(a) Original image  (b) Bicubic (c) SRCNN

(d) ESPCN (e) MCFN

Fig. 3. Comparison of reconstruction results of original HR and each pathway of butterfly
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PSNR and SSIM, because humans are more sensitive to changes in brightness than
colors. Following most existing methods, super-resolution reconstruction of luminance
channels is performed only in the YCbCr color space in order to display patterns, and
the other two channels are simply performed by bicubic interpolation.

As shown in Fig. 3, compared with classic networks, the reconstruction image of
MCFN is more clear, which have more detailed textures which improves the recon-
struction effect.

The comparison of the average numerical results is shown in Table 1. Through
the comparative experimental analysis, it can be seen that MSFN has higher PSMR and
SSIM, intuitively indicating that the information extracted by the MSFN is conducive
to reconstruction.

4 Conclusions

This paper proposes a super-resolution reconstruction method based on multi-scale
fusion network, which is composed multiple pathways and adopted residual learning
strategies. The multiple pathways could capture the texture information of different
scales, which increases the diversity of features, and improves the accuracy of recon-
struction. Using the residual learning strategies can not only enhance the ability of the
network model to fit features, but also optimize network model. The residual links at
the input and convergence ends of the three pathways, as well as at the input and output
ends of the network. By the experiment results, the method is shown effective.
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Table 1. PSNR (dB) comparison of test image reconstruction results

Dataset Enlargement factor Bicubic SRCNN ESPCN MSFN

Set5 3 30.39 32.39 32.55 33.19
Set14 3 27.54 29.00 29.08 29.48
Urban100 3 27.05 27.94 28.12 28.40
BSD100 3 27.57 28.45 28.65 28.96
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Abstract. Due to the indefinite position of the characters in the invoice and the
difference of the color shades, which greatly increases the difficulty of intelligent
identification and thus it is difficult to meet practical applications. In order to solve
this problem, this paper proposes a quadratic segmentation algorithm based on
image enhancement. Specifically, we firstly enhance the color of the image based
on gamma transformation and then separate the machine-printing character from
the blank invoice based on the color analysis of the machine-printing character.
Then according to the open operation in the image processing field and the
boundingRect algorithm, the pixel information of the machine-playing character is
obtained, which is convenient for getting the character information. The algorithm
can achieve effective extraction of machine-playing characters and also reduce the
difficulty of invoice identification and improving the accuracy of invoice identi-
fication. Simulation results are given to confirm the proposed algorithm.

Keywords: Quadratic segmentation algorithm � Image processing � Invoice
identification � Color determination � Image processing

1 Introduction

With the rapid development of social economy, the use of invoices in China is required in
financial management. At present, China has used hundreds of millions of invoices for
annual reimbursement, and it has shown an upward trend. However, most of the reim-
bursement of invoices is done manually. The manual reimbursement of invoices has
many disadvantages such as complex reimbursement procedures, longmanual processing
time and high processing error rate. In other words, themanual reimbursement of invoices
not only aggravates the financial staffs’ workload, but also takes up a lot of extra energy
from the reimbursement. From financial market perfective, the manual reimbursement
spends extra labor cost and thus increases the product or management costs [1].

In recent years, with the rapid development of image processing and computer vision
technology, high-precision, high-efficiency, and low-cost text recognition technology has
been realized. Many domestic and foreign scientific research institutes and scientific
researchers have introduced the emerging technology of computer vision into related
fields such as invoice identification, and conducted rigorous and profound analysis on the
feasibility of this technology. Hence, it is becoming more and more urgent to find an
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effective and practical invoice processing method. VAT notes are printed by dot matrix
printers, and the position of the invoices printed by different printers is indefinite, and the
shades of color are different, which is one of the main reasons that lead to a serious
decline in the quality of invoice information extraction. Therefore, it is significant to
study image enhancement secondary segmentation in practical applications [2].

At present, the color of the machine-used characters for the invoice is divided into
blue and black. The depth of character color directly affects the effect of image seg-
mentation and recognition. Extracting too much information at a time also affects the
recognition. There are still some deficiencies in the existing method for extracting
characters from the machine. According to the extraction of the frame, the content to be
recognized is too much, which greatly reduces the recognition accuracy.

This paper proposes a secondary segmentation extracted algorithm, which can be
applied in the actual invoice identification system. The proposed algorithm first per-
forms color enhancement [3] on the image. Then, based on the color analysis of the
machine characters, the first segmentation is performed to separate the machine-
printing characters from the blank invoices. The pixel information of the player is then
obtained, and the secondary segmentation is performed so as to realize the extraction of
the driver characters. Experiment results are given to validate the proposed algorithm.

2 Extraction of the Machine Character

The character extraction method of this paper is mainly composed of image
enhancement and secondary segmentation. Figure 1 is the scan invoice image. Figure 2
shows the system flow.

Fig. 1. An example of an original invoice image. The above picture is an example of a
Chinese VAT invoice. VAT is a kind of consumption tax. In some countries, it is also called “the
goods and services tax is a regressive tax” or “consumption tax”. It is an indirect tax that is taxed
based on the value added of goods or services, which is printed and produced by the State
Administration of Taxation.
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First, image enhancement is performed on the acquired invoice color image to
obtain a clearer image I. A color judgment is made on the password area of the invoice,
the color of the machine-playing character is detected, and the first blank invoice and
the machine-used character are segmented to obtain the image I1 with only the
machine-playing character. The black and white conversion of I1, corrosion, and the
acquisition of the rectangle of the outside world are performed. The pixel information
of the machine-played character is obtained, and after the secondary division, the
machine extracts the character block G.

2.1 Image Enhancement

The color of invoices produced by different merchants due to the difference of printers.
Therefore, the image enhancement is required for invoices to make them clear. We use
a method of image enhancement based on gamma transformation [4]. The enhancement
effect is shown in Fig. 3.

The gamma conversion is mainly used for image correction and the correction of
the image with too high grayscale or low grayscale, which is aim to enhance the
contrast. The transformation formula does a multiplication of each pixel value on the
original image:

S ¼ ccc c 2 0; 1½ � ð1Þ

Fig. 2. Flow chart of image segmentation
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The correction effect of the gamma transformation on the image is actually
achieved by enhancing the details of low gray level or high gray level.

The c value is demarcated by 1. The smaller the value is, the stronger the expansion
effect is on the low-gradation part of the image. The larger the value is, the stronger the
expansion effect on the high-gradation part of the image is. By changing the gamma
value, the effect of enhancing the details of low gray levels or high gray levels can be
achieved.

3 Secondary Segmentation

3.1 First Split

The machine-playing characters on the general invoice are divided into blue and black.
Only the color of the machine-playing character of the value-added ticket is not fixed.
Therefore, it is necessary to determine the color of the character played in the ticket.
The character color that is the color other than white can be judged by using RGB in
the password area. According to the judged color of the machine, the corresponding
color is divided.

There is a fixed frame line for the value-added tax ticket, we can firstly use the
mouse to take the function ginput() [5], which can manually cut out the part to be
extracted according to the fixed frame of the blank invoice, and generate the Excel file
of the location information, such as the buyer, the seller, and the password area. Then
import Excel in the code, you can initially split the invoice, reduce the follow-up
workload, and improve the extraction rate.

The function ginput provides a cross cursor so that we can more accurately select
the position we need and return the coordinate value. The function call form is:

Fig. 3. An example of the enhanced image
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[x, y] = ginput(n), which enables you to read n points from the current coordinate
system and return the x, y coordinates of these n points, all of which are nX1 vectors.

Importing Excel here to segment the password area is used to color determination.
Assuming that the color of the machine-playing character is blue, which is shown in
Fig. 3, the invoice image is first converted from RGB space to HSV space [6], where
H represents hue, S represents saturation, and V represents brightness. Then, we use the
in Range function to segment the image region we need by adjusting the H, S, and
V regions to obtain a white binary image I1 that satisfies the interval condition, which is
shown in Fig. 4. After testing, H: 100–140, S: 30–255, V: 0–255, we can have the best
effect.

3.2 Second Split

The black and white transformation of I1 is performed, and then the etching [7] is
performed in a block operation to obtain an image I2 which is shown in Fig. 5 after that
we can, respectively, press the imported Excel to separate the parts I3 and I4 except the
password area in the images I and I2. I3 and I4 are, respectively, shown in Figs. 6 and
7. The boundingRect [8] function is used to calculate the minimum rectangle of the
vertical boundary of the contour for I4, where the rectangle is parallel to the upper and
lower boundaries of the image, and then the corrosion block boundary information is
obtained. For visual convenience, the rectangle boundary is drawn using the rectangle
function, as shown in Fig. 8. Then split the segmented part a second time.

We can suppose that the horizontal position of the invoice is X and the longitudinal
direction is Y. The pixel information of the top and bottom points of the rectangular

Fig. 4. An example of the image after first split

78 Y. Jiang et al.



Fig. 5. An example of the eroding image

Fig. 6. An example of the cut of the enhanced image

Fig. 7. An example of the cut of the eroding image

Fig. 8. An example of the image with rectangular block
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block is stored in a two-dimensional matrix in the order of vertex Y, bottom point Y,
vertex X, and bottom point Y.

The two-dimensional matrix is sorted in ascending order of vertex Y, and the array
of vertex Y is traversed. If the interval of vertex Y is smaller than k, the range of k is
between [5, 30], and the same row is determined. The rectangular block in the same
row is sorted by two-dimensional matrix from small to large according to the vertex
X. The row of rectangular blocks is cut out from left to right, and the image G shown in
Fig. 9 is extracted by analogy.

4 Conclusion and Future Work

This paper proposes a quadratic segmentation algorithm based on image enhancement.
The algorithm can achieve effective extraction of machine-playing characters. Through
the secondary division of the enhanced invoice image, the pixel information of the
machine-played character is finally obtained, and a small block image of the machine-
playing character is obtained. The automatic extraction process of invoice information
is conducive to the promotion, application, and reality of the invoice intelligent
reimbursement system, which has broad application prospects.

This article is only a preliminary study on the extraction of invoice image infor-
mation. In the future work, we will continue to conduct in-depth studies to achieve
better results and more convenient operations. It is also necessary to increase the
number of experimental samples and conduct large-scale tests to further increase the
effectiveness.
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Abstract. In this paper, we proposed a real-time automated vehicle color
recognition method using you look only once (YOLO)9000 object detection for
intelligent transportation system applications in smart city. The workflow in our
method contains only one step which achieves recognize vehicle colors from
original images. The model proposed is trained and fine tuned for vehicle
localization and color recognition so that it can be robust under different con-
ditions (e.g., variations in background and lighting). Targeting a more realistic
scenario, we introduce a dataset, called VDCR dataset, which collected on
access surveillance. This dataset is comprised up of 5216 original images which
include ten common colors of vehicles (white, black, red, blue, gray, golden,
brown, green, yellow, and orange). In our proposed dataset, our method
achieved the recognition rate of 95.47% and test-time for one image is
74.46 ms.

Keywords: Vehicle color recognition � YOLO9000 � Intelligent surveillance

1 Introduction

Recently, real-time vehicle information recognition system has attracted much attention
in intelligent surveillance, which is essential in the rapid development of smart city. In
order to identify and track the targeted vehicle, the license plate, color, and type
become the indispensable factors. Colors, as one of the basic attributes of vehicles, play
a significant role in vehicle recognition. However, it is still a challenge to recognize the
colors of vehicles in original images due to the complex impacts of illuminations,
weather conditions, barriers, and image capture qualities.

Yet despite the difficult nature of this task, there has been a recent surge of research
interest in attacking the vehicle color recognition problem [1–6]. Prior to large-scale
application of deep neural networks, using hand-crafted features combined with clas-
sifiers to recognize the vehicle colors was dominant [1–3], which contained color
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histogram, color collection, and color correlogram. The whole workflow consists of
manually designing multiple features of vehicle colors and using these features to train
the classifiers including KNN, SVM, and ANN. These methods tend to show higher
execution speed but weaker generalization and lower recognition accuracy. Rather than
use heuristic knowledge to adopt manually designed features, convolutional neural
networks (CNN) allow to obtain implicitly vector representation of images [7, 8].
Inspired by the advantage of CNN, the approaches based on deep-learning algorithms
make remarkable advances recently. In [4, 5], CNN combined with spatial pyramid
strategy was employed to adaptively learn representation which is more effective for
vehicle color recognition. These methods extract the feature representation of the images
using deep neural networks and then apply the feature in a combination of the traditional
classifiers to obtain vehicle colors. Another part of deep-learning-based methods
involved the end-to-end architecture, in which the feature extraction and classifier were
integrated into a unified deep neural network framework through joint optimization.
Rachmadi and Purnama [6] introduced a parallel end-to-end CNN to learn the vehicle
color recognition model from big data. These methods based on deep-learning displayed
stronger generalization capability and higher recognition performance.

However, vehicle color recognition is greatly affected by the background, light, and
weather, which brings a challenge on how to improve the robustness of vehicle color
recognition system. In this paper, we propose a new robust real-time vehicle color
recognition system based on the YOLO9000 object detection [9]. In the traditional
workflow, vehicle location is firstly needed to reduce interference of complex back-
ground, and then it comes to color recognition. Yet the method proposed simplifies the
workflow of automatic vehicle color recognition, which transforms the two steps of
vehicle location and color recognition into one, as shown in Fig. 1. Furthermore, aimed
at usual and different real-world scenarios, we specifically introduce VDCR dataset
which collected the original vehicle images captured from the cameras in multiple
conditions. In our proposed dataset, the end-to-end method we proposed achieved the
recognition rate of 95.47% and 74.46 ms per image.

YOLO9000

Input Model

Location recognition

Output 

White

Black 

Red

Golden

Brown

Yellow

Orange

Blue

Green

Grey

Fig. 1. Architecture of real-time automated vehicle color recognition system
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2 The Proposed Method

Recently, there is a rich body of works concerning vehicle color recognition [1–6].
With the development of artificial intelligence (AI), vehicle color recognition is closely
combined with deep learning [4–6]. Besides, a series of algorithms for object detection
has been reported [9–11]. In this section, we introduce an end-to-end model for vehicle
color recognition using YOLO9000.

As shown in Fig. 2, the original picture is resized to 416 � 416 as the input of the
model. Then it is sent to Darknet-19 which has 19 convolutional layers and 5 max-
poling layers. To some extent, the Darknet-19 is quite similar to VGG-19 [12]. How-
ever, what is different from VGGmodels is that Darknet-19 uses 3 � 3 filters and 1 � 1
filters in the convolutional layer and double the channels after every pooling layer.
Especially, 1 � 1 filters were added between 3 � 3 convolutions in order to compress
the feature representation as well as help to eliminate the effect of size on the recognition
result. Furthermore, YOLO9000 added batch normalization to significantly improve the
convergence of model and eliminate the need for other forms of regularization. After 16
layers of the model, the 26 � 26 � 512 feature map is changed into the 13 � 13 � 256
feature map similar to the identity mappings in ResNet [13]. The model removed full
connected layers and instead adding on three 3 � 3 convolutional layers with 1024
filters each followed by a final 1 � 1 convolutional layer for detection. After the last
convolutional layer, we obtain 13 � 13 � 75 feature map as the output of the Darknet-
19 network. Then the model uses the region proposal network to predict five bounding
boxes at each cell of the feature map by using k-means clustering instead of hand-
picking anchor boxes.

In bounding box regression and classification, the output dimension for each
bounding box is (N + C) in which N is the number of classes and C is the number of
the coordinates. The number of classes is ten which depend on the number of the
vehicle colors for recognition. And the network predicts each bounding box with five
coordinates (tx, ty, tw, th, to). Here, tx, ty, tw, and th are the offset between the bounding
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Fig. 2. Structure of vehicle color recognition model based on YOLO9000

84 X. Wu et al.



box and ground-truth bound, to is the confidence score of the bounding box. And (cx,
cy) is the offset of the cell from the top left corner of the image, (pw, ph) is the width and
height of the bounding box. Then the new four coordinates of bounding box corre-
spond to:

bx ¼ d txð Þþ cx ð1Þ

by ¼ d ty
� �þ cy ð2Þ

bw ¼ pwe
tw ð3Þ

bh ¼ phe
th ð4Þ

Once the bounding box can be fixed, the predictions are computed by:

pr objectð Þ � IOU b; objectð Þ ¼ d toð Þ ð5Þ

Additionally, YOLO9000 randomly chooses a new image dimension size every
ten-batches training, which includes {320, 352, …, 608} with the model down-samples
by a factor of 32. It improves detection performance of the model for different size of
objects.

3 Experiments

The robust real-time color recognition system is implemented by NVIDIA Ge-Force
GTX 1080Ti with 11 GB memory.

3.1 Dataset

The dataset called VDCR dataset contains 5216 images captured from the cameras in
different weather (fog, day, rainy, etc.) and different illumination, which pose a great
challenge to vehicle color recognition. The images in VDCR dataset was collected in
access surveillance scenarios, such as high way entrance, parking lot and residential
district entrance. Besides, various vehicle types, such as cars, trucks, vans, and buses,
were contained in the dataset in order to ensure the diversity of the vehicles. Especially,
the VDCR dataset includes images of sheltered vehicles targeting a more realistic
scene. Sample images of the VDCR dataset are shown in Fig. 3.

The images were acquired with different cameras and are available in the Joint
Photographic Experts Group (JPEG) format with the size of 1920 � 1080 pixels and
2048 � 1536 pixels. Images obtained with different cameras do not necessarily have
the same quality, although they have the same resolution and frame rate. This is due to
different camera specifications, such as autofocus, bit rate, focal length, and optical
image stabilization.
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The VDCR dataset contains 5216 vehicle images, including white, black, gray, red,
blue, golden, brown, yellow, green and orange, totally ten color categories. The number
of vehicle images for each color is shown in Table 1, in which the minimum proportion
is the orange vehicle with 120 images and the maximum proportion is the gray vehicle
with 883 images. All of the images in the VDCR dataset come from oblique front
images captured from road monitoring system. Some examples of ten vehicle colors in
the VDCR dataset are shown in Fig. 4. In the experiments, the dataset is split as
follows: 80% for training, 20% for testing.

3.2 Experiment Result

In the experiments, we input 4173 training images to our end-to-end model, which
includes ten vehicle colors. Then we train the model using pre-trained weight file for
vehicle location regression and vehicle color classification. As is shown in Table 2, for
the test dataset the recognition accuracy of ten vehicle colors is 95.47%. The testing
time of YOLO9000 is about 74.46 ms per image.

Fig. 3. Sample images of the VDCR dataset. The first three rows show the variety in
backgrounds, lighting conditions, as well as vehicle positions and types. The fourth row shows
examples of sheltered or distorted vehicles

Table 1. Number of images for each color

Color White Black Gray Red Blue Golden Brown Yellow Green Orange

Number 786 759 883 707 742 447 335 193 244 120
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In order to evaluate the result of vehicle location, we use Intersection over Union
(IOU) as the standard for the accuracy of the object detection. IOU is the quotient of the
overlap area and the union area between the ground-truth boxes and the bounding box.
In our test dataset, the average IOU reached 90.64% which shows high performance of
vehicle location in our method. As we can see in Fig. 5, the model shows strong
robustness for recognizing the correct location and category when the vehicle is
incomplete and in the complex background.

Fig. 4. Examples of ten vehicle colors in VDCR dataset

Table 2. Experiment result on vehicle color recognition

Color White Black Gray Red Blue Golden Brown Yellow Green Orange Total

Accuracy 0.9934 0.9802 0.9322 0.9929 0.9729 0.8989 0.9104 1 0.8571 0.8333 0.9547
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4 Conclusion

In this paper, a robust real-time end-to-end vehicle color recognition method based on
YOLO9000 object detection is proposed, which achieves vehicle location and color
recognition in one step. The method proposed reached the 95.47% recognition accu-
racy and the testing time is merely 74.46 ms per image. We also introduced VDCR
dataset for vehicle localization and color recognition that includes 5216 fully annotated
images (with ten common vehicle colors) in access surveillance scenarios. The
experiment result demonstrates the feasibility and real time of our proposed method.
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Abstract. The single-pixel camera is a new architecture of camera pro-
posed in recent years. The difference between a traditional camera and a
single-pixel camera is that one image can be reconstructed by acquiring
less amount of data with the latter. Most existing single-pixel cameras
only collect data for one light path. In this paper, in order to reduce the
impact of measurement noise, we adopt a way of dual-fiber acquisition to
collect data. We compared the result of traditional single-fiber acquisi-
tion with our proposed dual-fibers acquisition. For video reconstruction,
we use a dual-scale matrix as the image measurement matrix which can
restore images with two different spatial resolutions as needed. We use
the low-resolution video as a preview to acquire optical flow, and then we
reconstruct a better-quality video by using the optical flow as a restric-
tive condition. We built an actual single-pixel camera hardware platform
based on dual-fiber acquisition, and we show that our high-quality video
can be restored by collecting data from our single-pixel camera.

Keywords: Single-pixel camera · Dual-fiber acquisition · Dual-scale
matrix · Optical flow · Low frame rate

1 Introduction

Compressive sensing (CS) [1,2] can discretely sample well-below Nyquist rate
by exploiting the signal of the sparse nature, and then the signal is perfectly
reconstructed by a nonlinear reconstruction algorithm. CS can take measure-
ments far fewer than the number of pixels of original image, then the image
can be fully restored, and CS has an obvious advantage that it can reduce the
complexity of the encoder side by increasing the computational complexity at
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the decoder. CS has many applications in our life, such as wireless communica-
tion and biomedical engineering. Single-pixel camera (SPC) [3] proposed by Rice
University is an imaging system that relies on CS. For video reconstruction, we
should consider the tradeoff between spatial resolution and temporal resolution
[4]. Now there are two different types of cameras [5] for video sensing systems.
Spatial multiplexing cameras can use a low-resolution sensor to improve spatial
resolution. SPC belongs to spatial multiplexing cameras. Temporal multiplexing
cameras can improve time resolution, and its main application is in high-speed
imaging. In our experimental platform, we adopt the single-pixel camera which
acquires random measurements by using spatial light modulator. For algorithm
of video reconstruction, Ref. [6] reconstructed video by frame to frame in 3D
wavelets. Reference [7,8] proposed a block-based model for video recovery. Ref-
erence [9] used linear dynamic system methods to recover video . Besides, the
multi-scale video reconstruction algorithm is proposed, which first reconstructs
a low spatial resolution preview that is used to obtain motion estimation, and
then reconstructs a better-quality video by exploiting motion estimation as a
restrictive condition [10]. Lately, Ref. [11] adopted deep fully connect networks
to reconstruct video for compressive sensing. In this paper, we use dual fibers to
collect compressive measurements to reduce the impact of measurement noise,
and we apply a dual-scale matrix as a sensing matrix which can reconstruct two
different spatial resolutions by utilizing a group of data. Finally, the algorithm
which we use to reconstruct the video is a total variation regularization [12]. In
this paper, we can build a single-pixel camera based on dual-fiber acquisition,
and we can restore a high-quality video by improving the traditional single-pixel
camera platform and using the property of dual-scale matrix.

In this paper, the overall structure of the article is following. Section 2 intro-
duces compressive sensing theory and dual-scale matrix. Section 3 presents dual-
fiber acquisition imaging system and system analysis. Section 4 displays our
results and analysis in our experiment. The last section is conclusion.

2 Video Compressive Sensing

2.1 Compressive Sensing

CS acquiring compressive measurements from x ∈ R
N is following.

y = Φx + e, (1)

where y ∈ R
M is the compressive measurements, and Φ is the observation matrix.

e represents measurement noise. Restoring the signal x from the compressive
measurements is an ill-posed problem since the equations y = Φx + e is under-
determined. If we want to recover a K-sparse vector, we need to take at least
M = 2K measurements; at the same time, there is a fundamental theory that a
stably restoring the vector of x must satisfy Eq. 2.

M ∼ Klog(N/K) (2)
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In addition, the observation matrix Φ meets the restricted isometry property
(RIP) [13] with high probability. The following is a SPC sampling model. We
can acquire the compressive measurements yt from a SPC sampling at the time
t = 1, ..., T as the following.

y = 〈Φt, xt〉 + et, (3)

where xt ∈ R
N is an object scene at the sample instant t , Φt ∈ R

N represents
the measurement vector, et ∈ R is the measurement noise, and T is the total
number of sampling for an image. If we make the vector be the 2-D scene consists
of n×n spatial pixels, we can get the result of N = n2. We utilize the continuous
compressive measurements W ≤ T as a group to restore an image. The equation
is following.

y1:W =

⎡
⎢⎢⎢⎣

y1
y2
...

yW

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

〈φ1, x1〉 + e1
〈φ2, x2〉 + e2

...
〈φW , xW 〉 + eW

⎤
⎥⎥⎥⎦ (4)

2.2 Dual-Scale Matrix

Dual-scale matrix is a matrix of two different scales. The construction of a dual-
scale matrix satisfies Eq. 5. The elements of matrix Φ1, Φ2, Φ3 are {0, 1} since
single-pixel camera can only support binary data formats.

Φ3 = Φ1U + Φ2, (5)

where Φ3 ∈ R
1024×4096 is a dual-scale matrix, and Φ1 ∈ R

1024×1024 is a hadamard
matrix. U ∈ R

1024×4096 is an upsampling operator. Φ2 ∈ R
1024×4096 is an auxil-

iary matrix, and it satisfies uniform distribution as Eq. 6.

Φ2(i,j) =
{

1 a � 0.85
0 a < 0.85 a ∈ U(0, 1), (6)

where a > 0.85 can change. In order to use the maximize of the auxiliary matrix,
the auxiliary matrix Φ2 is used as a switch function to influence the dual-scale
matrix Φ3. The relationship between them is following. When Φ2(i,j) = 0 Φ3 =
Φ1U . When Φ2(i,j) = 1, Φ1U = 0, Φ3 = 1, and Φ2(i,j) = 1, Φ1U = 1, Φ3 = 0.
Finally, we can sum up the relationship between them as shown in Eq. 7.

Φ3 = mod((Φ1U + Φ2), 2) (7)

Figure 1 is the process of generating rows of dual-scale matrix.
If we use a dual-scale matrix as a sensing matrix, we can reconstruct two different
spatial resolutions from a group of data. Firstly, we can fast restore a low spatial
resolution video as a preview by using the low-dimension matrix of the dual-
scale matrix, and then we can acquire optical flow by utilizing preview. Finally,
we can restore a high-quality video by using the high-dimension matrix of the
dual-scale matrix and optical flow [14].
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Fig. 1. Generating dual-scale matrix masks.

2.3 Recovery Algorithm

The process of reconstruction video without optical flow constraints is a convex-
optimization problem. It can be solved by Eq. 8.

x̂ = arg min
x

TV (x) s.t ||y − Φx||2 ≤ ε, (8)

where the TV (x) represents sparse gradient, the operator TV (x) can be defined
as Eq. 9.

TV (x) =
∑
i

√
(Dxx(i))2 + (Dyx(i))2, (9)

where Dxx and Dyx represent the spatial gradient in the x direction and y
direction of the 2-D image. Next, the algorithm that we use to reconstruct the
video is TVAL3 [12].

If we restore video with optical flow constraints, we need to restore a preview
video by TVAL3, then we can acquire optical flow constraints by the preview
video. Finally, we can reconstruct a high-quality video by using the optical flow
constraints.

Optical flow. We can acquire the optical flow between any two frames f̂ i and
f̂ j since we have preview mode. The preview video can be reconstructed by the
low dimension of dual-scale matrix, and then we can restore a high-quality video
by using optical flow as a restriction condition. For estimating optical flow, there
are two restriction conditions. (i) For gray scale, two frame images need to have
constant brightness, (ii) pixels between two frames of image produce only slight
motion. The constraints of optical flow between f̂ i and f̂ j can be written as

f̂ i(x, y) = f̂ j(x + ux,y, y + vx,y), (10)

where f̂ i(x, y) represents the pixel (x, y) int the image f̂ i, and ux,y and vx,y
response to the translation of the pixel (x, y) between frame i and frame j. In
order to acquire robustness, we perform forward and backward optical flow to
the reference image.
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3 Dual-Fiber Acquisition Imaging System and System
Analysis

3.1 Dual-Fiber Acquisition Imaging System

Our SPC hardware is shown in Fig. 2b. It consists of light source, lens, and
spatial light modulator (XD-ED01N) which can control digital mirror device
(DMD), two collecting lens, two fibers, balanced detector, and data collecting
card.

A complete sampling process for a single-pixel camera is as follows. Firstly,
light source illuminates at object, and then the object is focused at DMD through
the lens. A row of sensing matrix is preloaded on DMD; at the same time,
a synchronous pulse signal is sent to data collecting card. Finally, balanced
detector collects light intensity by Fiber1 and Fiber2, and data collecting card
converts analog voltage to digital voltage.

The DMD consists of 1024 × 768 mirrors. Actually, we only use 768 × 768
mirrors of DMD. The DMD masks consist of the row of dual-scale matrix Φ3 ∈
R

1024×4096. The column of the dual-scale matrix corresponds to 1024 masks. One
mask has 4096 elements which are resized 64×64 mask, so corresponding to one
image spatial resolution is 64×64 pixels, and we group 12×12 mirrors together on
the DMD as one pixel. The rate of DMD masks changes 3000 times per second.
For one DMD mask, the data collecting card can collect 16 measurements, and
we average 13 of these values as one measurement to reduce measurement noise.

(a) SPC light reflection (b) SPC hardware platform

Fig. 2. a Shows the light reflection of DMD and b shows the single-pixel camera in
our hardware platform.

In our SPC hardware, we exploit the dual fibers to collect the light intensity
instead of using lens to collect, and we can acquire a much more light intensity
than the lens by reducing the path loss, and then we can reconstruct a better-
quality video.
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3.2 System Analysis

DMD consists of 1024 × 768 micro-mirrors. There are two different flip angles
that are +12 and −12 of every micro-mirror so that the reflection has two roads.
In order to eliminate the effect of measurement noise, we can respectively set the
collection lens at different reflection angles [14]. Reflecting light is following as
Fig. 2a. From Fig. 2a, Fiber1 acquires light intensity of the positive reflection,
and Fiber2 acquires light intensity of the opposite reflection.

{
y1 = Φ1x + e
y1 = Φ1x + e

y = y1 − y1 (11)

Where y1 acquires compressive measurements of the positive reflection as Fiber1
from Fig. 2a, and y1 acquires compressive measurements of the opposite reflec-
tion as Fiber2 from Fig. 2a. y is the balanced compressive measurements.

4 Results and Discussion

From Sect. 3 instruction, we take three groups of data from our SPC. The first
group of data is acquired from Fiber1, and the second group of data is acquired
from Fiber2. The last group of data is acquired from balanced detector. Figure 3
is the reconstruction result by using TVAL3 algorithm. From Fig. 3, the spatial
resolution of an image is 32 × 32, and the compression ratio is 0.3, and then we
can find Fig. 3c reconstruction quality better than Fig. 3a and b since Fig. 3c can
balance the effect of measurement noise. Figure 3a has better quality than Fig.
3b since Fiber1 can collect more light intensity reflection than Fiber2 collecting.
Next, we will display restore video on real data from our single-pixel camera.
The video frame rate can be achieved 30 fps in our life, but our reconstruction
video cannot achieve 30 fps since our DMD operates at 3000 mirror flips per

(a) Fiber1 result (b) Fiber2 result (c) BPD result

Fig. 3. The different reconstruction quality of an image by acquiring the different
collecting strategy.



96 L. Huang et al.

second. If the spatial resolution of an image is 64 × 64 and the compression
ratio is 0.25, we need to together 1024 compressive measurements as a group to
reconstruct an image, and the frame of reconstruction video is about 3 fps. If the
spatial resolution of an image is 32 × 32 and compression ratio is 0.25, we need
to together 256 compressive measurements as a group to reconstruct an image,
and the frame of reconstruction video is about 12 fps.

In our SPC platform, we use the dual-scale matrix as the sensing matrix
so that we can fast reconstruct the preview video by using the low dimension
of the dual-scale matrix, and then we can acquire optical flow by using the
preview video, Finally, we can reconstruct a better-quality video by exploiting
optical flow as a restriction condition. We take about 34 s to acquire compressive
measurements of each video and correspond to M = 102,400 measurements from
our hardware platform. Figure 4a shows the reconstruction video without adding
optical flow, and Fig. 4b shows the reconstruction video with adding optical flow.

(a) restore video without optical flow constraints

(b) restore video with optical flow constraints

Fig. 4. The reconstruction video of two different strategies, where the spatial resolution
of the image is 64 × 64, and the compression ratio is 0.25. We select four images from
the reconstruction images.

From Fig. 4, we can compare the performance of two different reconstruction
strategies for a dynamic, moderately rotating target. Restoring video with optical
flow has a better quality than reconstructing video without optical flow. Using
optical flow motion can make the texture of the reconstructed image more clear
and reduce motion blur.
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5 Conclusion

In this paper, we show our single-pixel camera hardware platform based on
dual-fiber acquisition. Our proposed single-pixel camera can greatly reduce the
impact of measurement noise so that we can restore a high-quality image. We
show how to reconstruct a dual-scale matrix, and we can restore a high-quality
video by collecting data from our single-pixel camera and using the dual matrix
as a measurement matrix.
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A Wavelet Based Edge Detection Algorithm
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Abstract. Edge is in the place where image gray scale changes severely, it
contains abundant image information. Image edge detection is a hot and difficult
research field. Compare and analyze several classic edge detection method, aim
at the advantages and disadvantages, respectively, propose a multi-scale edge
detection algorithm based on the wavelet. The simulation shows the algorithm
obtains an ideal effect in edge location and noise suppression.

Keywords: Edge � Gray scale � Edge detection � Multi-scale � Wavelet
transform

1 Introduction

The commonly used definition of edge detection is that edge detection is the process of
describing the change of image gray scale based on the physical process that causes the
change of image’s gray scale [1]. The edge of the image contains most of the image
information. It also contains the important features of the object while characterizing
the basic outline of the object. By extracting the key features of the target object, it can
generalize the target object with less information and then use these features to carry
out the image calculation and processing. In the image segmentation, matching, fusion,
recognition, and computer vision, edge detection can be used as an important link in the
implementation of the algorithm and has great research value.

2 Classical Edge Detection Algorithm

The edge of an object usually means the appearance of change. As a partial feature of
the image, it appears discontinuous. In a sense, edge detection is the calibration of such
regional changes. Generally, amplitude and orientation are regarded as two charac-
teristic parameters of image edges, and the overall construction information can be
better represented by edge features of images.

Generally speaking, for one-dimensional continuous signals and two-dimensional
continuous images, the way of defining edge features is different. For one-dimensional
signal, the edge is often defined as the place where the first derivative is maximum or
the derivative of the two order is zero. In the two-dimensional image, the gradient
information of the gray distribution of the image is commonly used to reflect the
change of the image gray level, thus the edge features of the image are expressed.
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Usually, edge detection contains four main steps [2]: (1) filtering, smoothing the noise
of the image, (2) strengthen and highlight the point of significant change, (3) detection,
determine which point is the edge point, (4) positioning and determining the edge
position.

Since the theory of edge detection should be used for image processing, many
scholars have proposed many algorithms. In many algorithms, differential and optimal
operator methods are more common and classic. The differential method uses the first
order differential and two order differential to characterize the image gradient, and
approximated by the difference operator or the region template convolution. The edge
points are selected from the threshold, and then the edge of the image is detected.
Based on the classical differential method, the relevant scholars put forward Roberts [3]
operator, Sobel operator, Prewitt operator, Laplacian operator [4], etc. The optimal
operator method is the optimization and development of differential operators,
including LOG [5] operator and Canny operator [6, 7].

For the continuous function I(x, y), at the point (x, y), the gradient is a vector,
defined as:

rI x; yð Þ ¼ Gx

Gy

� �
¼
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" #
ð1Þ

The amplitude and direction of the gradient:
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Generally speaking, all kinds of edge detection operators have their own merits and
demerits in specific application scenarios. In the first order differential operator, the
Roberts edge detection operator is relatively simple, with high positioning accuracy but
poor noise immunity. The Sobel edge detection operator enhances the smoothness of
the noise, but increases the computation and the positioning accuracy is not high. In the
two order differential operator, the Laplacian operator is beneficial to the removal of the
pseudo-edge and the edge positioning because of the two order difference, but doubles
the noise [8] at the same time. In view of the sensitivity of Laplacian operator to noise,
the LOG operator is proposed by D. Marr and E. Hildreth. First, the filter function is
used to smooth the original image, and then the Laplacian operator is used to detect the
edge. The Canny operator also introduces the Gauss function, smoothing the filter to
deal with the problem of losing the edge information and not preserving a large number
of image details [9]. It can be seen that the traditional edge detection algorithms have
some problems in different applications because of the diversity of images and their
own limitations. It is the two major directions for many researchers to improve the
existing algorithms, integrate new features, or introduce new ideas and propose new
algorithms. At present, with the in-depth application of fuzzy mathematics, neural
network, and multi-scale theory, the development of edge detection algorithm is
constantly promoted.
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3 Research on Wavelet Transform and Its Edge Detection
Algorithm

As a representative of multi-scale theory, wavelet transform is widely used in image
processing because of its completeness of mathematical description. In the image edge
detection, the multi-scale property of the image can be well combined with the tradi-
tional operator. It has achieved good results and has great research value.

3.1 Wavelet Transform

The wavelet transform has good time frequency characteristics. Through the scale
function and translation operation, the high-frequency components and low-frequency
components of the image can be separated, and the image processing speed and
diversity can be improved by image decomposition and reconstruction. Wavelet
decomposition of images at different scales will form a Pyramid structure. The wavelet
decomposition of the image is not the deletion of the original image information, but
the low-frequency details and the high-frequency information, respectively, in order to
facilitate the processing and utilization of the related information. In the framework of
multiresolution analysis, Mallat’s fast wavelet decomposition algorithm [10] is often
adopted. As shown in Fig. 1a, 4 new images are generated from the original image in
each layer of the wavelet decomposition, the size of the original image is 1/4, the low-
frequency information of the original image is stored in the LL, for the next layer of
decomposition, the HH is stored in the high-frequency information, the LH and HL
store the edge features of the horizontal and vertical direction, respectively. Figure 1b
is the actual image. The two layer wavelet decomposition.

3.2 Algorithm of Edge Detection Based on Wavelet Transform

It is generally believed that the discontinuous change of the gray level in the image can
be regarded as the edge, which is a high-frequency signal, which is similar to the noise

Fig. 1. Image wavelet decomposition
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signal. When the image contains a lot of noise, the traditional edge detection method
based on differential operation is more sensitive to the high-frequency signal, and it is
difficult to accurately distinguish the edge and noise containing a large number of high-
frequency components. Therefore, it is difficult to accurately detect edge features in
noisy environment, but noise resistance is an important performance guarantee for
image processing and related links, and the adaptability of noise directly affects the
final effect of the algorithm. Based on this, Mallat and other scholars use the good time
frequency analysis ability of wavelet transform to detect the high-frequency mutation
of the local area of the image and carry on the processing, and then apply the wavelet
transform to the edge detection.

Since wavelet transform is applied to edge detection, there are roughly two main
ideas. One is to combine wavelet transform to improve the classical edge detection
operator; the other is to improve the wavelet decomposition algorithm to improve the
edge detection by incorporating new properties or constructing a new wavelet structure.
Literature [9, 11] is a new method based on classical Canny edge detection operator
combined with wavelet transform. Duan [9] first improves the Canny operator by
replacing traditional Gauss filter by bilateral filtering and then improves the image
high-frequency details by wavelet transform to realize edge detection. In document
[11], Canny algorithm and wavelet modulus maximum method are used to extract
edge, and then two edge images are weighted and optimized to get the final edge
image. In document [12, 13], by combining the interpolation wavelet sampling theory
and the omnidirectional wavelet method, the traditional Mallat wavelet transform edge
detection algorithm is improved, and a better and more adaptive edge detection algo-
rithm is obtained. Many studies have shown that the introduction of wavelet transform
has good effect on improving the traditional edge detection operator, improving the
adaptability of the scale and the noise resistance. It is of practical significance to study
the edge detection algorithm based on the wavelet transform transformation.

3.3 Algorithm in this Paper

Using the multi-scale characteristics of the wavelet transform and its characteristics of
approximate and generalization in image decomposition, it is applied to the edge
detection of the image. The wavelet transform is applied on the different scales, and the
high-frequency information under the large-scale decomposition is suppressed and the
noise is suppressed. The results are obtained according to the gradient direction
modulus maximum and threshold. On the edge of each scale, we should grasp the
details and the general picture and then get the edge image. The following steps are as
follows:

1. For image decomposition using wavelet transform, four coefficients will be
obtained at different scales, using Ai, HLi, HVi, and HDi, respectively. Among
them, i represents scale factor, A is approximate coefficient, and HL, HV, and HD,
respectively, represent horizontal, vertical, and diagonal direction high-frequency
coefficients.
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2, The horizontal and vertical high-frequency coefficients (HL, HV) of each scale are
processed to get their respective modulus images and amplitude images.

3, Seek the local maximum value of image and amplitude image, select the threshold,
and get the edge points.

4, Connect the edge points, get the edge features of each scale, reconstruct the series
of edge images, and determine the final image edge.

4 Experimental Results

The experimental results of this paper are simulated under MATLAB2013b. First, the
image of the roof of Fig. 3 is selected and the images of salt and pepper noise and
Gauss white noise are added, respectively, as experimental images. The experiments
are carried out with Roberts operator, Sobel operator, Canny operator, LOG operator
and the algorithm proposed in this paper, and the results are compared and analyzed.
Then the algorithm is applied to other images, and the adaptability of the experiment is
tested.

As shown in Fig. 2, the left side of figure (a) is the original image, the middle is the
image after adding the salt and pepper noise with d ¼ 0:01, and the image on the right
is added d ¼ 0:01 Gauss noise, and the following graphs are the results of the corre-
sponding method in the corresponding case, and the graph (b) is the Roberts operator
detection result, which is sensitive to the noise and some edges are missing. In graph
(c), the Sobel operator has some improvements to the detection of the edge position and
direction relative to the Roberts operator and is more adaptable to the noise of the
image, but it is still not enough for the accuracy of the edge location; in figure (d), the
Canny operator is more noisy when the noise distribution is dense; in graph (e), the
LOG operator can smooth. Some noise is removed, the edge detection effect is better,
but the edge is still missing, and the noise immunity needs to be strengthened. Fig-
ure (f) is an edge detection algorithm based on wavelet transform, which makes full use
of the multi-scale characteristics of wavelet, and has achieved good results in the anti-
noise and accurate positioning.

As shown in Fig. 3, the experimental results of the wavelet detection algorithm on
the other two test charts show the original image, the image after adding the d ¼ 0:02
Gauss noise and the corresponding wavelet edge detection images. The results show
that the wavelet transform edge detection algorithm proposed in this paper can adapt to
other test images and has a certain adaptability and good noise immunity.
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5 Conclusion

The edge detection based on wavelet transform makes use of the adaptive character-
istics of the noise and positioning accuracy in large and small scales after the
decomposition of the wavelet image, which solves the contradiction between the edge
location and the noise, and has a certain improvement effect compared to the traditional

(a) Original image and image adding noise (b) Roberts operator

(c) Sobel operator (d) Canny  operator

(e) LOG   operator (f)Algorithm in this paper

Fig. 2. Roof test image and its edge detection results

Fig. 3. Other test images and their edge detection result
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edge detection operator. The following aspects can be further studied in scale space
theory, adaptive threshold, and in combination with practical application of image edge
detection in production practice.

Acknowledgments. Project found: (1) Young teachers development and support program of
Anhui Technical College of Mechanical and Electrical Engineering (project number:
2015yjzr028); (2) Anhui Province Quality Engineering Project “Exploration and Practice of
Innovative and Entrepreneurial Talents Training Mechanism for Applied Electronic Technology
Specialty in Higher Vocational Colleges” (project number: 2016jyxm0196); (3) Anhui Quality
Engineering Project “Industrial Robot Virtual Simulation Experimental Teaching Center” (pro-
ject number: 2016xnzx007).

References

1. Torre V, Poggio T. On edge detection.IEEE Trans Pattern Anal Mach Intell. 1986;8:147–61.
2. Gao Z, Zhang T, Qu Y. Progress in image edge detection. Sci Technol Rev. 2010;28(20):

112–7.
3. Roberts LG. Machine perception of three-dimension solids. Optical and electro-optimal

information processing. Cambridge: MIT Press; 1965. p. 157–97.
4. Gobzalez RC, Woods RE. Digital image processing. 2nd ed. Bei Jing: Publishing House of

Electronics Industry; 2007.
5. Mary D, Hildreth E. Theory of edge detection. Proc Roy Soc. 1980;B(27):187–217.
6. Deriche R. Using Canny’s criteria to derive a recursively implemented optimal edge

detection.Int J Comput Vis. 1987;12(1):167–87.
7. Canny JFA. Computational approach to edge detection.IEEE Trans Pattern Anal Mach

Intell. 1987;8(6):679–98.
8. Duan R, Li Q, Li Y. A survey of image edge detection methods. Opt Technol. 2005;03:415–9.
9. Duan H, Shao H, Zhang S, et al. An improved algorithm of image edge detection based on

Canny operator. J Shanghai Jiao Tong Univ. 2016;12:1861–5.
10. Mallat S, Huang WL. Singularity detection and processing with wavelets. IEEE Trans Inf

Theor. 1992;38(2):617–43.
11. Zhao J, Yang H. Edge detection operator integrating Canny operator and wavelet transform.

Comput Simul. 2017;6:277–80.
12. Zhang Z, Zheng X, Lan Jing C. Image edge detection based on interpolated wavelet pyramid

decomposition algorithm. Comput Sci. 2017;6:164–8.
13. Li Z, Li R, Sakai O. Image edge detection algorithm based on omnidirectional wavelet

transform. Electron J. 2012;12:2451–5.

104 Q. Sun



An Improved Harris Corner Detection
Algorithm

Qingfeng Sun(&)

Department of Electronic Engineering, Anhui Technical College of Mechanical
and Electrical Engineering, Wuhu 241000, Anhui, China

sunqife@126.com

Abstract. The traditional Harris corner detection algorithm is sensitive to
noise, and Corner is prone to drift at different image resolution. Combined with
the multi-scale features of wavelet transform, propose a corner detection algo-
rithm based on the wavelet transform. The algorithm maintains the advantages
of Harris corner detection algorithm in image scaling, rotation or gray scale
change, improves its disadvantage of scaleinvariance, and has strong anti-noise
and real-time performance. It has good anti-noise and real-time performance.

Keywords: Corner detection � Wavelet transform � Multi-scale

1 Introduction

Corner is an important local feature of images, which contains a wealth of information.
At present, there are many statements about the definition of corner points. Generally
speaking, its foothold is basically the two aspects of the sharp change point of two-
dimensional image brightness and the point of maximum curvature on the edge curve
of the image. While preserving the important features of the image, the corner point has
rotation invariance and is almost unaffected by the illumination conditions [1]. It can
effectively reduce the amount of information data, effectively improve the speed of the
calculation, and is beneficial to the reliable matching of the image, making the real-time
processing possible. It plays a very important role in the field of computer vision, such
as 3D scene reconstruction, motion estimation, target tracking, target recognition,
image registration, and matching.

2 Harris Corner Detection

Harris corner detection method [2] is proposed by Harris and Stephens. The basic
theory of the classical Harris corner detection method is based on the Moravec operator
[3], which introduces the autocorrelation function theory in signal processing. It
combines the corner detection with the local autocorrelation function of the image and
determines whether the detection point is the corner point by the eigenvalue analysis.
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In the original Harris corner detection algorithm, the corner response function
used is:

R ¼ Det� KTr2 ð1Þ

Only when the R value is greater than the threshold and the local maximum is
found in the eight directions around, this point is considered to be the corner point. The
K in the response function is a constant factor, which is an empirical value between
0.03 and 0.15. When the classical Harris corner detection method is used, the selection
of K often brings some unnecessary errors. In the subsequent improvement, the
response function is generally not used.

The corner detection method of Harris operator is a better image feature point
extraction algorithm at present. The computation is relatively small. When the image
has rotation, view point change, or gray change, the angle point extraction effect is still
good. However, it is sensitive to noise, and it is easy to extract a large number of false
corner points under the interference of noise. In addition, the traditional Harris corner
detection operator does not have scale invariance, and the resolution of the image is
different.

3 Corner Detection Algorithm Based on Wavelet Transform

3.1 Wavelet Transform

The theory of wavelet analysis originated in the early twentieth century. Haar proposed
the Haar wavelet normalized orthogonal basis. In the 1980s, Morlet and Mcyer pro-
posed the concept of wavelet analysis and the basic theoretical framework of mul-
tiresolution analysis. Then, Mallat established the fast wavelet transform method and
proposed the theory [3, 4] of multiresolution signal decomposition, which realized the
transformation of wavelet analysis from mathematical expression to technology. With
the development of Daubechies and Swelden, wavelet transform has been widely
applied.

As shown in Fig. 1, at each level of the wavelet decomposition, 4 new images,
which are 1/4 of the original image, are generated from the original image. These new
images are LL, LH, HL, and HH [5], respectively. Among them, the LL image
preserves the low-frequency information of the original image, and the HH contains
high-frequency information and typical noise. LH and HL contain both the horizontal
edge features and the vertical edge features, respectively. In the wavelet decomposition
of images, only LL images are used to produce the next level decomposition.
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3.2 Algorithm of Corner Detection Based on Wavelet Transform

Considering the shortcomings of the traditional Harris corner detection operator in the
field of anti-noise, a corner detection operator based on wavelet transform is proposed.
The steps are as follows:

1. To decompose the image with stationary wavelet transform [6], four series of
coefficients are obtained on each decomposition layer, which are the high-
frequency coefficients of the approximate coefficient and the other three directions,
respectively.

2, Build an autocorrelation matrix based on the high-frequency coefficients of hori-
zontal direction (Ix), vertical direction (Iy), and diagonal direction (Ixy) obtained by
wavelet decomposition.

3, The improved Harris corner response function is used to extract the feature points
from the image obtained from the previous step.

R ¼ I2x � I2y � I2xy
� �.

I2x þ I2y þ eps
� �

ð2Þ

4 Experimental Results

The experimental results of this paper are simulated under MATLAB2013b. The
standard Lena map and building block test chart of 256 * 256 pixels are selected as
experimental images. Combined with the superposition of Gauss white noise and scale,
the experiment is carried out with this algorithm in many cases, and the comparison
analysis is made with the traditional Harris corner detection algorithm.

The left of Fig. 2 is Lena image, and the Lena image of Gauss white noise is
superimposed on the right. Figure 3 is the corner point obtained by the traditional
Harris corner detection algorithm in two cases of Fig. 2. It can be seen that the tra-
ditional Harris corner detection algorithm has more corners detected, but it is sensitive
to noise. In addition, in actual simulation, because of its relatively large amount of
computation, it takes about 0.5 s. Figure 4 is the application of this algorithm in Fig. 2.
In the two images, the number of corners obtained before and after the addition of noise

Fig. 1. Image wavelet decomposition
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is basically equal, and its corner location is basically consistent and the stability is
good. In addition, the time of extracting corner points is about 0.2 s. Based on the
corner detection algorithm, this method has better matching effect in subsequent image
registration.

Fig. 2. Original image

Fig. 3. Traditional Harris corner detection

Fig. 4. Algorithm in this paper
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Figure 5 is the result of extracting corner points from block diagrams under different
conditions using traditional algorithms. Figure 6 is the result of using this algorithm to
extract corners of the block diagram after adding scale conditions, in which figures
(a) and (c) are the corners detected at different scales (scale = 1, 2) when no noise is
added. The results show that, at different scales, the position and number of the corners
are approximately equal, which obviously improves the disadvantage of the traditional
Harris corner detection that does not have the scale invariance; figures (b) and (d) are the
corner points detected on the same scale after adding Gauss noise (=0.01), although they
are still disturbed by the noise, but compared with the original algorithm, it is resistant to
the original algorithm. The noise ability is obviously improved.

5 Conclusion

The multi-scale characteristics of wavelet transform can obtain the general features of
images at large scales, and the details of the images can be obtained at small scales. By
approximation of detail and general appearance, noise suppression in large scale and
accurate location of corner points in small scale, the angle detection algorithm of

 (b) δ =0.01 (a) No noise

Fig. 5. Corner points detected by the traditional Harris corner detection method

(a) scale=1 (b) scale=1,δ =0.01 (c) scale=2 (d) scale=1,δ =0.01

Fig. 6. Corner points detected at different scales using this method
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wavelet transform is proposed in this paper, which balances the contradiction between
noise and location, and the effect of corner detection is ideal. However, the selection of
wavelet and the setting of some parameters are related to the final detection results. The
next step, we should study in depth and improve the algorithm.
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Abstract. Subject to the response uniformity of photoelectric sensors, the
captured raw images always have serious chroma distortions. How to determine
the mapping matrix between RGB and XYZ color spaces is important for the
color distortion correction. However, the commonly used algorithms cannot
give consideration to the precision and the adaptability. A more reasonable
mapping algorithm based on variable-exponent polynomial regression is pro-
posed to evaluate the mapping matrix coefficients. Variable-exponent regular-
ization with the Lq-norm (1 < q < 2) combines the features of lasso regression
and ridge regression methods, owning both the sparsity and smoothing prop-
erties. The optimal solution for the variable-exponent regularization is given
using lagged fix-point iteration method. Data from the standard color correction
experiments are used to test the variable-exponent, lasso, ridge, and least-
squares regression algorithms with different polynomial regression models. The
results demonstrate that the proposed algorithm has the best performance.

Keywords: Color correction � Polynomial regression � Regularization �
Variable-exponent

1 Introduction

With advances in digital imaging technology, accurate color acquisition and display
have been given a much higher priority. Human visual system has amazing color
constancy properties, unlike imaging devices that are vulnerable to the influence of
illumination or sensor responses. To obtain the same colors as those perceived by our
visual system directly, reasonable color calibration processing is vitally important.

The color difference caused by camera sensors is mainly due to the deviation of
spectral sensitivities to RGB from the cones of the human eye [1]. To effectively reduce
the difference, a large number of color correction algorithms based on learning for
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digital cameras have been introduced. Most of these color correction algorithms rely on
the principle shown in Fig. 1. One typical example is CIEXYZ, which is determined
only by the reflectance property of the observed object [2, 3].

These algorithms specifically include polynomial regression methods based on least
squares with different polynomial orders, 3D lookup tables with interpolation methods,
and neural network methods, etc. However, most algorithms are either time-consuming
or unable to derive a unique model [4–6]. Polynomial regression methods require only
that the number of test samples be greater than the number of terms of the polynomial
model and have a simple principle with low computational complexity [7]. Therefore,
these methods are always used in colorimetric characterization and color correction for
image acquisition devices.

Linear polynomial regression is the earliest used regression method for color cor-
rection. Although it owns a better adaptability to illumination, it has a high error. To
reduce the error, high-order polynomial was developed to color correction. It is more
powerful but not stable. Then, Graham D. Finlayson and Michal Mackiewicz proposed
root-polynomial regression, which can scale with exposure [8].

Theoretically, the relationship between CIE colorimetric values X, Y, Z and camera
response values R, G, B is linear as the relative spectral power distribution is definite.
While in real scene, it tends to be some nonstandard or separated models. High-order
polynomial brings high precision; meanwhile, it brings the danger of overfitting and
lowers the adaptability of the model.

To compensate the weakness, variable-exponent polynomial regression algorithm is
presented herein. The algorithm utilizes variable-exponent regularization term to
constrain the loss function, which possesses prominent fitness to complex data rela-
tionship like color space mapping.

Fig. 1. Color correction process
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2 Variable-Exponent Polynomial Regression

The specific color correction algorithm workflow in this paper is illustrated in Fig. 2.
The common-used linear polynomial regression, quadratic polynomial regression, and
root-polynomial regression were chosen as the original fitting models. On the basis of
these models, L1 regularization, L2 regularization, and variable-exponent regularization
were introduced to calculate the mapping relationship.

All the models shared the same test dataset. The input variable was the combination
of measured R, G, and B values. The target variable was the standard colorimetric
values X, Y, Z, denote as D. It can be represented by Eq. (1):

PiMi ¼ D; i ¼ 1; 2; 3 ð1Þ

where M is the coefficient vector that needs to be solved. The matrix Pi represents
different polynomial regression model.

2.1 The Evolution of Variable-Exponent Regularization

For the sake of fitting precision, some innovations were introduced to the conventional
polynomial regression, such as the L1-norm penalty and the L2-norm penalty, to yield
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Fig. 2. Workflow of the color correction algorithm
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lasso regression and ridge regression [3]. Taking account of the color correction
dataset, L1-penalized regression and L2-penalized regression can be described as:

min PM� Dk k22 + k Mk k11 ð2Þ

min PM� Dk k22 + k Mk k22 ð3Þ

L1 regularization (lasso) yields a convex problem, which is an attractive trait for
computation [9]. L2 regularization has the intuitive interpretation of heavily penalizing
peaky weight vectors. It has the smoothing property, but the final weight vectors
usually tend to be diffuse, small numbers [10]. In practice, if explicit feature selection is
not a major concern, L2 regularization can be expected to give superior performance to
L1 [11]. To combine the advantages of both lasso regression and ridge regression,
variable-exponent regularization is proposed in this paper to choose regular method
with self-adapting, as defined in Eq. (4):

E Mð Þ ¼ min PM� Dk k22 + k Mk kqq ð4Þ

where

q Wj
� � ¼ 1þ 1

1þ k
W2

j

ð5Þ

where k is the coefficient of regularization term, deciding the impact degree that the
regularization brings. q is a function of the final desirable coefficient Wj, j 2 1; nð Þ, n is
the number of polynomial terms, k is a constant, which can be adjusted with different
datasets.

The Lq penalty function has a self-adaptation characteristic, in which the Lq-norm
ð1\q\2Þ adjusts the q value according to the coefficient Wj. When the coefficient is
large, the Lq-norm tends toward the L2-norm, and when the coefficient is small, the Lq-
norm tends toward the L1-norm. With the proper selection of penalty function, the
optimal fitting model for the dataset can be defined.

2.2 The Solution to Variable-Exponent Regularization

To obtain the desirable solution, the derivative of the loss function in Eq. (4) was
calculated. The result is shown as follow:

@M ¼ PTðPM� DÞþ kqðWjÞ Mj jqðWjÞ�2M ð6Þ

The optimal solution can be acquired by setting the above gradient to zero and
solving the nonlinear equation system (6) using lagged fix-point iteration method [12].
Specifically, the coefficient M in the denominator is lagged behind one iteration,
making the nonlinear equation system change into a linear equation system. The
coefficient vector M then can be formulated to Eq. (7).
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M ¼ ðPTPþ kdiagÞ�1PTD ð7Þwhere

diag ¼

qðWjÞ M1j jqðWjÞ�2

qðWjÞ M2j jqðWjÞ�2

. .
.

qðWjÞ Mj

�� ��qðWjÞ�2

0
BBBB@

1
CCCCA

ð8Þ

In practice, one critical problem is that we don’t know the real coefficient Wj. To fix
that question, one alternative way is to adopt the idea that dynamic approximation to the
real coefficient [13]. Gauss-Seidel iteration method can realize that validly. Firstly, the
unknown coefficientW is given an initial valueM0. The vectorM is continually updated
by the last consequence. Then repeat updating the vector M until converge. During the
iteration, the coefficient would gradually get closer to the real coefficient vector W.

The algorithm process is shown in Table 1. As there are two different parameters
for different regression models, some empirical values are recommended here.
Specifically, for linear polynomial, k ¼ 30, k ¼ 4:7; for quadratic polynomial,
k ¼ 0:017, k ¼ 3; for root-polynomial, k ¼ 40, k ¼ 22.

3 Color Correction Experiment

3.1 Experimental Process

The dataset was obtained by a standard color correction experiment. According to the
color correction principle shown in Fig. 1 and the ISO17321-1 standard [14], the
experiment design is illustrated in Fig. 3. And the equipments used in the experiment
are listed in Table 2.

Table 1. Algorithm process

Algorithm (Variable-exponent regularization)

Input: Matrix P, vector D

Initialization M0 ¼ 0, W0 ¼ M0, k ¼ 1, k ¼ 0:1

While Ml �Ml�1
�� ��

2 [ e,

(1) Update Ml with given Ml�1 and ql�1 by Eq. (7)

(2) If El [El�1,

Set ql ¼ ql�1;
Else

Update qlj ¼ 1þ 1
1þ k

ðMl
j
Þ2
, as defined in Eq. (5).

(3) l ¼ lþ 1
End
Output: the final M
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In the specific experiment, the parameters of the color camera were fixed except for
the exposure time. The exposure time was varied from 1/10 to 1/40 to simulate different
illumination intensities. When the exposure time was 1/20, the picture was taken under
normal conditions. The fixed parameters were approximately ISO 200, F/8, and the
focal length was set to 160 mm. Half the data were chosen as training samples, and the
other half were used for testing.

3.2 Experimental Result and Analysis

All the experimental results were calculated using the Lab1976 color difference
equation [15], as shown below.

The color differences after corrected by different models are listed in Table 3. The
bold data shows that the variable-exponent regression algorithm has the smallest differ-
ence compared to lasso regression and ridge regression in any original polynomialmodel.
This prove our method has a better correction capability and manifests the superiority.

In the case of color correction, the quadratic polynomial is preferable to describe
the correction relationship. This indicates that the response of the sensors in the color

Light source

Camera

Guide rail

Workstation

Spectrometer

Standard 
XYZ value

Test RGB value

Ta
rg

et

Fig. 3. Illustration and experimental scene of the color correction experiment

Table 2. Equipment list

Instrument Type

Spectrometer SpectraScan PR 715
Color camera Nikon D750
Target color chart X-Rite Color Checker Digital SG 140
Light source Multi-light lightbox
White-point measurement Standard white block
Illuminometer TES-136 chroma meter
Others 45° chart support

Tripod

116 Y. Zhou et al.



camera has nonlinearity error. To demonstrate the universality of the variable-exponent
regularization, the same fitting experiment was also conducted using test samples at
other exposure times. The results are shown in Fig. 4.

The color difference is less than 5 CIELAB units at all exposure times, which can
fulfill the requirement in the color correction field. The exposure range included both
underexposed and overexposed conditions. Therefore, it can be concluded that the
variable-exponent polynomial regression algorithm can achieve color correction under
different illuminations.

Table 3. CIELAB color differences of test pictures taken at 1/20 exposure

Original model regression
method

Linear
polynomial

Quadratic
polynomial

Root-polynomial

Least-squares regression 8.0275 3.4095 7.2759
Lasso regression 7.2459 3.4090 7.2569
Ridge regression 6.8616 3.3957 7.2644
Variable-exponent regression 6.7481 3.3914 7.2331
Before correction 56.7608 56.7608 56.7608
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The color difference after variable exponent regularization correction method

color difference

3.6736
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3.0742

4.42104.4299

Fig. 4. CIELAB color difference after correction by variable-exponent polynomial regression
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4 Conclusions

In this paper, we present a new fitting algorithm, variable-exponent regularization
polynomial regression, which has the characteristic of self-adaptation. We applied the
algorithm to three common polynomial models, linear, quadratic, and root polynomial.
From comparison of the results, the proposed algorithm clearly performs better than
original models. With the variable-exponent regularization, the basic model obtains
better fitting precision and stability. Therefore, this algorithm has advantages in
describing complicated color correction relationship. In addition, variable-exponent
regularization can achieve effective correction under different illuminations, proving
the practicality of the algorithm.
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Abstract. Single-image super-resolution has been broadly applied in many
fields such as military term, medical imaging, etc. In this paper, we mainly focus
on the researches of recent years and classify them into non-deep learning SR
algorithms and deep learning SR algorithms. For each classification, the basic
concepts and algorithm processes are introduced. Furthermore, the paper dis-
cusses the advantages and disadvantages of different algorithms, which will offer
potential research direction for the future development of SR.

Keywords: Single-image super-resolution � Learning-based � Deep learning �
Survey

1 Introduction

Single-image super-resolution (SISR) is the process of generating one high-resolution
(HR) image from one low-resolution (LR) image input with signal and image pro-
cessing techniques. As artificial intelligence has become a predictable trend in recent
years, and more image-related applications such as medical imaging, face recognition
have penetrated in our daily life. It is of great significance to produce HR images to
facilitate the follow-up processing. Hence, it is necessary and essential to make
researches on super-resolution.

The proposed SR algorithms can be mainly divided into three categories:
interpolation-based algorithms, reconstruction-based algorithms, and learning-based
algorithms. Interpolation-based algorithms reconstruct the input LR image via inter-
polating the missing pixels that are calculated by the known pixels, and common
algorithms include bicubic interpolation, edge detected interpolation, and so on. And
reconstruction-based algorithm is a process that utilizes a certain prior knowledge to
recover the LR image. Plenty of priors have been exploited and formulated into
framework such as maximum a posteriori and variational Bayes approach. Compared
to the interpolation-based methods, it can generate a sharper edge, but the reconstructed
HR image degrades rapidly when applying to large-scale factor problem. Therefore,
learning-based algorithms proposed afterward become mainstream methods within the
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three algorithms as they show the best performances. The basic idea of learning-based
SR methods is to obtain the prior by calculating the relationships between testing
sample image patches and training image patches. And the algorithms could be further
divided into four subcategories: example-based, neural network, manifold, and com-
pressive sensing. Considering that the superior performance of deep learning appli-
cation in image processing in recent years, more researches incorporate deep learning,
which attach to neural network methods, into SISR algorithms [14]. According to the
connection methods, we classify deep neural networks into feed-forward deep net-
works, feedback deep networks and bidirectional-forward deep networks.

Therefore, focusing on the learning-based algorithms mainly, we review the papers
under the classification framework of non-deep learning SR algorithms and deep
learning SR algorithms that published on the topic of single-image super-resolution.
Furthermore, we discuss the strengths and limitations of these algorithms.

The rest of the paper is organized as follows: In Sect. 2, we address in the non-deep
learning SR algorithms and mainly introduce three kinds of prevalent methods:
example-based methods, neighbor embedding methods, and compressive sensing. Then
we will review deep learning SR algorithms in Sect. 3. Finally, the paper comes to a
conclusion in Sect. 4.

2 Non-deep Learning SR Algorithms

In this section, we mainly focus on three kinds of common non-deep learning SR
algorithms: example-based, manifold, and compressive sensing. These non-deep
learning methods learn fine details that correspond to different image regions seen at
low-resolution samples and then use those learned relationships to predict fine details in
other images.

2.1 SR Based on Example-Based Methods

The example-based algorithm is presented by Freeman et al. in [5]. The basic process
could be generalized into two steps: In training step, the image patches are firstly paired
according to its relationship between HR image patches and LR image patches, then
prior knowledge is learned to establish the model. In reconstruction stage, LR image
input is interpolated and divided into patches. After that, the high-frequency patches
which match best are searched in the training set. Finally, we could obtain HR output
by adding the interpolated image patches and the searched high-frequency patches.

Based on the algorithm, many recent researches have been proposed to make
improvements. According to the example types of training set, we can divide example-
based methods into three groups: external example-based, internal example-based, and
joint both internal and external examples methods.

Most early algorithms based on external database, in which the prior between LR
image patches and HR image patches is learned from external natural database and
hence the images in training database are the main influencing factor. In [16] A+ al-
gorithm preserves some key facets such as anchored regressors, features, and time
complexity. It learns regressors via full training material to reconstruct input image.
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Then an algorithm [15] is proposed to make further improvement based on A+ algo-
rithm. It improves the performance of example-based methods from seven ways:
augmentation of data, large dictionary and hierarchical search, iterative back projection,
cascade of anchored regressor, enhanced prediction, self-similarity, and reasoning with
context.

Afterward researches demonstrate that internal example-based methods still show
good performance when applies to specific images whose patches repeat (or across
different scales). The algorithm proposed in [18] defines repeated patches with a new
perspective, as it exploits the 3D scene geometry and patch search space expansion to
improve the self-exemplar search. It mainly works on the images with repeated 3D
transformed patches across different scales and hence owns a strong pertinence though
performs well.

Furthermore, there are researches on how to combine these two methods to make
them complement each other and achieve a better performance on SR. In [17], a joint
both internal and external examples algorithm is proposed to combine the two methods
by defining two loss functions, one is sparse coding-based external examples while the
other is epitomic matching-based internal examples. Two functions are concatenated by
a corresponding adaptive weight to automatically balance their contributions according
to their reconstruction errors.

Example-based methods are able to learned fine high-frequency information via
training set, but the quality of reconstruction image is highly depended on the quality of
training set.

2.2 SR Based on Manifold

According to manifold learning theory, the LR image patch and its HR counterpart can
form a manifold with same local geometric structure in feature space. And it is useful for
nonlinear dimensionality reduction of image feature space. Inspired by it, [3] puts for-
ward neighbor embedding method. And the process can be summarized as following
steps: In training step, manifold could be obtained through HR images and corresponding
LR images in training database. In testing step, first find K-nearest neighbors in LR
images of training database, then compute the reconstruction weights of each neighbor
that minimize the error of reconstruction error, and using the HR features of K-nearest
neighbors as well the reconstruction weights to reconstruct the target HR image.

For neighbor embedding methods, it is significant to maintain the neighborhood
relationship. There are two possible ways to realize it. One is to choose a more
plausible representation of image patch feature, and the other is to choose a better
reconstruction function for given HR image patch neighborhoods. Approaches pre-
sented recently mainly based on the former one.

Yang et al. [20] focus on dealing with the nonlinear high-dimensional feature of LR
image input. It incorporates projection method and projects the high-dimensional
feature into two subspaces, kernel principal component analysis (KPCA) subspace and
manifold locality preserving projection (MLPP) subspace, to acquire the global and
local structures, respectively. In [21], LR image input is decomposed into several
directional sub-bands using designed steerable filters in frequency domain and each
sub-band stores correlated structure information of different directional frequencies.
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These methods preserve the structures well so it is beneficial to recover more
details. Moreover, they can search for k-nearest neighbors with higher matching pre-
cision in low-dimensional subspace when applying NE algorithm.

2.3 SR Based on Compressive Sensing

According to the signal sparsity theory, compressive sensing methods reconstruct HR
images with the help of a set of sparse representations and over-complete dictionaries.
Yang et al. [7] first attempt to apply sparse signal representation into super-resolution.
The algorithm assumes that there are a set of dictionaries learned jointly from LR to HR
training image patches. In reconstruction step, the LR image input is divided into many
overlapping patches and their sparse representation coefficients can be calculated
through LR dictionary, and then HR patches are estimated using these coefficients and
the HR dictionary.

Most of recent methods focus on how to cluster the training images into groups
according to different image geometric characters to learn better dictionaries. In the
meanwhile, a mapping function with sparse representation can be obtained to recon-
struct target HR image in training phase. In reconstruction phase, an approximate
clustered dictionary and mapping function are selected based on some certain
paradigm.

Ahmed and Shah [1] cluster the training set into nine directional clusters according
to the correlation between image patches. For LR training images, dictionaries are
learned via K-SVD algorithm while learning high-resolution dictionary is a pseudo-
inverse problem. And in [11], nonlocal similar image patches are divided into groups.
The group sparse representation incorporates nonlocal similarity redundancy to
improve the accuracy of sparse coding, and the clustered dictionaries are organized as
the combination of many orthogonal sub-dictionaries which trained based on the
clusters. Other characteristics are still being exploited such as edge sharpness and
multiscale redundancy of image structure feature proposed in [2, 13], respectively.

Compressive sensing algorithms can achieve a good quality of reconstruction
images. However, the complexity of algorithms is relatively large as the sparse coding
and reconstruction procedure need to be iterated for many times.

3 Deep Learning SR Algorithms

In this section, we review on the deep learning SR algorithms from three classifications
according to different connection methods of the deep networks: They are, respectively,
feed-forward deep network, feedback deep network and bidirectional-forward deep
network.

3.1 SR Based on Feed-Forward Deep Network

Feed-forward deep network is the earliest but also the simplest deep network structure,
in which each neuron starts from the input layer, receives the previous input and
outputs it to the next level until it reaches the output layer. There is no feedback
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throughout the whole network and can be demonstrated with a directed acyclic graph.
And in terms of super-resolution task, the feed-forward network extracts the local
patterns of input images through convolution algorithm in the input layer, then passes
them to the hidden layer in one direction. We could acquire deeper level features while
the hidden layers are getting deeper. Finally, the output layer would output the
reconstructed image.

The typical network of feed-forward deep network is convolution neural network
(CNN). According to the network structures, we will divide it into super resolution
using convolution neural network (SRCNN) and very deep networks for super reso-
lution (VDSR).

Dong et al. first put forward SRCNN in [4], using three deep convolutional neural
networks to achieve three stages of SR: image patches extraction, nonlinear mapping,
and image reconstruction. In training step, overlapped LR patches samples are aban-
doned to avoid increasing the computation amount, and mean square error is adopted as
loss function and minimized with stochastic gradient descent method. Liang et al. [12]
further incorporate the image prior information to improve the performance of SRCNN.
SRCNN-Pr adds a feature extraction layer at the end of SRCNN to extract the edge
information of image via Sobel filter and finally fuses all information to rebuild the
image. CSCSR [6] is also an expansion of SRCNN network. It focuses on the entire
image instead of overlapped patches. And the algorithm first utilizes a set of filters to
achieve three steps of SR: decompose LR image into LR sparse feature maps, predict
the HR feature maps from the LR ones, and reconstruct the HR images from the
predicted HR feature maps.

Deeper than the SRCNN network, VDSR [8] designs a deeper network that con-
tains 20 convolutional layers. The filters in each layer are more and smaller than those
in SRCNN, which help increase the local receptive fields to acquire the context of LR
and HR images. In training step, VDSR adopts residual learning method and adjustable
gradient clipping strategy to solve gradient vanishing and gradient explosion problems.

3.2 SR Based on Feedback Deep Network

Back-forward deep network is also called recursive network, in which each neuron
feeds its own output signal as an input signal to other neurons while it still feeds
forward the information. And it takes a while for the deep network to reach stability.
In SR issue, feedback deep network learns convolutional features through filter group
and finally combines the information to obtain the reconstructed image. On the other
hand, feed-forward deep network could be regarded as a coding procedure of input
signal while feedback deep network is regarded as a decoding procedure.

The feedback deep network can be divided into deconvolutional networks (DN),
recursive, and recurrent neuron networks (RNN).

SR based on fast deconvolution (FD) [10] method has three steps: initial upsam-
pling, gradient prior computation, and fast deconvolution. Firstly, initial LR image is
obtained by upsampling, then horizontal and vertical gradients are computed in Fourier
domain to improve the efficiency of deconvolution and the HR image is recovered by
fast deconvolution method finally.
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SR based on deeply recursive convolutional network (DRCN) [9] consists of
embedding network, inference network, and reconstruction network. First, image
features are extracted through embedding network. Then the feature information could
be applied to LR-HR mapping in inference network, which has plenty of recursive
layers and shares the same reconstruction layer. Finally, the reconstruction network
recovers the HR image by weighted averaging all the outputs of inference network. In
training strategy, the network utilizes skip connection and recursive supervision
methods to resolve gradient vanishing and explosion problems. And considering the
prior information, deep edge guided recurrent residual (DEGRR) [19] incorporates the
image edge prior knowledge to guide the feature mapping learning.

3.3 SR Based on Bidirectional-Forward Deep Network

Bidirectional-forward deep network has the traits of feed-forward deep network and
feedback deep network. The information transmission between different layers in the
deep network is bidirectional. It includes deep boltzmann machines (DBM), deep belief
networks (DBN) and stacked auto-encoders (SAE). Under such propagation strategy,
the network can train the weights better so that it manages to achieve a better
performance.

4 Conclusion

This survey paper reviews recent papers published on the topic of super-resolution and
introduces these SR algorithms under the proposed framework. Besides giving the
details of the methods, it mentions the pros and cons of them. And observing the traits
of non-deep learning SR algorithms and deep learning SR algorithms, we find that
some deep learning algorithms could be regarded as a migration of non-deep learning
SR algorithms but own stronger feature representation and learning ability, which could
enlighten our future research direction of SR.
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Abstract. Infrared image generation technology is an important part of infrared
target guidance simulation. This paper studies the method of environment
modeling, introduces the method of constructing SNR model and the method of
coordinate transformation. The infrared image sequence is generated by SNR,
coordinate information, and projectile information. The infrared image gener-
ated has three different target models: sky, sea, and land. The background is
pure, the target is clear, and the experiment shows that it is feasible.

Keywords: Infrared image generation � SNR � Coordinate transformation

1 Introduction

In the process of infrared-guided weapon development and performance evaluation, the
test of the infrared-guided system is usually conducted via the external field and the
internal field, namely the field live-fire target shooting experiment and the simulation
test. Although the former excels in test results, it has disadvantages such as large capital
cost and long test period. In addition, the external field is unable to traverse all test
condition due to the weather condition of test spot and harmful to the environment as
well as possible to cause accidents. The latter is featured with a number of advantages,
for instance, being able to traverse all inspection conditions, low cost, no restriction on
test sites, and environmental protection. Therefore, the second method is often
implemented in the research and development experiments of weapon. However, due to
certain deviations in the simulation test, the common international practice is to
develop and design the weapon system after performing simulation experiments, which
aim to obtain accurate performance data. After the weapon system is developed, a live-
fire test will be performed to verify the accuracy of its guidance [1].
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2 Introduction of the Related Principles

2.1 Modeling of SNR Model

According to the definition of SNR, the SNR of the detector’s output voltage can be
calculated by Eq. 1.

SNR ¼ U1 � U2

U3
ð1Þ

U1 is the output voltage of the detection unit part corresponding to the target, U2 is
the output voltage of the detection unit part corresponding to the background U3 is the
equivalent noise voltage of the infrared detector’s radiation receiver [2, 3].

According to the definition of each parameter in the formula, Formula 1 can be
derived as Formula 2

SNR ¼ A1s1s2D�

pf 2
A2

Dfn

� �1=2Zk1
k2

e1M k; T1ð Þ � e2M k; T2ð Þdk ð2Þ

1. A1 is the area of the optical system in the infrared detector,the value of which can
be calculated through the equation: A1 ¼ 1=4ð ÞpD2 cm2ð Þ.

2. s1 is the infrared transmittance radiation of the atmosphere. The value is calculated
by LOWTRAN 7 and stored in SQL Table.

3. s2 is the infrared transmittance of optical system and the general value is 0.8.
4. D� is peak wavelength detectivity, which values 102� 1011 cmHz1=2 W�1.
5. A2 is the area of the detection unit, which values 25 � 25.
6. M k; Tð Þ is Planck radiation emission intensity of the target or background in IR

detector.
7. f is the focal length for optical system and the range of value is 50–200 mm.
8. D is entrance pupil aperture and the range of value is 50–200 mm.
9. Dfn is equivalent width of noise.

10. e1 is the emissivity of the target; e2 is the emissivity of the background.

Zk1
k2

e1M k;T1ð Þ � e2M k; T2ð Þj jdk: ð3Þ

Formula 3 is integral from k1 to k2, which can be calculated by searching relative
radiance out function F k; Tð Þ table using Formula 4
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Mk1�k2 ¼ F k2Tð Þ � F k2Tð Þ½ �rT4 ð4Þ

r is Sterling Boltzmann constant valued 2:6703� 10�8 Wm�2K�4.

2.2 Conversion of Latitude and Longitude Coordinate System
into Geocentric Coordinate System

In the coordinate conversion, the target latitude and longitude coordinate system is first
converted into a geocentric coordinate system and the method of which can be cal-
culated by Eq. 5.

X
Y
Z

2
4

3
5 ¼

NþHð Þ cosB cos L
N þHð Þ cosB sin L
N 1� e2ð ÞþH½ � sinB

2
4

3
5 ð5Þ

In the formula, B represents latitude; L represents longitude; H represents height; X,
Y, and Z are geocentric rectangular coordinates, and the radius of the turn is calculated
as Eq. 6

N ¼ affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2 sinB2

p ð6Þ

e represents eccentricity and the formula is as shown in Eq. 7, where a is the long semi-
axis of the earth and b is the short semi-axis of the earth [4].

e2 ¼ a2 � b2

a2
ð7Þ

2.3 Conversion of Geocentric Coordinate System into the Geodetic
Coordinate System

The base point of the ground coordinate system could be any point on the ground, and
the base point could be the launch spot of the infrared detector carrier, the coordinates
of which are X 0, Y 0, Z 0. The coordinate of the ground coordinate system is X 00, Y 00, Z 00

The coordinates of the geocentric coordinate brick can follow the Eq. 8. Calculation.

X 00

Y 00

Z 00

2
4

3
5 ¼

X
Y
Z

2
4

3
5�

X 0

Y 0

Z 0

2
4

3
5 ð8Þ
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2.4 Conversion of Ground Coordinate System into Detector Coordinate
System

The relationship between the detector coordinate system and the ground coordinate
system is usually determined by the pitch angle h, yaw angle u, and tilt angle c.

Pitch angle h, the angle between the longitudinal axis (Ox1 axis) of the detector and
the horizontal plane (Axz plane). h is positive when the longitudinal axis of the detector
pointing above the horizontal plane, otherwise, h is negative when pointing below the
horizontal plane.

Flight angle u: the angle between the projection of the longitudinal axis of the
detector in the horizontal plane (Ax0 axis) and the Ax axis of the ground coordinate
system. Observed from the Ax0z plane, if Ax turned to Ax0 counterclockwise, u is
positive; if Ax turned to Ax0 clockwise, u then is negative.

Tilt angle c: The angle between the Oy1 axis of the detector coordinate system and
the Ax0y0 plane. From the front view of the trailing axis, if Oy1 axis is on the right side
of Ax0y0, c is positive. While if it is on the left side, c is negative.

In coordinate transformation, the origin and coordinate axes of the detector coor-
dinate system and the ground coordinate system should be overlapped in a corre-
sponding manner, and then the rotation matrix is rotated around the corresponding
coordinate axes according to the corresponding angle parameters (Fig. 1).

x1
x2
x3

2
4

3
5 ¼ L c; h;uð Þ

x
y
z

2
4

3
5 ð9Þ

Fig. 1. Relationship between ground coordinate system and detector coordinate system
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2.5 Conversion of Detector Coordinate System into Image Coordinate
System

z3
y3

� �
¼ x3

tan h
tan r

� �
ð10Þ

x
y

� �
¼

n1
2
n2
2

� �
þ

fz3
dx3
fy3
dx3

" #
ð11Þ

x, y represent pixel coordinate n1, n2 represent the number of horizontal and vertical
pixels of the infrared image. f is the focal length of the optical system, d is the physical
actual distance between pixel points in the image, the value is 0.025, h is the azimuth
angle of the target in the detector coordinate system, and r is the pitch angle of the
target in the detector x3, y3, z3 represent the distance of the target in the detector
coordinate system, which can be calculated by distance formula (Fig. 2).

3 Generation of Simulated Infrared Image

The infrared image is generated on the basis of current target model and current signal-
to-noise ratio as well as background and coordinate information.

Three typical background models of infrared images are sky background, ocean
background, and land background, and the respective targets are aircraft, ships, and
tanks, respectively. The target of the sky is a fighter, the actual length of which is 20 m;
the ocean target is a large ship, and the actual length is 300 m; the ground target is a
tank, the actual length of which is 9 m. Noise is inserted into the target background of
infrared image with the intention of interfering recognition and tracking, and thus
affecting the accuracy of the angle measurement (Fig. 3).

The signal-to-noise ratio of infrared images is calculated based on atmospheric
information, coordinate information, and detector information. The specific methods

Fig. 2. Target coordinate in detector coordinate system
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are manifested in Sect. 2.1. The following method is implemented in converting the
signal-to-noise ratio to the standard deviation of image noise.

Um ¼ Uc � Ubð Þ
SNR

ð12Þ

In this equation, Uc refers to the average gray value corresponding to the target; Ub

refers to the average gray value corresponding to the background; Um refers to the
value of the standard deviation of the noise to be added [5].

The target position in the infrared image is set according to the positional rela-
tionship between the current target and the infrared detector. Therefore, a large number
of coordinate transformations will be involved, including: latitude and longitude
coordinate transforming into ground coordinates, ground coordinate transforming into
missile coordinates, and projectile coordinate transforming into azimuth elevation angle
in the optical axis coordinate system and azimuth pitch angle transforming into
coordinate in the axis coordinate system.

The functions involved in the generation of infrared images include target fill
function, background noise addition function, target noise addition function, azimuth
elevation pitch transforming into image coordinate function, image coordinate trans-
forming into azimuth elevation angle function, latitude and longitude transforming into
azimuth elevation angle function, image filter function, and addition transmittance
function. The flow chart is shown in Fig. 4.

Since the real infrared images are inaccessible with simulation system, infrared
images are all generated by software. The typical target is generated from a real infrared
image, varying brightness and additional noise. The background of the infrared image
is generated by adding noise and image filtering ensuring the resemblance to the real
infrared image. The position of the infrared target in the image is obtained by

Fig. 3. Position of the target in the infrared image
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coordinate conversion, and the coordinate conversion obtains a single coordinate point
of the infrared target, and the infrared target is a surface target with pixel size.
Therefore, in the process of generating infrared image, the target image is pasted into
the background image.

The infrared image generation module converts the SNR which is calculated by
SNR model module into a Gaussian noise standard deviation of the image, and then the
infrared image is generated in combination with the background model selected by the
user. Figures 5, 6, and 7 show the infrared image generation process.

Start

SNR

Coordinate 
Transformation

Target 
Generation

Background 
Generation

Adding noise &
Filter

Adding
Transparency

End

Fig. 4. Flowchart for the generation of infrared image

Sky background:

Fig. 5. Generation process of infrared image of sky image background

Marine background:

Fig. 6. Generation process of infrared image of marine background
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In accordance with Figs. 5, 6 and 7, the generated infrared images are slightly
different from the original infrared images. However, the background and the target can
be clearly identified in the generated infrared images which distinctively manifested the
three background modules, the sky, the ocean and the land.

Acknowledgments. Project supported by Research on real-time 3D detection algorithm for
complex scene change, Dalian youth technology star, Dalian science and technology project
(ZX2016KJ013).
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Abstract. In this paper, non-sub-sampled shearlet transform (NSST) multi-
scale analysis is combined with phase stretch transform (PST) to nonlinearly
enhance images. The components of different scales after NSST multi-scale
decomposition are processed by nonlinear models with different thresholds, and
the noise is well suppressed while enhancing the detail features. The thresholds
of the enhanced model are determined by the local standard deviation of PST
feature map. Experiments on Matlab platform show that the proposed algorithm
has improved image distortion, cleared details, and enhanced image contrast.

Keywords: Image enhancement � Non-sub-sampled shearlet transform � Phase
stretch transform � Nonlinear function

1 Introduction

Image enhancement is a crucial pre-treatment step for many image processing appli-
cations. Image enhancement algorithms can be roughly grouped into two kinds [1]:
space domain image enhancement and frequency domain image enhancement. Space
domain image enhancement algorithm is mainly based on grayscale transformation,
histogram processing, mean filtering, and other methods. Frequency domain image
enhancement is also called transform domain image enhancement. Nowadays, the
transform domain image enhancement algorithm has gradually become a research
hotspot with the continuous development of multi-scale analysis tools [2–6]. Common
multi-scale analysis tools for image enhancement include wavelet transform, contourlet
transform, shearlet transform, and so on.

Image phase information plays a crucial role in the procedure of human perception
of images. Phase information can reflect the space information of images and has a
strong ability to interpret images [7–9].

From the above analysis, it is supposed that if we can combine the accuracy of
multi-scale analysis with the stability of phase analysis in the process of image
enhancement, we will get a more ideal enhancement effect.
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2 Design of the Algorithm

2.1 NSST Multi-scale Analysis

Non-sub-sampled shearlet transform (NSST) is a multi-scale and multi-directional
analysis tool. It is an optimal approximation, which is a “true” sparse representation of
the image in all directions and at various scales. In addition, NSST does not perform
down-sampling when performing multi-scale decomposition of an image. It combines a
non-down-sampling tower transform with a non-sub-sampled directional filter bank
and transforms. The size of the directional sub-bands of each scale is the same as that of
the original image. The transform has shift-invariance and can overcome the pseudo-
Gibbs phenomenon when the image is reconstructed.

2.2 Feature Extraction with PST

PST is a new image processing method proposed by Asghari and Jalali. It is said that
PST has superior performance in feature extraction, especially edge extraction. It can
even be applied to detect features in low-contrast visually impaired images [10].
The PST processing can be divided into several steps: Firstly, smooth the image with a
low pass filter to reduce noise. Secondly, apply the PST kernel which has a nonlinear
frequency dependent transfer function to the image. The output of the transform is the
phase in space domain. The applied phase is frequency dependent with the original
image, which is higher amount of phase applied to higher frequency features of the
image. Finally, find image sharp transitions by thresholding the phase and apply binary
morphological operations, so as to enhanced the features and clean the transformed
image.

2.3 Nonlinear Enhancement Model

The enhancement function selected in this paper is presented by A. F. Laine in 1996.
After that, many scholars applied this function to image enhancement processing and
achieved good results. The enhancement function is shown in formula 1.

f ðxÞ ¼ a½sigmðcðx� bÞÞ � sigmð�cðxþ bÞÞ� ð1Þ

where a ¼ 1
sigmðcð1�bÞÞ�sigmð�cð1þ bÞÞ, sigm is defined as sigmðxÞ ¼ 1

1þe�x.

In this function, there are two parameters of b and c, where b is used to control the
enhancement range, and its value is usually between 0 and 1, while c is used to control
the enhancement strength, and it usually uses the fixed value between 20 and 50.
However, our algorithm does not preset fixed values for b and c. Instead, we set two
thresholds of the function to determine the shape of the function curve, and then obtain
the values of the b, c parameters.
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2.4 Algorithm Flow and Steps

First, the NSST transform is applied to decompose the original image. After that, the
NSST coefficients of different scales and directions can be obtained. Since image detail
information often exists in high-frequency coefficients, we choose high-scale coeffi-
cients for processing, while low-frequency coefficients remain unchanged.

Considering that PST algorithm has obvious advantage in extracting features of
image, the proposed method extracts the details of the original image by PST and uses
its output as the image feature map. This feature map can clearly distinguish the region
where the detail information is concentrated, so it can be used as the reference of image
enhancement. Figure 1 is the feature map of the Lena image processed by PST.

After PST, we calculate the local standard deviation of each pixel in the feature
map. The local standard deviation reflects the contrast change of the local area in an
image. Therefore, the pixels with larger local standard deviation in feature map will be
rich in the detail texture around it, so they should be enhanced, while the region with
the smaller value of the local standard deviation can be mildly enhanced or preserved.

The enhancement of the NSST high-scale coefficients depends on the output of the
nonlinear enhancement model. In order to facilitate the calculation, the values of the
input need to be normalized. The nonlinear enhancement function of Fig. 1 contains
two thresholds. One threshold is the first intersection of the enhancement function and
the line of y = x. It is the threshold that characterizes the feature coefficients from noise
coefficients. We call it T1. If the abscissa value of a certain point on the function curve
is less than T1, then the value of its ordinate will be reduced nonlinearly, that is
suppression (applicable to noise information); while if the abscissa value of a certain
point on the function curve is greater than T1, the value of its ordinate will be non-
linearly stretched, that is enhanced (applicable to detail information). The other
threshold is first intersection of the enhancement function and the line of y = 1. It is the

Fig. 1 Feature map of the Lena image processed by PST
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threshold that determines the extent of enhancement. We call it T2, if the abscissa of a
certain point on the enhancement function curve is larger than T2, it is considered as
strong edge, so this part will be enhanced greatly.

As shown in Fig. 2, the abscissa value in the graph is set to be the local standard
deviation of the corresponding pixels in the PST feature map. We choose the k1 times of
the minimum value in the local standard deviation as T1 (k1 is a positive integer greater
than 1) and k2 times of the maximum as T2 (k2 is a positive integer greater than 1). After
that, if we bring the pixel’s local standard deviation in the PST feature map into the
enhancement function, we can get the enhancement ratio at the pixel in the enhancement
curve. It is the ratio of the ordinate value to the abscissa value. Finally, the NSCT
coefficients of the N-scale can be multiplied with the enhancement ratio. After the
processed NSCT coefficients are inversely transformed, the enhanced image is formed.

3 Experiments and Simulation

3.1 The Experiment Settings

We carried out experiments on two images, they were Lena and Barbara. As a contrast,
wavelet nonlinear enhancement, NSCT nonlinear enhancement, the NSST nonlinear
enhancement proposed in the literature [5], and the algorithm proposed in this paper
enhanced four images, respectively. All experiments were carried out on Matlab
R2016b platform.

3.2 Subjective and Objective Evaluation

The enhancement results are shown in Figs. 3 and 4, among which (a) is the original
image, (b) is acquired using wavelet nonlinear enhancement, the NSCT nonlinear

Fig. 2 Nonlinear enhancement function
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enhancement result is presented in (c), (d) is the enhancement result with the method
proposed by literature [5], and (e) is the image enhanced by our algorithm. Through
subjective evaluation, our algorithm has significant effect on image contrast stretching
and edge enhancement. The enhanced images have no pseudo-Gibbs phenomenon, and
the details are clear without obvious distortion.

Generally, it is difficult for human beings to perceive the mild differences among
the enhancement results of various algorithms. Hence, the paper adopts two widely
used objective evaluation parameters, Edge Preserved Index (EPI) and Contrast
Improvement Index (CII), to evaluate the image enhancement effects. The greater
values of EPI and CII indicate the better quality of the image. It can be seen from
Table 1 that the effects of our algorithm are more ideal than the other algorithms.

Fig. 3 Enhancement results of Lena

Fig. 4 Enhancement results of Barbara

Table 1 Objective evaluation parameters for Lena and Barbara image sets

Lena CII EPI Barbara CII EPI

Wavelet 1.0295 1.0771 Wavelet 1.0189 1.0172
NSCT 1.0639 2.0942 NSCT 1.1463 1.8084
NSST 1.0734 2.3440 NSST 1.1961 2.0732
NSST+PST 1.0823 2.5283 NSST+PST 1.3666 3.1209
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4 Conclusion

This paper describes an approach for accomplishing a nonlinear image enhancement
algorithm that combines NSST and PST and takes the advantages of multi-scale
analysis and image phase analysis to perform nonlinear enhancement of images. The
algorithm can enhance image details and edge features without amplifying noise.
Experiments on Matlab platform show that the algorithm is better than other algorithms
in the experiments in terms of accurate edge preservation and adequate contrast
enhancement.

Acknowledgments. This work was supported by National Natural Science Foundation of China
(Grant No: 61701344), Tianjin Edge Technology and Applied Basic Research Project
(14JCYBJC15800) in China, Tianjin Normal University Application Development Foundation
(52XK1601), Tianjin Normal University Doctoral Foundation (52XB1603, 52XB1713), and
Tianjin Higher Education Creative Team Funds Program in China.

References

1. Lee S-Y, Kim D, Kim C. Ramp distribution-based image enhancement techniques for
infrared images. IEEE Sig Process Lett. 2018;25(7):931–5.

2. Kim K, Kim S, Kim KS. Effective image enhancement techniques for fog-affected indoor
and outdoor images. IET Image Proc. 2018;12(4):465–71.

3. Dong L, Bing Y, Mei Y, et al. Image enhancement based on the nonsubsampled contourlet
transform and adaptive threshold. Acta Electronica Sin. 2008;36(5):527–30.

4. Huang L, Zhao W, Wang J, et al. Combination of contrast limited adaptive histogram
equalisation and discrete wavelet transform for image enhancement. Image Process Lett.
2015;9(10):908–15.

5. Tong Y, Chen J. Nonlinear adaptive image enhancement in wireless sensor networks based
on non-sub-sampled shearlet transform. EURASIP J Wirel Commun Network. 2017;2017
(1):46.

6. Tong Y, Chen J. Compressive sensing image fusion in heterogeneous sensor networks based
on shearlet and wavelet transform. EURASIP J Wirel Commun Network. 2017;2017(1):52.

7. Dong Y, Long T, Jiao W, et al. A novel image registration method based on phase
correlation using low-rank matrix factorization with mixture of Gaussian. IEEE Trans Geosci
Remote Sens. 2017;56(1):446–60.

8. Fan J, Wu Y, Wang F, et al. SAR image registration using phase congruency and nonlinear
diffusion-based SIFT. IEEE Geosci Remote Sens Lett. 2014;12(3):562–6.

9. Cakir S, Kahraman DC, Cetin-Atalay R, Cetin AE. Contrast enhancement of microscopy
images using image phase information. IEEE Access. 2018;6:3839–50.

10. Suthar M, Asghari H, Jalali B. Feature enhancement in visually impaired images. IEEE
Access. 2017;6:1407–15.

Nonlinear Image Enhancement Based on Non-sub-sampled … 139



Hardware Implementation of Convolutional
Neural Network-Based Remote Sensing Image

Classification Method

Lei Chen1,2, Xin Wei1,2, Wenchao Liu1,2, He Chen1,2,
and Liang Chen1,2(&)

1 Radar Research Lab, School of Information and Electronics,
Beijing Institute of Technology, Beijing 100081, China

chenl@bit.edu.cn
2 Beijing Key Laboratory of Embedded Real-Time Information Processing

Technology, Beijing Institute of Technology, Beijing 100081, China

Abstract. The convolutional neural networks have achieved very good results
in the field of remote sensing image classification and recognition. However, the
cost of huge computational complexity with the significant accuracy improve-
ment of CNNs makes a huge challenge to hardware implementation.
A promising solution is FPGA due to it supports parallel computing with low
power consumption. In this paper, LeNet-5-based remote sensing image clas-
sification method is implemented on FPGA. The test images with a size of
126 � 126 are transformed to the system from PC by serial port. The classifi-
cation accuracy is 98.18% tested on the designed system, which is the same as
that on PC. In the term of efficiency, the designed system runs 2.29 ms per
image, which satisfies the real-time requirements.

Keywords: CNN � Remote sensing image � FPGA � Classification

1 Introduction

The convolutional neural networks have performed very well in the field of remote
sensing image processing [2, 3, 8]. In recent years, with the development of remote
sensing technology, the remote sensing image classification puts forward the require-
ments of real-time, high precision, and low power consumption. Therefore, there is an
urgent need for a real-time, reliable, and low-power remote sensing image classification
scheme. At present, due to the large amount of data and the changing network archi-
tecture in convolutional neural networks, the convolutional neural networks are mainly
implemented on CPUs or GPUs [1, 6, 7]. However, CPU can hardly make full use of
the characteristics of parallel computing in convolutional neural networks. The com-
putational efficiency is low, and it is difficult to meet the requirements of real-time
processing. Similarly, although GPUs have high computational speeds, they have high
power consumption and it is difficult to meet the applications requiring low power
consumption.
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As a field-programmable gate array, FPGA can realize parallel computing and has
low power consumption. At the moment, researchers have previously tried to speed up
CNN algorithms by using FPGAs which is a promising way [5, 9, 10]. Zhang et al. [9]
proposed an analytical design scheme using the roofline model to overcome the
problem that the computation throughput may not well match the memory bandwidth
provided by an FPGA platform. Zhang et al. [10] presented a deeply pipelined multi-
FPGA architecture that expands the design space for optimal performance and energy
efficiency. However, most of the implementations have limitations such as complex
and difficult to achieve. In the context of remote sensing image classification, this
article aims at real-time, accuracy, and low-power requirements. Therefore, the paper
studied the deep pipeline structure between convolution and pooling layers, the cache
optimization of intermediate calculation results, the efficiently read and write design of
parameters and image data, and the problem of FPGA storage and processing band-
width hardly matching. The convolutional neural network hardware implementation
scheme for remote sensing classification based on FPGA was proposed in this paper.

The main work of this paper is as follows: (1) A remote sensing image classification
hardware system based on FPGA was designed. (2) In order to weak bandwidth
limitation, a read/write structure of data was designed. (3) Analyzing the relationship
between convolution calculations and pooling calculations in LeNet-5, a deep flow
structure between convolution calculations and pooling calculations was designed.
(4) We test 2425 images of M-STAR test set on the designed hardware system. Each
image takes 2.29 ms. The classification accuracy is 98.18% without accuracy loss,
which is basically the same as the classification accuracy of the PC.

2 Network Architecture and Hardware System Architecture

The LeNet-5 network [4] is adopted to classify the remote sensing image in this paper.
This network consists of two convolution layers, two pooling layers, and three full
connection layers. In this paper, the pooling layer adopts mean pooling. The ReLu
function is selected as activation function. M-STAR data sets are used in network
training and testing. The image number in training set and test set is 2747 and 2425,
respectively. The size of each image is cropped to 126 � 126.

Our design contains off-chip part and on-chip part of FPGA. The FPGA on-chip
part consists of serial port module, image data processing module, convolution module,
convolution bias and intermediate cache module, convolution weight parameter
module, pooling module, DDR control module, and full connection module. The off-
chip part consists of host computer and the off-chip memory. The overall system design
block diagram is shown in Fig. 1.

For the off-chip part, the host computer is mainly responsible for the image data and
some parameters transfer, as well as the task of displaying and saving the classification
results uploaded by the FPGA. The off-chip memory is responsible for the storage of
weight parameters. For the on-chip part, the serial port module receives the weight
parameters and image data whose formats are single precision floating point; the DDR
control module writes the parameter data received by the serial port module to the off-
chip memory DDR3 through the Mig core; the image data processing module is
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responsible for buffering the image data calculated by the system and sorting the image
data in a corresponding order; the convolution offset and the intermediate cache module
and the convolution weight parameter module are responsible for the storage of the
parameters in the convolution calculation and the caching of the intermediate results.
The convolution module, the pooling module, and the full connection module complete
the network’s convolution calculations, pooling calculations, and full connection cal-
culations, respectively. The implementation methods of image data processing module,
convolution module, pooling module, and full connection module are crucial and will
be introduced in detail in the next chapter.

Host Computer
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Fig. 1. Remote sensing image classification system architecture
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3 Key Module Design

The system adopts mean pooling in the pooling layer with a stride of 2 and a sliding
window size of 2. The hardware implementation is relatively direct. We mainly
introduce the deep flow calculation between the pooling module and the convolution
module. The implementation of activation function ReLu only needs to determine the
sign bit of the input data. In addition, the system design selects 32-bit single precision
floating point as the system design data type.

3.1 Image Data Processing Module

The image data processing module first receives the test image data from the serial port
module and caches it in the Image_data BRAM. When the BRAM is full, the system
start-up signal is pulled high. In the system calculation process, the image data pro-
cessing module also completes the ordering of the image data and caches the results of
the intermediate results.

In order to meet the design requirements for highly parallel flow between the
convolution calculation and the pooling calculation, we use a parity row design to read
and write image data. In this design, the image data of the four adjacent lines must be
ready before the convolution operation. This task is accomplished through the
Data_fifo_group module. The Data_fifo_group module consists of six Fifo_groups,
each of which is combined with six fifos. They are numbered FIFO_1-FIFO_6. If it is
specified that the time for writing one line of data in the fifo is an image data writing
cycle, the time for reading one line of data is an image reading cycle. For the input of
the C1 layer, the system locks the first Fifo_group, and each image data write cycle
writes two lines of data into two fifos. After three cycles, the first Fifo_group is full and
the image data output task starts. Each image data readout cycle reads six lines of data
from six fifos at the same time, four lines of data in FIFO_1-FIFO_4 are output to the
convolution module, and two lines of data in FIFO_3 and FIFO_4 are written back to
FIFO_1 and FIFO_2. Two lines of data in FIFO_5 and FIFO_6 are written in FIFO_3
and FIFO_4. The implementation flow is shown in Fig. 2. The system then spends one
image data write cycle, writing the new two lines of data into FIFO_5 and FIFO_6.
Then repeat the above process to complete the next data read operation. For the
convolution input of the C3 layer, considering the order of the output results of the
previous pooling layer and maximize the parallel flow calculation of the system,
the system first locks the first Fifo_group and writes two lines of data into the first two
fifos, respectively, in an image data write cycle. Then, the system locks the second
Fifo_group and writes two lines of data into the first two fifos, respectively, in an image
data write cycle. By analogy, the first two fifos in the six Fifo_groups are filled after six
cycles. Then, the system relocks the first Fifo_group, writes two lines of data into
FIFO_3 and FIFO_4, and repeats the above process until the image data output task
starts. The data output process is similar to the C1 layer, except that each image data
readout cycle reads out six lines of data from six fifos in a Fifo_group at the same time.

Hardware Implementation of Convolutional Neural … 143



3.2 Convolution Module and Pooling Module

The convolution calculation is to multiply the input image data x with the weight
parameter w and then add the bias b, as shown in Eq. (1).

yi;j ¼
XN

m¼0

XN

n¼0

xiþm;jþ nwm;n þ bi;j ð1Þ

The kernel size of convolution layers is 3 � 3 in this paper. Thus N is 3. The
traditional method of convolution is to take an image and a convolution kernel, then
slide the kernel on the image to get a result. Then, the same operation is performed after
switching the convolution kernel. The feature maps are accumulated after all the feature
maps are obtained, as shown on the left of Fig. 3. But under normal circumstances, the
size of the image data is much larger than the size of the convolution kernel. If the
convolution kernel is fixed in this way and the image data is frequently switched,
complicated address jumps are required for hardware logic, and the time cost for
system reading the data is also increased. Even with the complexity of the network,
such an implementation can seriously limit the data processing efficiency of the system.
Therefore, this paper uses the implementation method shown on the right of Fig. 3.
First take a sliding window of the image and then switch the convolution kernel until
all the convolution kernels and the sliding window data of the image are calculated.
Then switch the next sliding window of the image and calculate all the convolution
kernels with it again. Although this implementation method cannot directly obtain the
result of convolution calculation, it eliminates the complicated operation of frequent
image replacement, which is beneficial to reduce the complexity of system control,
shorten the time for system reading data, and reduce the pressure of system data
processing bandwidth.

The system in this paper is designed to achieve deep flow between convolution
calculations and pooling calculations. Considering that each pooling operation requires
four adjacent points of the feature map, while fully utilizing the data processing
bandwidth of the current architecture, we instantiate two convolution calculation
modules in our design. Each convolution calculation module inputs two convolution
kernels and one image sliding window data at the same time. That is, each convolution
calculation module includes two convolution calculation units. Each convolution cal-
culation unit performs a convolution of one image sliding window data and one
convolution kernel to calculate a point of the feature map. Combined with the order of
the image data processing module to input the image data of the convolution module,

FIFO IN

Fig. 2. A Fifo_group data readout process
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it can be known that the convolution module outputs four points each time when a
convolution calculation is completed. But these four points are not in the same feature
map. Take the first two convolution kernels in Fig. 3 as an example, specifically, the
convolution module completes a convolution calculation, in which a convolution
calculation module outputs the first gray point of the first feature map and the second
feature map. Another convolution calculation module outputs the second gray point of
the first feature map and the second feature map. Therefore, these four points cannot be
calculated directly to obtain the results of a pooling operation. It is necessary to wait
until the convolution module completes the second convolution calculation to obtain
four blue points in order to get the pooling results. This obviously does not allow
convolution and pooling operations to achieve deep flow. Thus, this paper uses a clever
design to solve this problem.

In this paper, the pooling module divides the pooling computing unit into an
addition part and a division part. First, the system divides the four points sent by the
convolution module for the first time into two groups, which are, respectively, sent to
the adding part for addition, and temporarily buffer the calculation results. Then wait

*

=

*

Fig. 3. Convolution calculation process diagram
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until the convolution module sends four more points of the corresponding convolution
kernel, and these four points complete the addition part calculation, the pooling module
sends the output value of the corresponding addition part and the output value of the
last buffer to the division part at the same time, and calculates two points of the two
result feature maps in the pooling result.

3.3 Full Connection Module

The full connection operation needs to multiply the image data x and the weight
parameter w and add the bias b, as shown in Eq. (2).

yi ¼
XN

j¼0

xjwj;i þ bi ð2Þ

Therefore, the full connection layer needs a large number of multiply-add opera-
tions, and the calculation method is relatively simple, but it is necessary to focus on
solving the problem that the bandwidth of the FPGA is difficult to match with the
processing speed of the large data volume. In this design, high-speed Mig cores are
used to achieve bidirectional transmission of parameter storage to achieve fast calcu-
lations. At the same time, the system design fully utilizes the data bandwidth of DDR3.
The first- and second-tier full connection calculations use 16 multipliers as a full
connection computing unit. This full connection computing unit receives 512 bits of
data from DDR3 for processing in one clock cycle. That is to receive 16 numbers at the
same time. The specific implementation process is shown in Fig. 4.

The input of the adder of the first multiplier inputs the bias of the full connection
calculation, and then, the input of the adder of each multiplier inputs the output result
of the previous multiplier. This design fully utilizes the data bandwidth of DDR3 and
can realize the computing flow of full calculation, greatly improving the system’s data
processing efficiency. At the same time, it speeds up the speed of the full connection
calculation and completes a large number of multiply-accumulate calculations
efficiently.

Fig. 4. Schematic diagram of full connection calculation
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4 Result Analysis

This paper designed a FPGA-based CNN hardware system for remote sensing image
classification. First, the parameter data and the image data are sent from the host
computer. Then, the system starts to calculate and return the classification results. The
host computer receives the classification result and delivers the next test image data
after saving the classification result. Finally, the classification results are evaluated by
the host computer.

In this paper, the CNN is trained on PC with the assistance of TITAN Xp GPU. The
test classification accuracy on the designed system is 98.18%, which is basically the
same as the classification accuracy on PC.

In addition, in this study, the system uses a single precision floating point data type
for calculation. The on-chip FPGA processing part is based on the Xilinx xc7k325t-
ffg900 platform for hardware implementation. FPGA operating frequency is 100 MHz,
DDR3 read and write frequency is 1600 MHz, so the FPGA to complete an image
calculation time is 228,854 clock cycles, that is 2.29 ms or so, which fully proves that
the design of the system meets the requirements of real time. The index parameters of
the system are described in Table 1. The on-chip FPGA resource consumption is given
in Table 2.

Table 2 shows that the FPGA resource occupation is in an acceptable range.
However, according to FPGA area and speed conversion principles, FPGA hardware
implementation design still has room for further optimization.

Acknowledgments. This work was supported by the Chang Jiang Scholars Programmed under
Grant T2012122 and the Youth Science and Technology Innovation Leader of National Inno-
vation Talent Promotion Program under Grant No. 2013RA2034.

Table 1. Designed hardware implementation system partial index parameters

Frequency 100M
Classification accuracy 98.18%
FPGA calculation time per picture 228,804 cycles

Table 2. FPGA resource occupation of the designed hardware implementation system

Resource consumption Available Occupancy rate (%)

LUT 55,745 203,800 27.35
FF 45,561 407,600 11.18
BRAM 150.5 445 33.82
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Abstract. Feature extraction and classification technology based on hyper-
spectral data have been a hot issue. Recently, the convolutional neural network
(CNN) has attracted more attention in the field of hyperspectral image classi-
fication. To enhance the feature extracted from the hidden layers, in this paper a
deconvolution layer is introduced in the deep 2DCNN model. Analyzing the
function of convolution and pooling to determine the structure of the convo-
lutional neural network, deconvolution is used to map low-dimensional features
into high-dimensional input; the target pixel and its pixels in a certain neigh-
borhood are input into the network as input data. Experiments on two public
available hyperspectral data sets show that the deconvolution layer can better
generalize features for the hyperspectral image and the proposed 2DCNN
classification method can effectively improve the classification accuracy in
comparison with other feature extraction methods.

Keywords: Deep learning � Convolutional neural network � Hyperspectral
image classification

1 Introduction

Due to the rich spectral information, hyperspectral images are widely used in the field
of precision agriculture, forestry monitoring, and mining mapping, and classification is
the most fundamental research of hyperspectral images. In the past, there are many
methods to classify and extract features [10], such as nearest neighbor classifier [8],
linear dimensionality reduction based on principal component analysis, support vector
machine classifier, etc., but these classification methods all belong to shallow feature
extraction [4]. For deep learning, it allows the computer to automatically extract deep
features and extract more abstract features to improve the accuracy of the classification
[9]. Wang [6] proposed a deep convolutional neural network classification model based
on spectral information and spatial information of hyperspectral images simultane-
ously. Guo [3] proposed extreme learning machine to extract spatial information
adaptively. However, these methods are a black box operation for feature extraction,
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and the effect of different hidden layers on the classification accuracy is not explored,
and the complex model structure taken too long training time [1].

In this paper, a classification method based on 2DCNN with deconvolution layer is
introduced. Through a series of operations such as convolution, pooling, deconvolu-
tion, and full connection to the input hyperspectral data, the network can obtain the
approximate structure of the target function and better represent the image character-
istics. The network structure of the CNN and the mathematical theory base used in each
layer are introduced in Sect. 2. The related operation of the experiment and further
analysis of the data in the experiment are listed in Sect. 3. Finally, conclusions are
drawn in Sect. 4.

2 2DCNN with Deconvolution Layer Classification Method

The flow of the 2DCNN classification method based on the space spectrum combi-
nation can be simply summarized as: Firstly, in order to improve the accuracy and the
convergence speed of the model, the input hyperspectral data is needed to be nor-
malized, then the feature map is extracted through convolution layer and the nonlinear
feature is obtained after activation, then the deconvolution layer is used to enhance the
feature down sampled by pooling layer, finally the two fully connection layers finish
the feature mapping to the softmax classifier.

2.1 Network Structure of CNN

The proposed model of CNN consists of seven layers, including two convolution layers
(C1, C4), two pooling layers (P2, P5), one deconvolution layer (D3), and two full
connection layers (F6, F7). For a sample, the input of the model is the spectral vector of
the sample, and the output is the category of the sample. The convolution layer is used
for feature extraction, and the pooling layer is used to reduce the sampling, thus
reducing the amount of calculation. At last, the full connection layer and the softmax
classifier are used to classify the hyperspectral data. The hierarchical structure diagram
of CNN is shown in Fig. 1.

Fig. 1. Hierarchical structure diagram of convolutional neural network
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2.2 Convolution and Pooling

Convolution is one of the most important concepts in depth learning. In convolution,
certain parameter values are given to the convolution kernel, the CNN constantly
updates these parameters in order to improve the feature extraction of the convolution
kernel. This process is also called feature learning. The calculation equation for the
convolution layer forward is defined as follows

lxyij ¼ bij þ
XPi

p¼1

XQi

q¼1

wpq
ij x

ðxþ pÞðyþ qÞ
i

where lxyij represents the value of the location (x, y) of the j feature graph on the i level
of the network after the convolution operation. Pi, Qi represent the size of the con-
volutional kernel space dimension. w represents the convolution kernel, x�i represents
the data of the i layer before the convolution operation.

For deep CNN, each hidden layer needs to connect a nonlinear activation function.
ReLU is a nonsaturated nonlinear function, and its value is max (0, x), it automatically
regulates the number of nonzero values in the network through the gradient training [2].
The definition of ReLU function is listed as below

yxyzij ¼ maxð0; uxyzij Þ

For the pooling layer, the number of the input features and output features does not
change. The function is to improve the robustness of the network, reduce the number of
parameters, and prevent the occurrence of overfitting. Experiment selects the max-
pooling function. The equation can be written as follows

poolmaxðRkÞ ¼ max
ai2Rk

ðaiÞ

where Rk is the k non-overlapping subregions.

2.3 Deconvolution

Deconvolution is also called transposition convolution, which is usually used to map
low-dimensional features into high-dimensional input, and is contrary to convolution
operations. The forward operation of the convolution layer can be expressed as a matrix
multiplication in the TensorFlow, that is, the output Y = CX, then the deconvolution
layer can be expressed X ¼ CTY . It can be seen that the forward propagation process of
the convolution layer is the reverse propagation process of the deconvolution layer. The
forward and backward calculations of the convolution layers are multiplied by C and
CT , the forward and backward calculations of the deconvolution layers are multiplied
by CT and ðCTÞT , so their forward and reverse propagations are just exchanged.
Deconvolution is also a process of upper sampling. Its definition is expressed as
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ŷc1 ¼
XK1

k¼1

zk;1 � f ck;1

where Z represents the feature graph, and the f represents the convolution kernel.

2.4 Full Connection and Softmax Classifier

After the alternation of the convolution layer and the pooling layer, the full connection
layer is usually added to compress the extracted features, and the classifier is used to
match the relationship between the eigenvalues and the tag values [5].

Suppose the number of sample sets is m, the input is x, the output is hw;bðxÞ, the
expected output is y, aðlÞi represents the output value of the i unit of the l layer, and the
relationship between them can be written as follows

aðlÞi ¼ f ð
Xsl�1

j¼1

wðlÞ
ij xj þ bðlÞi Þ

where sl�1 represent the number of neurons in the l − 1 layer.
Because the hyperspectral images classification is a multi-classification problem, it

is necessary to connect a softmax layer after the full connection layer. The input data
and output data of the softmax layer are both N * 1 vectors, but each value of the
output vector must be between 0 and 1. The equation can be written as follows

Si ¼ eZiP
keZk

where Si represents the output of the i neuron.

3 Experiment Result and Analysis

3.1 Experimental Setup

The experiment platform is listed as follows: PC (Intel Core i7 GPU, 8G RAM), the
operating system is Ubuntu 16.04, the implementation framework is TensorFlow, and
all the algorithms are implemented in Python.

The hyperspectral image databases used in the experiment are Indian Pines and
PaviaU. Indian Pines database was gathered over the Indian Pines test site in North-
western Indiana and consists of 145 � 145 pixels and 220 spectral reflectance bands.
The main content is natural vegetation, which contains 16 types of ground material
information. Pavia University image was acquired over the urban area of Pavia. The
image consists of 610 � 340 pixels and 103 spectral reflectance bands [7].
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In the experiment, the sample images are divided into training set, verification set,
and test set according to a certain proportion, the proportion of training set is 10%. The
size of the input data is 13 � 13 � 220. Table 1 shows the parameters setting of each
layer for proposed network structure.

3.2 Experiment Result and Analysis

In order to explore the effectiveness of CNN for feature extraction of hyperspectral
data, we apply the extracted features to classification tasks and compare several other
feature extraction methods, including SVM, ordinary CNN (there are three layers of
network, including a convolution layer, a pooling layer, and a full connection layer.),
and CNN without deconvolution layer. These feature extraction methods are selected
because they are all commonly used methods for hyperspectral data processing and
have achieved good results. Figure 2 shows the experiment result of the Indian Pines
data set with the proposed method. Compared with the results of SVM, the feature
extraction method based on CNN has obvious advantages, especially 2DCNN model
with deconvolution layer; in addition to a few errors in the boundary, the classification
of the ground objects is basically consistent with the real objects and shows a clearer
classification boundary of the ground objects. Table 2 shows the classification accuracy
of each class of the Indian Pines data set. We explored the effect of deconvolution layer
on the model classification results. The classification accuracy of the CNN with
deconvolution layer is higher than that of the CNN without deconvolution layer by two
percent. In the same way, the experiment result of the PaviaU is shown in Fig. 3 and
Table 3. It can be seen that the classification accuracy of the most categories obtained
by the 2DCNN with deconvolution layer is higher than 99%, some other categories
even up to 100%, only the accuracy of the seventh class bitumen is 95%.

Table 1. Parameters setting of 2DCNN

Class C1 P2 D3 C4 P5 F6 F7

Kernel size 3 � 3 2 � 2 5 � 5 3 � 3 2 � 2 – –

Feature size 11 � 11 11 � 11 15 � 15 13 � 13 13 � 13 – –

Feature
number

100 100 100 150 150 1024 84
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Fig. 2. a Original ground-truth image; b the result of SVM; c the result of ordinary CNN; d the
result of CNN without deconvolution layer; e the result of CNN with deconvolution layer

Table 2. Classification accuracy of each class of Indian Pines

CLASS SVM Ordinary
CNN

2DCNN without
deconvolution layer

2DCNN with
deconvolution layer

1 89.13 93.47 1 1
2 67.09 92.43 92.78 95.58
3 63.49 90.60 93.85 92.77
4 88.19 97.46 93.67 98.73
5 88.20 84.26 93.16 96.89
6 93.84 92.32 88.63 87.67
7 92.86 92.85 85.71 85.71
8 95.40 98.53 97.69 96.65
9 75.00 80.00 80.00 90.00
10 68.21 93.51 90.32 94.13
11 71.85 94.66 97.02 97.10
12 70.99 86.84 88.36 89.71
13 99.51 91.21 84.87 94.14
14 89.72 94.70 96.28 98.33
15 67.10 90.93 94.81 97.15
16 100.00 82.79 97.84 95.69
OA 76.91 92.70 93.76 95.22

154 C. Yu et al.



4 Conclusion

The classification technology of hyperspectral data has great application value and
development space. In order to obtain better classifier, a CNN model with deconvo-
lution layer is proposed in this paper. By analyzing the data processing methods of each
layer network structure and discussing the function of the deconvolution layer for
feature extraction, a network model is constructed. Experiments on two HSI data sets
show that the accuracy of classification is improved obviously, which verifies the
effectiveness of deconvolution for feature extraction.

Fig. 3. a Original ground-truth image; b the result of SVM; c the result of ordinary CNN; d the
result of CNN without deconvolution layer; e the result of CNN with deconvolution layer

Table 3. Classification accuracy of each class of PaviaU

CLASS SVM Ordinary
CNN

2DCNN without
deconvolution layer

2DCNN with
deconvolution layer

1 89.11 95.06 98.83 99.17
2 93.30 98.91 99.86 99.89
3 86.90 48.64 97.85 98.47
4 97.32 98.49 99.31 99.54
5 99.85 98.88 100 100
6 93.56 73.31 99.62 99.22
7 95.94 81.80 94.96 95.26
8 88.38 93.18 99.42 99.37
9 99.89 99.26 99.47 99.47
OA 92.66 91.79 99.35 99.41
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Research on Video Compression Technology
for Micro-Video Applications
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Abstract. Micro-video has fragmented propagation mode and short, flat, and
fast features. The convenience of its shooting and dissemination is widely used
by the public. In addition to the development of Internet technology, the video
compression technology has also played an important role. In this paper, three
kinds of micro-video compression coding techniques are selected and analyzed;
they are MPEG-4, AVC/H.264, and HEVC/H.265. The three video compression
techniques are compared by the film trailer compression experiment, and the
conclusion is applied to the micro-video compression of scientific research
projects. Combining the actual advantages and disadvantages of the scheme, it is
beneficial to the effective application of micro-video coding technology in
practical projects.

Keywords: Micro-video � Video compression � MPEG-4 � H.264 � H.265 �
Effective application

1 Introduction

Micro-video refers to video recording or editing using cameras, digital cameras, or
smartphones for no more than five minutes. The concept of micro-video can be traced
back to the mobile micro-video social applications published by Viddy in the USA in
2011. In recent years, the popularity of micro-video applications has gradually attracted
the attention of scholars. In 2014, Oskar Juhlin et al. mentioned the rapid development
of micro-video on the Internet in the research agenda article on the video interaction [1]
and Ma Xiaoqiang et al. studied the video sharing mode of class YouTube social [2]. Li
Xiaotong used a popular micro-video mobile phone 2017 as an example to analyze the
communication strategy and effect of micro-video [3]. And in 2018, Li Junzuo combed
the timeline and popular reasons for the development of micro-video [4]. The above
documents analyze the micro-video from the perspective of network technology,
information dissemination, and mode development.

The micro-video meets the needs of mass communication in the Internet era; the
upgrading of video compression and decoding technology has played a key role in the
popularization of micro-videos. For the development and application of video com-
pression technology sequence of thought, in 2012, a new method of compressing video
data for two Bezier curves was confirmed by Khan [5]. In 2013, Sambuddha Kumar
et al. studied color video compression based on color mapping to grayscale video
frames [6]. In summary, the above literature is the research on the macrovideo
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compression technology in recent years. While for the specific compression technol-
ogy, in 2015, Rowayda Sadek et al. elaborated on IEEE802.11e wireless Mesh MPEG-
4 video transmission based on dynamic cross-layer method [7]. In 2017, Chih-Heng Ke
et al. improved the layered packet pre-discarding method and overloading MPEG-4
video transmission wireless network [8]. In 2009, Song Li et al. published a research
article on improving the intra-coding method of H.264/AVC [9]. An efficient intra-
frame rate control algorithm for H.264/AVC video was proposed by Dandan Zhao in
2012 [10]. In 2015, Grzegorz Pastuszak obtained the research results for the flexible
structure design of H.265/HEVC inverse transformation [11]. In 2018, S. Gnanavel and
S. Ramakrishnan explored for uhB high-definition video transmission based on H.265
encoder and ANFIS rate controller [12].

Through the literature review and analysis, the author found that academic research
on micro-video and video compression is common, but research based on micro-video
compression is rare. After network research, the iOS system, OS system, Android sys-
tem, Instagram, WeChat, and Twitter all use AVC/H.264 video compression and
decoding technologies. As a representative of advanced video decoding technology in
recent years, HEVC/H.265 is widely used in network video live broadcasting and real-
time monitoring. MPEG-4 technology has been available for many years and is still
active in online video and transcoding software. According to the above network research
and academic literature,we selected the three micro-video compression techniques cur-
rently frequently used, namely MPEG-4, AVC/H.264, and HEVC/H.265. Compare and
analyze these three video compression coding methods in the film trailers micro-video
and gain the advantages and disadvantages of three coding techniques through experi-
ments, meanwhile applying the experimental results to scientific research projects.

2 Frequently Used Micro-Video Compression Technology

Since 1980, The International Organization for Standardization, The International
Electrotechnical Commission, and the International Telecommunication Union have
developed an international series of image coding video compression standards,
including MPEG-4, AVC/H.264, and HEVC/H.265 [13].

2.1 MPEG-4 Compression Coding Technology and Its Working Principle

MPEG-4 is a fourth-generation dynamic image decompression protocol developed by
ISO and IEC in 1998 and officially became an international standard in early 2000. It is
specially designed for playing high-quality video of streaming media in order to obtain
the best image quality with the least amount of data, numbered ISO/IEC 14496.

The MPEG-4 video decoder consists of five modules: an entropy decoder, inverse
quantization, inverse discrete cosine transform, motion compensation module, and
video frame buffer. The working principle of the MPEG-4 video decoder can be
interpreted as follows: First, the input stream is entropy-decoded, and then the header
information of the frame determines the type of the frame. For each macroblock, after
entropy decoding, IQ is first passed, and IDCT is used to obtain the value of the empty
domain. For the reference frame (R_Frame), since no motion compensation is required,
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the transformed result is directly output, and it is also stored in the video frame buffer
and left to the following prediction frame (P-Frame) for motion compensation. For the
prediction frame, the motion vector is first obtained by entropy decoding; after the
corresponding reference frame is searched according to the motion vector, the IDCT-
transformed prediction difference is added to synthesize the final prediction frame
image (Fig. 1).

2.2 AVC/H.264 Compression Coding Technology and Its Working
Principle

AVC/H.264 is digital video coding standards designed for multimedia transmission
defined by ITU-T and ISO.

The working principle of H.264 encoding can be interpreted as follows: First, a
macroblock (Fn) to be encoded is taken from the current input video image and the
macroblock is encoded in an intra-frame or inter-frame manner to generate a predicted
macroblock P. Under inter-mode coding, P is derived from one or more reference
pictures for motion compensated (MC) prediction ME. The current macroblock (Fn)
subtracts the predicted macroblock P to obtain a residual block Dn, an integer transform
T is performed on the residual block Dn, a set of coefficients X is obtained after
quantization Q, and the coefficient X is further reordered and entropy encoded. The
entropy coded code stream plus some information required for macroblock decoding,
such as prediction mode, quantization step size motion vector information, etc., con-
stitutes a compressed code stream of the macroblock. The code stream adds the slice
header information to compose the coded code stream of the slice and then transmits or
stores through the network abstraction layer NAL (the image reference set PPS and the
sequence parameter set SPS are separately transmitted). The reconstruction branch is

Fig. 1. Basic structure flowchart of MPEG-4 coding
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mainly used for the prediction of the encoding and the confirmation of the related
information at the time of decoding. Its flow: the macroblock coefficient X is inverse
quantized and inverse transformed, and the approximate value of the residual mac-
roblock D0

n is obtained. Predicting block P plus D0
n results in an unfiltered reconstructed

macroblock uFn0, and do loop. Add D0
n to get the unfiltered reconstructed macroblock

uF0
n, and do loop filtering to reduce the blockiness, to get the final reconstructed

macroblock uF 0
n. After all the macroblocks in the current image are reconstructed, a

reconstructed image is formed (Fig. 2). H.264 the standard encoding idea is the mix
coding mode, It uses inter-frame and intra-frame prediction to remove the redundant
components of space and time, and transform and quantization coding to remove
frequency domain redundancy components. The H.264 standard enhances the adapt-
ability to various channels, which is applicable to different transmission and storage
scenarios with different rates and resolutions.

2.3 HEVC/H.265 Compression Coding Technology and Coding
Structure

The coding structure of H.265 (Fig. 3) mainly includes intra-prediction, inter-
prediction, transform, quantization, deblocking filter, entropy coding, and so on.
However, in the HEVC coding architecture, the whole is divided into three basic units:
coding unit (CU), prediction unit (PU), and transformation unit (TU). Compared with
AVC/H.264, the coding architecture of HEVC/H.265 is roughly similar to that of
AVC/H.264, but it is improved at all major technical points and is more complex than
H.264 (comparing Figs. 1 and 2), HEVC/H.265 provides more different tools to reduce
the code rate, in terms of coding units, each macroblock/MB size in H.264 is a fixed
16 * 16 pixels, and H.265 coding unit can be chosen from the smallest 8 * 8 to the
largest 64 * 64 pixels, which shows that the key coding of the image reduces the
overall code rate and the coding efficiency increases accordingly especially the adaptive
quadtree partitioning of the image block is introduced, and a series of variable-scale

Fig. 2. Basic structure flowchart of AVC/H.264 coding
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adaptive coding techniques for image texture features are used to greatly improve the
compression capability of the flat region of the image (Fig. 3).

3 Experiment and Comparative Analysis

Through the intuition comparison of the above three common video compression
methods, this chapter has performed two sets of experiments to analyze them in detail.

3.1 Film Trailer Compression Experiment Process and Result

In order to take into account the characteristics and propagation factors of micro-
videos, the average time of the selected material does not exceed 3 min, and the sample
of the experiment was selected for the Iqiyi network video platform by random
selection of 50 film trailer of resolution ratio 1280 * 720, using MPEG-4, H.264, and
H.265 coding for re-coding and compression. The average size and video bit rate of
original videos are calculated. The average video volume is 13.6 MB, the frame rate is
25 FPS, the video bit rate is 1050.76 kb/s, and the format is QSV. Second, recompress
and record the time required for encoding to obtain three sets of data. Calculate the
average size of the three groups of data and the average video bit rate, and check
whether the frame rate and resolution have changed (Table 1).

Fig. 3. Basic structure flowchart of HEVC/H.265 coding

Table 1. Source video information (average)

Number Video volume
(MB)

Frame rate
(FPS)

Resolution
ratio (PX)

Video bit rate
(kb/s)

Format

50 13.6 25 1280 * 720 1050.76 QSV
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The formula used in the experiment is

x ¼ x1 þ x2 þ � � � þ xn
n

¼
Pn

i¼1 xi
n

ð1Þ

x ¼ w1x2 þw2x2 þ � � � þwnxn
w1 þw2 þ � � � þwn

¼
Pn

i¼1 wixiPn
i¼1 wi

ð2Þ

3.2 Comparison and Analysis of Compression Results of Film Trailers

After re-encoding, compressing, and calculating the source of the image, the com-
parison and the data in Table 2 of Fig. 4 are obtained. If we only use the naked eye to
distinguish, the difference between the three coding methods of experimental results is
not easy to find, but through the comparison of the data, we can find that when the
encoding method is MPEG-4, the video size increases by an average of 10.3 MB than
the original video and the transcoding takes a short time. When the 50 video transcodes
are shared, the average frame rate has decreased and the resolution has not changed.
The video bit rate is higher than the original video code rate and H.264 and H.265
encoding. So the MPEG-4 re-encoded video file is very close to the original file in
terms of accuracy, but the video volume is slightly larger, and it cannot meet the
demand of large-area compression volume. After re-encoding and compressing the film
trailers, the data in Table 2 and Fig. 4 are obtained. Its frame rate and resolution have

Fig. 4. Micro-video picture quality contrast after compression by three coding technologies. a
MPEG-4 compress picture quality, b H.264 compression picture quality, and c H.265
compression picture quality

Table 2. Source video after transcoding through MPEG-4, H.264, and H.265 (average)

Encoding
method

Video
volume
(MB)

Time
(S)

Frame
rate
(FPS)

Resolution
ratio (PX)

Video bit
rate (kb/s)

Format

MPEG-4 23.9 834 24.4 Unchanged 1728.1 Mp4
H.264 18.67 1640 25 Unchanged 1294.2 Mp4
H.265 13 14,700 25 Unchanged 870.84 Mp4
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not changed, and the video bit rate is 433.9 kb/s less than the average MPEG-4
encoding. Compared with MEPG-4 encoding, the advantages of H.264 lie in the size of
the video, as much as possible to restore the video accuracy. The H.265 encoding
method is undoubtedly the most time-consuming one of these three encoding methods.
Its advantage is maximizing the size of compressed video.

3.3 Experimental Research Based on Micro-Video Compression
of Flowers

After the experimental analysis of the compression and decoding of the film trailer,
three kinds of common micro-video compression techniques are given a specific
application method, and the method is applied to the practical research project. This
section mainly selects 10 micro-videos of flower material taken by mobile phone of
iOS11 system. The average size and video rate of the material are calculated and
arranged. The frame rate and other basic data are collected to get the resolution of
1920 * 1080, the average size is 116.1 MB, the time length is 62.8 s, the frame rate is
29.98 FPS, and the video bit rate is a bit rate. For 15,361.8 kb/s, the format is MOV.
Then, the 10 videos are coded and compressed using MPEG-4, H.264, and H.265
codes, respectively (Table 3).

3.4 Analysis of Micro-Video Compression Experiments on Flowers

After the video material is re-encoded, compressed, and calculated, the comparison in
Fig. 5 and the data in Fig. 6 are obtained. Through data comparison, when the
encoding method is MPEG-4 the video size is 86.83 MB lower than the original video
on average, the transcoding takes a short time, and 10 video transcodings share 341 s.
The average frame rate has decreased, while the resolution has not changed. The video
bit rate is higher than the original video bit rate and H.264, H.265 encoding, and the
processed file is close to the original file. After re-encoding and compressing the flower
micro-video, the data in Figs. 5 and 6 are obtained. Its frame rate and resolution have
not changed, and the video bit rate is 1032.6 kb/s H.265 less than the average MPEG-4
encoding. The H.265 encoding mode is still the most time-consuming one among these
three encoding methods, but its advantage is to maximize the volume of compressed
video. Also demonstrated in this experiment, it maximizes the compression of the video
volume, the average size of each video is only 14.64 MB, an average of 101.47 MB
smaller than the original video material, and its code rate is higher than the original
video code rate.

Table 3. Filming the original information of the flower material (average)

Number Video volume
(MB)

Frame rate
(FPS)

Resolution
ratio (PX)

Video bit rate
(kb/s)

Format

10 116.11 29.98 1920 * 1080 1050.76 MOV
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4 Conclusion

With the wide application of micro-video, the video decoding and compression method
has become an important technical element for the development of micro-video
transmission. This paper introduces three common micro-video compression methods:
MPEG-4, H.264, and H.265 and a new decoding method AV1 that may become a trend
in the future. Through experimental data analysis and practical application of three
common video compression methods, it is concluded that the MPEG-4 decoding
compression method compresses the size of the video volume yet it has little advantage
compared with H.264 and H.265. Its advantage lies in the restoration of video accuracy
and decoding speed, so it is suitable for projects and people who are pursuing video
quality, purely converted formats, and short-term expectations. The H.264 decoding
mode is in a balanced position among the three decoding modes, and its advantage lies
in balancing the relationship between the size of the micro-video volume and the video

Fig. 5. Comparison of picture quality after micro-video compression of Chrysanthemum a
material quality, b MPEG-4 compression picture quality, c H.264 compression picture quality,
and d H.265 compression picture quality
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Fig. 6. Source video is transcoded by MPEG-4, H.264, and H.265
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accuracy. At the same time, the decode time is relatively short. It is the most com-
promised choice at present and is suitable for the network or UGC platform application.
The advantage of the H.265 decoding method lies in the fact that the size of the video is
compressed while maintaining the video accuracy; this is the most advantageous
method for compressing large video files and the storage and project of micro-video
material in the after effect. Creating a 3D model with reference to a micro-video
provides a better solution for the use of micro-video storage cloud platforms, micro-
video sharing platforms, and high-tech electronic devices. The disadvantages of H.265
video compression coding are excessive time and excessive consumption of equipment
which is a problem that its users must face.
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Abstract. The L1=2 regularization has been considered as a more effective
relaxation method to approximate the optimal L0 sparse solution than L1 in CS.
To improve the recovery performance of L1=2 regularization, this study proposes
a multiple sub-wavelet-dictionaries-based adaptive iteratively weighted L1=2
regularization algorithm (called MUSAI-L1=2), and considering the key rule of
the weighted parameter (or regularization parameter) in optimization progress,
we propose the adaptive scheme for parameter kd to weight the regularization
term which is a composition of the sub-dictionaries. Numerical experiments
confirm that the proposed MUSAI-L1=2 can significantly improve the recovery
performance than the previous works.

Keywords: L1/2 regularization �Multiple sub-wavelet-dictionaries � Enhancing
sparsity � Adaptive � Iteratively weighted

1 Introduction

With the explosive growth of Internet of things (IoT) devices and the growing com-
munication requirements, we need more bandwidth to transmit large amounts of data.
However, the traditional Nyquist sampling method will cause a large amount of
samples; thus, it is inefficient and challenging in the future. Compressive sensing
(CS) is a new technique to the reconstruction and acquisition of high-dimensional
signal from a lower one, which can be used to tackle some challenges in information
processing system, including efficient transmission, low-complexity encoder, and less
network congestion [1]. In the CS framework, we are interested in recovering
signal/image from the M � N linear measurement system y ¼ Uxþ n, where U 2
RM�N is a given matrix called the sensing matrix, y 2 RN�1 is the measured data, and
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n 2 RN�1 denotes the noise. Such ill-posed problem formally called the underdeter-
mined inverse problem, which has arisen in image processing [2], wireless commu-
nications [3], and array signal processing [4]. The problem can be resolved well
theoretically called L0 regularization described as follows:

x̂l0 ¼ arg min
x̂

c y�Uxk k22 þ k xk k0
n o

ð1Þ

where xk k0¼ supp xð Þj j denotes L0-norm to count the number of nonzero components
and supp xð Þ ¼ # i; xi 6¼ 0f g denotes support set of nonzero components in signal
vector x; c[ 0 is a tuning parameter that can reflect the noise level; and k[ 0 is a
regularization parameter and plays a role in balancing the two terms of the square error
and the sparsity term. However, solving the L0 regularization problem in (1) is a NP
(non-deterministic polynomial) problem [5]. As a relaxed method for approximately
computing (1), the L1 regularization is one of the most popular and efficient methods by
solving:

x̂l1 ¼ argmin
x̂

fc y�Uxk k22 þ k xk k1g ð2Þ

where xk k1¼
PN

i¼1 xij j, denotes L1-norm operator. The L1 regularization (2) is a typical
convex optimization problem. Hence, it can be resolved easily via linear program,
which can be considered as a relaxation of the L0 regularization (1). In other words, the
solution of (2) can be approximated coinciding with the solution of L0 regularization
satisfying certain conditions such as [6]. However, the L1-norm penalized regulariza-
tion can lead to the sub-optimal solution in many sparse recovery cases. Theoretical
analysis of CS implies that better performance can be obtained by taking advantage of
sparser information in many systems especially in the presence of strong noise
interference.

According to the theoretical analysis [7–9], the Lp regularization will recover sparse
signal with fewer measurements (lower sampling ratio) and may enhance the robust-
ness and the stability under noise scenarios. Recently, the L1=2 regularization is adopted
as a typical Lp regularization method and can yield a stronger sparsity solution than the
L1 regularization. A well-known half proximal thresholding-based algorithms has been
proposed in [10]. The L1=2 regularization problem is defined as below:

x̂l1=2 ¼ argmin
x̂

y�Uxk k22 þ k1=2 xk k1=21=2

n o
ð3Þ

where xk k1=21=2 ¼
PN

i¼1 xij j1=2 denotes L1=2 quasi-norm and k1=2 stands for the regular-

ization parameter.
According to the fact that the sparsity of a certain signal x will vary across dic-

tionaries, multiple dictionaries sparse representation strategy combining with the iter-
ative reweighted method have been proposed to solve the L1 minimization problem for
reconstructing the sparse images and can obtain a significant improvement [11]. In
order to improve the existing L1=2 regularization algorithm and obtain the sparser
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solution, in this study, we propose a new MUSAI-L1=2 algorithm by designing multiple
sub-wavelet-dictionaries combining with an adaptive update parameter. In our pro-
posed framework, the signal structure will be different across sub-dictionaries; then, we
can appropriately weight the contribution from every dictionary by adjusting suitable

regularization parameters kd for each Wdxk k1=21=2, this difference varies sub-dictionaries

that can be exploited as a prior knowledge for improving recovery.

2 Multiple Sub-wavelet-Dictionaries-Based L1=2 Regularizer

According to the sparse representation theory, if the raw signal x is not sparse, then we
can conduct a sparsifying transform, such as the wavelet transform (WT) and discrete
cosine transform (DCT), which can be expressed as xs ¼ Wx, where W 2 RN1�N2 is a
given analysis dictionary, xs presents the sparse coefficients. Hence, the general

analysis L1=2 regularizer can be described as RG ¼ xsk k1=21=2¼ Wxk k1=21=2.

It is the fact that the signal structure (e.g., sparsity) of a given signal x will vary
with different dictionaries; if this difference can be employed as prior knowledge for
recovery improvement, the key issue is that how to exploit and utilized theses prior
knowledge. To exploit more prior knowledge of the signal structure for sparse recovery
improvement, we utilize the multiple sub-wavelet-dictionaries strategy by the following
steps. We first construct the nNð Þ � N sparse transform operator (or dictionary) by

W ¼ w1jw2 . . .j jwnN½ � 2 R nNð Þ�N ð4Þ

in which wi ¼ wi1;wi2; . . .;wiN½ � 2 R1�N ; i ¼ 1; 2; . . .; nN denotes the ith row of W,
and the operator of ‘j’ denotes ‘next row.’ Then, the sub-dictionaries Wd; d ¼
1; 2; . . .; n can be obtained by the form

Wd ¼ w d�1ð ÞN þ 1jw d�1ð ÞNþ 2 . . .j jwdN

h i
2 RN�N ð5Þ

According to (4)–(5), we have the relationship of W and each sub-dictionaries Wd

W ¼ W1 . . .j jWd . . .j jWn½ � 2 R nNð Þ�N ð6Þ

Then, these prespecifed sub-dictionaries can be employed for following non-

convex L1=2 regularizers of W1xk k1=21=2; W2xk k1=21=2; . . .; Wdxk k1=21=2; then, we design a non-

convex regularizer model RMUSAI by linear combination of these non-convex L1=2
regularizers, which can be expressed as

RMUSAI ¼
XD
d¼1

kd;1=2 Wdxk k1=21=2 ð7Þ
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where kd;1=2; d ¼ 1; 2; . . .;D is the weighting parameter (or regularization parameter),
which makes a trade-off between the fidelity term and regularization terms. Moreover,
we can appropriately weight the contribution of each sub-dictionary by adjusting

suitable regularization parameters kd for each Wdxk k1=21=2. Hence, these differences vary

sub-dictionaries which can be exploited as a prior knowledge for improving recovery.

3 Proposed Multiple Sub-wavelet-Dictionaries-Based
Adaptive Iteratively Weighted L1=2 Regularization
Algorithm

Considering the following optimization problem and setting c ¼ 1, the proposed L1=2
multiple sub-wavelet-dictionaries-based regularization problem is formulated as

x̂ld;1=2 ¼ arg min F xð Þ ¼ y�Uxk k22 þ
XD
d¼1

kd;12 Wdxk k1=21=2

( )
ð8Þ

where the first term of the objective function F xð Þ is a L2-norm, and the second term is
the composite of several non-convex, non-smooth, and non-Lipschitz L1=2 regularizers.
Commonly, it is hard because there are D regularization terms; benefiting from the
designed sub-wavelet-dictionaries, this problem is easily be resolved [11]. Here are the
main steps to solve the optimization problem in (8).

3.1 Solving the Analysis Problem

We first consider the analysis optimization problem by replacing the regularization
term with W0 2 RN�N ; then, the analysis problem can be described as

x̂l1=2 ¼ arg min F xð Þ ¼ y�Uxk k22 þ k1=2 W0xk k1=21=2

n o
ð9Þ

According to the half thresholding algorithm theory [10], firstly, the first-order
optimality condition of x is obtained as

rf xð Þ ¼ 2W0UT Ux� yð Þþ k1=2rð W0xk k1=21=2Þ ð10Þ

where the operator r �ð Þ denotes the gradient of the objective function. Let rf xð Þ ¼ 0,
then we have

W0UT Ux� yð Þ ¼ 1
2
rk1=2 W0xk k1=21=2 ð11Þ

Then, multiplying by any parameter s and adding Wx in both sides of (11), then we
have
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W0xþ sW0UT Ux� yð Þ ¼ W0xþ s
2
r k1=2 W0xk k1=21=2

� �
ð12Þ

To this end, there is the resolvent operator [10] that exists

Hkd ;12
�ð Þ ¼ Iþ k1=2

2
rð �k k1=21=2

� ��1

: ð13Þ

Then, we imply

W0xnþ 1 ¼ Iþ k1=2
2

rð �k k1
2
1
2

� ��1

W0 xn þ sUT y�Uxnð Þ� �� �

¼ Hkd;1=2 W0 xn þ sUT y�Uxnð Þ� �� � ð14Þ

Then, the desired image can be reconstructed by

xnþ 1 ¼ W0ð Þ�1Hkd;1=2 W0 xn þ sUT y�Uxnð Þ� �� � ð15Þ

where the s[ 0 is the step size (e.g., s ¼ 0:99
Uk k2) to control the step size in each iteration.

The component-wise thresholding operator Hkd;1=2 �ð Þ is defined as [10]

Hk1=2 xð Þ ¼ hk1=2 x1ð Þ; hk1=2 x2ð Þ; . . .; hk1=2 xNð Þ
� �T

ð16Þ

where the hk1=2 xið Þ is nonlinear and defined by:

hk1=2 xið Þ ¼ ukd;1=2 xið Þ; xij j[ T
0; otherwise

�
ð17Þ

where the T ¼ 3
ffiffi
23

p
4 k1=2 � s
� �2=3 is the threshold value, k1=2 is the parameter mentioned

above, and uk1=2 xið Þ ¼ 2
3 xi 1þ cos 2p

3 � 2
3 cos

�1 k1=2s
8

xij j
3

� ��2
3

� �� �� �
.

3.2 Updating the Adaptive Iteratively Weighting Parameter kd;1=2

Considering the optimization problem of (8), the multiple sub-wavelet-dictionaries-
based regularization term consists of D regularizers by multiplying with D parameters
kd;1=2; d ¼ 1; 2; . . .;D. These parameters not only make the trade-off between the prior
knowledge and the error, but also control the contribution of each sub-dictionary. In
order to achieve this goal, this paper proposes an adaptively updating parameter
scheme by
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k tþ 1ð Þ
d;1=2 ¼ Ld

�þ Wdx tð Þk k1=21=2

ð18Þ

where Ld denote the number of the rows of each sub-dictionary. So we can use the
parameter kd;1=2 to counteract the influence of the signal sparsity on the L1=2 regular-
ization by this formulation.

Hence, for a series of parameters k tþ 1ð Þ
d;1=2 given by (18), the problem (8) can be

converted into (9) and can be resolved using the above analysis iterative half thresh-
olding algorithm easily, because these D regularizers are finally equivalent to the
popular regularized model (similar work see [11]).

4 Experiments and Discussions

In this section, we demonstrate the efficacy of the proposed MUSAI-L1=2 algorithm in
compressive imaging in vehicular systems and compare the performance with prior
work, including the Co-L1 [11] and the well-known half thresholding algorithm for
L1=2 [10]. We select the well-known ‘cameraman’ figure as typical image in vehicular
system as shown in Fig. 1a, in order to reduce the computation; we choose a partial
image for the experiment shown in Fig. 1b. We obtain the measurement where
U 2 RM�N is the measurement matrix, which is constructed by the spread spectrum,
and n denotes the white Gaussian noise; in this paper, we define the measurement SNR

(mSNR) as mSNR ¼ yk k22
Mr2 to represent the noise level, where M present the number of

measurement y and r2 is the variance of the white Gaussian noise. All the experiments
were conducted on a personal computer (2.21 GHz, 16 Gb RAM) in MATLAB
(R2014a) platform.

20 40 60 80 100
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40
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(a) (b)

Fig. 1. Clear cameraman image. Left: the cameraman image of size N = 256 � 256; right: the
selected part image of size N = 96 � 104
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We first assess the convergence by the relative error versus the number of the
iteration times under low sampling ratio of 0.2 and a higher sampling ratio of 0.4 with
mSNR ¼ 40 dB, and the number of wavelet decomposition level N ¼ 2. The relative
error is defined as x� x̂k k2= xk k2, where x̂ and x denote the recovery signal and
original signal, respectively. Figure 2a, b presents the relative error curves of the three
algorithms when the sampling ratio is 0.2 and 0.4, respectively. Both results show that
our proposed MUSAI-L1=2 can obtain the less relative error than Co-L1 in both low
sampling ratio and higher sampling ratio scenarios. Moreover, our proposed MUSAI-
L1=2 can obtain not only faster convergences but also less errors than the corresponding
L1=2, especially when sampling ratio is very low, e.g., 0.2.

Then, we consider the influence of different levels of noise and the sampling ratio
on reconstruction performance. We evaluate the performance by the RSNR versus
different mSNR values of 10, 12.5, 15, 20, 25, 30, 35, and 40 dB. The mathematical

definitions of RSNR are �20log x�x̂k k2
xk k2

� �
, where x̂ and x denote the reconstruct image

and the desired image, respectively. The result is represented in Fig. 3a. From the
result, we can find that the proposed MUSAI-L1=2 can obtain a higher RSNR, and with
the increment of the signal mSNR, the advantage of the proposed algorithm becomes
more and more significant. To evaluate the performance versus sampling ratio, we set
mSNR ¼ 40 dB, and the decomposition level N of wavelet transform is 2. Figure 3b
shows the recovery SNR versus sampling ratio for the noisy image which tells us that
the proposed MUSAI-L1=2 can improve the recovery significantly than the Co-L1
algorithm in [11], especially at 0.2–0.5 of the sampling ratio, and it also outperforms
the single dictionary L1=2 algorithm. Both figures show that the proposed MUSAI-L1=2
algorithm outperforms the other two. Finally, we present the reconstruction effect of
our proposed algorithm and other two algorithms under a low sampling ratio of 0.2 in
Fig. 4.
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Fig. 2. Relative error versus the number of iteration by Co-L1, MUSAI-L1=2 and L1=2.
a Sampling ratio = 0.2; b sampling ratio = 0.4
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5 Conclusions

In this paper, we proposed an adaptive iteratively weighted L1=2 regularization algo-
rithm for image compressive sensing reconstruction based on the prespecified multiple
sub-wavelet-dictionaries strategy (MUSAI-L1=2), and we also proposed an adaptive

parameter k tþ 1ð Þ
d;1=2 ¼ Ld= �þ Wdx tð Þ

 

1=2

1=2

� �
to make a trade-off between the prior

knowledge of sparse signal and the data error and, moreover, to iteratively weight the
contribution of each dictionaries. The performance results demonstrate that our
prespecified multiple sub-dictionaries can effectively exploit the structure of desired
signals for prior knowledge, and the proposed MUSAI-L1=2 algorithm may perform

better than the previous work of
PD

d¼1 kd;1 Wdxk k11 and k Wxk k1=21=2 penalized regular-

ization approaches.
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Fig. 3. a Recovery SNR versus the measurement SNR (mSNR) level of 10, 12.5. 15, 20, 25, 30,
35, 40 (dB), with the sampling ratio 0.4; b RSNR of three algorithms under different sampling
ratio for the ‘cameraman’ image
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Fig. 4. Reconstruction effect by conducting the Co-L1, L1=2, MUSAI-L1=2 algorithms with
sampling ratio 0.20. The RSNRs are: a 16.3405 dB; b 16.1024 dB; c 20.9655 dB
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Study on the Influence of Image Motion
on Image Radiation Quality
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Abstract. This paper conducted depth and systematic research on the influence
of image motion on radiation quality. The exploration of the regular image
radiation quality could be a great significance for improving the image quality.
The source of abnormal image motion was analyzed in terms of platform motion
and flutter, attitude control error, and image motion compensation error. The
model of point spread function under abnormal image motion was established
based on the analysis of superposition model between adjacent pixels and PSF
variation model. The radiation information and MTF caused by PSF changes
were analyzed. The experiment shows that the authenticity of the radiation
information expressing the imaging target is weakened. The larger the abnormal
image motion, the faster the MTF curve declines, indicates the overall image
quality decreases, the spatial resolution decreases, and the sharpness decreases.

Keywords: Abnormal image motion � Point spread function � Radiation
quality

1 Introduction

The technology of high-resolution remote sensing in China has been continuously
improved and matured to meet the growing demand for image data for users in various
industries. However, there is still a certain gap between China and foreign advanced
high-resolution remote sensing commercial satellite imagery in information extraction
and application. The key issue in the further development of remote sensing and the
application of image data in China is image quality [1].

During imaging of remote sensing satellite, the radiation quality of images will
inevitably be affected by the imaging conditions and environment [2], including solar
lighting, atmospheric conditions, imaging targets, satellite platforms, optical cameras,
electronic circuits, and data processing.

The article starts from the source of abnormal image motion and studies its influ-
ence on the radiation quality of images. The paper establishes the relationship between
the image motion and imaging radiation quality. It analyzes the principle of the
superposition and change of imaging point spread function (PSF) under the condition
of abnormal image motion, establishes the model of PSF in the case of image motion,
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and analyzes the influence principle and regular pattern from the aspects of the
authenticity of radiation information and MTF.

By analyzing the effect of image motion on imaging radiation quality and its
influence regular pattern, it helps to analyze the key influencing factors from the source.
It can effectively control the quality of remote sensing imaging from the perspective of
the design of remote sensing satellite systems and improve the image quality of high-
resolution remote sensing satellites in China.

2 The Source of Abnormal Image Motion in Imaging

In the imaging process of remote sensing sensors, many factors cause the abnormal
image point motion [3], including the motion and chatter of platform, attitude stability,
pointing accuracy and other control errors, speed-to-height ratio errors, image motion
compensation, and time synchronization accuracy errors, etc. The position of the image
point deviating from the ideal decreases geometric quality, such as image geometric
distortion, spatial misalignment, and reduced spatial resolution, and also decreases the
radiation quality such as image blur, changes in radiation information and system MTF.

The sources of abnormal image motion mainly include:

(1) Platform motion and flutter. When the remote sensing sensor is in orbit, the
satellite platform will be affected by factors such as unavoidable external space
environment interference and platform itself works. Vibration will be transmitted
to the sensor through the platform, affecting the attitude stability of the sensor,
resulting in abnormal image motion.

(2) Attitude control error. The satellite platform will cause real-time changes in the
roll angle, pitch angle, and yaw angle during movement. The change of the
attitude angle causes an angle error between the imaging light and ideal condi-
tions. The image produces horizontal or vertical length distortion or angular
rotation, and the position of the image point in the image deviates from the ideal
position [4].
Through the analysis of attitude and attitude angular velocity error, imaging
distance error, and other factors affecting the magnitude of image motion, the yaw
angle error in attitude error is the most important influence factor of image motion.

(3) Image motion compensation error. Satellite orbital motion, earth rotation, and
attitude angle change cause the relative motion of the image point on the focal
plane. The onboard image motion compensation device compensates the relative
movement of the image point according to the image shift speed. Due to the
variation of the attitude angle and the attitude angular velocity caused by the
platform factor, the deviation of the image-moving speed causes the deviation of
the drift angle compensation and the integration time, resulting in abnormal image
point motion.
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3 The Model of Point Spread Function Under Image Motion

3.1 The PSF of Imaging System

PSF describes the spread of a point light source after passing through an optical imaging
system. In the imaging process, the input signal of each pixel in the TDICCD camera is
the electromagnetic wave information corresponding to the ground imaging target of the
pixel. The center position of the pixel is determined by the imaging geometric model,
and the pixel signal is integrated by PSF during the integration time [5].

R. Richter proposed that the PSF can be represented by a two-dimensional
Gaussian function [6]. As shown in Eq. 1, where r is the Gaussian width of the PSF,
(x, y) is the image coordinate value of a pixel, and d is the distance between the pixel
and the target pixel, the integral of the PSF function is 1.

PSF x; yð Þ ¼ 1
2pr2

exp � x2 þ y2

2r2

� �
¼ 1

2pr2
exp � d2

2r2

� �
ð1Þ

The paper investigates the phenomenon of point spread of pixels and the effect of
image motion on PSF based on this model. Each pixel produces a two-dimensional
Gaussian distribution centered on the pixel in the image. Due to the point spread
phenomenon of the pixel, the electromagnetic wave signal collected by each pixel is an
intensity distribution that is a PSF model, weakening toward the surroundings. The
entire image is formed by the superposition of Gaussian distributions generated by each
pixel on all CCD arrays. The two-dimensional and three-dimensional Gaussian dis-
tribution are shown in Fig. 1.

3.2 The Overlay of PSF in Adjacent Pixel

Due to the existence of point spread phenomenon, the pixel will influence the neigh-
boring pixels while being affected by the PSF of neighboring pixel points. The PSF is
superimposed to form a point spread effect surface [7]. According to the characteristics
of the Gaussian function, the Gaussian distribution of a point drops below 1% of the

Fig. 1. Gaussian distribution of PSF in two-dimension and three-dimension
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peak from the center of a Gaussian width, and the effect of more than two Gaussian-
width distances is negligible. The phenomenon of point spread of a single pixel mainly
affects the range of the distance between two pixels around it.

The information of each pixel in the image is the integral of the point spread effect
surface in this pixel area. After being discretized, an image is formed. The paper builds
an overlay model of the neighboring pixels in the direction of the point spread along
TDI and vertical TDI. The model is expressed as Eq. 2.

PSF xð Þ¼
Zd=2

�d=2

PSF 0ð Þdx

þ
Z�d=2

�3d=2

PSF �dð Þdxþ
Z�3d=2

�2d

PSF �2dð Þdx

þ
Z3d=2
d=2

PSF dð Þdxþ
Z2d

3d=2

PSF 2dð Þdx

ð2Þ

Due to the existence of the pixel PSF effect, the plane where the original luminance
alternates become flattened, the gray value of the pixel is affected by the neighboring
pixels. The dark pixels are brightened by the diffusion phenomenon of bright pixels in
the surrounding area. The bright pixels are darkened by the diffusion of surrounding
dark pixels. In the image, the edges are blurred, and the contrast is reduced.

3.3 The Analysis of PSF Changes Under Abnormal Image Motion

In the presence of image motion in the TDICCD, the imaging position of the ground-
based target changes on the detector. The center position of the signal changes with
respect to the center of the pixel. The image motion causes the image pixel size
changes, and the Gaussian width becomes larger. The effect of the point spread phe-
nomenon on the surrounding pixels becomes larger [8]. Since the energy of the elec-
tromagnetic radiation signal received by a single pixel is fixed, the peak energy of the
PSF decreases and the light energy distribution of the camera changes.

Under the influence of the image shift, the PSF of the pixel can be expressed as
Eq. 3. In the formula, Δx and Δy, respectively, represent the image point motion of the
corresponding pixel of the imaging target along and vertical TDICCD direction.

PSF xþDx; yþDyð Þ ¼ 1
2pr2

exp � xþDxð Þ2 þ yþDyð Þ2
2r2

" #
ð3Þ

The PSF changes in the case of image motion are shown in Fig. 2 in the two-
dimensional view and the three-dimensional view. In the presence of image motion, the
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central position of the point spread changes with the displacement of the image point,
and the peak signal of the point spread weakens, but the diffusion range increases [9].

The effects caused by the PSF change under the abnormal image motion include:

(1) The weakening of the pixel center signal causes a reduction in the energy of the
pixel information;

(2) The increase in the spread range of the pixel causes an increase in the extent of the
surrounding pixels. The influence distance is related to the size of the image
motion;

(3) The amplitude of the pixel spread becomes smaller, and the influence on the
surrounding pixels increases;

(4) The variation of the diffusion center of pixel point causes signal confusion
between pixels.

3.4 The Model of PSF Under Abnormal Image Motion

Through the above-mentioned PSF change in the case of image motion and the
superposition principle of adjacent pixels PSF, the paper establishes the PSF model
under the condition of abnormal image motion. The model for a single pixel PSF is
modeling as follows:

(1) A single pixel is affected by pixels whose peripheral distance is in the range of
Dx 2 �2d; 2dð Þ;Dy 2 �2d; 2dð Þ½ �, and the influence of the point spread is related
to the distance. The point spread function in pixels can be expressed as Eq. 4. In
the equation, m, n is used to identify the pixels around the center pixel that are
within the influence of the �2d; 2d½ � point spread.

PSFIM x; yð Þ ¼ PSFð0;0Þ x; yð Þ �
X2d

m¼�2d

X2d
n¼�2d

PSF m;nð Þ m� x; n� yð Þ ð4Þ

(2) Only when the center pixel has an image motion, the PSF influence varies with the
direction and the amount of the image motion, and the point spread of the sur-
rounding pixels to the center pixel also varies with the image motion. The PSF for
the center pixel under image motion can be expressed as Eq. 5.

Fig. 2. Gaussian distribution of PSF changes in the case of image motion
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PSFIM x; yð Þ ¼ PSFð0;0Þ xþDx0; yþDy0ð Þ

�
X2d

m¼�2d

X2d
n¼�2d

PSF m;nð Þ m� xþDx0; n� yþDy0ð Þ ð5Þ

(3) In the case of image motion in the pixels within the surrounding influence dis-
tance, the PSF model of the center pixel can be expressed as Eq. 6. This model
takes into account both the PSF variation in the case of a single pixel image
motion and the change in the superposition effect of the surrounding pixel PSF.

PSFIM x; yð Þ ¼ PSFð0;0Þ xþDx0; yþDy0ð Þ

�
X2d

m¼�2d

X2d
n¼�2d

PSF m;nð Þ m� xþDxm; n� yþDynð Þ ð6Þ

Based on the PSF change model, this paper studies the effect of image motion on
image radiation quality.

4 The Influence on Radiation Quality of Abnormal Image
Motion

Based on the PSF model under image motion, the paper investigates the variation of
radiation information in the pixel caused by PSF changes and analyzes the effect of
image motion on the authenticity of image radiation information and MTF.

4.1 The Influence on the Validation of Radiation Information

In an ideal situation, the gradation information of the pixels in the image is determined
by the PSF of pixel and the surface radiation information received by the camera. The
radiation information g(x, y) of each pixel can be expressed as Eq. 7. In the equation, f
(x, y) is the surface radiation information received by the pixel, and n(x, y) is the noise
of the imaging system.

g x; yð Þ ¼ PSF x; yð Þ � f x; yð Þþ n x; yð Þ ð7Þ

In the image, the radiation information of each pixel is the integration and quan-
tization of the radiation information within the pixel [10], and the model can be
expressed as Eq. 8.
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G x; yð Þ ¼
Z0:5

�0:5

Z0:5
�0:5

g x; yð Þdxdy ð8Þ

The gray value DN 0;0ð Þ of the center cell in the case of image motion is expressed as
Eq. 9.

DN 0;0ð Þ ¼
Z0:5

�0:5

Z0:5
�0:5

PSFIM 0;0ð Þ x; yð Þ � f 0;0ð Þ x; yð Þdxdy

þ
X2d

p¼�2d

X2d
q¼�2d

Z0:5
�0:5

Z0:5
�0:5

PSF p;qð Þ p� x; q� yð Þ � f p;qð Þ p� x; q� yð Þdxdy

ð9Þ

Similarly, the gray values of other neighboring pixels can be derived based on the
mutual influence between the PSFs of the pixels.

In the presence of abnormal image motion, the change of radiation information
caused by image motion is reflected in the authenticity of image radiation information.
In addition to the surface radiation information, the radiation information of the pixel is
also affected by the change of the PSF. The extent and range of diffusion of neigh-
boring pixels in the center pixel increase. The radiation information is confused with
surrounding pixel radiation and radiation information of the pixel changes [11].

Therefore, the radiation information of the pixel increases due to the influence of
the surrounding radiation information, and the authenticity of the radiation information
expressing the imaging target is weakened [12, 13].

4.2 The Influence on the MTF

The change of the PSF under the image motion results in the change of the image MTF.
The MTF is the two-dimensional Fourier transform of the PSF [14]. The model is
expressed as Eq. 10.

MTF u; vð Þ ¼
Zþ1

�1

Zþ1

�1
PSFIM x; yð Þe�j2p uxþ vyð Þdxdy ð10Þ

The yaw angle error is the most important influence factor of image motion.
Therefore, the influence of abnormal image motion on the MTF is studied, mainly
through the influence of the yaw angle attitude error on the PSF along and vertical
TDICCD direction [4].

The influence regular of yaw angle error on MTF is shown in Fig. 3. The thesis
compares the MTF curve under the condition of ideal attitude and MTF curve and
the condition of different yaw angle error. As the yaw angle error increases, the larger
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the influence range of the PSF effect, the faster the MTF curve declines. The experi-
mental results show that under the influence of yaw angle error, the overall image
quality decreases, the spatial resolution decreases, and the sharpness decreases.

5 Summary

The paper analyzed the main source of abnormal image motion and established the PSF
model under abnormal image motion, then studied the effect of image motion on the
authenticity of image radiation information and MTF. The results showed that under
the abnormal image motion, the authenticity of the radiation information expressing the
imaging target is weakened, and the MTF curve declines.
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Abstract. This paper proposed a flame segmentation algorithm based on the
saliency of motion and color. First, feature point detection is performed on the
video image using the scale-invariant feature transform (SIFT) algorithm, and
the optical flow field of moving object in the adjacent frame is acquired by the
optical flow method. According to the optical flow vector difference between the
target pixel point and the surrounding neighborhood pixels, the motion saliency
map is obtained based on the Munsell color system. Then, the LSI flame color
statistical model based on the Lab and HSI space is used to extract color saliency
map of video images. Finally, under the Bayes framework, the motion saliency
map and the color saliency map are fused in an interactive manner to obtain the
final flame segmentation map. Experimental results show that the proposed
algorithm can effectively segment the flame image in different scenarios.

Keywords: Visual saliency � Flame segmentation � Optical flow � LSI color
statistics model

1 Introduction

Image segmentation refers to segmenting the image into meaningful regions based on
the features such as grayscale, texture, gradient, and shape of the image, so as to obtain
an image representation that is easier to understand and analyze. In recent years,
scholars have studied various image segmentation methods [1]. Some of the hybrid
methods are closely related to the visual attention mechanism [2], which is mainly
based on the saliency or prior knowledge of the image itself to select the visual
information process. Image saliency-based image target analysis not only does not
require a large amount of training data, but also can quickly focus on significant targets
in the image. Therefore, many scholars try to introduce the concept of visual saliency
into video image segmentation.

At present, there are many methods to generate saliency maps based on visual
saliency. Among them, the classic Itti model [3] uses Gauss Pyramid to generate multi-
scale images based on the human visual characteristics. The underlying features such as
color, brightness, direction are calculated, and the attention maps at each scale are
calculated according to the difference in the central periphery. Finally, the attention
maps are fused to get the saliency map. But the model only takes into account the local
features of the image when extracting the salient features of the image and does not
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consider the image salient features globally, so the detected areas are relatively rough
and contain more background regions. Hou and Zhang [4] proposed a spectral residual
method. The method considers that the information in an image can be divided into two
parts: redundant information and saliency information. By using the algorithm opera-
tion on the amplitude spectrum of the image, the redundant information is obtained by
convolution between the average filter and the amplitude spectrum. The saliency
information is characterized by the difference between the image amplitude spectrum
and its convolution, and the significant region is obtained by inverse transformation to
the space domain. The processing speed of this method is faster, and the boundaries of
the significant areas detected are relatively clear.

In this paper, saliency theory is introduced into flame image segmentation, and a
flame image segmentation algorithm is proposed which combines motion saliency and
color saliency. First, we combine the SIFT algorithm with the optical flow method and
use the motion vector difference between pixels to get the motion saliency map. Then,
the LSI color statistical model is obtained by combining the Lab space and the HSI
space, and the color saliency map is obtained by using the difference of the L, S, and
I components of each pixel. Finally, in the Bayesian framework, the motion saliency
map and color saliency map are fused to get the flame segmentation.

2 Motion Saliency Feature Extraction

Motion saliency is an inherent characteristic of the flame, but it will be affected by the
shape, structure, size, ambient light, and other interference conditions of the com-
bustion. In this paper, based on the SIFT algorithm to obtain more accurate feature
points, and the Munsell color system is used to visualize the moving objects, optical
flow method is used to extract movement regions. The motion saliency map is obtained
through the difference between the pixel points. The motion feature extraction algo-
rithm in this paper can further improve the accuracy of the motion saliency map.

2.1 Optical Flow Field Calculation Based on SIFT Operator

The optical flow is defined as the moving speed of the pixel points in the video frame.
If the optical flow vector is calculated for each pixel in the image, the resulting result is
called dense optical flow, and the amount of calculation is large. If the pixels of certain
characteristics are selected first, the optical flow vector is only calculated for these few
pixels, and the sparse optical flow is obtained, which can greatly reduce the amount of
calculation.

In this paper, the SIFT algorithm is used to detect the pt�1 of feature point in the
t � 1 frame, and the Lucas-Kanade optical flow algorithm is used to obtain the cor-
responding position of the t frame feature point pt. The arrow light flow diagram can
show the motion direction of each pixel, and the arrow size indicates the speed of the
pixel motion. As can be seen from Fig. 1, compared with Harris corner detection, the
feature point detection algorithm in this paper can obtain more stable feature points,
which makes the detection of moving objects more accurate.
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2.2 Motion Saliency Feature Extraction

The video frame image uses the SIFT-based optical flow field algorithm to calculate the
motion characteristics. For the motion saliency of the target, the motion velocity of
each effective tracking point is extracted as a motion feature, and the movement dif-
ference of the optical flow vectors of the target pixel point and the surrounding
neighborhood pixel points is calculated. The motion saliency map S1 is obtained by
Formula (1):

S1ðfiÞ ¼
Xn
j¼1

wijDmðfi; fjÞ ð1Þ

where, n denotes the set of pixel points adjacent to pixel i, the weight wij ¼ w0
ij=

P
j w

0
ij,

w0
ij ¼ 1=Lij is normalized by the inverse ratio of the Euclidean distance of two pixel

positions. Lij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þðyi � yjÞ2

q
denotes Euclidean distance between pixels,

that is, the closer the pixel distance is, the larger the weight value and the farther the

Fig. 1. a Harris operator optical flow vector map and b shows the corresponding optical flow
vector binary map, c SIFT operator optical flow vector and d shows the corresponding optical
flow vector binary map
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distance, the smaller the weight. The difference in motion characteristics is defined by
Eq. (2) as the Euclidean distance of the motion velocity vector:

Dmðfi; fjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvxi � vxjÞ2 þðvyi � vyjÞ2

q
ð2Þ

where, vxi, vxj, vyi and vyj are motion velocity vectors of feature points, respectively.
In this paper, we use the Munsell color system to visualize the significance of the

obtained motion. The extracted motion flame and moving vehicle significance map are
shown in Fig. 2. As shown in Fig. 2, this algorithm can completely extract the moving
object in the picture, where different colors indicate different directions of motion, and
the depth of color indicates the speed of the movement.

3 Color Saliency Feature Extraction

Color saliency is an important characteristic of flame. Usually, the components of RGB
color space are too correlated, which is easy to be affected by illumination and
brightness and does not match the human eye recognition process. This paper converts
the RGB color space into the Lab and HSI color spaces that are similar to the human
visual system and obtains the LSI color model. The Gaussian filtering of the image is
performed using a DoG filter, and the color saliency map of the image is extracted by
the size of the image pixel difference. The color feature extraction algorithm in this
paper can further improve the accuracy of the color saliency map.

3.1 LSI Color Statistics Model

The lightness value L component in the Lab space closely matches the perception of
human vision, which represents the darkest black at L = 0, and the brightest white at
L = 0. In the HSI space, S component denote the degree of saturation, and the depth of
the color is described, that is, the extent to which the solid color is diluted with white,
and the influence of the ground reflection on the flame combustion can be effectively
suppressed. I component denote the brightness, which means that the brightness of
light is perceived by the human eye, which corresponds to image gray scale and image
brightness and cannot be actually measured.

Fig. 2. Saliency map of the flame and the moving vehicle. a Flame image, b flame saliency
map, c non-flame image, d Mobile vehicle saliency map
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In this paper, we use the LSI color statistical model to extract flame candidate
regions. The experimental results are shown in Formula (3), the values of each L, S,
I pixels of the flame image are:

0� L� 100
0� S� 0:2
127� I� 255

8<
: ð3Þ

3.2 Color Saliency Feature Extraction

We use Gaussian blur in the LSI color model to eliminate subtle texture details and the
effects of noise and coding artifacts, the saliency map S2 for an image I can be
formulated as:

S2ðx; yÞ ¼ Il � ILSIðx; yÞ
�� ��

2 ð4Þ

where Il ¼ Ll Sl Il½ �T is the mean feature vector of the t-th image, ILSIðx; yÞ ¼
LLSI SLSI ILSI½ �T is the corresponding image pixel vector value in the Gaussian-
blurred version (using a 3� 3 separable binomial kernel) of the t-th image, and kk2 is
the L2 norm.

In Fig. 3, column (a) shows the input images, column (b) shows the saliency maps
extracted from the HSI color space, column (c) shows the saliency maps extracted from
the Lab color space, and column (d) shows the saliency maps extracted from the LSI
color space. Comparing the experimental results of column (b) and column (c), the LSI
color statistical model presented in this paper is used to segment the flame, the
detection result is more accurate, and the influence of the reflective part generated on
the ground during flame burning can be effectively suppressed.

Fig. 3. a Input images, b saliency maps of HSI color space extraction, c saliency maps of Lab
color space extraction, d saliency maps of LSI flame color statistical model extraction
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4 Flame Segmentation Algorithm Based on Bayesian Model

The saliency detection algorithm based on the Bayesian model is mainly used to
describe the saliency by the posterior probability in [5–7].

In this paper, one of the motion saliency maps S1 and color saliency maps S2
obtained from Eqs. (1) and (4) is considered as a priori SðmÞðm ¼ f1; 2gÞ, and use the
other one SðnÞðn 6¼ m; n ¼ f1; 2gÞ to compute the likelihood. The foreground and
background regions of SðmÞ are denoted by Fm and Bm, and the number of pixel points
in the region is denoted by NFm and NBm , respectively. The distribution characteristics
of the saliency values of SðnÞ in the two regions Fm and Bm were statistically analyzed,
and the histogram of the statistical distribution of SðnÞ in the foreground and back-
ground regions is obtained and normalized. In each region, we compute the likelihoods
by comparing SðnÞ and SðmÞ in terms of the foreground and background bins at pixel z:

pðSnðzÞjFmÞ ¼ NbFmðsnðzÞÞ
NFm

ð5Þ

pðSnðzÞjBmÞ ¼ NbBmðsnðzÞÞ
NBm

ð6Þ

Therefore, the posterior probability of SðmÞ as a priori is shown in Eq. (7):

pðFmjSnðzÞÞ ¼ SmðzÞpðSnðzÞjFmÞ
SmðzÞpðSnðzÞjFmÞþ ð1� SmðzÞÞpðSnðzÞjBmÞ ð7Þ

We use these two posterior probabilities to compute an integrated saliency map,
SalðS1ðzÞ; S2ðzÞÞ, based on Bayesian integration:

SalðS1ðzÞ; S2ðzÞÞ ¼ pðF1jS2ðzÞÞþ pðF2jS1ðzÞÞ ð8Þ

5 Experimental Results and Analysis

At present, there is no standard test library for flame samples. In order to verify the
effectiveness of the algorithm, the self-photographed flame video and Internet sharing
flame video are used to test the algorithm of this paper. We compare the algorithm of
this paper with the saliency model of [4, 8–10]. The segmentation results are shown in
Fig. 4. In Fig. 4, column (a) shows original flame video images for five different
scenes. From top to bottom, there are Nocturnal outdoor snow stack flame video
images, Nocturnal campus flame video images, Daytime Field Flame video image,
Road tunnel flame and driving vehicle lights interference video images and the traffic
video images captured by night crossing. Column (b) shows the segmentation result
graph obtained by the SR saliency calculation method [4], the algorithm is fast in
calculation speed, but the extracted saliency detection effect map cannot segment the
moving flame region from the background. Column (c) shows the segmentation result
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graph obtained by the SUN-saliency calculation method [8], the algorithm overem-
phasizes the edges of the flame rather than the entire target. Column (d) shows the
segmentation result graph obtained by the Context-Aware saliency method [9], the
accuracy of the algorithm detection is improved, but since only the K closest cell
contrasts are superimposed, the detection result sometimes overemphasizes the edges,
and the effect of the global contrast cannot be achieved. Column (e) shows the seg-
mentation result graph obtained by the AIM model [10], the algorithm is based on the
principle of maximizing the sampling information in the scene to predict the saliency
region, but the detection results can only get part of the flame and cannot get the whole
area of the flame segmentation. Column (f) shows the experimental result graph
obtained by the algorithm, It can be seen that, compared to the above methods, the top
three non-interfering flame image segmentation maps from top to bottom are complete
and clear in the boundary, and can effectively eliminate the influence of the ground
reflective area. However, in the fourth segmented figure, the moving lights and tunnel
lights with flame colors of the moving body are also completely segmented in the
reflective area. In the fifth segmented figure, the taillights and ceiling lights of vehicles
with flame colors are also completely segmented. Pseudo-flame interference can be
further eliminated using multi-feature identification of flames.

Fig. 4. a Input images, b saliency maps obtained by SR saliency calculation method, c saliency
maps obtained by SUN-saliency calculation method, d saliency maps obtained by context-aware
calculation method, e saliency maps obtained by AIM model calculation method, f saliency maps
obtained by this algorithm
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6 Conclusion

This paper proposed a flame segmentation algorithm based on the saliency of motion
and color. The algorithm extracts the saliency feature of motion and color from the
image sequence. In order to improve the accuracy of the flame segmentation, the SIFT
algorithm is used to detect the key points and calculate the motion vector of each frame
image combined with the LK optical flow method and the motion saliency map is
obtained from the motion vector difference of the pixels. Then, the color saliency map
is obtained in the LSI color statistical model based on the color and luminance char-
acteristics of the flame. Finally, in the Bayesian framework, the saliency map of motion
and color are fused to get the flame segmentation. Experimental results show that the
algorithm can segment the flame area accurately and effectively eliminate the influence
of the ground reflective area during flame burning. But we cannot exclude the inter-
ference of moving vehicle taillights, and we need to further use pattern recognition and
other methods to carry out multi-feature comprehensive identification of the flame.
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Abstract. In this paper, a ring array imaging method for near-filed security
screening is proposed for densely populated areas security imaging. With the
fixed transceivers, this method can avoid the motion phase error, which is
ineluctable in traditional synthetic aperture radar (SAR). Besides, the number of
transceivers is less than planar array radar with the same quality of imaging
results. The convolution back propagate (CBP) algorithm is adopted to recon-
struct image to avoid the phase error, which is created by plane-wave hypothesis
for near-field imaging in high-frequency band. Moreover, the simulation results
of CBP and other imaging algorithm are described and compared. And the
experimental results are shown to verify the performance of this method.

Keywords: Ring array � Near-filed imaging � Security screening

1 Introduction

In recent years, terrorism has been increased globally. Most of them occurred in
densely populated areas, such as gymnasium, railway station, and music festival.
Nevertheless, the traditional security measures, such as X-ray security apparatus and
metal detection apparatus, cannot detect and recognize conceal weapons rapidly and
effectively [1]. With the development of radar imaging technology and the improve-
ment of computer hardware performance, radar imaging has been new measures in the
security inspection field. Especially for the millimeter-wave (MMW) and Terahertz
(THz) imaging technology, they can recognize different material items with the radar
cross section (RCS) in the high-resolution images. Besides, it has been possible for
real-time security imaging with the fast imaging algorithm [2–5].

The main system model of security imaging radar can be divided into two types:
mechanical scanning radar and electronic scanning radar. The former one uses few
antennas moving to get the echo with a big aperture, and its principle is similar to
CSAR. As a typical MMW security imaging radar of the former type, SafeView(L-3)
has been widely applied in airports. It can provide a high-resolution whole-body MMW
image of one person with its vertical antennas moving along a fixed track. However, it
cannot satisfy the needs of densely populated areas security imaging with its cooper-
ative imaging method [6, 7]. Besides, the motion phase error will be a great challenge
due to the ultrashort wavelength in MMW and THz band. On the contrary, the elec-
tronic scanning radar uses a lot of fixed antennas as a real aperture. The planar array
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developed by Rohde & Schwarz is one of it with 768 TX elements and 768 RX
elements. The sequence of transmiting and receiving is controlled by electronic
switches, which means that the echo can be acquired in much less than one second
without any motion phase error. Nevertheless, it costs a lot for the huge amount of
elements [8, 9]. Here, we provide a ring array to avoid the cooperative imaging, motion
phase error, and huge costs.

As a near-field imaging, the security imaging has to consider about near-field
spherical wavefront. Especially for the MMW and THz imaging, the plane-wave
hypothesis will bring a massive phase error, which leads to the severe defocus and
deformation at the edge of image [10]. A common way is to reconstruct image via
back-projection (BP) algorithm. However, it costs a huge amount of computation [11].
Besides, the Taylor expansion is adopted to decompose the phase error caused by
plane-wave hypothesis [12]. Here, the CBP algorithm is adopted to figure it out with
less computation than BP and more accuracy than Taylor expansion method.

The remainder of this paper is organized as follows. In Sect. 2, the system geo-
metric model and signal mathematics model are introduced. Section 3 presents micro-
drone detection and parameters estimation using micro-motion signatures. The simu-
lation and experimental results are demonstrated and analyzed in Sects. 4 and 5,
respectively. And the conclusion of this study is given in Sect. 6.

2 Signal Model

Figure 1 shows the geometry of the ring array and a point A of target. As the figure
shown, the ring array is formed with N transceivers, which are located in a vertical
circle at the plane z ¼ 0 with the radius r0 and the fixed angle h (for ith transceiver can
be expressed as hi). Assuming that the signal of this ring array radar is step frequency
signal, the signal transmitting and receiving steps can be summarized as: (1) set a signal
frequency, (2) all the transceivers transmit and receive signal in turns, (3) set the next
signal frequency, and repeat the step 2 until all the frequency point signals are trans-
mitted and received.
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Fig. 1. Geometry of the ring array and a point A of target
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For a target located at xa; ya; zað Þ, the distance of propagation between ith trans-
ceiver and point A can be given as:

Ri�A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0 cos hi � xað Þ2 þ r0 sin hi � yað Þ2 þ z2a

q
ð1Þ

The ith transceiver echo which reflected from target A can be expressed as:

s hi; fð Þ ¼ d xa; ya; zað Þ exp �j4p
f
c
Ri�A

� �
ð2Þ

where f is the frequency of signal, d xa; ya; zað Þ is the scattering coefficient of point A,
and c is the speed of light. Hence, all the transceivers echo data reflected from all the
targets in imaging scene O can be collected as:

s h; fð Þ ¼
ZZZ

O

d x; y; zð Þ exp �j4p
f
c
R

� �
dxdydz ð3Þ

where x; y; zð Þ 2 O and R is given as:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0 � xð Þ2 þ r0 � yð Þ2 þ z2

q
ð4Þ

3 Imaging Reconstruction Algorithm

As the echo data expressed in (3), for BP algorithm, the scattering coefficient of scene
O can be given as:

d x; y; zð Þ ¼
ZZ

hf

s h; fð Þ exp j4p
f
c
R

� �
df dh ð5Þ

For a fixed plane z ¼ h, with the polar format, the coordinate x; y; zð Þ can be
assumed as:

x ¼ q cos/; y ¼ q sin/; z ¼ h ð6Þ

where q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
, / ¼ angle xþ jyð Þ. By inserting (6) into (4), the distance R can be

rewritten as:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0 cos h� q cos/ð Þ2 þ r0 sin h� q sin/ð Þ2 þ h2

q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r20 þ q2 þ h2 � 2r0q cos h� /ð Þ

q ð7Þ
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Assuming that:

F h� /; fð Þ ¼ exp j4p
f
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r20 þ q2 þ h2 � 2r0q cos h� /ð Þ

q� �
ð8Þ

Hence, (5) can be rewritten as:

d q;/ð Þ ¼
ZZ

hf

s h; fð ÞF h� /; fð Þdf dh ð9Þ

As the transceivers fixed in a complete which means that h 2 �p; p½ �, we can get
that:

Zp

�p

s h; fð ÞF h� /; fð Þdh ¼ s /; fð Þ � F /; fð Þ ð10Þ

where � means the symbol of convolution in angle domain. With the theory of Fourier
transform, (10) can be converted into:

s /; fð Þ � F /; fð Þ ¼ IFFTk/ S k/; f
� � � F k/; f

� �� � ð11Þ

where

S k/; f
� � ¼ FFT/ s /; fð Þ½ � ð12Þ

F k/; f
� � ¼ FFT/ F /; fð Þ½ � ð13Þ

Hence, (9) can be rewritten as:

d q;/ð Þ ¼ IFFTk/

Z

f

S k/; f
� �

F k/; f
� �

df

2
64

3
75 ð14Þ

Here, we use twice fast Fourier transform (FFT) and once fast inverse Fourier
transform (IFFT) to take the place of the integral operation in angle dimension, which
has a large number of samples to satisfy Nyquist sampling theorem in high-frequency
band. At last, by performing a two-dimension (2D) interpolation operation, the image
of scene O can be reconstructed.

The flowchart of the above image reconstruction algorithm is shown in Fig. 2.
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4 Simulation Results

The simulation parameter is shown in Table 1. Here, f0 and B are the center frequency
and bandwidth of signal, respectively; Nf and Nh are the number of frequency samples
and transceivers, respectively.

The simulation imaging targets are points, and the location of these points is shown
in Fig. 3. And the results of simulation via different imaging algorithms are shown in
Fig. 4 with normalized operation.

Echo Data

Phase Data

∗

( ),s fθ

( ),F fφ

( ),S k fθ

( )F ,k fφ

FFTθ

FFTθ

f∫
( ),kφδ ρ kIFFT

φ ( ),δ ρ φ Interpolation ( ),x yδ

Fig. 2. Flowchart of the image reconstruction algorithm

Table 1. Simulation parameters

f0 B r0 h Nf Nh

330 GHz 28.8 GHz 1 m 1 m 256 1024

x/m
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

y/
m

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5
The location of points

Fig. 3. Location of simulation imaging point targets
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By comparing with Fig. 4a, b, it is obvious that the scene range of effective
imaging has been expanded with the Taylor expansion correction. But the defocus and
deformation phenomenon still appears in the edge of images. Besides, as the results
shown in Fig. 4c, d, the image can be reconstructed via BP algorithm and CBP
algorithm without defocus and deformation both. Nevertheless, due to the affection of
interpolation precision, Fig. 4d is not as evenly as Fig. 4c. The run times via different
algorithm are shown in Table 2 with the CPU (Inter Core i5-4590) and 8 GB RAM. As
Table 2 told, the run time of CBP imaging algorithm is the shortest except polar format
algorithm. Hence, the CBP is the most suitable imaging algorithm for the proposed ring
array radar security imaging.

(a) (b)

(c) (d)

Fig. 4. Results of simulation via different imaging algorithms: a polar format algorithm (PFA);
b PFA with Taylor expansion correction (PFA-TEC); c back propagate algorithm; d convolution
back propagate algorithm
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5 Experimental Result

Here, we use a THz transceiver with inverse synthetic aperture radar (ISAR) imaging
method to simulate the proposed ring array imaging method. The parameters of this
experiment are same as Table 1 expect that r0 ¼ 2m.

Figure 5a shows the picture of target, and Fig. 5b shows the imaging result of
targets via CBP algorithm. As Fig. 5 shown, the proposed imaging method has
reconstructed the image of pistol successfully via CBP algorithm.

6 Conclusion

A ring array imaging method for concealing weapon detection is proposed in this
paper. The main contribution of this paper is as follows. First, the imaging method can
be used as security screening for densely populated area with less antennas. Second, the

Fig. 5. a Experimental target. b Imaging result via convolution back propagate algorithm

Table 2. Run times with different algorithms

Algorithms Run time (s)

PFA 2.18
PFA-TEC 103.46
BP 229.73
CBP 17.53
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fast imaging algorithm without plane-wave approximation phase error is addressed. In
the end, the simulation and experimental results have been comparatively analyzed to
verify the performance of the proposed imaging method and algorithm.
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Abstract. Road lighting is a main factor which impacts on traffic accident rate.
The valuable lighting evaluations are the fundament of road lighting design. We
propose five classes parameters which come from road lighting images to
evaluate the quality of road lighting in this paper. We first calculate 10 image
parameters from road lighting images. It includes mean value of gray level,
variance of gray level, radiation precision steepness, gray level entropy, second
moment of angle, contrast, autocorrelation, inverse difference moment, detail
energy, and edge energy. Then, we divide the above 10 parameters into five
categories using cluster analysis. These categories are mean value class, vari-
ance class, contrast class, detail energy class, and information-related class.
Finally, combined with the physical meaning of the parameters, the evaluation
index of the traditional road lighting and the characteristics of the human eye,
we connect these five categories with the average brightness of pavement, the
uniformity of road surface brightness, glare, road sign inducibility, and psy-
chological factors. The experimental results show that the road lighting image
parameters have good clustering properties, and the clustered image parameters
can reflect the quality of road lighting.

Keywords: Road lighting evaluation � Image characteristic parameters �
Systematic cluster analysis

1 Introduction

Glare of road lighting and unclear sight of driver are important factors of traffic
accidents at night. The investigation of the international lighting committee
(CIE) manifests that good nighttime road lighting environment can effectively reduce
the urban traffic accident rate by 30–40%. Therefore, the improving quality of road
lighting can reduce traffic efficiency and ensure traffic safety. To improve the quality of
road lighting, we must evaluate road lighting more effectively. Road lighting mea-
surement can get quantitative information of road lighting and provide important ref-
erence for road lighting construction. For a long time, road lighting design has been
carried out with reference to the “luminance standards” of pavement. The brightness
information of the road surface and the light curtain caused by the stray light can affect
the visibility of the road area and the objects around the road. Through imaging for
road lighting scenes, we get digital images including light sources [1], roads, and
scenery. Combined with imaging technology and digital image processing technology,
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the calculation and estimation of the brightness, glare, and many statistical parameters
in the scene can be used to evaluate the road lighting in an all-round way.

This paper proposed a method to evaluate road lighting quality based on road
lighting image parameters. The clustering analysis technology is used to classify gray
level mean, gray level variance, radiation precision steepness, gray entropy, second
moment of angle, contrast, autocorrelation, inverse difference moment, detail energy
and edge energy into gray level mean class, gray level variance class, contrast class,
detail energy class, and information-related class. Combined with the physical meaning
of the parameters and the evaluation index of traditional road lighting and the char-
acteristics of human eyes, the parameters are analyzed.

2 Extraction of Image Parameters

The road lighting scene includes the characteristics of the road lighting. And the image
of road lighting scene sampled typical characteristics of road lighting [2]. Therefore,
the road lighting can be analyzed and evaluated by the road lighting images. A lot of
image parameters describe the characteristics of image scene. These characteristics can
be used to evaluate scene characteristics and lighting quality. The common image
characteristic parameters are shown in Table 1. These parameters can be categorized as
three major parts from gray level parameters, texture parameters [4], and edge
parameters.

3 Cluster Analysis of Road Lighting Image Parameters

3.1 System Clustering Analysis

There are a lot of parameters in images. The relativity of the parameters needs to be
analyzed. Cluster analysis is to aggregate samples according to the similarity of quality

Table 1. Parameter of image quality evaluation and its significance

Type No. Name

Gray level parameters 1 Gray level mean
2 Gray level variance
3 Radiation precision steepness
4 Gray entropy

Edge parameters 5 Edge energy
Texture parameters 6 Second moment of angle

7 Contrast
8 Autocorrelation
9 Inverse difference moment
10 Detail energy
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characteristics [5]. According to the comprehensive nature of the category, multiple
varieties are aggregated using cluster analysis. We used the deviation square sum
method (Ward method) to analyze the 10 image parameters in case (Q) system cluster
analysis. One road lighting image is shown in Fig. 1, and the cluster analysis results are

shown in Figs. 2, 3, and 4.

3.2 Preliminary Cluster Screening of All Kinds of Image Parameters

According to the dendrogram of cluster analysis (Fig. 2), when the distance between
classes is = 0.4, the four gradation parameters can be divided into three categories. The
first group aggregates two gray scale parameters, namely radiation precision steepness
and gray entropy. The second is the gray level mean and the third is the gray level
variance.

Fig. 1. Original gray level image

1 Grayscale mean 
2 Grayscale variance 
3 Radiation precision steepness 
4 Gray entropy 

Fig. 2. Gray parameter cluster analysis dendrogram
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From the cluster analysis dendrogram (Fig. 3), we can see that five texture
parameters are divided into three classes when the distance between classes is = 0.4.
The first class aggregates three-edge parameters; they are second moment of angle,
autocorrelation, and inverse difference moment. The second category is contrast, and
the third is the detail energy.

By clustering analysis, three categories are separated from gray and texture
parameters. A random selection of parameters from each class is carried out again for
cluster analysis. The parameters selected in this paper are gray level mean, gray level

1  Second moment of angle 
2  Contrast 
3  Autocorrelation 
4  Inverse difference  moment 
5  Detail energy 

Fig. 3. Texture parameter cluster analysis dendrogram

1   Grayscale mean 
2   Grayscale variance 
3   Radiation precision steepness 
4   Gray entropy
5   Second moment of angle 
6   Contrast 
7   Autocorrelation 
8   Inverse difference  moment 
9   Detail energy 
10 Edge energy 

Fig. 4. Two screening parameter cluster analysis dendrogram
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variance and gray entropy in gray parameters, contrast, inverse difference moment and
detail energy in texture parameters, and edge energy in edge parameters. According to
the dendrogram of cluster analysis (Fig. 4), seven texture parameters can be divided
into five categories: gray level mean class, gray level variance class, contrast class,
detail energy class, and information-related class. The first class has gray level mean,
the second class has gray level variance, the third kind has contrast, the fourth kind has
the detail energy, and the fifth class has edge energy, the gray entropy, inverse dif-

ference moment, second moment of angle, autocorrelation, and radiation precision
steepness. Among them, the fifth category also contains parameters that are not selected
for re-clustering because of repeated clustering (Table 2).

4 The Significance of Image Parameters Evaluation

4.1 Evaluation Indicators for Road Lighting

The Urban Road Lighting Design Standard (CJJ 45-2015, it implemented by the
Ministry of Housing and Urban-Rural Development on June 1, 2016) states that the
average road surface brightness or average road surface illumination, road surface
brightness uniformity, and longitudinal uniformity or evenness of road surface

Table 2. Classification of image parameters

No. Class name Including original image parameters

1 Gray level mean
class

Gray level mean

2 Gray level
variance class

Gray level variance

3 Contrast class Contrast
4 Detail energy class Detail energy
5 Information-

related class
Edge energy, gray entropy, inverse difference moment, second
moment of angle, autocorrelation, radiation precision steepness

Table 3. Design index and significance of urban road lighting

No. Name

1 Average road surface brightness
2 The total brightness of road surface
3 Road brightness longitudinal uniformity
4 Glare limitation of lighting
5 Road lighting inducibility
6 Environmental ratio SR
7 Average road surface illumination
8 Road illumination total uniformity
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illumination, glare limitation, environmental ratio, and inducibility are valid evaluation
indexes [9].

According to CJJ 45-2015, Table 3 shows the design index and significance of
urban road lighting. The average brightness of the road is the average value of the
brightness of each point obtained at the point set on the road in accordance with the
relevant provisions of the international lighting committee (CIE).

The brightness of the road pavement manifests the overall uniformity of brightness
and brightness of the average ratio of the minimum. Longitudinal uniformity of road
surface luminance refers to the ratio of minimum and maximum luminance brightness
on the same lane center. Glare is a visual phenomenon that causes discomfort or
reduces the ability to observe objects or details due to the discomfort of the brightness
distribution or luminance range in the field of vision, or the existence of extreme
contrast. In order to prevent glare phenomenon, it needs to calculate the road lighting
glare limit. The proper installation of lamps and lanterns along the road can provide
drivers with visual information on the direction, line type, and slope of the road, which
is called the inducibility of road lighting. SR refers to the environment than the average
level of illumination and the adjacent roadway outside 5 m wide area like 5 m wide
roadway illumination than the average level. Road surface illuminance on average
represents the mean value according to CIE relevant provisions set in advance on the
road on the measured or calculated the illuminance. The total surface illumination
uniformity is on the road and the average illuminance ratio of minimum illumination.

4.2 Significance of Clustering Image Parameters

The human visual system (HVS) [6] model is used to simulate the visual perception
process. In the actual visual environment, objects in turn undergo visual nonlinearity,
visual sensitivity bandpass, visual multi-channel, and masking effects [10]. At the same
time, they are affected by human visual physiological functions in the process, and
ultimately produce images in the human eye, then output the result. Because of some
indicators in road lighting, it is impossible to describe the road lighting quantitatively,
and there are indicators which are influenced by the individual’s intuitive feelings [3].

Considering all these considerations, this paper only discusses some indicators for
evaluating road lighting. To imaging the actual environment of road lighting, we can
obtain the evaluation parameters related to the average brightness of road surface, the
total uniformity of road brightness, the limit of glare, the environment ratio, and the
inducibility. The correspondence relationship is shown in Fig. 5.

(1) Glare is the visual condition of discomfort and visibility of objects, due to the
incorrect distribution or range of luminance in the field of vision, or the existence
of extreme brightness contrast in space or time. The contrast in image parameters is
the ratio of the brightest part and the darkest part of the image, or the logarithmic
difference. Glare is closely related to brightness and shade ratio in the environment.
Image contrast is also closely related to brightness and shade ratio in the envi-
ronment. Therefore, there is a certain correlation between contrast in road lighting
images and glare in actual road lighting.
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(2) The total uniformity refers to the ratio of the minimum brightness to the average
luminance on the road surface. The lower the total uniformity under the same
illumination, the harder it is to detect obstacles. The variance of the gray level
reflects the richness of the gradation level of the image, which reflects the size of
the high-frequency part of the image. The larger the gray scale variance, the greater
the difference between the high-frequency and low-frequency components. The
high-frequency part of the image and the road obstacles are the parts that need
attention in image and environment. The smaller the image gray variance, the more
prominent the high-frequency part of the image is. The lower the total brightness of
the road surface is, the less obvious the road obstacles are. Therefore, there is a
certain correlation between the variance of image gray and the total uniformity of
road surface brightness.

(3) Mean brightness of road surface refers to the luminance average of all test points
on the road surface. The mean value of the image reflects the brightness of the
image as a whole, and it is a quantitative reflection of the actual radiation energy of
the scene objects. The average gray level mean reflects the average brightness of
the image. Mean brightness and image mean value are the mean values of envi-
ronmental brightness. Therefore, we can conclude that the average brightness of
pavement can be reflected to some extent by extracting and analyzing the gray level
mean of road lighting images [9].

(4) Road lighting facilities should be able to provide good inducibility. It plays an
important role in traffic safety and comfortable driving. The detail energy describes
the richness of the detail edges of the image from the local part of the image. The
greater the value of detail energy, the more abundant the information provided by
the image. If road lighting provides a lot of useless information to the human eye, it
will lead to wrong visual induction. This will lead to distraction of drivers and
cause safety hazards. It can be seen that by extracting the detail energy in the road
lighting image, the inducement of road lighting can be analyzed to a certain extent
[8].

Image parameters

Mean value of gray level 

Variance of gray level 

Contrast

Detail energy

Edge energy
Gray entropy

Inverse difference moment
Second moment of angle

Autocorrelation
Radiation precision 

steepness

Classification

Gray level mean value class

Gray level variance class

Contrast class

Detail energy class

Information related class 

Evaluation indicators 
for road lighting

Average road surface brightness

The total uniformity of road surface

Glare limitation of lighting

Road lighting induction

Visual characteristic

Fig. 5. Significance analysis of image parameter clustering
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(5) The system cluster analysis includes the edge energy, the gray entropy, and the
inverse distance. According to the physical properties, it is classified as an
information-related class, which represents the relationship between gray values.

5 Conclusions

A new method for evaluating the quality of road lighting is presented in this paper. The
method is based on the images parameters of road lighting,gray level mean value, gray
level variance, radiation precision steepness, gray entropy, second moment of angle,
contrast, autocorrelation, inverse difference moment, detail energy, and edge energy are
clustered, and it is classified as gray level mean class, gray level variance class, contrast
class, detail energy class, and information-related class. By analyzing the physical
meaning of the parameters, a correspondence relationship between the evaluation
indexes of traditional road lighting and the characteristics of human eyes is established.
20 frame road lighting images are selected and analyzed in experiments. The results
show that road image parameters have good clustering properties. To some extent,
clustered image parameters can evaluate the quality of road lighting. The method has
good operability, and it can make up for parameter indicators and fills the shortage of
lacking indicators in road evaluation. It has great application prospects in road lighting
evaluations.
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Abstract. As a typical feature point with the distinct advantage of being
detected easily, the circle has been widely used for camera calibration and
motion measurement. However, motion blur may cause a negative effect on the
accuracy of the center location. In this paper, the developed method for the
circle detection on motion blur image is proposed, which consists of two pro-
cedures. Wiener filtering is used to restore a degraded image in the first
step. Zernike moment is utilized to subpixel central location in the second
step. Image restoring simulation and center detection experiments are provided
to verify the performance of the method. Results show that the clarity of the
images restored by Weiner filtering is high and the circles on the restored image
can be detected successfully and located accurately.

Keywords: Stereo vision � Code recognition � Circle detection � Motion blur

1 Introduction

As a non-contact metrology, the visual measurement has been developed rapidly and
commonly applied in the field of measurement for its high accuracy and speed [1, 2]. In
the visual measurement, checkerboard corners, crossing lines and circles have always
been collocated on the surface of measured objectives. Since circular markers have the
advantage of being easily detected, they are widely used in machine vision field. Due to
the rotation invariance of the circle, encoding circle is usually adopted to accelerate
matching procedure and diminish the complexity of measuring procedure [3]. Based on
the above mentioned, the coded target is utilized in this paper. The code of this target is
prone to be recognized, so this target can accelerate the stereo matching process while
calibrating the binocular camera.

In recent years, various studies have been carried out on the circle detection and
location since the high accurate location can develop the accuracy of image matching
and measuring results [4, 5]. Due to the uses of its result in camera calibration, 3D
construction and other follow-up processes, matching image is considered as a key step
of measuring process by using the coordinates of feature points in different images.
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Besides, in measuring process, especially in motion measurement, the coordinates of
the circles on the objectives are utilized to obtain motion trails, deformation parameters
and other measuring information. Therefore, in measurement process, high-precision
central location can improve the precision of measurement. However, in shoot process,
the tremble of hand and the motion of objects can result in the motion blur [6]. Suppose
that detect the circle in blurred image directly, the precision of central location could
not meet the standard of measurement. To solve the problem, this paper proposes a
method of detecting the circle on motion-blurred image. The method includes two
simple but effective approaches. Firstly, estimate the motion parameters and restore
image by Weiner filtering. Secondly, detect the edge of the circle by using Zernike
moment and locate central. This method is carefully tested on simulation and real
experiment to validate its performance. Results reveal that detecting the circle on
motion-blurred image by this method is more effective.

2 Coded Target

Two commonly used coded targets, shown in Fig. 1, are circular coded target and
Schneider’s coded target [7], respectively. With a view of the count of codes, Sch-
neider’s coded target is adopted in this paper.

The white pattern is associated with digit 0, while the black pattern is associated
with digit 1; this association is shown in Fig. 1b. While decoding the pattern, each
pattern is been read anticlockwise or clockwise. Regard the minimum of these k binary
numbers as the code of each target to guarantee the uniqueness of the decoded result.
Table 1 lists the number of codes with different code digits. The code target proposed
in this paper is associated with a ten-digit binary number, and that means this coded
target includes ten code patterns. The size of the coded target is illustrated in Fig. 2;
/min is the diameter of circular target, while /mid is the internal diameter and /max is
the outside diameter of coded band.

1

1

1

1

0
0

0

0

0

(a) Circular coded 
target

(b) Schneider’s 
coded target

Fig. 1. Coded target

Table 1. Number of codes with different code digits

Coded digits 4 8 10 12 15
The number of codes 5 35 107 351 21,291
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Decoding process is as follows: After ellipse fitting, the circle which is the inverse
affine transformation of the ellipse with diameter /max þ/mid

2 is set as the decoded target.
The gray value of each 360�=k degree is extracted firstly, and the corresponding binary
digit is obtained secondly. The minimum of all the code numbers is set as the decoded
result. This process is illustrated in Fig. 3.

3 The Method of Restoring Image

3.1 The Degeneration and Restoration Model of Motion-Blurred Image

As a common distortion, motion-blurred image can be resulted due to the relative
movement between the object and the camera. In general, the model of degenerated
image in time domain can be described by

gðx; yÞ ¼ hðx; yÞ � f ðx; yÞþ nðx; yÞ ð1Þ

minφ
midφ

maxφ

Fig. 2. Coded target size

A
O

Fig. 3. Schematic diagram of decoding
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where hðx; yÞ denotes point spread function (PSF), f ðx; yÞ denotes clear image, � is
convolution operator and nðx; yÞ is noise. The expression of point spread function is [8]

hðx; yÞ ¼ 1=L;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
� L; x=y ¼ � tanðhÞ

0; else

�
ð2Þ

where L denotes motion scale and h is motion direction. The expression indicates
obviously that the estimates of motion scale and motion direction are the key factors of
restoring image. The Fourier transform of motion-blurred image without noise is
written as

Gðu; vÞ ¼ Hðu; vÞFðu; vÞ ¼ Fðu; vÞ � sinðpuLÞ
puL

e�jpuL ð3Þ

Thus, it can be seen that the black stripes would occur in the spectrum image of
blurred image because of the zeros of sine [9]. The orientation of black strips is
perpendicular to the motion direction; hence, the motion direction can be found by
extracting orientation of spectrum image of blurred image. After the obtainment of both
motion direction and scale, blurred image can be restored by Wiener filtering. Making
the mean square error (MES) of restored image and original image is the fundamental
principle of Wiener filtering. However, the power spectrum of original image and noisy
image, which is used in Wiener filtering, is hard to obtain. Therefore, approximation of
Wiener filtering is adopted in this work

F
_ðu; vÞ ¼ 1

Hðu; vÞ
Hðu; vÞj j2

Hðu; vÞj j2 þK

" #
Gðu; vÞ ð4Þ

where

K � Average noise power spectrum
Average image power spectrum

:

3.2 The Estimation of Motion Direction and Scale

As Fig. 4 shows, the light and dark strips occur in the spectrum of blurred image, and
these stripes are perpendicular to motion direction, so the motion direction can be
determined by spectrum analysis. The orientation can be extracted by Radon transform.
The corresponding angle of the maximum value is vertical to strips, namely motion
direction. Nevertheless, noise exists in actual degeneration model and it has a negative
effect on the accuracy of direction evaluation. Therefore, the median filter algorithm is
adopted to preprocess the image firstly, and Fourier transform is applied secondly.
After Radon transform, fit a curve with the maximum value of each angle. The cor-
responding angle of the peak of the curve is the direction of the motion.
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After the motion direction is determined, the motion scale can be obtained by
differential autocorrelation function [10]. First of all, rotate the blurred image at the
motion angle and obtain the horizontal differential of the rotated image. The distance
between two minimums is the motion scale of blurred image. Once motion scale and
direction are obtained, image can be restored by Wiener filtering afterward. Consid-
ering the effect of noise, this paper uses morphological filter and thresholding method
before central location to denoise.

4 High-Precision Circle Detection Method

4.1 Subpixel Edge Detection Method

S. Ghosal and R. Mehrotra proposed a subpixel edge detection method based on
Zernike moment [11]. The gray value of image is mapped to a unit circle, and the edge
feature is shown in Fig. 5. The part within the circle of line L can be regarded as ideal
edge.

The Zernike moment of 2D image is described as

Znm ¼ nþ 1
p

ZZ
x2 þ y2 � 1

f x; yð ÞV�
nm q; hð Þdxdy ð5Þ

* represents complex conjugate. Vnm q; hð Þ is integral kernel function, and it can be
written in a form that corresponds with the polar geometry

(a) Horizontal direction

(b) 30 degree

Fig. 4. Spectrum of motion-blurred image
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Vnm q; hð Þ ¼
Xn� mj jð Þ=2

s¼0

�1ð Þs n� sð Þ!qn�2s

s! nþ mj j
2 � s

� �
! nþ mj j

2 � s
� �

!
e�imh ð6Þ

According to the rotation invariance of Zernike moment, the edge can be detected
by the Zernike moment which is been turned u degree. Obtain the Zernike moment
Z00; Z11;f Z20; Z31; Z40g of image firstly, and l, k, h, u can be obtained secondly. The

edge can be expressed by these parameters. Suppose the size of the moment template is
N � N, the error caused by Zernike moment template can be eliminated by

xs
ys

� �
¼ x

y

� �
þ Nl

2
cos uð Þ
sin uð Þ

� �
ð7Þ

where x; yð Þ is the edge detected by Sobel operator. xs; ysð Þ is the subpixel edge
detected by Zernike moment.

However, in actual imaging process, the gray value near the edge follows Gaussian
distribution, so the ideal edge detection is inaccurate. Suppose the edge and y-axis are
parallel, and the actual edge model is shown in Fig. 6. The actual distance between the
edge and the center of model is l. The subpixel edge position error is determined by

(a) The original edge
 image

(b) The edge of the 
rotated

Fig. 5. Ideal edge detection model of the Zernike moment

Fig. 6. Actual edge model
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E ¼
d d� 1ð Þ 1� l2

� 	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l21
� 	3q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l22
� 	3q
 �

d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l21
� 	3q

þ 1� dð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l22
� 	3q ð8Þ

where

d ¼ Dk=k ð9Þ

If d 6¼ 1 and d 6¼ 0, it holds that E 6¼ 0. In addition, position error E increases with
the distance between l1 and l2. The error of actual subpixel edge can be compensated by

l ¼ lr � E ð10Þ

The precision can be improved after the error compensation. And the edge pixel can
be evaluated for higher accuracy by

k	 kt \ l2 � l1j j � lt ð11Þ

where kt and lt are the thresholds of k and l, respectively.

4.2 Algorithm of Central Location

While the spatial circle plane is perpendicular to the optical camera axis, the coordinate
fitting center of ellipse projection in spatial plane is equal to the projection of the spatial
circle center. Often, the spatial circle plane is not perpendicular to the optical camera
axis. In this circumstance, a line passing through the two points is in the image plane.
The slope k of this line is the independence of the radius of the spatial circle. And after
camera imaging process, the actual circle center projection, the geometrical center of
ellipse and fitting center of ellipse are collinear.

Unqualified edge should be removed according to the circle criterion after the
circular edge detection. Deal with regular edge and obtain two points that have the
longest distance, and the midpoint of them is the center of the ellipse projection.
Afterward, judge the distance of these points and fitting center. If the distance is closer
than a given threshold, the midpoint of these two centers is regarded as the actual
projection of the spatial circle center. If not, make a line which through these two
centers intersects image plane at eimage ue; veð Þ and fimage uf ; vfð Þ. Suppose the coordinate
of the actual projection of the spatial circle center is Oimage uo; voð Þ. According to the
invariance of straight line and the cross ratio while affine transformation, a coordinate
of ellipse center can be determined by

uo�ue
uf�ue

¼ R
2R

vo�vf
vf�ve

¼ R
2R

(
) uo ¼ ue þ uf

2
vo ¼ ve þ vf

2

�
ð12Þ

where R is the radius of the spatial circle center. The midpoint of these two centers of
ellipse is set as the actual projection of the circle center.
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5 Experiment and Analysis

5.1 Simulation Experiment

The simulation experiment is used for verifying the proposed restore method. Add
motion blur to the image by computer firstly, and secondly, get the motion direction
and motion scale by the method described in this paper. The motion direction acquired
by the Radon transform in frequency domain is displayed in Fig. 7. It is easy to see that
the corresponding angle of the maximum value of Radon transform is equal to the
motion angle. Use Wiener filtering to restore image later, and the result of the restored
process is shown in Fig. 8. The definition of the restored image is fine.

5.2 Measuring Experiment

The experiment of measurement did with EoSens® 3CL series high-speed and accu-
racy camera is made by Mikrotron. The model of camera is MC3010. The resolution of
this kind of camera is 1280 � 1024 pixel, the size of pixel is 0.008 mm/pixel, and the
model of the lens is Zoom-Nikkor 24–85 mm/1:2.8-4D.

Add the motion blur with 21 pixels and 11 degrees firstly. Restore blurred image by
Weiner filtering secondly. Next, decode the coded targets in the original image, blurred
image and restored image by algorithm mentioned in this paper. The decoding results

(a) Horizontal (b) 30 degree

Fig. 7. Result of identification of motion direction

Fig. 8. Restored image
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are shown in Fig. 9. The coded targets in blurred image cannot be decoded success-
fully, and all the coded targets in original image and restored image are recognized by
decoding process. Detect circles in original and restored image and locate centrals; the
coordinates of centrals are listed in Table 2. The result shows that the difference of
central coordinates between original image and restored image is tiny, and these results
can verify the accuracy of the circle detection in restored image meets the requirement.

(a) Original image                  (b) Motion-blurred image

(c) Restore image

Fig. 9. Result of decoding

Table 2. Result of the circle detection

Code number 191 439 347 351 383
Original image 326.649 135.723 231.105 334.179 127.189

252.545 250.802 156.576 54.1206 51.8835
Restored image 326.651 135.721 231.083 334.186 127.241

252.523 250.822 156.581 54.0857 51.8926
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6 Conclusion

A novel method based on Weiner filtering and Zernike moment is proposed in this
paper for detecting the circle on motion-blurred image. The coded target is used to
accelerate the matching procedure. To improve the accuracy of central location, restore
image by Weiner filtering firstly, and subpixel central location based on high accuracy
edge detection by Zernike moment is adopted secondly. Simulation and real experi-
ments are carried out to verify the proposed method. Results show that the accuracy
and stability of this method are satisfied. This method is very useful for visual mea-
suring process that extracts information by detecting the circle.
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Abstract. To solve the problem that image enhancement of finger vein patterns
based on traditional filtering methods fails to intuitively highlight the feature of
edge protection, the experimental study model based on the guided filter is
proposed. Through adding the comparison experiment between guided filter and
bilateral filter, and doing the binary processing to the finger vein image after the
process of the guided filtering and bilateral filtering, it can be found that some
noises exist around the vein texture. In order to reduce or eliminate the inter-
ference, a traditional average filtering method is applied for denoising, which
not only highlights the vein texture details but eliminates the interference in the
post-processing, and at the same time, adjusting the filter parameters will cause a
significant impact on the enhancement of finger vein image. A comparison
experiment in false recognition rate between two filtering algorithms is con-
ducted, and visual and numerical evaluations are performed on finger vein
image after the process of enhancement and binarization; the result indicates that
the guided filter has better edge protection feature and lower false recognition
rate than the bilateral filter.

Keywords: Processing � Guided filter � Finger vein image enhancement �
Bilateral filter � Binary processing � Median filter

1 Introduction

With the continuous development of information technology and biomedicine, bio-
metrics is being integrated into everyday life such as access control, attendance
checking, payment and so on [1], and as we all know, the most common biometrics
include face recognition, hand vein recognition, fingerprint identification. However,
face recognition and fingerprint identification have some shortcomings. On the one
hand, face will change with age, on the other hand, fingerprint can be easily copied;
therefore, compared with them, hand vein recognition technology has good advantages,
which mainly reflect in its higher universality, independence and high stability. But as a
new member of biometric family for finger vein recognition technology, a lot of
research results have been made with in-depth research in recent years; in addition,
some problems and limitations still exist. First of all, although finger vein recognition
has the advantages of high safety and precision, the finger vein cannot be collected in a
covert manner which is similar to face; secondly, the quality of finger vein image needs
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to be improved. Low-quality and deformed finger vein images are the main contrib-
utors to reduce recognition performance [2]; the main reason is that these low-quality
images will affect the extraction and recognition of finger vein features, so enhancing
texture details of vein image is one of the important research contents in finger vein
recognition technology [3, 4].

Filters are widely used in image processing, pattern recognition, computer vision
and other related fields [5], and filter processing is an important process in many image
processing algorithms. Among them, the image smoothing margin filter has drawn
great attention and has become the basic step of some image processing applications.

At present, the finger vein image enhancement algorithms mainly include the
enhancement algorithm in the space and frequency domain, in which the algorithms of
contrast enhancement and image texture feature enhancement are frequently used. The
former relies mainly on improved histogram equalization technique, while the later on
Retinex technique, and the purpose is to enhance the contrast of image, thus making a
distinction between region of interest (ROI) and background area. Retaining more
texture details of finger vein image is the advantage of this kind of algorithm; however,
enhancing the faint texture details of finger vein image is the disadvantage, so the
quality of the finger vein image used in the experiment is relatively high, and this kind
of algorithm is mainly used to enhance what texture details are clear.

In fact, the methods above for image enhancement only have specific functions, so
the universality, robustness and high efficiency of the algorithm await innovation. In
order to meet the needs of efficient processing in the era of big data. More scholars shift
their research direction to the composite image enhancement technology that can keep
the main features of the image and restrain the noise; among them, striking the balance
between highlighting the edges and suppressing image noise has become a key issue
for research. The guided filter which has wide applications in the field of image
processing such as edge enhancement, image fogging and smoothing [6–8] was first
proposed by He et al. [9]. At Computer Vision Conference 2010. Tomasi et al. [10]
proposed a bilateral filter [11, 12] that takes into account both the neighboring pixel
values and the geometrical proximity. Ye et al. [13] proposed a facial expression
analysis preprocessing algorithm based on the adaptive guided filter, and it is out-
standing in eliminating noise and other aspects. How to highlight the edge-preserving
characteristics of the guided filter becomes the problem to be discussed in this paper;
through adding the comparison experiment of bilateral filter, the conclusion can be
drawn from the visual evaluation and the numerical evaluation. Compared with the
bilateral filter algorithm, the experimental results show that the guided filter has a better
characteristic of edge protection.

2 Image Enhancement of Finger Vein Patterns Based
on the Guided Filter

2.1 Basic Theory of the Guided Filter

The guided filter is one kind of filter technique that just appeared in recent years, and it
is widely applied in the field of image restoration for its characteristic of edge
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protection as well as smoothing background. The characteristic of edge protection
between guided filter and bilateral filter is their greatest similarity; however, compared
with bilateral filter, the guided filter has the advantage of overcoming the problem of
gradient inversion and low complexity. In the definition of the guided filter, a local
linear model is used, which defines the output image as a local linear model related to
the leading image, and uses the leading image to guide the filter process of the image.
The filter expression is:

Y ¼ guidefilterðp; I; r; kÞ; ð1Þ

In this expression, r is the size of the filter window, k is the regularization
parameter, I is the guided image, p is the input image to be filtered, Y is the output
image, and both I and p are given. The linear relationship of the guided filter assumed
is as follows:

Yi ¼ akIi þ bk; 8i2xk ð2Þ

Y is the value of the output pixel, I is the value of the input image, i and k are the
indices of the pixels, and a and b are the coefficients of the linear function when the
center of gravity of the window is located at k. In reality, the input image is not
necessarily the image to be filtered, which can be also other images such as the guided
filter. The following equation can be got by doing the gradient operation on both sides
of Eq. (2):

Dy ¼ aDI; ð3Þ

Equation (3) shows that when the input image I has a gradient, the output y has a
similar gradient, which explains the characteristics of edge protection of the guided
filter.

In the algorithm of the guided filter, the core content is to calculate the optimal
solution of the linear coefficient (ak; bk), and what is hoped is to make the difference
minimum between the output value and the real value, which means the following
expression is minimum:

Eðak; bkÞ ¼
X
i2xk

akIi þ bk � pið Þ2 þ ea2k
� �

; ð4Þ

In this expression, p must be the image to be filtered, the coefficient before a not
only prevent a from being too large but a important parameter for adjusting the filter.
Through the least square method, the following expression can be got:

ak ¼
1
xj j
P

i2xk Iipi � lk�pk

r2k þ e
; bk ¼ �pk � aklk; ð5Þ

In the expression, lk is the average of I in the window xk, r2k is variance, xj j is the
number of pixels, and �pk is the average of the image p to be filtered. It can be found that
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a pixel is contained by multiple windows when calculating the linear coefficient of each
window; that is to say, each pixel is described by multiple linear functions. Therefore,
the output value of a certain point can be obtained by averaging all the linear function
values that contain the point, and the output image y can be written as follows:

yi ¼ 1
xj j

X
k:i2xk

akIi þ bkð Þ ¼ �aiIi þ �bi; ð6Þ

Due to the local linear characteristic of the guided filter and the limitation of the
cost function, the output image gets the details of the leading image while preserving
the overall characteristics of the original image. The guided filter is similar to the
bilateral filter on the effect of filtering, but the greatest advantage of the guided filter in
handing some details is algorithms that the time complexity has nothing to do with the
size of the window can be written, so it is much more efficient when handling the image
with large window.

2.2 Image Enhancement of Finger Vein

For the contrast of the input, the leading image shown in Fig. 1a is relatively low; after
the process of the self-guided filter, the result is shown in Fig. 1b, then the image of
finger vein is first enhanced by a linear model, and the enhanced image is shown in
Fig. 1c. As can be seen from the figure, although the enhanced image achieves the
purpose of denoising to some extent, the detail of vein texture has not been well
highlighted. At the same time, doing the same operation to the enhanced image second
time, the result is shown in Fig. 1d, e; a conclusion that the contrast of the image is
clearly improved as well as the texture details are better highlighted can be drawn from
the figures.

Fig. 1. a Original image, b filtered image, c enhanced image, d twice filtering image, e twice
enhancement image
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2.3 Step of Finger Vein Enhancement Algorithm

Step 1: Take the appropriate filter radius r and regularization parameters k of the input
finger vein image, and do the processing of the self-guided filter, whose purpose is to
eliminate the noises and get the filtered image y1; the lost texture details of the filtered
image are relatively less.

Step 2: For the result in the first step, use the linear enhancement model to handle it,
and the model can be written as: I 0 ¼ I � y1ð Þ � 8þ y1.

Step 3: Taking the result of step 2 as input image and leading image I, then the
filtered image y2 can be got by doing the same processing second time; as a result, more
texture details are lost.

Step 4: Repeat step 2 with the result of step 3 to obtain the second enhanced image
of finger vein.

2.4 Image Binarization of Finger Vein

Because the finger vein image still exists in some noises after a series of process, the
works of binarization can play a role of distinguishing the texture details from the
noise. A method called OTSU is applied to do the work of binarization. The algorithm
is derived by using the theory of the least squares based on the gray histogram, and its
basic theory is to divide the grayscale value of the image into two parts by the optimal
threshold so as to maximize the variance between the two parts, which means the
maximum separation.

In general, the process of gray normalization should be done before the binarization
processing aiming to distinguish the texture details from the noises, thus leading a
better effect of enhancing. The result is shown in Fig. 2a after doing the binarization
processing to the enhanced image of finger vein. For some noises still exist around the
texture of finger vein, median filter can be used to eliminate the noises, and the result
can be seen in Fig. 2b.

Fig. 2. a Binarization image and b third filtering image
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3 Comparison Experiment of Finger Vein Image
Enhancement Based on Bilateral Filter

The bilateral filter also possesses edge protection feature, which is different from the
guided filter and belongs to nonlinear filtering method. In general, in order to extract
the edge of the image, the combination of bilateral filter and image edge detection or
segmentation is the focus of the research. Therefore, the bilateral filter not only has
better edge protection but reduces noises in the aspect of image processing. In this
paper, the same method is applied to handle the finger vein image with bilateral filter,
and the results of the comparison experiment are shown in Fig. 3.

4 Experiment Analysis of Result

4.1 Database Selection

In this paper, the database of finger vein image (FV database) selected from Tianjin
Key Laboratory of Intelligent Signal and Image Processing includes 64 samples, and 15
finger vein images are contained in every sample; at the same time, all the finger
images have been accurately processed in the extraction of region of interest (ROI).The
size of the image is set to 170 pixel � 91 pixel.

4.2 Filter Parameter Selection

The parameter selection of the filter has the decisive influence on the image
enhancement. Therefore, for the finger vein database used in this experiment, different
guided filter parameters are chosen for the comparison experiment and chose the
optimal parameter through the numerical evaluation.

The full name of SSIM is structural similarity index. It is a measure of evaluating
the similarity of two images. It was first proposed by the Laboratory for Image and
Video Engineering at the University of Texas located in Austin. If one image is pre-
compressed and compressed, the SSIM algorithm can be used to evaluate the quality of
the compressed image (Fig. 4).

(a) (b) (c) (d) (e) (b*)(a*) (c*) (d*) (e*) 

Fig. 3. a–e Represent the results of the guided filtering processing, while a*–e* represent the
results of the comparison experiment, which is described as follows: a, a* filtered image, b, b*
enhanced image, c, c* twice filtering image, d, d* binary image, e, e* thrice filtering image
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k ¼ 0:1

A conclusion that filter r ¼ 16 is the first filter optimal parameter while r ¼ 8 is the
second can be drawn from Tables 1 and 2, and regularization parameter k ¼ 0:1 is the
best in this experiment.

4.3 Image Quality Evaluation

Contrast (C): Calculating the standard deviation as the contrast parameter.
Definition (D): Calculating the average gradient of all the pixels as the definition
parameter.

A conclusion that the guided filter algorithm is better than the bilateral filter
algorithm can be drawn from Table 3.

1.0=λ

r=16 r=17 r=18 r=19 r=8 r=10 r=12 r=14

Fig. 4. Enhanced image at a different radius and twice enhancement image at a different radius

Table 1. SSIM value of the first enhanced image at different radius

r SSIM

r = 16 0.9942
r = 17 0.9937
r = 18 0.9933
r = 19 0.9928

Table 2. SSIM value of the twice enhanced image at different radii

r SSIM

r = 8 0.9457
r = 10 0.9389
r = 12 0.9345
r = 14 0.9316
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4.4 False Recognition Rate Evaluation

It can be seen from Table 4 that the finger vein image processed by guide filtering in
the case of the same template radius has a significantly lower false recognition rate than
the finger vein image processed by bilateral filtering (Table 4).

5 Conclusion

To solve the problem that image enhancement of finger vein patterns based on tradi-
tional filtering methods fails to intuitively highlight the features of protecting the edge,
the experimental study model based on the guided filter is proposed without changing
its linear complexity. Filter parameters are adjusted several times in the experiment in
order to obtain the best experimental results. Through adding the comparison experi-
ment of bilateral filter, visual and numerical evaluations are performed on finger vein
image after the process of enhancement and binarization and a comparison between
two filtering algorithms in false recognition experiment is conducted to evaluate which
one is even better; the result indicates that the guided filter has better edge protection
feature and lower false recognition rate than the bilateral filter. The next work is to
optimize the parameters in the filtering algorithm so as to effectively improve the effect
of the filtering algorithm on finger vein image enhancement.

References

1. Cao W, Wang HB, Shi J, Yu R, Tao L. Enhancement algorithm of finger vein image based
on weighted guided filter with edge detection. Laser Optoelectron Prog. 2017;54(02):
172–80.

2. Qiu JH, Xu W, Wang YF. Study of finger vein recognition application. Study Inf Secur.
2016;2(01):86–92.

Table 3. Comparison between two filtering algorithms in C, D and SSIM

Evaluation index Guided filter Evaluation index Bilateral filter

C 78.4997 C 78.4882
D 49.0138 D 49.0079
SSIM 0.9921 SSIM 0.9912

Table 4. Comparison between two filtering algorithms in false recognition experiment

Guided filter False recognition rate (%) Bilateral filter False recognition rate (%)

r = 16 0.4687 r = 16 0.7812
r = 17 0.6250 r = 17 0.7812
r = 18 0.6250 r = 18 0.9375
r = 19 0.7812 r = 19 1.0937

Image Enhancement of Finger Vein Patterns … 225



3. You L, Li H, Wang JW. Finger-vein recognition algorithm based on potential energy theory.
In: Proceedings of the 2015 IEEE 16th international conference on industrial technology;
2016. p. 742–5.

4. Yang WM, Qin C, Wang XJ et al. Cross section binary coding for fusion of finger vein and
finger dorsal texture. In: Proceedings of 2016 IEEE international conference on industrial
technology; 2016. p. 742–5.

5. Wu K, Han GL, Wang YQ, Wu XT. Multi-scale guided filter and its application in image
dehazing. Opt Precis Eng. 2017;25:2182–94.

6. Kou F, Chen W, Li Z, et al. Content adaptive image detail enhancement. IEEE Sig Process
Lett. 2015;22(2):211–5.

7. Liu W, Cui YF, Wu XL. Image defogging algorithm based on constrained evolutionary
time-frequency weighted filtering. Comput Sci. 2014;41(09):311–4.

8. He KM, Sun J, Tang XO. Single image haze removal using dark channel prior. IEEE Trans
Pattern Anal Mach Intell. 2009;33(12):2341–53.

9. He KM, Sun J, Tang XO. Guided image filtering. IEEE Trans Pattern Anal Mach Intell.
2013;35(6):1397–409.

10. Tomasi C, Manduchi R. Bilateral filtering for gray and color images. In: Proceedings of the
6th international conference on computer vision; 1998. p. 839–46.

11. Kapik B, Yannoulis NC, Shams N, Unoprostone Monotherapy Study Group—eu. Fast
“0(1)” bilateral filtering. Miami: CVPR 2009 IEEE conference in computer vision and
pattern recognition, 2009.

12. Sun L et al. Adaptive bilateral filter considering local characteristics. In: Hefei: 2011 six
international conference in image and graphics (ICIG); 2011. p. 187–92.

13. Ye C, Yong JZ, Kamen Lvanov et al. Pre-processing for muscle motion analysis: adaptive
guided image filtering for speckle reduction of ultrasound images. In: Osaka Japan: 35th
annual international conference of the IEEE EMBS; 2011. p. 4026–4029.

226 T. Zhan et al.



Image Segmentation of LBF Model
with Variable Coefficient Regularized Area

Term

Liyan Wang(&), Jing Liu, and Yulei Jiang

Department of Mathematics, Dalian Maritime University, Dalian 116026, China
wangliyan@dlmu.edu.cn

Abstract. In this paper, an improved LBF model based on local regional
information is proposed for image segmentation. The basic idea is to add the
regularized area term to the energy function of the LBF model and establish a
variable coefficient with adaptive capability composed of image regional
information. Compared with the LBF model, the proposed model increases the
driving force of the evolution curve, making the result better when dealing with
the images with weak boundaries and intensity inhomogeneity. At the same
time, it effectively solves the problem that the LBF model is sensitive to the
initial position and size of the evolution curve. This model is used to segment
medical images with complex topological structure and intensity inhomogene-
ity. Experimental results show that regardless of the initial curve of any position
or any size, it has little influence on the segmentation result; moreover, the
localization of deep-depressed image boundaries is more accurate, so we get the
conclusion that the new model has corresponding improvements in segmenta-
tion accuracy and robustness.

Keywords: LBF model � Medical image segmentation � Intensity
inhomogeneity � Level-set method � Model adaptability

1 Introduction

Image segmentation is a very important part of image processing, and its purpose is to
extract the desired parts from the image for subsequent research. Medical image seg-
mentation is an essential step in diagnosing tumors, guiding operations and visualizing
medical data, which provides a reliable basis for clinical medical diagnosis and
pathological research. However, medical images have the characteristics of intensity
inhomogeneity, deep depression and topological complexity, which put forward higher
requirements for image segmentation technology.

The geometric active contour models based on partial differential equation [1–11],
which use curve evolution theory and level-set method to segment images, have been
widely used in medical image segmentation, they have the advantages of dealing with
the splitting or merging of contour flexibly and the stability of numerical solution, and
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they are usually divided into two categories: edge-based and region-based models.
The edge-based models [1, 4, 7–10] mainly use the edge information to drive the
contour toward object boundaries, for example, GAC model [1]. These models have
good segmentation effect for strong boundary and low-noise images, but an ideal effect
cannot be obtained when a medical image with intensity inhomogeneity is segmented.
The region-based models [5, 6, 11] utilize the regional statistical information to detect
objects, and they have good segmentation results for the images with weak edges and
intensity inhomogeneity, for example, the well-known CV [11] model and LBF [6]
model belong to this kind. The CV model uses the global information to segment
images and has certain robustness to noise, but it cannot achieve the best effect when it
is used to segment medical images. In order to make up for the defects of the CV
model, Li et al. put forward the LBF model. The LBF model has better performance on
dealing with intensity inhomogeneous images, which is based on the local area
information of the image to drive curve evolution, and it does not affect the determi-
nation of the target boundary even if the image boundary is blurred or broken because it
doesn’t have to make use of the image edge information can complete segmentation.
However, the LBF model also has some shortcomings; for example, the evolution
curve depends on the selection of the initial position and the size of the initial curve.

When the LBF model is used to segment medical images with intensity inhomo-
geneity and deep depression, due to the LBF model is sensitive to the initial contour, so
the initialization process is extremely important, sometimes only relying on the local
fitting term to segment the image is prone to boundary leakage or over-segmentation,
failing to achieve an ideal segmentation effect. Besides on, we consider adding the area
term to the energy function of the LBF model and defining the coefficient of the area
term as a function that integrates the image regional information. Compared with the
LBF, new model increases the driving force during evolution, which makes the model
better when dealing with medical images of intensity inhomogeneities and deep
depression. At the same time, the variable coefficient SnðIÞ can automatically change
the size and symbol according to the image information and then change the direction
and speed of the curve, and the role of the area item also changes with it. The inward or
outward motion is automatically selected at different positions so that the initial curve
can be flexibly placed, greatly reducing the restriction on the initialization of the model.

2 LBF Model

LBF model is a kind of variable region geometric active contour model, which is
mainly composed of fitting energy items, and it is shown in literature [6]. Specifically,
for each point in the image, the energy function that represented by level-set formation
is defined in the following way
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ELBFð/; f1ðxÞ; f2ðxÞÞ ¼ k1

Z Z
Kr x� yð Þ IðyÞ � f1ðxÞj j2Hð/ðyÞÞdy

� �
dx

þ k2

Z Z
Kr x� yð Þ IðyÞ � f2ðxÞj j2ð1� Hð/ðyÞÞÞdy

� �
dx

þ l
Z
X

deð/Þ r/j jdxdyþ m
Z
X

1
2

r/j j � 1ð Þ2dxdy

ð1Þ

where I is an input image, / is a level-set function, k1; k2; l; m are positive constants,
KrðxÞ is a Gaussian kernel function, f1ðxÞ and f2ðxÞ are two intensity fitting values in
the local small neighborhood of pixel x (the size of the neighborhood depends on the
scale r of the Gaussian function), and HðxÞ and dðxÞ represent the Heaviside function
and the Dirac function, respectively.

For a fixed level-set function /, we minimize the function ELBFð/; f1; f2Þ in (1) with
respect to the functions f1 and f2 to get the expression as follows

f1ðxÞ ¼ KrðxÞ � He /ðxÞð ÞIðxÞ½ �
KrðxÞ � He /ðxÞð Þ ; f2ðxÞ ¼ KrðxÞ � ð1� He /ðxÞð ÞÞIðxÞ½ �

KrðxÞ � ð1� He /ðxÞð ÞÞ ð2Þ

The first two terms in the above Eq. (1) represent local fitting terms, which enable
the evolution curve to reach the target edge better; the third term is the length term,
which ensures the smoothness of the curve and the occurrence of isolated area items as
little as possible; and the fourth term is the distance regularization term to avoid the
reinitialization steps of the level-set function during evolution. The LBF model
introduces the Gaussian function KrðxÞ as the weight of the fitting term on the basis of
the CV model, to control the range of the fitting function. Therefore, the selection of the
initial curve position and size has a great influence on the segmentation result and the
segmentation time.

3 Elaboration of the Model

Due to there is no regularized area term in the LBF model, when the image edge is
blurred or discontinuous, the LBF model only depends on the length term and the local
fitting term to segment the image, so that the evolution curve may not stay at the real
boundary of the object, resulting in boundary leakage or excessive segmentation.

We consider adding the area item to the LBF model, and it can be represented by
the level-set function as follows

Að/Þ ¼
Z
X

H /ðx; yÞð Þdxdy ð3Þ
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In order to enhance the adaptability of the model, avoid the constant area factor
defines the role of the area term and affects the final segmentation result, while
improving the sensitivity of the model to the initial position, we define a new area term
coefficient as follows

SnðIÞ ¼
m

Ip0 þ 1 ; rg � N\0
�m
Ip0 þ 1 ; rg � N[ 0

(
ð4Þ

where m; p[ 0 are fixed constants, rg is the gradient of the stop function gðxÞ, N
represents inner normal vector and it always points to the interior of the zero-level-set
curve, and I0 ¼ jrðGr � IÞj is the Gaussian filtered gradient of the image. In order to
reduce the effect of noise on the segmentation result, we chose the following stop
function as follows

g ¼ a

1þ jrðGd � IÞjb
ð5Þ

where a; b are positive constants. a is used to control the evolution speed and b is used
to control the sensitivity of the evolution curve to noise, the bigger a is, the smaller b is,
and the faster the movement speed is. Generally, a ¼ 1;b ¼ 1 is used, and different
values can be selected according to the characteristics of the image.

We know that the direction of the gradient is always the direction where the
function changes the fastest, so the direction of rg always points to the direction of g
increasing and then rg always points to the direction of deviation from the edge
regardless of whether the initial curve is inside or outside the target object. It is
assumed that when the contour curve moves outside the target boundary, N and rg are
in the opposite direction, i.e., rg � N is negative, so SnðIÞ[ 0; if the active contour is
inside the boundary, then the direction of N and rg is the same, i.e.,rg � N is positive,
so SnðIÞ\0. Therefore, in our proposed method, the dependence of the curve on the
initial position is overcome, the initial curve can be defined at any position, and the
image with deep sag or discontinuity can also be segmented. In the area where the
image gray value changes little, the gradient modulus I0 of the image is approximately
zero, and then the value of SnðIÞ is m or −m, and the evolution curve can continue to
move until the real boundary of the target area stops evolving. As can be seen from the
above definition of (4), there is an inverse relationship between I0 and SnðIÞ, in the part
where image gray value is inhomogeneous, I0 is small and SnðIÞ is large, which can
accelerate the evolution of the zero level assembly to the target boundary; when the
zero-level set is near the target boundary, the value of SnðIÞ is smaller and evolution is
slower, so the zero-level set will slowly move to the target boundary without creating a
boundary leak.
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In summary, the improved energy function of LBF model can be written as

E
LBF

all ð/; f1; f2Þ ¼ k1

Z Z
Kr x� yð Þ IðyÞ � f1ðxÞj j2Hð/ðyÞÞdy

� �
dx

þ k2

Z Z
Kr x� yð Þ IðyÞ � f2ðxÞj j2ð1� Hð/ðyÞÞÞdy

� �
dx

þ l
Z
X

deð/Þ r/j jdxdyþ m
Z
X

1
2

r/j j � 1ð Þ2dxdy

þ SnðIÞ
Z
X

H /ðx; yÞð Þdxdy

ð6Þ

Using the variational method and gradient descent method to minimize the energy
function ELBF

all , we obtain the partial differential equation satisfying the final level-set
evolution as follows

@/
@t

¼ �de /ð Þ k1e1 � k2e2ð Þþ lde /ð Þdiv r/
r/j j

� �

þ m r2/� div
r/
r/j j

� �� �
� SnðIÞde /ð Þ

ð7Þ

Heaviside function is approximated by HeðxÞ in the form of smooth regularization,
and the Dirac function is replaced by the derivative deðxÞ of HeðxÞ, the parameter e
controls the rate of change of the function, and their functional expressions are as
follows [6]

He xð Þ¼ 1
2

1þ 2
p
arctan

x
e

� �� �
; deðxÞ ¼ H0

eðxÞ ¼
1
p

e
e2 þ x2

ð8Þ

e1 and e2 are the functions as below

e1 ¼
Z
X

Krðy� xÞ IðxÞ � f1ðyÞj j2dy; e2 ¼
Z
X

Krðy� xÞ IðxÞ � f2ðyÞj j2dy ð9Þ

4 Comparative Experiment and Result Analysis

The new model, which we call it the ALBF model, has been applied on the following
set of experiments on medical images to fully verify its feasibility. In our experiment,
the images we selected were all from the clinical images of patients in a hospital. The
experimental parameters were as follows
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The proposed model: k1 ¼ 1, k2 ¼ 2, l ¼ 0:003� 255� 255, m ¼ 1, r ¼ 3 ,
e ¼ 1, time step s ¼ 1, a ¼ 1, b ¼ 2:8, m ¼ 200, p ¼ 2, and iteration number: fifty
times.

LBF model: k1 ¼ 1, k2 ¼ 2, l ¼ 0:003� 255� 255, m ¼ 1, r ¼ 3 , e ¼ 1, time
steps s ¼ 1, and iterations: fifty times.

Figure 1 is the segmentation results of two models with different initial curve sizes.
We can see the results of the 50 iterations of the proposed model obtained with either
the large or small contours are better than those of the LBF model, and the results
obtained by the proposed model for the three contours are approximately the same. It
can be seen that the proposed model is less sensitive to the initial contour size.

Figure 2 shows the segmentation results of the two models when selecting different
positions of the initial curve. It can be seen from Fig. 2 that the 50 iteration results
obtained by using the contours of different positions in proposed model are better than
those obtained by the LBF model. It can be concluded that the position of the initial
curve has little effect on proposed model.

Fig. 1. Comparisons of the segmentation results between the proposed model and the LBF
model for head CT of 512 � 512. The first row: initial contour. The second row: the
segmentation results of the LBF model. The third row: the segmentation results of the proposed
model
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Figure 3 shows that the proposed model and LBF model for intensity inhomo-
geneity and depression of medical image processing results of 50 iterations. We can get
the conclusion that the results of the new model in this paper are better than those of the
LBF model for areas with uneven grayscale and pitted, so the model is effective.

5 Summary

In this paper, the energy function of the LBF model is improved. The area term is
added to the original LBF energy function, and the area coefficient associated with the
image information is defined at the same time, which effectively solves the problem
that the LBF model is sensitive to the position and size of the initial contour and cannot
adaptively determine the direction of movement. This allows the model to define an
initial contour of arbitrary size and shape at any position, which enables better

Fig. 2. Comparisons of the segmentation results between the proposed model and the LBF
model for head MRI of 512 � 512. The first row: initial contour. The second row: the
segmentation results of the LBF model. The third row: the segmentation results of the proposed
model
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segmentation of depth-depressed and intensity inhomogeneous images, such as more
complex medical images, while improving segmentation accuracy and facilitating
practical application.
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Abstract. Currently, the image super-resolution reconstruction method based
on sparse representation has limited ability to process the details of the edge.
Therefore, based on the dictionary learning, the local variance feature edge
gradient estimation image fast super-resolution reconstruction is improved and
optimized based on dictionary training. The dictionary training process includes
cluster analysis of high-resolution images, local variance extraction, and sparse
filtering. The reconstruction process includes local variance detection of the low-
resolution image and threshold judgment, and then the image is reconstructed
according to the gradient value.

Keywords: Sparse representation � Super-resolution reconstruction �
Dictionary construction � Gradient estimation

1 Introduction

Digital images, as the medium for the transmission of information on the Internet, are
always around us and play an important role. Digital image processing technology is
generally used in military reconnaissance, medical devices, satellite remote sensing,
face recognition, and monitoring and plays an important role [1, 2]. Since images are
often disturbed by the device during acquisition and transmission, high-resolution
images are converted to low-resolution images. Therefore, if you want to obtain high-
resolution information in low-resolution images, you must think of ways to improve the
resolution of the image through certain technical means.

The document reconstructs high-resolution images using prior constraints of input
low-resolution image blocks (LR) and high-resolution (HR) image blocks that have the
same sparse representation coefficients under a specific dictionary pair get a better
reconstruction effect [3]. A paper proposes using a Gaussian mixture model clustering
algorithm to cluster training image blocks and then uses improved K-singular value
decomposition (K-SVD) algorithm to quickly obtain high- and low-resolution dic-
tionary pairs, thus improving the problem of poor super-resolution reconstruction of
images based on dictionary learning [4]. The article introduced non-local self-similarity
and super-Laplacian prior as regularization constraints on sparse dictionary recon-
struction models, thereby enhancing the effectiveness of the sparse model [5]. In this
paper, double sparse dictionary learning and local variance edge gradient estimation are
used to rapidly reconstruct the image.
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2 Algorithm

2.1 Dictionary Optimization

2.1.1 K-SVD Optimization
Taking into account that the original Yang dictionary algorithm does not study the
high-resolution image will make unwanted noise during the presentation process and
does not classify the image, so start from this aspect and further dictionary optimiza-
tion. K-SVD algorithm is a dictionary construction algorithm. It uses multiple images
to train high-resolution dictionary and low-resolution dictionary. From the perspective
of the matrix, the purpose of dictionary learning is to decompose the input Y matrix into
the dictionary D and sparse matrix X; the formula is:

Y � D � X ð1Þ

X is called a coefficient matrix and needs to be sparse as much as possible. D is the
dictionary that is trained, and a normalized vector is a matrix.

Obtain a high-resolution combination Yh ¼ y1; y2. . .ynf g of satellite optical images,
where k samples are chosen as the atoms of D, and the sparse coefficient matrix is set as
the 0 matrices. Fix the dictionary, find the sparse coding of each sample, assume the
dictionary D ¼ a1; a2; a3; a4½ �, and calculate the sparse coding x of Y.

First, find the vector a that has the largest distance from the vector y from a1, a2, a3,
and a4, that is, a1 � y, a2 � y, a3 � y, and a4 � y. Assuming a2 � y is maximal, we choose
a2 as the first atom, and then the first encoding vector is x1 ¼ ð0; b; 0; 0Þ, where b is the
unknown number. The solution coefficient, y� b � a2 ¼ 0.

Then use x1 and a2 as multiplication to reconstruct the data and calculate the
residual value, y0 ¼ y� b � a2. If the residual is less than a given e, it will end the
iterative loop; otherwise, it will continue to iterate. Then continue to perform a residual
approximation of the atomic vectors in the rest of the dictionaries. Update the residual
value. Fix sparse coefficients and update the dictionary. The essence of dictionary
learning is to find the optimal solution from the dictionary. First of all, from the
mathematical model, the sparse decomposition algorithm refers to the selection
k columns of atom in the trained dictionary, and the k column atom is used to solve the
decomposed image signal y by linear combination:

y ¼ Ah ð2Þ

In the sparse representation of Eq. (2), y denotes the sparse decomposition signal, h
denotes the column vector of the sparse N � 1 to be decomposed, A denotes a redundant
dictionary, and M � N denotes a vector.

The dictionary construction process in this paper first performs Gaussian filtering
on multiple high-resolution images and then divides them into two types of images.
One type of image is a high-resolution image related to the input, and the other type is
an image that has nothing to do with the high resolution. Then denoise the image and
save it to the image library. The HR image is processed into an LR image of a degraded
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model. After the HR image is filtered, the LR and HR images are segmented. Finally,
the high and low dictionary pairs are generated by the optimized K-SVD algorithm.

2.1.2 Feature Extraction
For natural images, high-frequency image information has a large impact on human
vision, and humans easily obtain high-frequency information. Therefore, it is of great
research significance to use low-resolution high-frequency information generated by an
algorithm. Several one-dimensional filters, namely

f1 ¼ ½�1; 0; 1� f2 ¼ f T1
f3 ¼ ½1; 0;�2; 0; 1� f4 ¼ f T3

ð3Þ

In Eq. (3), f1, f2, f3, and f4 represent four different filters that are used to extract the
four feature vectors of the image so that the vectors are in close contact with each other.
The K-SVD dictionary optimization algorithm training based on feature dictionary is as
follows:

(1) Acquiring a high-resolution combination of satellite optical images
Yh ¼ y1; y2. . .ynf g, f1, f2, f3, and f4 as feature extraction vectors, the goal is to
output high- and low-resolution training dictionaries Dh and Dl.

(2) Randomize the matrix, initialize the Gaussian matrix with high and low dic-
tionaries, and then downsample the high-resolution set Yh by k times to make the
set of low-resolution images, M = 0.

(3) k-magnification of the generated low-resolution image produces a new training set
and performs low-resolution to high-resolution reconstruction of the set. The new
set is labeled X l ¼ x1; x2. . .xnf g.

(4) To update the dictionary, extract the low-resolution information and use the
obtained vector to do a convolution calculation with the new set X l to obtain a
low-resolution image feature block.

(5) Fix the dictionary D and update the sparse coefficient a by iterating. In the
iterative process, the final result is mainly made to approach the defined variable
d, every time M ¼ Mþ 1, and the condition is satisfied.

3 Cluster-Based Dictionary Learning Method

In this paper, the variance is used to perform feature estimation when the variance is
greater than the threshold value. If the condition is not satisfied, Yang’s method is used
for reconstruction. In the image training process, the image blocks need to be averaged.

K ¼
Xk

i¼1

X

j2L
ðxj � liÞ2 ð4Þ

In formula (4), li represents the selected pixel, xj represents all the pixels in the
sample, K represents the new value after iteration, and the value of the pixel in the
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image is randomly selected from the N samples as the centroid. Continue loop itera-
tions until the new centroid is equal to the original centroid or less than the given value
to stop the loop.

Since the variance of each image block is calculated, each image block has a large
error. Therefore, it is necessary to extract the pixels that represent the most global
information in each image block and perform local variance calculation. The variance
is set to 10 in this paper. When the threshold value is greater than the variance, the
image will be compressed and sensed by the gradient estimation reconstruction when it
is less than the variance. At the threshold, bicubic interpolation is performed on the
image block. The local variance of the image is calculated as follows.

mxði; jÞ ¼ 1

ð2nþ 1Þ2
Xiþ n

k¼i�n

Xjþ n

j�n

xðk; lÞ ð5Þ

d2ði; jÞ ¼ 1

ð2nþ 1Þ2
Xiþ n

k¼i�n

Xjþ n

l¼j�n

xðk; lÞ � mxði; jÞ½ �2 ð6Þ

In Eqs. (5) and (6), x represents a high-resolution block, m and n represent the
window size of the image block, d represents a local variance, and the known image
block information can solve the local variance, calculate, and continue to do the next
step.

The method used in this paper is a morphological gradient method. First, input a
low-resolution image and calculate the variance after cubic interpolation, and calculate
which group of image blocks the variance is similar to. Then find the image block and
calculate the input low-resolution image through the sparse filter matrix sparse features,
namely

K ¼ WY ð7Þ

W is the sparsely filtered matrix of the corresponding image block, and Y represents
the mean value of the image. If there are N similar sample blocks in the image block,
the selected sample image block is returned by the coefficients calculated by the
formula (6). As follows:

a ¼ min K � FMak k22 ð8Þ

From Eqn. (8), we can see that FM ¼ K1;K2; . . .KN½ � represents a feature matrix
composed of multiple samples and a represents a regression coefficient. Then, the
resolution of the input corresponding to the high-resolution image block gradient will
be high resolution according to the image block subset in the training library. The
coefficient regression and gradient of the image block are used to perform the
estimation calculation.

In the sample, the final estimated value is a linear superposition of the gradient field
samples and a morphological estimate of the low-resolution, high-resolution gradient.
Calculate the reconstruction formula as follows:
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X lþ 1 ¼ Xt � e
@X
@t

¼ Xt þ e � @EðXjY ;rXÞ
@X

ð9Þ

@X
@t

¼ � @EðXjY ;rXÞ
@X

¼ � @EðXjYÞ
@X

ð10Þ

From Eqs. (9) and (10), X indicates a high-resolution image, Y indicates a low-
resolution image, rX indicates a gradient field of an estimated high-resolution image,
and EðXjYÞ indicates a local variance estimation based on dictionary learning.

4 Simulation Experiment Analysis

This article compares the PSNR value of the Yang algorithm with the PSNR value of
the algorithm. It is proved that the PSNR values of the reconstructed image of this
algorithm are higher than those of the original Yang algorithm.

Tables 1 and 2 can be intuitively drawn. Compared with the algorithm of this
paper, the algorithms in bilinear interpolation, cubic difference, and Yang are similar in
the peak signal-to-noise ratio and structure. Compared with the other three methods, the
peak signal-to-noise ratio has improved. The higher peak signal-to-noise ratio indicates
that the better the recovery effect and the less noise, the algorithm of this paper is
obviously better than the other three super-resolution reconstruction algorithms, and the
edge is also improved to some extent, although the naked eye is not obvious, from the
data analysis can clearly draw conclusions.

The image size in the training library is different. In this experiment, the image
block size uses 5 * 5 image blocks, and the number of overlapping pixels is six. In this
paper, the super-resolution reconstruction of the image of the Capital International
Airport is performed. Two different dictionaries are selected to reconstruct the same
image, so as to compare the degree of dictionary training, respectively using different
dictionaries for reconstruction as shown in Fig. 1.

At this point, the dictionary is switched again. When the dictionary size is 1024,
other parameters remain unchanged, as shown in Fig. 2.

Table 1. PSNR value of the 512 dictionary reconstruction

Image name Bilinear
interpolation

Bicubic
interpolation

Yang Algorithm

Summer resort 29.740025 31.882536 33.453914 34.035114
Kunming
Airport

28.675323 31.746233 33.763832 34.274221

Nest 28.427301 32.742532 34.284642 35.714225
Water Cube 27.294122 31.421641 33.187225 35.827135
Capital Airport 29.735262 31.728113 33.931018 35.716269
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a LR test chart b Bilinear interpolation reconstruction image

c Bicubic interpolation reconstruction image                             d HR image

e Yang algorithm reconstruction image               f This article algorithm reconstructs images

Fig. 1. Capital International Airport low-resolution image reconstruction

Table 2. PSNR value of the 1024 dictionary reconstruction

Image name Bilinear interpolation Bicubic interpolation Yang Algorithm

Summer resort 29.740025 31.882536 33.453914 35.132208
Kunming Airport 28.675323 31.746233 33.763832 36.300179
Nest 28.427301 32.742532 34.284642 36.901352
Water Cube 27.294122 31.421641 33.187225 37.125249
Capital Airport 29.735262 31.728113 33.931018 36.937919
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Figures 1 and 2 show the comparative results of the low-resolution image recon-
struction of Capital International Airport in the results obtained by the algorithm.
Among them, Figs. 1a and 2a are the LR test images, Figs. 1b and 2b are the
reconstruction result of the bilinear interpolation algorithm, Figs. 1c and 2c are
the reconstruction result of the bicubic interpolation algorithm, Figs. 1d and 2d are the
original HR images, Figs. 1e and 2e are the result of the Yang algorithm reconstruc-
tion, and Figs. 1f and 2f in this article reconstruct the results.

a LR test chart b Bilinear interpolation reconstruction image

c Bicubic interpolation reconstruction image d HR image

e Yang algorithm reconstruction image f This article algorithm reconstructs images

Fig. 2. Capital International Airport low-resolution image reconstruction

242 A. Jiang et al.



5 Conclusions

Two different sparse dictionaries are used to compress the super-resolution recon-
struction of the same image. The training library images are mainly divided into two
categories. The first one is the image information related to the input low resolution,
and the second one is the image information independent of the input low resolution.
Reconstructed by two types of images. The PSNR values of the same image recon-
structed with different dictionary images were analyzed and compared. The results
show that the reconstructed image of this algorithm has a certain improvement over the
peak signal-to-noise ratio of Yang algorithm.
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Abstract. Satellite jitter, the fluctuation of satellite point, has negative influ-
ence on the geometric quality of high-resolution optical satellite imagery.
Gaofen-1 02/03/04 satellites are Chinese operational remote sensing satellites,
which have Earth observation capability with 2/8 (panchromatic/multispectral
image) meter resolution. This paper presented a jitter detection method based on
multispectral imagery for Gaofen-1 02/03/04 satellites. Three short strip datasets
captured in the early in-flight period were used to conduct the experiments. The
results indicate that satellite jitter with a frequency of 1.1–1.2 Hz, and amplitude
of 1–2 pixel exists during the early in-flight period.

Keywords: Jitter detection � Multispectral imagery � Gaofen-1

1 Introduction

Satellite jitter, which is the fluctuation of satellite point, has become one of the
important factors that affect the geometric quality of high-resolution optical satellite
imagery products [3, 7]. Satellite jitter has been observed in many satellites and sen-
sors, such as QuickBird, ASTER, ALOS, ZiYuan-3, Tianhui-1 [1, 4–6, 8, 9].

Jitter detection is one of the most important steps in the ground processing system
to guarantee the quality of the image products. The method of jitter detection can be
categorized into two classes. One is based on high-accuracy attitude sensor with high
frequency. The other one is based on imagery with parallax observation.

Gaofen-1 02/03/04 satellites launched on March 13, 2018, are Chinese operational
remote sensing satellites. These three satellites adopt same imaging design. Two 2/8 m
optical cameras with a panchromatic and four multispectral bands CCDs parallel
installed on focal plane, which constructs parallax observation. So the jitter detection
based on multispectral images can be applied on the Gaofen-1 02/03/04 satellites.

This paper presents a jitter detection method for Gaofen-1 02/03/04 satellites, and
some results are found by using the data captured during the early in-flight period,
which can provide an efficient information for in-flight test.
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2 Methodology

2.1 Jitter Detection Based on Multispectral Imagery

Multispectral image of Gaofen-1 satellite has four bands including blue (B1), green
(B2), red (B3) and infrared band (B4). Four bands of CCDs are placed in parallel on
focal plane with certain distance, shown in Fig. 1. Different bands capture the same
scene with a certain time lag when satellite is steady and the coordinate difference of
the corresponding points on two different bands image is almost fixed. However, the
coordinate difference will vary with time when satellite jitter exists. So satellite jitter
can be detected by analyzing band-to-band registration error of multispectral imagery.

2.2 Workflow of Jitter Detection

There are five main steps in the whole workflow of jitter detection using multispectral
imagery.

• Dense Points Matching

To ensure the sample points distribute evenly and sufficiently, every pixel in the sample
direction is taken as detection candidate point. Correlation matching and least squared
matching [2] are successively applied to obtain corresponding points with sub-pixel
accuracy between two bands. Corresponding points whose coordinate differences are
beyond the threshold value will be detected and removed.

• Parallax image generation

After dense points matching, the coordinate differences of every point can be calcu-
lated. Dxu;k, Dyu;k are the point difference in sample direction and in line direction
indexed with u, k. where u is line number, k is point number. And two parallax images
which present coordinate difference in sample, and line directions are generated by
Dxu;k and Dyu;k , respectively.

1B

2B

3B

4B

x

y

boresight

Flight direction

Fig. 1. Design of multispectral camera
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• Registration error curve calculation

Considering the limitation of matching accuracy, the average of coordinate differences
of corresponding points in each line is calculated by the formula (1).

DxðtÞ ¼
Xk¼Vu

k¼1

Dxu;kðtÞ
,

Vu

DyðtÞ ¼
Xk¼Vu

k¼1

Dyu;kðtÞ
,

Vu

ð1Þ

where, DxðtÞ DyðtÞ are the registration error across track and along track, Vu is the total
number of points in line u; t is the imaging time of each line.

• Spectrum analysis

To reconstruct the jitter, the periodic parameters of registration error in both directions,
including frequency, amplitude and phase, should be determined. First, the main fre-
quency and amplitude of registration error are analyzed by Fourier transform. Then, the
Sinusoidal function is used to fit the registration error by taking the spectrum analysis
result as the initial value, so the accurate frequency f , amplitude Ar and phase u0 can be
estimated. And the registration error caused by satellite jitter can be expressed as
follows:

gðtÞ ¼ Ar � sinð2pftþu0Þ ð2Þ

• Jitter reconstruction

The frequency of satellite jitter is the same as the registration error. The amplitude and
phase of jitter can be calculated using formula (3) and (4).

Ad ¼ Ar=ð2 sinðpfDtÞÞ ð3Þ

u ¼ u0 � p=2� pfDt ð4Þ

where, Dt is the time interval of two different bands.
Thus, the jitter can be determined by using formula (5)

dðtÞ ¼ Ar

2 sinðpfDtÞ � sinð2pftþu0 � p=2� pfDtÞ ð5Þ

246 Y. Zhu et al.



3 Experiments and Discussions

3.1 Data Description

Three datasets were used to detect the jitter. The basic information about the data is
shown in Table 1. The raw multispectral images contain three sub-CCD images. The
browse diagrams of three images are shown in Fig. 2.

Table 1. Basic information of the datasets

Image ID Satellite ID Center location Image size

Scene A 02 E100.0 N43.0 9167 � 1536 � 3
Scene B 03 E120.1 N36.9 9167 � 1536 � 3
Scene C 04 E134.9 S16.3 9167 � 1536 � 3

(a) Scene A (b) Scene B (c) Scene C 

Fig. 2. The browse diagrams of three images
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3.2 Results and Discussions

Jitter detection results of Scene A

Parallax image generation results

Considering that the radiometric character of infrared band image is much different
with that of visible band images, only images of three visible bands were used in the
experiments. The parallax images of sub-CCD images between B1 and B2 and parallax
images between B2 and B3 were generated as shown in Figs. 3 and 4.

It is obvious that the coordinate difference across the track is periodically varied
with imaging line, but there is no obvious change along the track.

Registration error curves calculation

The registration curves between two different bands of three sub-CCD images were
generated by the method presented in Sect. 2. Figures 5 and 6 show the registration
error curves of combination B1–B2 and B2–B3, respectively. The results show that the
registration error curves in across track direction have obvious periodicity. But regis-
tration error along the track is very small and has a random distribution.

(a) (b) (c) (d) (e) (f)

Fig. 3. Parallax image generation between B1 and B2 of Scene A. a CCD 1 across the track;
b CCD1 along the track; c CCD 2 across the track; d CCD 2 along the track; e CCD 3 across the
track; f CCD 3 along the track
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Spectrum analysis

Table 2 shows the fitting results of registration error in across track direction by
Sinusoidal function. The estimated frequency from different band combinations of
different sub-CCD images is almost same. As the time interval of different bands is not
identical, the amplitudes and phases are different. But the amplitudes and phases are
almost the same with same band combination of different sub-CCD images.

Jitter reconstruction

Jitter reconstruction results were shown in Table 3. The frequency of satellite jitter is
equal to the registration error curve. The averaged frequency is 1.2038 Hz. And the
averaged amplitude is 1.3021 pixels in image space, which equals to 10.4168 m in
object space. Due to the beginning time between combination B1–B2 and B2–B3 has a
certain time interval, the estimated phases by two band combinations are different, but
the results of different sub-CCD images with same band combination are almost the
same.

Jitter detection results of Scene B and C

Jitter detection was conducted with Scene B and C and satellite jitter in the across track
direction was also found. Jitter reconstruction results of Scene B and C are shown

(a) (b) (c) (d) (e) (f)

Fig. 4. Parallax image generation between B2 and B3 of Scene A. a CCD 1 across the track;
b CCD1 along the track; c CCD 2 across the track; d CCD 2 along the track; e CCD 3 across the
track; f CCD 3 along the track
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together in Table 4. During the imaging period of Scene B, the satellite suffered a jitter
with frequency of 1.1009 Hz and amplitude of 1.1844 pixels. And the satellite suffered
a jitter with frequency of 1.2220 Hz and amplitude of 2.0890 pixels during the imaging
period of Scene C.

Table 2. The fitting results of registration error across the track of Scene A

Image
ID

Band
combination

CCD
ID

Frequency/Hz Amplitude/pixels Phase/rad

Scene A B1–B2 CCD1 1.2038 0.7717 4.7733
CCD2 1.2039 0.7772 4.7712
CCD3 1.2039 0.7656 4.7692

B2–B3 CCD1 1.2036 0.6604 4.7659
CCD2 1.2040 0.6591 4.7521
CCD3 1.2038 0.6632 4.7574

Table 3. Jitter reconstruction result of Scene A

Image
ID

Band
combination

CCD
ID

Frequency/Hz Amplitude/pixels Phase/rad

Scene A B1–B2 CCD1 1.2038 1.2912 2.8990
CCD2 1.2039 1.3058 2.8982
CCD3 1.2039 1.2827 2.8953

B2–B3 CCD1 1.2036 1.3075 2.9398
CCD2 1.2040 1.3106 2.9271
CCD3 1.2038 1.3149 2.9317

Average value 1.2038 1.3021 –

Table 4. Jitter reconstruction result of Scene B and C

Image
ID

Band
combination

CCD
ID

Frequency/Hz Amplitude/pixels Phase/rad

Scene B B1–B2 CCD1 1.1010 1.1655 0.5646
CCD2 1.1009 1.2018 0.5686
CCD3 1.1010 1.1685 0.5698

B2–B3 CCD1 1.1009 1.1924 0.5064
CCD2 1.1007 1.1871 0.5091
CCD3 1.1010 1.1913 0.5011

Average value 1.1009 1.1844 –

Scene C B1–B2 CCD1 1.2218 2.0471 0.5250
CCD2 1.2221 2.0322 0.5208
CCD3 1.2220 2.1317 0.5211

B2–B3 CCD1 1.2221 2.1135 0.4571
CCD2 1.2220 2.1007 0.4574
CCD3 1.2220 2.1090 0.4576

Average value 1.2220 2.0890 –
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4 Conclusions and Future Work

In this paper, a jitter detection method based on multispectral imagery for Gaofen-1
02/03/04 satellites was presented. Three short strip datasets captured in the early in-
flight period were used to conduct the experiments. The results show that satellite jitter
with a frequency of 1.1–1.2 Hz, and amplitude of 1–2 pixel was detected in the across
track direction. In the future, more datasets such as a whole strip data will be used to
further investigate the spatiotemporal characteristics of the satellite jitter to determine
the jitter source and compensate the negative influence on geometric accuracy.
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Abstract. In order to improve the performance of fractal coding methods, a
new method is proposed in this paper. Firstly, we find that the range blocks with
large variances play a more important role in causing the degradation of decoded
images, and the effect of the remaining range blocks can be ignored. Secondly,
the range blocks with larger variances will be encoded in an extended domain
block pool, and the remaining ones will be encoded with the no-search fractal
encoding method. Finally, two fractal coding methods are used to assess the
performance of the proposed method. Experiments show that compared with the
previous methods, the proposed method can provide shorter encoding time,
better quality of decoded images and fewer bits per pixel.

Keywords: Fractal image coding � Collage error � No-search � Quality
of decoded images

1 Introduction

Different from conventional image compression techniques, fractal image coding is
characterized by its novel idea, potential high compression ratio, fast decoding, reso-
lution independence and predictable quality of decoded images [1–4]. Thus, it has
attracted much attention from the researchers worldwide. However, it suffers from high
computational complexity in the encoding process. In order to overcome this problem,
some researchers perform block matching in the feature space [5–7]. Due to the low
dimension of the features selected, the encoding process can be finished in a short time.
In order to accelerate the encoding process furthermore, no-search fractal image
encoding is also proposed at the expense of the quality of decoded images [8].

In our research, we find that the range blocks with large variances play a more
important role in determining the quality of decoded images. On the contrary, the effect
of the remaining range blocks can be ignored. Thus, in our research, we design an
extended domain block pool (EDBP) for the range blocks with large variances. EDBP
can reduce the collage errors effectively, and then, the quality of decoded images can be
expected to improve. But it leads to larger computational complexity in the encoding
process, and the bits per pixel (Bpp) increase as well. In order to accelerate the
encoding process and reduce Bpp, we adopt the no-search fractal coding method to
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encode the remaining range blocks with small variances. Finally, two fractal encoding
methods, Jacquin’s and He’s methods, are used to assess the performance of the
proposed method [1, 6]. Experiments show that compared with the previous methods,
the proposed method has shorter encoding time, fewer Bpp and better quality of
decoded images simultaneously.

This paper is organized as follows: An introduction about conventional fractal
image coding will be reviewed in Sect. 2. In Sect. 3, a hybrid fractal encoding method
is proposed. By analyzing the importance of variances, we encode the range blocks
with larger variances in an extended domain block pool and the remaining range blocks
with no-search fractal image coding. In Sect. 4, the experimental procedures and
performance of the proposed method will be presented and discussed. Finally, the
conclusions are given in Sect. 5.

2 Conventional Fractal Image Coding

Fractal image coding is to establish an iterated function system (IFS) whose fixed point
can approximate the input image well. It mainly consists of a series of block matching
operations between domain blocks and range blocks. The range blocks come from
dividing the input image uniformly into nonoverlapping B � B blocks. The domain
blocks can be obtained by sliding a 2B � 2B window over the input image from the
left to the right and from the top to the bottom. Generally, the sliding step is set to be
2B. In order to make the domain blocks match range blocks well, the domain blocks are
firstly contracted to the same size of range blocks and then extended with eight iso-
metric transformations. After performing affine transformations on contracted domain
blocks, for arbitrary range block, its best-matched domain block can be found by
minimizing the following function:

CEðRÞ ¼ min
a;b

R� aD� bIk k2 ð1Þ

where I denotes a matrix whose elements are all ones. a and b denote the scaling
coefficient and offset coefficient for the affine transformation, respectively. CE(R) is the
collage error for the range block R, and D denotes the associated best-matched domain
block. In order to minimize Eq. (1), we set the derivatives of Eq. (1) with respect to a
and b to zeros and the optimal a and b can be computed as

a ¼ R� �rI; D� �dI
� �.

D� �dI
�� ��2; b ¼ �r � a�d ð2Þ

where �; �h i denotes the inner product. �r and �d are the mean values of R and D,
respectively. Figure 1 illustrates the above fractal encoding process.

At the decoding phase, arbitrary image can be selected as the initial image. The
same transformations as those in the encoding process are applied to the initial image
recursively. After about ten iterations, the decoding process converges to the final fixed
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point image. We take the 256 � 256 Lena image, for example, as the input image. If
the 256 � 256 Goldhill image is selected as the initial image which is shown in
Fig. 2a, the associated first five iteration images in the decoding process are illustrated
in Fig. 2b–f, respectively.

3 Proposed Method

From Sect. 2, we know that in the encoding process, we spend the same encoding time
and memory space for each range block, but the quality of decoded range blocks differs
greatly. In our research, we find that the range blocks with larger variances play a more
important role in leading to the degradation of decoded range blocks. Thus, a larger
domain block pool is designed for them, and then, we can get better quality of decoded
images at the expense of longer encoding time and less compression ratio. For the
range blocks with small variances, by adopting the no-search fractal coding method, we
can get higher compression ratio and shorter encoding time at the expense of slightly
worse quality of decoded images. Finally, for the whole input image, the encoding
time, compression ratio and quality of decoded images can be all expected to be
improved.

In the fractal encoding process, the range blocks are encoded one by one. We define
the accumulated collage error (ACE) and accumulated variance (AVAR) as follows:

Isometric and 
affine transformations

Matching

Range block Domain block

Contracting

Fig. 1. Illustration of the fractal encoding process.

Fig. 2. a Initial image. b–f First five iteration images in the decoding process.
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ACE =
PNum1

i¼1
CE Rið Þ

AVAR =
PNum1

i¼1
VAR Rið Þ

8>><
>>: ð3Þ

where Num1 denotes the number of the coded range blocks. By substituting Eq. (2)
back to Eq. (1), we can get

CEðRÞ ¼ R� aD� bIk k2¼ R� �rIk k2�a2 D� �dI
�� ��2 � R� �rIk k2 ð4Þ

From Eq. (3), we can see that for arbitrary range block R, its variance provides an
upper limit for its collage error, and the range blocks with large collage errors must
have corresponding large variances. Thus, only the range blocks with large variances
have the possibility to lead to large collage errors. Thus, from Eqs. (3) and (4), we have

ACE�AVARespecially ACEAll �AVARAll ð5Þ

where ACEAll and AVARAll denotes the ACE and AVAR of all range blocks. Fur-
thermore, we can calculate the average collage error (ACER) as follows:

ACER = ACEAll�NumR =
XNumR

i¼1

CE Rið Þ
,

NumR ð6Þ

In our research, we adopt the peak signal to noise ratio (PSNR) to measure the
quality of decoded images as follows:

PSNR ¼ log10 2552
,

1
M � N

XN
j¼1

XM
i¼1

fOriginal i,jð Þ � fDecoded i,jð Þ� �2 !
ð7Þ

where f Original and f Decoded denote the original image and the decoded image,
respectively. M and N are the height and width of the images. Moreover, the loga-
rithmic relationship between the average collage error (ACER) and the peak signal-to-
noise ratio (PSNR) of the decoded image can be formulated as

f xð Þ ¼ b1 þ b2 log10 xð Þ ð8Þ

where b1 and b2 are constant coefficients. x and f(x) denote the ACER and PSNR of the
decoded image, respectively.

We take 512 � 512 Lena, Boat, Zelda and Mandrill, for example, to illustrate the
importance of the variances of range blocks quantitatively. In the fractal encoding
process, we sort the range blocks by their variances from largest to smallest and then
encode the range block in order one by one. Then, the actual percentage of accumulated
collage error (APACE) can be denoted as
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APACE = ACE
�
ACEAll =

XNum1

i¼1

CE Rið Þ
,XNumR

i¼1

CE Rið Þ ð9Þ

where NumR denotes the total number of range blocks.
From Fig. 3, we can see that in the sorted range block sequence, the first 50% range

blocks contribute 91.57, 89.06, 79.72 and 90.74% collage errors for Lena, Boat, Zelda
and Mandrill, respectively. The importance of the range blocks with large variances can
be verified. Thus, if we can reduce the collage errors of the range blocks with large
variances, AVARAll will decrease effectively and then, ACEAll and ACER can be
expected to decrease as well. According to Eqs. (7) and (8), the PSNR quality of
decoded images can be improved.

We set a threshold r for the variances of range blocks, and all the range blocks can
be divided into two different categories: the range blocks with large variances and the
range blocks with small variances. For the former ones, their respective best-matched
domain blocks will be all searched in an extended domain block pool. Besides the
conventional DBP as in Sect. 2, we also design a supplementary domain block pool
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Fig. 3. APACE versus area for Lena, Boat, Zelda and Mandrill, respectively.

258 G. Jin et al.



(SDBP) which can be constructed with two steps: (1) slide a 4B � 4B window over the
input image from the left to the right and from the top to the bottom, and the sliding
step is set to be 4B. (2) Contract all the domain blocks to the size of B � B by
averaging every 4 � 4 pixels, and perform eight isometric transformations on them. As
stated in Sect. 2, for arbitrary range block with large variances, its best-matched
domain block will be searched in both DBP and SDBP. In this case, compared with the
conventional method in Sect. 2, the collage errors can be expected to decrease effec-
tively at the expense of more encoding time and memory space. For the latter ones, as
illustrated in Fig. 4, appoint the domain block which has the same center with the range
block as the best-matched domain block directly. Although the no-search method will
lead to larger collage errors, according to Eq. (4), we know that smaller variances will
provide an upper limit for their respective collage errors. This implies that small collage
errors can be maintained. Moreover, the no-search method can provide shorter
encoding time and less memory space. In addition, according to Eq. (8), since b2 is a
negative value, we know that smaller collage errors imply better decoded image
quality. Finally, for the whole image, we can expect to obtain shorter encoding time,
less memory space and better quality of decoded images.

4 Experiments

In this section, four 256 � 256 images, Lena, Camera, Couple and Zelda are used. The
size of range blocks and the threshold r for the variances of range blocks are set to be 4
and 8, respectively. The size of domain blocks and search step d are both set to be 8.
The coefficients, s and o, are quantized by 5 and 7 bits, respectively. The experiments
are carried out on a Pentium Dual-Core 2.93 GHz PC and programmed using
MATLAB software. We will compare Jacquin’s and He’s methods with our proposed
method by bits per pixel (Bpp), encoding time and quality of decoded images,
respectively [1, 6]. Based on the discussions in Sect. 2, we design the encoding pro-
cedures as follows:

Step 1: Given an input image, divide it uniformly into B � B range blocks. Cal-
culate the variances of range blocks and sort them by their variances from largest to
smallest.

Range
block

Domain block

Fig. 4. Range block and its associated best-matched domain block.
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Step 2: Slide a 2B � 2B window over the input image from the left to the right and
from the top to the bottom. The sliding step is set to be d. After contracting and perform
eight isometric transformations on the domain blocks, a domain block pool (DBP) can
be obtained.

Step 3: Slide a 4B � 4B window over the input image as in Step 2. The sliding step
is set to be 4B. Contract the domain blocks into the same size of range blocks and then
perform eight isometric transformations on them. A supplementary domain block pool
(SDBP) is obtained.

Step 4: For the range blocks with large variances, their respective best-matched
domain block is searched within DBP and SDBP. For arbitrary range block, we will use
one bit to label which domain block pool, DBP or SDBP, is used, and thus an extra
column vector V1 is needed. The remaining range blocks with small variances are
encoded with the no-search fractal encoding method. Another 1 � NumR column
vector V2 is needed to label the above two kinds of range blocks.

Table 1 illustrates the comparison results between Jacquin’s method and our pro-
posed method. Similar comparison results between He’s method and our proposed
method are listed in Table 2 as well. From the second and third rows of Tables 1 and 2,
we can see that the proposed method can provide better quality of decoded images than
Jacquin’s method. Compared with Jacquin’s method, since the range blocks with large
variances can find their respective best-matched domain blocks in a larger domain
block pool, EDBP, this will result in smaller collage errors, and then, better quality of
decoded images can be obtained. From the fourth to seventh rows of Table 1, we can

Table 1. Performance comparison between Jacquin’s method and the proposed method [1].

Images Lena Camera Couple Zelda

PSNR (dB) Jacquin’s [1] 31.96 29.37 34.74 35.02
Proposed 32.12 29.65 35.10 35.23

Bpp Jacquin’s [1] 1.56 1.56 1.56 1.56
Proposed 1.45 1.17 1.34 1.36

Time (s) Jacquin’s [1] 5.23 5.23 5.20 5.22
Proposed 5.06 3.26 4.34 4.42

Table 2. Performance comparison between He’s method and the proposed method [6].

Images Lena Camera Couple Zelda

PSNR (dB) He’s [6] 31.78 29.15 34.31 34.71
Proposed 31.93 29.26 34.52 34.94

Bpp He’s [6] 1.56 1.56 1.56 1.56
Proposed 1.45 1.17 1.34 1.36

Time (s) He’s [6] 1.45 1.44 1.48 1.45
Proposed 1.17 0.80 1.02 1.03

260 G. Jin et al.



see that compared with Jacquin’s method, the proposed method can provide less
encoding time and need less memory space. For the range blocks with smaller vari-
ances, since their best-matched domain blocks are directly designated without the
searching process, and there is no need to store the position information of the best-
matched domain blocks, shorter encoding time and less memory space can be achieved.

5 Conclusions

In our research, we propose a method to improve the performance of fractal coding
methods. By analyzing the importance of the variances of range blocks, we find that the
range blocks with large variances play a more important role in determining the quality
of decoded images. Thus, we design an extended domain block pool for the range
blocks with large variances. For the remaining range blocks with small variances, the
no-search fractal coding method is adopted. Experiments show that the proposed
method can improve the performance of fractal coding methods effectively and make
them more useful in practical applications.
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Abstract. With the rapid development of communication technology and the
Internet, the security of image information has also received more attention. The
information characteristics of an image can be described by pixel position and
pixel value. Therefore, the encryption algorithm for the image is generally based
on these two aspects (Commun Nonlinear Sci Number Simulat 17(7):2969–
2977, [1]; Int J Bi-furcation Chaos 7(7):1579–1997, [2]). Using a method alone
can easily be cracked by an attacker, so image encryption often combines pixel
position scrambling with gray value diffusion. In this paper, chaotic sequences
are applied to image data encryption, and pixel position scrambling and gray
value diffusion are combined to obtain ciphertext images. And the feedback
mechanism is introduced in the diffusion link, so that the ciphertext of each pixel
is not only related to the current plaintext, but also relevant to the ciphertext of
all the previous pixels, thereby increasing the complexity of the ciphertext.

Keywords: Pixel position � Pixel value � Gray value diffusion � Feedback
mechanism � Chaotic sequence

1 Ciphertext Feedback Image Gray Value Diffusion

Image gray value diffusion is to regard the image as a matrix, and the purpose of
changing the gray value of the pixel in the image is achieved by a certain algorithm [3].
The more commonly used algorithm is to XOR the image matrix and the chaotic matrix
in the form of stream encryption. Nevertheless, the security of the system is completely
determined by the chaotic sequence [4, 5]. In order to overcome this issue, this paper
introduces a feedback mechanism in the diffusion link, so that the ciphertext of each
pixel is not only relevant to the current plaintext, but also relevant to the ciphertext of
all the previous pixels, which increases the complexity of the ciphertext.

The pixel diffusion method of ciphertext feedback is as shown in Eqs. (1.1) and
(1.2). After the current pixel which XOR with the chaotic sequence, which obtains an
intermediate quantity a(i), and afterward the ciphertext of the previous pixel which
XOR with the a(i), and its consequence is used as the ciphertext of the current pixel,
and subsequently a constant c(0) is set to fulfill the diffusion of the first pixel.
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a ið Þ ¼ bitxor d ið Þ; I ið Þð Þ ð1:1Þ
c ið Þ ¼ bitxor a ið Þ; c i� 1ð Þð Þ ð1:2Þ

d(i) is the chaotic sequence which used for diffusion, I(i) is plaintext pixel which after
scrambling, c(i) for the currently processed ciphertext pixel, c(i − 1) which is the
previous ciphertext pixel.

In order to make the pixel pixels behind the position also affect the previous pixel
encryption, this paper uses two rounds of diffusion encryption, that is, one round of
positive sequence encryption and one round of reverse order encryption. The ciphertext
is more secure.

2 Chaotic Sequence Generation Algorithm

(1) Given the initial values and parameters of the Logistic map, and the Logistic map
iteratively generates the first layer of chaotic sequences.

xk0jk ¼ 0; 1; 2. . .;Mf g ð2:1Þ

(2) Each of xk0 is used as the initial value of the Cubic map, and a sequence of length
N is iterated; M xk0 produces M chaotic sequences, and they are connected in
series to obtain a second sequence.

xkijk ¼ 0; 1; 2. . .;M; i ¼ 0; 1; 2; . . .;Nf g ð2:2Þ

(3) According to the value of xk0 and xkN which iterated by the initial value xk0, after
the parameter l of the Logistic map and the parameter a of Cubic map are
dynamically changed according to the following method to form a chaotic system
whose parameters are mutually controlled.

l ¼ 3:9 xkN � 0

4 xkN\0

(
ð2:3Þ

a ¼ 1 xk0 � 0:5
4 xk0\0:5

�
ð2:4Þ

(4) Discard the front-end sequence of each subsystem iteration to ensure that the
system enters a chaotic state. Give the system a different initial value y00, after
repeat the above steps to generate a composite sequence {yki}.

(5) Select 0 as the threshold and quantize the chaotic sequence {xki} and {yki}
according to the binary decision method of Eq. (2.3) to obtain the binary 0 and 1
sequence {Xki} and {Yki}. {Xki} XOR {Yki} with to obtain random sequence {Zki}
which aims to encryption.

Image Encryption Algorithm Based on Chaotic Sequence 263



3 Image Encryption Algorithm Based on Improved Chaotic
Sequence

The improved chaotic sequence which is applied to image data encryption and the
ciphertext image obtains by combining pixel position scrambling and gray value
diffusion.

3.1 Pixel Position Scrambling

Instead of simply listing headings of different levels, we recommend that every heading
is followed by at least a short passage of text.

(1) Enter the plaintext image and read the image size as M � N.
(2) Set the initial value x00 = 0.1, y00 = 0.1001, initial parameter l = 4, and generate

a chaotic sequence x1; x2; x3; . . .; xM�N�8f g of length M � N � 8 by the
improved algorithm proposed in Sect. 2. Convert every 8 bits in a chaotic
sequence into a decimal number. At this time, the sequence is grayscale sequence
d1; d2; d3; . . .; dM�Nf g whose the value range is [0, 256] and the length is M � N.

(3) Sorting the sequences in order from minor to large, which obtains ordered
sequence di; dk; . . .; dp

� �
and position sequence {w}, and reconfiguring the

position sequence into a position matrix L whose the size is M � N; the plaintext
image matrix is rearranged according to the position matrix L to generate an image
I whose pixel position is scrambled.

3.2 Pixel Gray Value Diffusion

The pixel gray value is diffused to eliminate the statistical features such as the his-
togram of the plaintext image, which serves to confuse the ciphertext image with the
plaintext image.

(1) Convert the scrambled image I into the I2 sequence, whose the length is
1 � (M � N).

(2) The ith pixel in the one-dimensional pixel sequence I2 and the element of the
chaotic sequence {d} is sequentially subjected to one round of positive sequence
encryption in accordance with Eqs. (1.1) and (1.2) i ¼ 1; 2; . . .;M � Nð Þ.

(3) Subsequently, the elements in the pixel sequence I2 are subjected to the second
round of reverse order encryption in the order of i ¼ M � N;M�ð N � 1; . . .; 2; 1Þ
and the chaotic sequence {d} according to the formula (1.1) and (1.2), and the
ciphertext sequence {c} is obtained, and the diffusion of all the pixel points is
completed. Reshape the sequence {c} into M � N matrix to obtain a ciphertext
image.

The decryption process is the inverse of the encryption process. The gray sequence
and the position sequence are obtained by the key and the parameter. Decrypting the
two rounds of diffusion encryption according to the inverse operations of the Eqs. (1.1)
and (1.2). Reconstruct the scrambled image according to the position matrix. And the
plaintext image is obtained.
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4 Summary

This article describes in detail how to apply chaos theory to the field of image
encryption. And the sequence key which generates by the compound chaotic sequence
proposed in Sect. 2. After the pixel spatial position and pixel gray value of the image
which are scrambled and diffused. Finally, it introduces a feedback mechanism to
greatly improve the security of the algorithm.
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Abstract. Weighted nuclear norm minimization (WNNM) uses image non-
local similarity to deal with image denoising; this method not only maintains the
detailed texture edge structure but also reduces the impact on distortion of the
image after denoising. However, WNNM method assumes that the noise vari-
ance of the image is known, where the parameter is set by subjective experience
that will result in incompleteness in theory. To handle this issue, it is proposed
to pre-estimate noise variance based on discrete wavelet transformation (DWT).
The simulation result shows that compared with original WNNM method, pre-
estimate noise variance in image denoising has a faster algorithm running speed
and a higher image signal-to-noise ratio after denoising.

Keywords: WNNM algorithm � Discrete wavelet transformation � Singular
value decomposition � Image denoising

1 Introduction

The essential problem of image denoising is matrix recovery which can only be
recovered under certain conditions. On one side, the original matrix is low-rank. On the
other side, pollution such as damage and noise is sparse, when some elements of the
matrix are severely damaged sparse and low-rank matrix decomposition can be used to
restore the original matrix. In this way, if the original matrix is low-rank of arbitrary
size and with existence of small amount of sparse noise, the restoration of the matrix
can be described as the optimization problem represented by the following formula (3).

Let the size m� n of the original image be f ðx; yÞ, gðx; yÞ is noise, nðx; yÞ is image
that contaminated by noise, the following equation can be derived.

nðx; yÞ ¼ f ðx; yÞþ gðx; yÞ;
x ¼ 1; 2; . . .;m; y ¼ 1; 2; . . .; n

ð1Þ

The purpose of image denoising is to recover the original image that is not con-
taminated by noise f ðx; yÞ and to remove noise interference gðx; yÞ from noisy image
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nðx; yÞ. For noisy image nðx; yÞ, it discretizes into a m� n size matrix after sampling
and quantization process. So, we can rewrite (1) as a matrix as:

Y ¼ XþE ð2Þ

from which matrix X represents the original image f ðx; yÞ, matrix E stands for noise
gðx; yÞ.

When data matrix has a low-rank structure and only some small portion elements
are heavily polluted by noise, which indicates noise matrix is sparse, then matrix noise
reduction problem could be described as the following model:

min rank Xð Þþ c Ek k0
s:t: X þE ¼ Y

ð3Þ

In this equation, the objective function is the rank of clean image matrix X and zero
norm of noise matrix E, c represents the weights of noise, which is used to adjust the
relation between the rank of matrix X and sparseness of noise matrix E. It is claimed
that, the difficulty of solving Eq. (3) is NP, so, the objective function should be
loosen [2].

Lemma 1 S ¼ X 2 Rm�n; Xk k2 � 1
� �

, then the convex envelope of / Xð Þ ¼ Rank Xð Þ
can be expressed as /env ¼ Xk k�¼

Pmin m;nf g
i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ki XXTð Þp

.
It can be seen from the lemma that the solution to the matrix rank minimization

problem can be transformed into the solution of the nuclear norm minimization
problem [1, 2, 3]. Model expresses as follows:

min Xk k� þ c Ek k1
s:t: XþE ¼ Y

ð4Þ

where c represents the weights of noise, model (4) converts the non-convex opti-
mization problem of model (3) into approximate solution to convex optimization
problem [4].

2 Weighted Minimum Nuclear Norm Denoising

The weighted kernel norm minimization problem is expressed as follows:

X̂ ¼ arg min
X

c Y � Xk k2F þ Xk k-;� ð5Þ

where c is noise weight, for local blocks yi in image Y . We can find its non-local
similarity block in the image by some method [5, 6] (such as block matching, that is,
finding the block with similar texture and structure in the whole image), by stacking
these non-local similar blocks into a matrix Yi. Finally, by aggregating all the denoising
blocks, the entire image will be estimated. Have the following expression:
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X̂i ¼ arg min
Xi

c Yi � Xik k2F þ Xik k-i;� ð6Þ

where c is noise weight, which is used to balance the contradiction between sparse
matrix and low-rank matrix, rankðXiÞ ¼ ri, Xik k-;�¼

Pr
j¼1 -j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kj XiXT

ið Þp�� ��, ffiffiffiffi
kj

p
rep-

resents the jth singular value of block matrix Xi, -j represents the jth weight of singular
value of block matrix Xi, - ¼ -1;-2; . . .;-ri½ � ;-j � 0.

We assume

-j ¼ c
ffiffiffi
n

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kj XiXT

ið Þp þ e
� �

where c[ 0 is a constant, n is the number of similar patches of Yi, e ¼ 10�16 in order
to avoid the error term with zero denominator.

3 Noise Variance Estimation

With the weights defined above, the WNNM algorithm can be used directly to solve the
model in (6). However, there is still a problem that the singular value

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kj XiXT

ið Þp
is

unknown. We assume that the noise energy follows uniform distribution over each
subspace spanned by the base pairs of U and V [2], then initialize singular value.ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kj XiXT
ið Þp

can be estimated as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k̂j XiXT

ið Þ
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2j YiYT

ið Þ
q

� nr2n

� 	
; 0


 �s

where
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kj YiYT

ið Þp
is the jth singular value of Yi, n is the number of similar patches to

Yi, r2n is the noise variance. By applying the above process to each block and reag-
gregating all the blocks together, a noise-free image X can be reconstructed.

The above solution - needs to estimate the singular value of the original image,
and the calculation process needs to accurately calculate the noise variance parameter
of the image. Thus, the original algorithm has two disadvantages:

(1) In the process of denoising, the noise concentration is often selected in a sub-
jective manner by setting a fixed noise estimation parameter within a certain noise
range and finally selecting the results experiments.

(2) The algorithm can get better denoising result, but the program runs longer, and the
time cost is high.

L stands for the low frequency of the signal while H represents the high frequency of
the signal. On the other words, L is the smooth part of the signal, H is the detail
part. The secondary wavelet decomposition of two-dimensional image can be shown as
follows (Fig. 1).
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Selecting the appropriate wavelet and transform the given signal then get the
transformed wavelet coefficients W . Let wavelet of the noisy image be

xx ið Þ ¼ xn ið Þþxs ið Þ;

where xn ið Þ represents the noise wavelet coefficient, xs ið Þ is the wavelet coefficient for
image edge information. In our experiments, we use this method to compare with
Donoho and Johnstone’s estimation methods. The noise variance is estimated as
follows:

r ¼ 1
0:6745MN

XM
i¼1

XN
j¼1

xn i; jð Þj j ð7Þ

The noise estimation process is as follows:

1. Firstly, implement wavelet transform on the noisy image, and the high-frequency
sub-band HH obtained after the second-order wavelet decomposition is obtained;

2. Then, applying Sobel operator to perform edge extraction on the sub-band, which
can obtain high-frequency edge information;

3. After that, subtracting the sub-band edge information from the sub-band obtained
by decomposing the second wavelet of the noisy image to obtain noise information;

4. Finally, use formula (7) to estimate noise variance.

An algorithm based on noise variance estimation is proposed, as follows:

1. Input noise image f ðx; yÞ, sampling quantization into matrix Y , initialize X
_0

¼ Y ,
Y0 ¼ Y ;

2. for k ¼ 1 : k do iterative regularization

Fig. 1. Secondary wavelet decomposition
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Yk ¼ X
_k�1

þ d Y � Y
_k�1

� 

;

3. Estimate noise variance using discrete wavelet transformation r2n;
4. Choose an arbitrary yi from Yk;
5. Find block matrix group Yi like yi;
6. Estimate weight vector -;
7. Singular value decomposition U;R;V½ � ¼ SDV Yið Þ;
8. Derive estimation: X

_

i ¼ US- Rð ÞVT ;;

9. Aggregate Xi to form a clear image X
_k
.

4 Simulation

Due to space limitations, we take the Monarch image as an example. Firstly, a Gaussian
white noise with a standard deviation of 20 is added to the Monarch diagram. Figure 2b
shows the Monarch image after adding r ¼ 20 Gaussian noise image. We conduct the
second-order discrete wavelet decomposition on noisy image to obtain the high-
frequency sub-band HH. For the wavelet denoising image, the edge of the image is
extracted by the Sobel operator. Finally, the variance is calculated by subtracting the
image edge information from the high-frequency sub-band HH. The process is as
follows:

Fig. 2. Noise estimation. a Original Monarch image, b noisy image, c wavelet first-order
decomposition denoising image, d wavelet first-order decomposition high-frequency sub-band
HH, e the edge of image extracted by Sobel operator, f reduce the edge information, g subtract
the image of the edge, h final noise image
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In order to verify the superiority of the proposed method, each image is compared
with the method by DJ method, and the results are as follows (Table 1).

Obviously, the method of this paper estimates the noise variance more accurately.
The pre-estimated noise parameters are then used for algorithm image denoising. The
simulation results are as follows.

Adding Gaussian noise with standard deviation of 20, 30, 40, 50, 60, 70, 80, 90,
100, respectively, compare median filtering, Wiener filtering, wavelet threshold
denoising, WNNM, and improved WNNM. The peak signal noise of the post image is
as shown in Fig. 3.

Compared with other algorithms, the image distortion obtained by the improved
WNNM algorithm is smaller and the similarity with the original image is higher, which
fully demonstrates the superiority of the improved WNNM algorithm.

Table 1. Standard deviation estimation comparison table

Image St.dev. DJ method Improved method

Monarch 20 28.5860 25.9439
40 44.0566 42.5434
60 61.9536 61.0306
80 80.8701 80.2661
100 100.2945 99.8717
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Fig. 3. Comparison of peak signal-to-noise ratios of five denoising algorithms
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5 Conclusion

In this paper, the wavelet transform is used to estimate the noise signal variance, and
weighted nuclear norm minimization algorithm is introduced to establish a new image
denoising method. The specific application uses Sobel operator to extracts the edge
information of the high-frequency sub-band of the second-order wavelet decomposition
in noisy image and combines the edge information of the image to estimate the vari-
ance of the noise signal. The simulation results show that the proposed method not only
reduces the time for selecting the optimal noise parameters by comparing the experi-
mental results, but also estimates the noise concentration in advance to improve the
signal-to-noise ratio. These demonstrate feasibility and efficiency of the improved
algorithm on image denoising.

Acknowledgments. This work was supported by the Fundamental Research Funds for the
Central Universities under Grant No. HEUCFP201802.

References

1. Dong W, Shi G, Li X. Nonlocal image restoration with bilateral variance estimation: a low-
rank approach. IEEE Trans Image Process. 2013;22(2):700–11.

2. Gu S, Zhang L, Zuo W et al. Weighted nuclear norm minimization with application to image
denoising. In: IEEE conference on computer vision and pattern recognition, Columbus: IEEE;
2014. p. 2862–9.

3. Gu S, Xie Q, Meng D, et al. Weighted nuclear norm minimization and its applications to low
level vision. Int J Comput Vis. 2016;121:1–26.

4. Canh TN, Dinh KQ, Jeon B. Multi-scale/multi-resolution Kronecker compressive imaging. In:
2015 IEEE international conference on image processing (ICIP), IEEE; 2015. p. 2700–04.

5. Papyan V, Elad M. Multi-scale patch-based image restoration. IEEE Trans Image Process.
2016;25(1):249–61.

6. Dong W, Shi G, Li X. Nonlocal image restoration with bila-teral variance estimation: a
lowrank approach. IEEE Tran Image Process. 2013;22(2):700–11.

272 S. Wang et al.



The Design and Implementation of Display
System for Campus Internet Student Behavior

Xinxin Huang, Mei Nian, Haifang Li, and Bingcai Chen(&)

School of Computer Science and Technology, Xinjiang Normal University,
Urumqi, China

{345566810,cbc9}@qq.com

Abstract. The campus online behavior analysis needs to graphically display
the distribution of the network traffic and the students’ application status in the
campus network at present or in a period of time. After capturing and analyzing
the campus network traffic data, statistics and analysis are performed on the
acquired data. Based on the result, a visual display can be obtained. It helps the
network administrator understand whether the use of campus network traffic is
reasonable and can facilitate student management personnel to understand
whether the students’ Internet behavior is healthy. In this paper, the B/S
framework is used to capture and analyze the data obtained by the campus
network using Web pages.

Keywords: Internet behavior � Web traffic � Graphical

1 Introduction

With the rapid development of the network, more and more people begin to contact the
network. The network brings convenience to students in the aspect of life and study. In
colleges and universities, the online information of all students’ must pass through the
gateway. It is feasible to use the student’s online data to analyze the online behavior of
students [1].

Statistical analysis and visualization of students’ online data can help school
administrators understand the daily Internet behavior of students and can also help
them understand how long students spend in various applications which can provide
the factual basis for managers to manage students well. It can also help network
managers understand the use of broadband in schools and the bandwidth that schools
spend on various applications which can provide reliable data support for the network
construction and optimization of universities [2].
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2 The Design of Campus Network Information Display
System

2.1 The Overall Framework and Function of the Campus Network
Information Display System

The campus network information display system needs to store the student online data
which are captured and parsed in the MySQL database and then search through the
database in the foreground using the JFreeChart mapping component. The data that
meets the conditions is visually displayed. The design of the system is mainly to enable
school administrators to better understand the students’ daily online behavior and let
network center managers understand the use condition of bandwidth in school’s net-
work so as to optimize the network more rationally. According to the different
requirements of the school administrators (student administrators pay attention to the
length of time students spend on various applications while the network administrator
focuses on the traffic that the students spend on various applications), The system
mainly includes the following functional modules student administrator module and
network administrator module [3].

2.2 Graphic Display Design

The online time is the most important behavior of the students’ online behavior. The
student administrator module classifies and integrates the students’ online information
through the statistics and analysis of the students’ online information. Internet traffic is
the most important feature of online behavior for network administrators. Since the
length of the Internet using time is similar to that of the online traffic graph, the
following is an example of the Internet time.

1. Internet time chart display. After entering the system, the student administrator can
select the date to be viewed to view the chart of the online time on each application
in the whole school, including the online time chart of the day, week, and month.

2. Personal online time chart display. Due to the large number of college students, the
system provides two ways for student administrators to view the length of their
personal online time. The student administrator can search for the online behavior
of the designated student based on the student number or student name.

3. College online time chart display. The student administrator can perform a targeted
analysis on the statistical analysis of the online time for a specific college student.
After entering the system, the student administrator selects the college first and then
clicks the user analysis to select the date to be viewed to view the online duration
information of the college students in the current day, week, or month.

4. Class online time chart display. The student administrator can get a targeted anal-
ysis of the statistical analysis of the online time of a specific class of students. After
entering the system, the student administrator selects the class first and then clicks
the user analysis to select the date to be viewed to view the online time duration
information of the class for the current week or the current month.
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2.3 Database Design

The structural design of the database will directly affect the system’s operating effi-
ciency and display effect. According to the overall functional structure of the system,
this paper has designed four data tables user information table, data table, id to sort
table, and user table.

3 Campus Network Information Display System
Implementation

3.1 JFreeChart Introduction

JFreeChart is a powerful graphics component. Through its own development package,
it can draw various statistical graphs, such as column charts, pie charts, and fold lines it
can also produce diagrams, such as area diagrams, and 2D or 3D diagrams. After the
data is collected at the server, the dataset required by the chart is constructed. The
server generates a temporary image file, returns the address of the image to the client,
and displays it as a picture [4].

3.2 The Realization of the Chart Display Function

The requirements of the student administrator module and the network administrator
module are different, one focuses on the surfing time while the other focuses on the
Internet traffic. However, in terms of achieving technical consistency, this paper uses
the student administrator module as an example to illustrate the implementation of the
chart display function.

1. The line graph is implemented in the Student Administrator module, which provides
a cartographic dataset via Java. The author uses the data structure language to
operate the back-end database through the JDBC data interface, then extracts and
organizes the data that meets the logical business requirements. Since JFreeChart’s
own data collection method cannot meet the requirements of the system, we adjust
the dataset according to the needs of the system which the information that should
be included in the line chart covers the time, the type of application, and the
duration of the application. According to the JDBC data interface query time,
application use time, and the application type of group statistics, we initialize
XYSeries as the application name and then add each application’s usage time to the
XYSeries. Finally, add XYSeries to the XYSeriesCollection dataset. Create a line
chart by using the CreateXYLineChart method in the line graph component
ChartFactory provided by JFreeChart, set the background color of the picture by
using the SetBackgroundPaint method in the XYPlot object, and set the thickness of
the line in the line graph by using the XYLineAndShaperenderer object. Draw the
temporary picture on the server side. Return the drawn picture address to the client
browser for presentation to the student administrator [5].

2. The realization of the pie chart is based on the needs of the student administrator. The
pie chart needs to show the proportion of various applications and the length of time
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spent on the Internet. The JDBC data interface is used to query the type of application
and the corresponding using duration of the application and group statistics corre-
sponding to the type of application. We pass the query’s access dataset to the
DefaultPieDataset default dataset object in the JFreeChart component to complete the
dataset addition. Then we use the createPieChart3D method in the JFreeChart com-
ponent ChartFactory to create a pie chart and pass the created dataset as a parameter.

3. Bar chart implementation is based on the needs of the student administrator, and the
bar chart needs to show the duration of various applications used in each time
period. Compared to line and pie charts, the dataset design of the column chart is
more complicated. First, we query the time and duration of the application through
the JDBC data interface and group statistics by time and application category. Then
we pass the query data according to the corresponding time through the addValue
method of the DefaultCategoryDataset objectAdd to the dataset. Finally, we create a
column chart using the createBarChart method in the JFreeChart component
ChartFactory [6].

4 Conclusion

Statistics and analysis of students’ online behavioral data mainly aim at the statistics
and analysis of college students’ Internet surfing behavior at ordinary times. They
count the length of time students spent on various applications and the amount of
Internet traffic. Students’ online duration on applications allows school administrators
to effectively understand students’ daily information. Online habits and Internet traffic
allow network managers to effectively understand the school network bandwidth usage,
which can help to provide a reliable database for campus network optimization.
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Abstract. With the rapid development of the Internet of things, social net-
works, and e-commerce, the era of big data has arrived. Although big data has
great potential for many areas such as industry, education, and health care,
getting valuable knowledge from big data can be a daunting task. Big data has
the characteristics of high-speed change, and its content and distribution char-
acteristics are in dynamic changes. Most current models are static learning
models that do not support online updating, making it difficult to learn
dynamically changing big data features in real time. In order to solve this
problem, this paper proposed a method to support incremental recursive least
squares (IRLS) regression parameter estimation and variable sliding window
algorithm to analyze and judge the trends of dynamic characteristics of data
streams, which can provide early warning, status assessment, and decision
support for monitoring objects and improve the accuracy and adaptability of
data flow classification. The real-time computational and analysis accuracy are
obviously improved than the traditional algorithm, and the simulation results
verify the effectiveness of the proposed algorithm.

Keywords: Trend analysis � Dynamic data mining � Incremental recursive least
squares method � Variable sliding window

1 Introduction

Dynamic data flow refers to an ordered sequence of data consisting of a large number
of continuously arriving, potentially infinitely long, fast-changing data with transient,
real-time, and infinite characteristics. In recent years, data flow has been widely used in
many fields such as stock exchange, telephone communication record, network traffic
monitoring, sensor network, and so on. Data stream contains a lot of information,
which can be used as the basis for intelligent decision-making. The purpose of feature
extraction and description of dynamic data stream is to extract the change information
and analyze the data stream signal to achieve decision support, such as stock market
curve analysis, audio waveform analysis, ECG waveform recognition analysis, and
industrial production curve identification. At present, however, most of the data streams
are generated by variety of dynamic systems in real time, which is a high-speed
incoming data, so the data stream data transmission, calculation, and storage become
very difficult. Due to the different application fields, the characteristics of the dynamic
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data flow curve vary widely, and most of them exist in a process system of nonlinear,
multivariable coupling, events and large time delays. Therefore, the data flow trend
analysis method requires strong adaptability and high analysis accuracy. The estab-
lished data model can be applied to dynamic data flow analysis and prediction in
various fields [1].

The traditional data flow curve trend analysis algorithm has sliding window
(SW) algorithm [2–4], Extrapolation for Online Segmentation of Data (OSD) [5],
bottom-up algorithm [4], and top-down algorithm [4], but they have obvious defi-
ciencies. In the following, we give some shortcomings of SW and OSD algorithms in
data segmentation:

A. There is no limitation to the maximum length of sliding window in SW algorithm.
When the threshold of detection point is relatively large, the length of window may
be too long and the fitting error becomes large. And the arriving data needs a
complete regression modeling and data segment segmentation point judgment. As
the data increases, the computational efficiency is extreme.

B. The OSD algorithm sets the minimum sliding window on the basis of the SW
algorithm and only substitutes the newly arrived data into the established model to
analyze the extrapolated cumulative error. Although the efficiency is improved, the
transition point in the sliding window cannot be detected.

C. The SW and OSD algorithms have no limitation on the maximum length of the
sliding window. When the detection threshold is relatively large, the length of the
window may be so long that the trend analysis error becomes larger.

D. Both SW and OSD use the conventional least squares method for curve fitting.
Compared to the conventional least squares method, incremental recursive least
squares method is more efficient and has higher fitting accuracy.

In order to improve the precision of trend analysis and make the data stream feature
more accurate, this paper improves the traditional data flow trend analysis algorithm
and proposes incremental recursive least squares (IRLS) [6] linear regression modeling
to get the model fitting parameters. Using variable sliding window algorithm [1]
according to the trend of eigenvalues to split the data stream. The algorithm limits the
lower limit of the length of a data stream. And the algorithm only recursively calculates
the parameters of the regression model before the new data stream segmentation starts
until the minimum segmentation length is reached, and does not perform segmentation
point detection. The experimental results show that the proposed algorithm can get
better fitting accuracy, can update fitting parameters in real time, can segment data
segments online, and has high computational efficiency and small fitting error. It is
suitable for the dynamic model of data. Moreover, based on the real-time trend analysis
of data flow, the segment data segment can get better classification accuracy and
recognition efficiency for the later target recognition processing. It is widely used in
agriculture, commerce, health care, and other fields.

In this paper, a real-time algorithm that can adjust the trend parameters online
according to the elements of the new arrival data stream is proposed. In addition, the
variable sliding window algorithm is used to quickly detect the data stream segmen-
tation points and determine the segmentation. The algorithm has high precision and low
computational time complexity. The remainder of the paper is organized as follows. In
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Sect. 2, the data flow problem will be described. Then, data stream linear regression
modeling and variable sliding window algorithm will be introduced in Sect. 3.
Experimental results for blocking the data flow will be shown in Sect. 4. The con-
clusion and discussion are in Sect. 5.

2 Data Flow Problem Description

The real-time trend analysis of data flow is based on real-time segmentation according
to some statistical property indices (such as mean square error, cumulative error, and
generalized likelihood ratio statistics), so that the data in the divided data segments is
subject to the same statistical model. Segment obeys different statistical models.

In order to facilitate the study, we define the one-dimensional continuous data flow:

Y ¼ ftt1 ; . . .; tti ; . . .; ttc ; . . .g ð1Þ

where tc is the current moment.
Data stream segmentation (this paper uses the mean square error comparison) to

divide Y into a series of continuous non-empty data segments (i.e., sliding windows):
fY1; . . .; Yj; . . .; Ys; . . .g.

The jth data segment is:

Yj ¼ fttj;1 ; . . .; ttj;k ; . . .; ttj;njg ð2Þ

Corresponding data arrival time:

tj;k 2 ft1; . . .; ti; . . .; tc; . . . j 2 N; 1� j� s; k 2 N; 1� k�j njg ð3Þ

In Eqs. (2) and (3), the length of the data segment Yj is denoted by nj, that is, the
length of the sliding window Yj, and t1;1 ¼ t1. Note that the data segment Ys includes
the data segment of the current data ttc .

Suppose the data in Yj can be fitted by linear regression model, that is:

tðtÞ ¼ f ðt; hjÞþ ejðtÞ; t 2 ftj;1; . . .; tj;njg ð4Þ

where f ðt; hjÞ ¼ ajtþ bj is the linear regression model of data segment Yj, hj ¼ ½aj; bj�T
is the model parameter vector, parameter aj is the trend characteristic value of data
segment Yj, and ejðtÞ is the independent and identically distributed zero-mean white
noise. For the purpose of algorithm description, let the first data element ttjþ 1;1 of data
segment Yjþ 1 be the dividing point of Yj.
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The basic task of the real-time trend analysis of data stream is to perform the
following calculation on the newly arrived data stream element ttc based on the cur-
rently accepted data sequence Ys;n ¼ ftts;1 ; . . .; tts;ng: (1) split point detection (such as
detecting whether ttc is used as the division point of data segment Ys;n; (2) establish a
regression model for the current data segment to calculate the current fitted model
parameter values aj and bj.

3 Data Flow Real-Time Trend Analysis Method

In order to overcome the shortcomings of existing trend analysis algorithms, this paper
presents a new real-time trend analysis algorithm for data streams to overcome the
drawbacks of high computational complexity of SW algorithm and low accuracy of
OSD algorithm in traditional methods.

3.1 Incremental Recursive Least Squares Algorithm (IRLS)

In order to identify the time-varying system in real time, Zhou et al. proposed an
incremental recursive least squares (IRLS) algorithm [7]. The algorithm can use the
newly arrived data to correct the original model parameters to obtain new model
parameters.

Let the current linear regression model constructed for the data sequence Ys;n ¼
ftðts;1Þ; . . .; tðts;nÞg be f ðt; hs;nÞ, and the data sequence be expressed as Ys;n ¼
½tðts;1Þ; . . .; tðts;nÞ�T in vector form, then Ys;n ¼ Us;n þ es;n. Among them:

Us;n ¼ ts;1 � � � ts;n
1 � � � 1

� �T
; rankðUs;nÞ ¼ 2\ n ð5Þ

es;n is the expected random error vector of zero. The parameter hs;n is estimated by
the least squares method, even if hs;n is satisfied

minls;n es;n
�� ��2¼ Ys;n � Us;nhs;n

�� ��2 ð6Þ

Let ps;n ¼ UT
s;nUs;n, and qs;n ¼ UT

s;nYs;n. Derivative of ls;n and make its initial

derivative of 0, can be obtained hs;n ¼ p�1
s;n qs;n. When the data stream element tðtcÞ is

reached, it is marked as tðts;nþ 1Þ, and the current data sequence is expanded to Ys;nþ 1,
then there is:

ps;nþ 1 ¼ UT
s;nþ 1Us;nþ 1 ¼ UT

s;nUs;n þUT
nþ 1Unþ 1 ¼ ps;n þUT

nþ 1Unþ 1 ð7Þ
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where Unþ 1 ¼ ts;nþ 11�
�

. Similar to Eq. (7), for qs;nþ 1 there is:

qs;nþ 1 ¼ UT
s;nþ 1Ys;nþ 1 ¼ qs;n þUT

nþ 1tðts;nþ 1Þ ð8Þ

In this case, the parameter vector of the regression model satisfies the recurrence
equation

hs;nþ 1 ¼ p�1
s;nþ 1qs;nþ 1 ¼ hs;n þ p�1

s;nþ 1U
T
nþ 1ðtðts;nþ 1Þ � Unþ 1hs;nÞ ð9Þ

In order to avoid the inversion in Eq. (9), a matrix inversion lemma is introduced

½AþBCD��1 ¼ A�1 � A�1B½DA�1BþC�1��1DA�1 ð10Þ

Let A ¼ ps;n;BT ¼ D ¼ Unþ 1;C ¼ 1; bs;n ¼ p�1
s;n , available

bs;nþ 1 ¼ p�1
s;nþ 1 ¼ bs;n � ð1þUnþ 1bs;nU

T
nþ 1Þ�1bs;nU

T
nþ 1Unþ 1bs;n ð11Þ

The initial value bs;0 ¼ 1I, 1 is a positive number, and I is 2� 2 unit matrix. When
the data sequence noise is larger, 1 takes a smaller value; on the contrary, 1 takes a
larger value. Substituting (11) into (9) yields a recursive formula for regression model
parameters: hs;nþ 1 ¼ hs;n þDhs;n

Where Dhs;n ¼ bs;nU
T
nþ 1ð1þUnþ 1bs;nU

T
nþ 1Þ�1ðtðts;nþ 1Þ � Unþ 1hs;nÞ ð12Þ

where ð1þUnþ 1bs;nU
T
nþ 1Þ is a scalar, thus avoiding matrix inversion. The initial value

hs;0 of Eq. (12) is generally taken as zero vector.

3.2 Variable Sliding Window Algorithm

The maximum length of the sliding window in the SW algorithm is not limited. When
the detection threshold is relatively large, the length of the window may be so long that
the trend analysis error becomes larger. However, the OSD algorithm defines the
minimum sliding window length so that the mutation in the minimum sliding window
point cannot be detected.

Aiming at the shortcomings of sliding window in SW and OSD algorithms, this
paper presents a variable sliding window algorithm which dynamically changes the
setting window length to segment the data sequence reasonably. The algorithm first sets
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the length of reference window and the length of the longest data window. Starting
from the starting point of the current data segment, regression modeling is re-
established for each newly arrived data stream element to improve accuracy. When the
current data segment is smaller than the length of the reference window, the fitted
standard deviation of the model is compared with the return value of the noise function
G to detect whether there is an abnormal point in the reference window. If the length of
the current data segment is greater than or equal to the reference window length, when
the mean square error is greater than the standard segmentation threshold set in
advance, the newly arrived data is considered as the segmentation point of the current
data segment. If the length of the current data segment is greater than the length of the
longest data window, the data point that has the closest fitting square variances to the
standard segmentation point threshold is searched as the dividing point of the current
data segment from the beginning of the current data segment. The variable sliding
window algorithm solves the fixed window problem of the SW algorithm and the OSD
algorithm and realizes the reasonable segmentation of the data stream, so the accuracy
of the trend analysis is improved.

4 Experiments Results

In order to verify the validity of the proposed algorithm, the monitoring data collected
in 60 days from 54 mica2 sensor nodes in Intel Berkeley Research Laboratory’s sensor
network laboratory is used (mica2dot nodes: processor is Atmegal28L, RF chip is
cc1000, flash is 128 kb, RAM is 4 kb, and the transmission rate is 76.8 kbps). The data
set is sampled every 31 s by temperature, humidity, light intensity, and node voltage.
The data is collected in the TinyDB network query processing system, and the system
is built on the TinyOS platform. Sensor distribution was shown in Fig. 1, and gives the
original data plot of individual sensors (Fig. 2) and overlay sensors (Fig. 3).

Fig. 1. Sensor layout
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The hardware configuration of the emulation computer is the main frequency
p42.5GHZ, and the RAM is 512M. The software environment is matlab r2014a under
the 64-bit win10 operating system. The sampling frequency of the four sensors is the
same and we combine the sensor data obtained by the block to improve the accuracy of
target recognition and accurately determine the environment suitable for spring,
summer, autumn and winter.

Therefore, we use the temperature and humidity sensor to determine the segment
length. The number of data points in the segment is mainly, and other sensors reasonably
set the threshold according to the number of data points of the temperature and humidity
sensor. The four sensor data at the same time are respectively modeled by incremental
recursive least squares regression, and the appropriate reference window length, max-
imum data window length, split point threshold and noise function are set in the field,
and the split point is detected by the dynamic sliding window. The four sensors have
22,673 data, respectively. For the sake of clarity, only the first 800 data points are taken.

Experiments and SW algorithm are used to analyze the trend of the same data
stream, and the two algorithms are compared from the fitting accuracy, fitting error and
algorithm running time. This experiment only gives the fitting effect of temperature,
humidity and illumination sensor. Since the voltage value changes with temperature, it
is not mentioned here as an auxiliary information in the later target recognition.
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Fig. 2. Original data plot of individual sensors
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Fig. 3. Original data plot of overlay sensors
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Figures 4, 5 and 6 respectively show the fitting effect of temperature, humidity and
illumination. It can be seen that compared with SW algorithm, the algorithm can better
approximate the original data, and the fitting error value can be clearly obtained. The
fitting effect of the algorithm is better, and the obtained fitting parameters are more
accurate. This shows that the segmentation points determined by the algorithm are
reasonable and the trend analysis accuracy is the highest. Table 1 shows the running
time of the algorithm. It can be seen that the algorithm has low computational com-
plexity and high efficiency.

5 Conclusions

In this paper, incremental recursive least squares method and variable sliding window
algorithm are combined to propose a data stream real-time trend extraction algorithm.
In order to solve the data flow elements that arrive constantly, this algorithm uses
incremental mechanism to determine the data sequence regression model parameters
and dynamically segment data segments, and extract the trend characteristics of data
flow in real time. The algorithm not only calculated faster, but also higher accuracy.
After this method is used to segment the data stream, the data can be extracted later to
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analyze and process a piece of data, which provides a good solution for some algo-
rithms that cannot handle dynamic data nowadays, and lays a good data foundation for
later target recognition.
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Table 1. Three sensors’ linear modeling runtime based on two algorithms

Data This article algorithm (s) Sliding window (SW) (s)

Temperature sensor data 0.1719 1.6296
Humidity sensor data 0.1652 1.6699
Light sensor data 0.0788 1.9244
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Abstract. In order to make the civil aviation navigation system digital and
miniaturization, a digital signal processing technology of applying the Dop-
pler VHF Omnidirectional Range (DVOR) is proposed to improving the pro-
cessing speed and the performance of the receiver data. This paper introduces
the basic principle of DVOR signal and the basic principle and realization
method of digital signal processing technology. Finally, we completed the
design of digital signal demodulation, filtering, and comparison phase by Lab-
VIEW 2016, so that the DVOR measure system can display information such as
bearing.

Keywords: DVOR � Digital signal processing � Phase comparison

1 Introduction

Civil aviation navigation equipment is the most important infrastructure of civil avi-
ation and is closely related to flight safety. With the continuous growth of flight flow
and the implementation of large-scale airport Cat II and Cat III instrument landing
system carry out, the airport operation has become more and more dependent on the
navigation facilities. The operation detection of navigation equipment is an important
means to ensure the aviation safety. The traditional test system uses to be built by the
separate instruments. But this kind of system is costly, low automatically, and poor
scalability. With the development of civil air transport, modern navigation receivers
generally combine the functions of receivers such as DVOR, LOC, GS, and MB. Most
airborne flight electronic devices are highly digitized and integrated, which cannot be
manually checked by human anymore. So, the developed countries in the world have
been using the automatic test equipment to complete such works. The digital signal
processing technology uses LabVIEW and signal receiver to achieve the analysis of
navigation signals. The basic idea of software radio is based on a common, standard,
and modularized hardware platform to achieve the various functions of the radio station
through the programming of software. And it will be produced by the design method of
hardware-based, application-oriented. The automatic measure system puts forward
higher requirements for the flexibility and comprehensiveness of the signal source,
which is hard to be meeting by the traditional one. By contrast, the signal receiver
based on the software radio has a more outstanding advantage and can suit the need
more thoroughly because of its flexibility, openness, and other characteristics.
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2 DVOR Signal

The basic function of the Doppler VHF Omnidirectional Range is to provide a complex
radio signal consisting of a 30-Hz reference phase signal and a 30-Hz variable phase
signal and the corresponding RF signals. The complex radio signals are received by the
airborne DVOR receiver and demodulated by demodulation module, and the measured
azimuth angle of the aircraft relative to the ground VHF omnidirectional range is the
DVOR azimuth. DVOR operating frequency range is 108–117.95 MHz, and the dis-
tance between channels is 0.05 MHz.

2.1 DVOR Reference Phase Signal

DVOR reference phase signal, which is the 30-Hz low-frequency signal amplitude
modulation directly on the carrier frequency f0, was transmitted by the high-frequency
signal through the central antenna in the center of the rotating antenna to the space
generated by the radiation, including only simple of the RF carrier signal, and the
expression is:

UR ¼ URM ½1þmR cosð2pFtÞ� cos 2pf0t ð1Þ

where mR is the 30-Hz reference signal on the RF carrier amplitude modulation factor,
F is the baseband signal frequency, and f0 is the RF frequency.

The intensity of the radiation signal and the phase of the 30-Hz signal are
unchanged in the radial azimuths of the reference phase signal in the space 0°–360°,
and the horizontal direction of the radiation field is a circle.

2.2 DVOR Variable Phase Signal

DVOR variable phase signal includes RF carrier signal and 9960-Hz subcarrier signal.
9960 Hz subcarrier is 30 Hz baseband signal frequency modulation, modulation index
is 16, two pairs of orthogonal sideband antenna respectively radiation sinusoidal
modulation sideband wave and cosine modulation sideband wave, the field strength
changes according to the 30 Hz law, so it is generate a 30 Hz sine law changes in the
amplitude modulation wave in space, the expression is:

UV ¼ UVM ½1þmV cosð2pfstþmf cosð2pFtþ aÞÞ� cos 2pf0t ð2Þ

where mV is the amplitude modulation index of the subcarrier to the RF carrier, fs is the
subcarrier frequency, mf is the modulation index of the subcarrier for the 30-Hz
baseband signal, F is the baseband signal frequency, a is the current VOR radial
azimuth, and f0 is the RF frequency.
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2.3 Synthetic Signals

The composite signal received by the receiver in space includes the superposition of the
reference phase signal and the variable phase signal, as shown in Fig. 1, and the
expression is:

1þmR cosð2pFtÞþmV cosð2pfstþmf cosð2pFtþ aÞÞ� �
cos 2pf0t ð3Þ

The receiver obtains the direction information by demodulating and comparing the
phase difference between the two.

3 Systems

The digital signal processing function of digital filtering, digital extraction, digital
down-conversion, digital demodulation, and data processing, which is based on soft-
ware radio peripheral equipment, completed with large capacity FPGA to directly
digital signal processing. For this kind of software radio system, a real station cannot be
observed from the entity, and it solves the radio communication problems from the
angle of software. The universal software radio is the closest to the ideal software radio
and is more suitable for testing, teaching, and research because of its openness, flex-
ibility, programmability, and man–machine interface.

Fig. 1. Spatial synthesis signal
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3.1 Hardware Part

Software radio peripheral equipment which simulates the instrument landing system in
the airborne signal receiver is used to receive the navigation signal from the ground-
based navigation aid, through high-speed continuous extraction and processing to
achieve digital signal processing in order to facilitate the modular processing on the
computer and data analysis. The hardware part mainly includes crystal oscillator,
amplifier, quadrature demodulator, low-pass filter, analog-to-digital converter, digital
down converter, and other modules to ensure the collected signal which is not distorted.
And the hardware also needs to guarantee the matching degree of automatic work and
the realization of continuous signal acquisition. It has resolved the traditional problems
of instability and in continuity effectively.

3.2 Software Part

LabVIEW, which is a graphical programming language, is a measure system software
development platform. It uses the program method of data stream; the data streams
between the nodes in program block diagram determine the order of the program.
Signal generation, signal acquisition, and digital signal processing are performed in the
LabVIEW 2016 environment.

Digital signal processing in the LabVIEW program connects according to the form
of pipeline, and it is consistent with the signal flow direction, so it has a very high
efficiency, short delay, and high processing speed. To a certain extent, it has made up
for the low speed of the general processor processing signal. The flow chart is shown in
Fig. 2.

3.3 Data Processing

Compared with the traditional digital signal processing method, the program based on
the LabVIEW development by using the pipeline form connection has a high efficiency
and a higher processing speed. The navigation signal uses software radio peripherals to
simulate DVOR signal transmission. In the waveform generation program, the refer-
ence phase signal and the variable phase signal are simultaneously loaded on the RF

FM 
Demodulation 

DVOR
Signal

AM 
Demodulation 

30Hz Filter

9960Hz Filter

30Hz Filter

Bearing

Fig. 2. System block diagram
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carrier, and the spatial synthesis of the DVOR signal is simulated and transmitted
through the transmitting antenna. DVOR receiver part mainly consists of receiving
antenna, RF receiving front end, digital down-conversion, amplitude demodulation,
audio signal demodulation, and azimuth signal demodulation and other modules. The
received DVOR signal turns into zero IF signal through the amplification of high
frequency and the down-conversion which achieves the analysis of azimuth through the
down sampling, band-pass filter, amplitude demodulation and frequency demodulation,
and other processing methods.

4 Results

According to the design of the hardware structure to connect the hardware, set the
waveform information in the program interface. The baseband signal is 30-Hz sine
wave, FM subcarrier is 9960 Hz sine wave, frequency offset is 480 Hz, and modulation
index is 0.3. Considering the machine performance and running time, the carrier fre-
quency of the DVOR analog signal is 1 MHz as an example. In the waveform gen-
erator, it needs to initialize the device and adjust the parameters firstly, then, set the IP
address, the signal amplitude is 1 V, and the center frequency is 1 MHz. The receiver
write data and the generator transmit data should select the same sampling rate, in order
to ensure the spectrum which the generation of the signal is correct.

The test signal is generated by software radio simulation and program program-
ming. In the program, we need to set the virtual channel Tx1, and the sampling
frequency must meet the Nyquist theorem; so here, we select 2 MHz and the sampling
clock is set to “continuous samples,” which will continue 1 s. The sampled data can be
displayed in real time in the waveform chart and transmitted continuously via a soft-
ware radio in order to receive the antenna reception.

In order to realize the measurement and verification of the signal, it is necessary to
demodulate the acquired waveform and restore the corresponding signal. The collected
DVOR space synthesis signal is coherently demodulated to obtain the outer envelope
of the spatial synthesis signal, including the reference phase signal of 30 Hz, the
9960 Hz FM subcarrier, and the 1020-Hz audio identification signal. The 30-Hz ref-
erence phase signal is directly obtained through the 30 Hz filter. The front panel of the
program can be seen in its time domain waveform and frequency domain waveform
and show frequency, phase, and amplitude of the 30-Hz reference phase signal.
9960 Hz subcarrier is filtered and demodulated to obtain 30-Hz variable phase signal.
Its corresponding parameters can be seen in the front panel. The phase difference
between the reference phase signal and the variable phase signal indicates the current
azimuth information, and the reading azimuth is the DVOR bearing. After running, the
front panel is shown in Fig. 3. When the program is running, the reference phase signal
and variable phase signal can display the corresponding frequency and amplitude
information. BEARING displays bearing information, and press the right corner of the
“STOP” button to lock the current tab page.
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5 Conclusions

At present, software radio technology has been widely used in the field of military and
civilian communications. Compared with the traditional equipment, this kind of test
equipment has a broader application prospect because of its openness and flexibility.
While the digital signal processing is the key to the transition from the analog signal to
digital signal. Through the practical test and verification of the navigation equipment,
the program based on the LabVIEW can achieve the test and analysis of each parameter
by combining the software radio equipment, which is convenient, efficient, and handy.
The test system not only can replace the original traditional test system, but also can
always record and view the test data, and it is easy to call and match at any time.
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Abstract. Hydraulic pump vibration signal preprocessing is the basis for fail-
ure prediction. The vibration signal preprocessing method based on ILCD fusion
is proposed to solve the problem that the vibration signal is nonlinear and the
feature information is weak. Firstly, the high-frequency harmonics are combined
with ILCD to decompose multi-channel vibration signals, and ISC components
can be achieved. Secondly, the sensitive factors are defined as evaluation
indexes, and the sensitive components containing the fault feature information
are screened and weighted fusion. The reconstructed signal is obtained to reduce
the noise and other interference components and effectively extract the fault
feature information. Finally, the effectiveness of this method is verified by
measuring the vibration signal of the hydraulic pump.

Keywords: Signal preprocessing � ILCD � Information fusion �
Hydraulic pump

1 Introduction

The vibration signal of the hydraulic pump presents strong nonlinearity and non-
stationary in the event of a fault. In order to solve the distortions of some of the ISC
components in local characteristic-scale decomposition (LCD), Jinde et al. [1] proposed
ILCD method, which uses the piecewise polynomial instead of the original linear LCD
connection, closer to the envelope, effectively reducing the appearance of distortion,
the decomposition component, and the actual component closer. However, during the
ILCD, some noise and interference components are still randomly distributed in some
ISC components, affecting the extraction of feature information. In this paper, the high-
frequency harmonic algorithm is introduced into ILCD. Firstly, the high-frequency
harmonics and ILCD are combined to decompose the multi-channel vibration signals to
obtain the corresponding ISC components. Secondly, the sensitive factors are defined,
the ISC components are screened, and the sensitive components which contained
feature information are obtained. ILCD fusion algorithm is proposed, which is to be
fused to obtain the reconstructed signal. Finally, the validity of the proposed method is
verified by measuring the vibration signal of the hydraulic pump.
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2 ILCD on Vibration Signals

Considering the characteristics of signal decomposition by ILCD, this paper combines
the high-frequency harmonic [2] algorithm with the ILCD algorithm in Ref. [1] to
obtain ISC components and focus the anomalous components in the first ISC com-
ponent as much as possible, so that the sensitive components can be easily selected.
Specific methods are as follows:

Step 1 Construction of high-frequency harmonic signals:

HðtÞ ¼ U cosð2pf Þ ð1Þ

x0ðtÞ ¼ xðtÞþHðtÞ ð2Þ

x(t) is the original signal, H(t) is the high-frequency harmonic component,
U is the amplitude, usually take U = max(x(t)); f is the frequency, usually
take f = fs/2.

Step 2 Determine x0ðtÞ extreme point Xk and the corresponding moment
sk; k ¼ 1; 2; . . .;M, where M is the extreme point.

Step 3 Use segmented triad to connect the adjacent extreme, and calculate Lk:

Lk ¼ ak�1Xk�1 þ akXk þ akþ 1Xkþ 1; k ¼ 2; 3; . . .;M � 1 ð3Þ

ak = 0.5,

ak�1 ¼
�2s3k þ 3sk�1s2kþ 1 � 6sk�1skskþ 1 þ 3s2kðsk�1 þ skþ 1Þ � s3kþ 1

2ðsk�1 � skþ 1Þ3
;

akþ 1 ¼ �ak�1. By extending the left and right endpoint values, calculate the
L1 and LM using Eq. (3).

Step 4 Fitting L1 � LM by cubic spline function, get the baseline BL1ðtÞ;
Step 5 Separate baseline:

h1ðtÞ ¼ xðtÞ � BL1ðtÞ ð4Þ

Step 6 If h1(t) meets the ISC component condition [3], output ISC1 ¼ h1ðtÞ;
otherwise, h1ðtÞ is taken as the original data, repeat Step 1–4, and separate
the baseline:

h11ðtÞ ¼ h1ðtÞ � BL11ðtÞ ð5Þ

Step 7 If h11ðtÞ still does not meet the ISC conditions, then continue to repeat Steps
1–4, cycle k times, until the conditions are met, output ISC1 ¼ h1kðtÞ;

Step 8 Separating the ISC1 component from the original data, achieve the new
signal u1ðtÞ:
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u1ðtÞ ¼ xðtÞ � ISC1 ð6Þ

Step 9 Take u1ðtÞ as the original data, repeat Steps 2–8, and get ISC2. Loop n times
until it is monotonous or constant for un, resulting in ISC1; ISC2; . . .; ISCn

and trend unðtÞ.
By decomposing the signal using LCD, the characteristic information of the signal

can be refined into each ISC component to facilitate the capture of sensitive
information.

3 Vibration Signal Preprocessing Based on ILCD Fusion

3.1 Sensitive Component Selection

In general, the correlation coefficient is often used to reflect the linear relationship
between variables, and mutual information can reveal the nonlinear relationship
between variables [4, 5]. There are many ways to calculate it. In this paper, the
equations based on Shannon entropy are used:

Iðy1; . . .; ynÞ ¼
Pn

i¼1
HðyiÞ � Hðy1; . . .; ynÞ

HðyiÞ ¼ � R
pðyiÞ lg pðyiÞdyi

8
<

: ð7Þ

H(yi) is the entropy of the variable yi, and the p(yi) is the probability density
function of the variable yi. For solving the joint probability density function, the
probability of the sample point falling in the multi-dimensional space can be used to
approximate the estimation.

Based on mutual information, the sensitivity factor k as a screening indicator is
constructed. With the same sampling parameters’ setting, the normal signal is ynor, the
fault signal is yf, and the ISCi is the No.i ISC components through the fault signal
ILCD, and then the sensitivity of the ISCi can be defined as:

ki ¼ I1i � I2i ð8Þ

I1i is mutual information of ISCi and yf, and I2i is mutual information of ISCi and
ynor. Through analysis, ki can quantitatively reflect the amount of sensitive feature
information contained in ISCi. The higher the value of ki is, the bigger difference of the
I1i and I2i are, and the more fault sensitive features the ISCi contains. Therefore, the ISC
component corresponding to the maximum value of the sensitivity factor k is the
sensitive component.

In practical application, it is impossible to know whether the signal under test is
normal or faulty in advance. However, for the same batch of samples of the same type,
the vibration signal data under normal conditions can be measured and stored; that is,
the ynor in the Eq. (8) can be obtained. Therefore, for a signal measured in the current
state of a certain sample, if it is a normal signal, after ILCD, the I1i and I2i are
completely identical according to Eq. (8); that is, the sensitivity factors of all ISC
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components are 0, which means there is no ISC component that contains fault sensitive
information. Correspondingly, the energy is evenly distributed in each frequency band
for the normal signal, and the ISC components obtained by the ILCD do not contain the
fault sensitive features. For the fault signal, its energy is concentrated in a few fault
characteristic frequency bands; some ISC components can acquire fault sensitive
information after ILCD. Therefore, the mutual information method used to select the
ISC components can effectively remove the noise component and interference com-
ponent and capture the sensitive information better, so as to improve the descriptive
ability of the degraded state.

3.2 Vibration Signal Fusion-Based ILCD

In this paper, the three-direction vibration signal is taken as an example to illustrate the
algorithm. According to the sensitivity factor k defined in Sect. 3.1, the higher the k is,
the stronger its ability to express the characteristic information and the greater the
contribution to the characteristic. Therefore, the fusion weight of the selected ISC
component can be calculated on the basis of k. Suppose the ISCi−j is the sensitive
component selected by the No.i signal, ki is the corresponding sensitivity factor, i = 1, 2,
and 3, so the fusion weight ki can be got.

ki ¼ ki=sumðk1 þ k2 þ k3Þ ð9Þ

The weighted fusion reconstructed signal xFinal can be described as:

xFinal ¼ k1x1 þ k2x2 þ k3x3 ð10Þ

According to the previous analysis, the specific steps of vibration signal fusion
method-based ILCD are as follows:

① Acquisition of vibration signals Xxnor, Xynor, Xznor and Xx, Xy, Xz of the hydraulic
pump under normal conditions and fault conditions, using the ILCD algorithm
with high-frequency harmonics. According to Eqs. (1)–(6), resolve Xx, Xy, and Xz

separately to get the corresponding ISC component set;
② Using Eq. (8), the sensitivity factor k of each ISC component of Xx signal is

calculated, and the maximum k is selected as the sensitive component of Xx signal.
The sensitivity factor of each ISC component of Xy and Xz is calculated separately
to obtain the corresponding sensitive component ISC and the corresponding k;

③ Using k corresponding to each sensitive component, calculate the corresponding
weight ki according to Eq. (9);

④ According to Eq. (10), reconstructed signal xFinal is carried out by using ki, which
is the result of the preprocessing of the hydraulic pump vibration signal.
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4 Experimental Data Verification

In order to verify the effectiveness and practicability of the proposed method, this
method is applied to the vibration signal preprocessing of hydraulic pump loose slipper
fault (shown in Fig. 1). Hydraulic pump type is SY-10MCY14-1EL, a total of seven
plungers, drive motor model Y132M-4, rated speed of 1480 rp/min, and the cycle of
0.041 s. The vibration accelerometer is installed at the pump cover (shown in Fig. 2),
sampling frequency is 12 kHz, and time is 1 s. The DH-5920 vibration signal test and
analysis system are used to store the vibration signal into the computer, as shown in
Fig. 3.

The vibration signal collected by the sensors Sensor1–Sensor3 is recorded as X1–
X3. Figure 3 shows the time domain diagram of X1–X3, whose frequency domain is
shown in Fig. 4.

Through analysis of the results in the time domain, the seven shock vibration
signals in each period, which is mainly decided by the structure of the hydraulic
pump. In the frequency domain, there are obvious modulation phenomena of vibration
signal. Since the actual speed of the hydraulic pump shaft is 1480 rpm/min, the shaft

loose slipper

Fig. 1. Fault of loose slipper

Sensor-1 

Sensor-2 

Sensor-3 

Fig. 2. Installation of vibration sensors on hydraulic pump
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frequency is 1480/60 = 24.6 Hz, the plunger pump has seven plungers, and the
inherent impact frequency of the hydraulic pump vibration signal is
24.60 � 17 = 172.2 Hz; The characteristic frequency of the loose slipper fault should
be equal to or close to the shaft frequency 24.6Hz in theory. However, both inherent
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(a) Frequency domain of signal X1
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(b) Frequency domain of signal X2 
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(c) Frequency domain of signal X3 

Fig. 4. Frequency domain of multi-channel signals of hydraulic pump
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frequency and fault characteristic frequency are annihilated in noise and interference.
Therefore, the proposed ILCD fusion method can be used for hydraulic pump signal
processing.

First, the signal X1 is processed using the ILCD method with high-frequency
harmonics. According to Eqs. (1)–(6), ILCD yields eight ISC components and one
trend item u(t). Sensor1 is used to collect the vibration signal X1nor of the hydraulic
pump under normal conditions according to the same sampling parameters.
The sensitivity factor k of each ISC component is calculated, respectively, by Eq. (8),
and the results are −51.26, 0.315, 0.963, 2.621, 4.836, 2.138, and 0.792. Therefore, the
ISC1–5 is taken as a sensitive component of X1, and the corresponding maximum
sensitivity factor is k1 ¼ 4:836. For comparative analysis, ISC1–1, ISC1–4, and ISC1–5

frequency components of the three components are shown in Fig. 5.
By analyzing Fig. 5a, it can be found that the noise and interference components of

the original signal X1 concentrate into the first component ISC1–1 mostly, which
contains almost no fault-related information, Therefore, the sensitivity factor is far less
than other components; from Fig. 5b, ISC1–4 has been able to reflect part of the
characteristic information, that is, the inherent frequency information 172.2 Hz and its
multiplier, but the loose slipper fault information is still relatively weak; it can be
clearly seen from Fig. 5c that both the loose slipper information of 24.6 Hz and the
inherent frequency of 172.2 Hz are reflected to a certain degree, so the sensitivity factor
of ISC1–5 is the highest, indicating that its contribution to characteristic information is
the largest also, which is consistent with the previous analysis.

Using the same method, the signals X2 and X3 are processed, respectively, and the
sensitive factors screened are ISC2–4 and ISC3–5, respectively. The frequency domain is
shown in Fig. 6, and the corresponding sensitive factors are k2 ¼ 3:021 and
k3 ¼ 2:892, respectively.

It can be seen from Fig. 6, the sensitive components ISC2–4 and ISC3–5 screened by
X2 and X3 signals also contain relatively clear loose slipper information and inherent
information. Compared with ISC1–5 selected by X1 signal, the characteristic infor-
mation proportion is relatively low, and the values of k2 and k3 are less than k1.
According to Eq. (9), the fusion weights of three sensitive components are: k1 = 0.450,
k2 = 0.281, k3 = 0.269. According to Eq. (9), the reconstructed signal is:

xFinal ¼ 0:450ISC1�5 þ 0:281ISC2�4 þ 0:269ISC3�5

The spectrum is shown in Fig. 7.
It can be seen from Fig. 7 that the fault feature information has been preliminarily

extracted through the fusion pretreatment of the fault signal. It can be clearly seen that
the fault characteristic frequency 24.6 Hz and its multiplier of loose slipper, also the
inherent frequency 172.2 Hz and its multiplier of the hydraulic pump. The noise
interference in original signal and modulation phenomena are effectively suppressed.
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Fig. 5. Frequency domain of ISC
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5 Conclusion

The hydraulic pump vibration signal preprocessing method based on ILCD fusion is
proposed, and its effect is verified using hydraulic pump measured vibration signal. The
main conclusions are as follows:
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(a) Frequency domain of ISC2-4
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Fig. 6. Frequency domain of sensitive components
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Fig. 7. Effect of preprocessing for signals of hydraulic pump based on ILCD fusion algorithm
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(1) By combining high-frequency harmonics with ILCD, the ISC components are
screened to reduce the influence of noise and interference components, and the
sensitive feature information is effectively extracted.

(2) A fusion method based on ILCD is proposed, the sensitive components of multi-
channel vibration signals obtained are fused, the reconstructed signals are obtained,
the integrity of feature information is improved, and the preprocessing effect is
improved.

(3) Experimental results show that the method proposed in this paper has a better
preprocessing effect on multi-channel vibration signals and can extract the required
feature information efficiently.
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Abstract. In this paper, we propose a real-time interactive method for mobile
terminal users to access remote three-dimensional scene based on cloud services.
We realize a dynamic and fluent method to access remote three-dimensional
scene for mobile terminal. The method achieves a good user experience. We
distribute mobile phone user task request and pad user task request from PC
terminal user task request by the load balancing server and transfer these tasks to
cloud server. So that mobile users transmit the interactive access operation in the
scene to cloud server equivalent in the way of instruction set. We complete user
command related work and high-quality rendering process by cloud server,
which makes mobile terminal user access remote 3D scene immersive interac-
tion. The mobile terminal user only needs to send a command request and
receive high-quality pictures. The cloud servers receive instructions from user
terminal and complete all related interactive work and transmit results in the
form of high-quality pictures to mobile terminal user. This paper solves the
technical challenge of mobile device users to access remote real-time interactive
3D scene in a manner of cloud services and continuous interval frame image for
the first time.

Keywords: Cloud rendering � Large-scale three-dimensional scene �
Mobile terminal � Remote interaction

1 Introduction

With the development of computer vision, virtual reality, augmented reality,
enhancement virtual environment, etc., the various scale 3D scene has become a part of
people’s lives. There is no doubt that the current mainstream PC can directly access
remote scene and relate interactive operation, but it is limited by many factors that
mobile terminal users access remote 3D scene [1], such as hardware limitations,
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reliance on third-party plug-ins, the limitations of browser technology and network
transmission speed limit.

Hardware limitations: In order to solve the problem of current mobile terminal
rendering performance [2–8], mobile terminal has converted rendering work from
original CPU to special GPU chip. However, mobile devices do not have a unified
standard and different manufacturers have different product realization principles, so
the rendering effects of different mobile devices are different [9–14].

Reliance on third-party plug-ins: Most of mobile terminal users need to install
third-party plug-ins software to access remote 3D scene. It is difficult for some project
requirements. Some users may refuse to install these third-party plug-ins, which hinders
the promotion of related products.

The limitations of browser technology: The current mainstream mobile browser in
the 3D scene rendering is widely used WebGL technology, but the technology in the
mobile browser is not mature, and in the mainstream browser support for the tech-
nology is different. In this case, same program in different mobile devices on rendering
effect is not only different, but also will be inefficient rendering and rendering errors in
the process of rendering.

Network transmission speed limit: When mobile terminal needs to render 3D scenes
locally, it needs to download material-related files from cloud server. The mobile
terminal network transmission speed in response to these materials has some difficulty.
If users download files by Wi-Fi or 4G network, it will spend a lot of time when the
size of a single material file reaches 10 M magnitude. This will seriously affect user
experience. If users store render material file in mobile device, it is difficult to avoid
post material file update problem. Taking up too much storage space may also cause
users to refuse to use.

2 Related Work

Remote rendering technology refers to server to bear most of the graphics computing
work and store entire 3D scene model data. This can effectively reduce the burden of
mobile devices. The existing remote rendering technology mainly includes the remote
rendering method based on image, the method of remote drawing based on depth image
and the remote rendering technology based on graphics.

The remote rendering method based on image refers to server to compress and send
image view and view image stream to client according to user’s viewpoint information
of 3D scene rendering, and the client only need to decode compressed image sequence
can be directly to display a 3D rendering results. At present, the main research teams
include Mobile Systems Design laboratory of California University, GamePipe labo-
ratory of University of Southern California, ARTEMIS (Advanced Research &
Techniques for Multidimensional Imaging Systems) of Paris Institute of Telecommu-
nications laboratory, System and Network Security laboratory of Taiwan national
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University and NMSL (Networking and Multimedia Systems Lab) laboratory of Tai-
wan national Tsinghua University.

The method of remote drawing based on depth image introduces depth information
and uses depth image to represent structure information of 3D scene. The server
generates the color image and the depth image of the reference frame and sends them to
the client according to user viewpoint information. When the viewpoint changes within
a certain range, the client transforms 3D image into a new viewpoint image according
to reference frame of the color image and the corresponding depth image.

The remote rendering technology based on graphics refers to graph calculation
work by the server and the client. At present, there is less research on the distance
drawing based on graphics on mobile devices. Remote rendering technology based on
3D graphics is that the server and the client assume certain graphics calculation work
respectively. Most of the complex 3D graphics computing works are done by the
server, and the client only needs to perform a small amount of 3D graphics calculation
to get the final results.

3 The Core Method

3.1 Redistribution of Operations

The rendering work is transferred to cloud rendering cluster that has large-scale ren-
dering computing ability, and mobile terminal realizes the remote 3D scene real-time
interactive access only by sending instruction set and accepting picture.

3.2 Improvement of Interaction Mode

The mobile device communicates with the cloud rendering cluster through the
instructions and displays the 3D scene by receiving the rendered image.

3.3 Improvement of Transmission Mode

Using a picture to show the 3D scene helps to get rid of the dependence of the third-
party plug-ins, because the mobile device itself browser can finish this work. The
resource needed by the rendering scene is loaded by the heterogeneous scene material
resource manager, and the transmission process of the user’s direct contact with these
complex and large resource files is shielded.

The rendering architecture achieved by above several key design ideas realizes that
the interactive experience of the remote 3D virtual scene similar to PC ends through the
browser as the access platform on the mobile terminal device. In general, we implement
a method for real-time interactive access to a remote 3D scenario by a mobile terminal
user.
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4 System Implementation

4.1 Characteristics of Three-Tier Architecture

The hierarchical structure of this paper is shown in Fig. 1.
This paper is the three-tier architecture based on socket communication connection

and loose coupling. The top layer is the communication layer. The main task of this
layer is to balance the distribution of the user’s access request via the load balancing
server and send the task to different servers mirror area. Then, inside of area, the task
scheduling server further distributes the task and sends it to the rendering cluster for
processing. Different interaction strategies are provided for different users by the
rendering layer. The rendering layer distributes the user’s access request to the less load
renderer. In idle rendering preset area, a user base scene, as well as camera and
rendering machine module, is generated. The command receiver receives the user’s
interactive operation instructions and calls other modules to complete all the operations
contained in the user’s instruction, and the operation process is transmitted to the end
user in a continuous rendering frame image. The bottom layer is a data management
layer. This layer manages the data resources of the scene. The renderer can update the
resource file from this layer and write user interact results back to the configuration file.

4.2 Feature of the Cloud Rendering Server

The cloud rendering server completes mobile terminal user’s access request. U3D.exe
executable program runs on cloud server. Each U3D.exe can start a thread by external

Fig. 1. Hierarchical structure of this paper
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user commands, and generate a separate user virtual scene unit, and generate a camera,
instruction transceiver and other function module in user virtual scene unit at the same
time. User virtual scene unit communicates with the middle layer server through the
socket. When users need to access to remote scene, the server will start an U3D.exe
program through the socket and transfer the user instructions and began to work. The
user can see all interactions operation in the virtual scene by the cameras. After
receiving the instruction from the user, instructions transceiver triggers other modules
to complete the interactive operation. The interaction operation is sent to the mobile
terminal user in the form of a continuous interval rendering frame. So the large-scale
computing focus on high performance distributed cloud server to complete, and the
mobile terminal only sends commands and receives pictures. This way maximizes the
server’s high computational performance and minimizes the computational load of the
mobile terminal and greatly improves the efficiency of mobile terminal users and
remote 3D scene interaction.

4.3 Feature of Shunt and Mobile Terminal, and Architecture
of Communication Layer

The access request of the mobile terminal users is allocated to the different server
mirror areas to ensure the pressure balance of the cloud server. On the other hand, an
independent cloud rendering server cluster is maintained inside each mirror area. The
cluster is unified management by the only task scheduling server in the mirror area.
When the user operation requests are received, task scheduling server will transform
them into cluster identifiable operating instructions and then decide the render target
machine according to the occupancy rate of the rendering machine in rendering cluster
and user access cache. After receiving the user’s instruction stream, the cloud server
completes all user interaction operations and makes high-quality real-time rendering of
interactive process and sends the result to the mobile terminal user in the form of
pictures.

4.4 Rendering Layer, Scene and Scene Unit

Rendering layer contains many rendering servers. They are evenly divided ownership
according to the number of mirror server area. They are unified management by task
scheduling server. The main function of rendering layer is to dynamically manage the
user’s virtual scene and analyze the user instructions. These instructions include inter-
operation, rendering the scene and other functions. The configuration information of
the virtual scene and the scene material are provided by heterogeneous scene material
resource management layer. In this way, the massive computations are concentrated on
the high-performance cloud rendering cluster to complete. The mobile terminal sends
commands and receives pictures only.

4.5 Heterogeneous Scene Resource Management Layer

It is very important for the whole system that the scene materials are unified man-
agement, because they are universal. The independence of scene material facilitates the

GhostMobileCloud: A Cloud-Based Mobile Terminal User … 311



change of the system and reduces the storage pressure of rendering layer. The rendering
layer can obtain the materials through the interface provided by the heterogeneous
scene material resource manager. Considering the data exchange process may lead to
system performance degradation, the layer designs the asynchronous download,
asynchronous decompression and delegate callback mechanism, which ensures the
rendering layer resource request process and the main loop of the rendering layer run in
parallel. User virtual scene unit module is shown in Fig. 2.

As shown in the figure, the user group through the load server shunts. The user
group assigns the access request of the mobile terminal user to the rendering server
through the renderer performance-monitoring program. A thread is started in the ren-
dering server’s U3D.exe to complete the user remote real-time interactive access to
their own user virtual scene. The lens capture module is used to realize the roaming
function and realize the user on the scene in the roaming process self-timer function.
The debug module is used to deal with the exception of the scene, get system status and

Fig. 2. User virtual scene unit module
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dynamically modify the internal parameters. The dynamic loading scene module is
used to achieve asynchronous loading of the scene. The program configuration library
is used to achieve the correct configuration of the program. The foundation class library
external DLL library is used to achieve the basic library and external DLL call function.
The AssetsBundle loading, update, management module are used to achieve syn-
chronous download function.

5 Experiments and Comparison

The effects of our method on different devices are shown in Fig. 3.

Fig. 3. Effect of our method on different devices
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The function and performance of the 3D scene rendering are tested by experiments.
The corresponding experimental results are given. When user navigates in virtual park
scene, power plant scene and the virtual city scene, the client rendering results are
shown in Fig. 4.

The data transmission when users view 3D scene is shown in Table 1.

As shown in the table, using cloud services, the total number of frame transmission
is only about 1% of the total frame drawing data. Therefore, our method can effectively
reduce the repeat data transmission, improve the transmission efficiency.

(1) The reuse of efficient rendering frame

We realize the efficient pictures reuse, and the comparison of average computation time
with other algorithms is shown in Table 2.

(a) Virtual park scene (b) Power plant scene (c) Virtual city scene

Fig. 4. 3D scene test data set

Table 1. Data transmission when users view 3d scene

Data of 3D scene Total processing Total visible Proportion of transmission (%)

Patch 3,319,336 309,722,592 0.81
Vertex 1,707,673 159,329,108 0.27
Frame 12,035 1215 1.23

Table 2. Comparison of average computation time with other algorithms

3D scene Average drawing time (ms)
VFC CHC CHC++ Our method

Virtual scene 14.5 10.24 9.63 8.23
Power plant 20.42 10.61 9.81 9.57
Virtual city 15.76 10.89 9.92 7.79
Average 15.65 10.38 9.47 8.18
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(2) The use frequency of cloud server

The parameters of the total number of paths are 100, 500 and 1000, as shown in table.
The complexity of the algorithm is O(n2), where n is the total number of paths. We
place a large rendering scene on the server to reduce the user’s waiting time and
improve the user’s real experience.

Average processing time of remote rendering server is shown in Table 3.

6 Conclusions

This paper provides a method based on cloud rendering for mobile terminal users real-
time interactive access to remote 3D scene by a distributed dynamic loading scene. The
method mainly solves the problem of limited computing ability and core technology
bottleneck constraints in mobile terminal users real-time interactive access to remote
3D scene.
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Abstract. The two-dimensional trajectory correction fuze of movable canard is
the hot spot of research currently with the advantages of low cost and strong
correction ability. For the two-dimensional trajectory correction fuze of movable
rudder, continuous sine control, interval sinusoidal control, and constant control
angle control are used to control the electric proportional canard. By analyzing
the influence of different control methods on the ballistic characteristics and the
correction ability, the canard control methods are evaluated and an optimal
control method is proposed. It is greatly significant for the development of two-
dimensional trajectory correction fuze for movable canard in theory and
engineering.

Keywords: Two-dimensional ballistic correction fuze � Electric proportional
canard � Control method

1 Introduction

Grenades, important member of the ammunition family, are important offensive fire
suppression ammunition. However, they are widely dispersed and cannot meet the
requirement of high strike accuracy of ammunition in modern warfare. The information
transformation of grenade to improve strike accuracy is the current research hot spot.

The two-dimensional correction control mechanism commonly used in conven-
tional ammunition information transformation can be roughly divided into three cat-
egories: correction control based on aerodynamic force, correction control based on
direct force, and correction control based on inertial force. The aerodynamic-based
correction control changes the aerodynamic force of the projectile by changing the
aerodynamic shape of the projectile. The commonly used aerodynamic layout includes
duck canard, normally arranged aerodynamic rudder, and wedge-shaped block
mounted on the tail of a grenade [1–7]. The duck canard arrangement has different
classifications of a pair of canard pieces, multiple pairs of canard pieces, fixed canard
deviation, and adjustable canard deviation. The aerodynamic layout of the tail-mounted
wedge block has a continuous correction feature with the greater ability to modify the
grenades compared with the duck canard layout [8, 9]. The correction based on direct
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force is mainly to achieve ballistic correction through pulse [10, 11]. Inertial force-
based correction control achieves ballistic correction by mounting movable masses or
rotating gyros inside the projectile [12, 13], but the application of that modified control
method is only demonstrated on mortar shells.

In the correction mechanism based on the direct force, the effective correction
control force provided is small due to the high speed of the grenades and the large pulse
coverage area. After adding the rotation isolator, the correction control mechanism-
based aerodynamic force can be effectively applied to grenades, such as the US
‘Excalibur’-guided projectile, PGK, and ‘silver bullet’ correction fuze. The two-
dimensional trajectory correction fuze is a new concept proposed in recent years. The
replacement of the original ordinary fuze can realize the information transformation of
the grenade. The two-dimensional trajectory correction fuze based on movable canard
has the characteristics of strong correction ability and low cost, which is the key point
in the research of the current grenade trajectory correction control.

In this paper, the canard control method for two-dimensional trajectory correction
fuze of movable canard is studied. Based on the analysis of the affection of three
control methods, namely continuous sinusoidal control, interval sine control, and
constant control angle control, the correction ability of different control methods is
studied and the canard control methods are eventually evaluated.

2 Electric Proportional Canard of Movable
Canard Two-Dimensional Trajectory Correction Fuze

The two-dimensional trajectory correction fuze of movable canard has added satellite
antenna, movable canard, missile-borne computer, and bearings on the basis of the
original fuze, which leads to major changes in internal structure and aerodynamic shape
as shown in Fig. 1.

Fig. 1. Composition of movable canard two-dimensional trajectory correction fuze
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The shape of movable canard two-dimensional trajectory correction fuze is shown
in Fig. 2. The rudder 1 and the rudder 3, called the differential rudder, have the same
rudder angle while the rudder direction deviation is different. The rudder 2 and the
rudder 4, called control rudder, have the same rudder deflection angle and the rudder
direction deviation. During the flight of the projectile, a rotating torque is formed on the
differential rudder under the effect of air so that the canard rotates in reverse with
respect to the projectile, and the fuze tail rotates clockwise (looking from the bullet tail
to the warhead) to form the isolation from canard to the roll angular velocity of the
projectile.

During the flight of the projectile, when it is in the uncontrolled state, the canard
overcomes the rolling damping moment, the friction torque, and the interaction torque
between the canard and the projectile under the action of the steering torque, and
maintains the stable rotation speed less than 10 r/s. When the control rudder is in an
uncontrolled state, the rudder angle is 0. When it is in the controlled state, the rudder
blade performs two rudder partial motions during the one rotation of the canard, and the
air acting on the control rudder forms the control force and the control moment and
changes the attitude of the projectile to change the force of the projectile so as to
achieve trajectory correction.

3 Canard Control Method

There are three canard control methods: continuous sine control, interval sine control,
and constant control angle control. The control states with one period of the three
methods are shown in Fig. 3.

3.1 Influence of Canard Control Methods on Trajectory Characteristics

Grasping the influence of different canard control methods on ballistic characteristics is
the basis of selecting control methods. This section focuses on analyzing the effects of
three canard control methods on ballistic characteristics. In the simulation analysis, the
initial simulation conditions are as follows: projectile initial velocity is 879 m/s, firing
angle is 40.5°, and standard meteorological condition is adopted.

Fig. 2. Shape of movable canard 2D trajectory correction fuze
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1. Influence of Different Control Methods on Trajectory Characteristics

According to Fig. 4, different control methods have different loss in range, so the three
control methods have different set points. The ranges are 25,975, 25,950, and 25,935 m
(shown in Fig. 4a). The effect of different control methods on the engaged speed can be
ignored. Under that condition, the numerical values are 357.0, 356.0, and 354.0 m/s
(shown in Fig. 4b). The constant angle control rotation speed remains 0 (rad/s).
Continuous sinusoidal control remains constant at 5 (rad/s) after controlled. Interval
sinusoidal control increases to 17 (rad/s) when uncontrolled and returns back to 5
(rad/s) after control (shown in Fig. 4c). In terms of total attack angle, we can conclude
that the total attack angle changes significantly after the start of control in the three
control methods, but the peak value does not exceed 3°, which meets the ballistic
stability requirements (shown in Fig. 4d).
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2. Influence of Different Interval time of Interval Sine Control on Trajectory
Characteristics

According to Fig. 5, the interval sinusoidal control has different loss in range for
different interval time, so the set points are different and range is 2598.3, 2597.8, and
2598.6 m (shown in Fig. 5a). The resultant velocity in end is proportional to the
interval time. Under those conditions, the values are 357.0, 357.2, and 357.3 m/s
(shown in Fig. 5b). The effect of the interval time on the rotation speed is that the peaks
are different when the speed increases during control. It is 17, 23, and 25 rad/s (shown
in Fig. 5c). In terms of total attack angle, we can conclude that there is a change in the
total attack angle after starting control at different intervals, but the peak value does not
exceed 3° to meet the ballistic stability requirements (shown in Fig. 5d).

3. Influence of Different Rotation Speed on Trajectory Characteristics of
Movable Wing

According to Fig. 6, the range loss at different speeds is small. There is basically no
change in the landing point in the order of 2597.7 and 2598.0 m (shown in Fig. 6a).
The change in combined speed is basically the same, and the deviation is 0.2 m/s
(shown in Fig. 6b). The initial speed is different after starting control, so when the
controlled state is maintained, the initial speed is kept and the impact is small (shown in
Fig. 6c). The change range of the total attack angle is less than 3°, which coincides
with the ballistic stability performance indicators (shown in Fig. 6d).
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In summary, the different control methods, different speeds, and different intervals
have different disturbances on the total attack angle, and there are also differences in the
amplitude of up and down disturbances. However, the amplitudes do not exceed 3°,
which meets the stability index of the ballistics. The influence in other aspects will not
cause obvious deviation on the trajectory.

3.2 Correction Ability

The correction ability is the maximum correction distance that can be achieved by the
bullets, which can be divided into longitudinal correction ability and lateral correction
ability.

The projectile landing point and correction ability under different controls are as
follows.

According to Fig. 7, it can be seen that the influence of different starting time under
constant angle control on the landing point of the projectile is also different. The range
of the lateral deviation obtained from the control at 20 s is the largest, and the range
gradually decreases as the time increases. The sphere of correction capability is
inversely proportional to the starting time. The maximum longitudinal far modification
is 282.0 m. The maximum longitudinal short modification is 274.0 m. The maximum
lateral left modification is 373.0 m. The maximum lateral right modification is 369.0 m
(shown in Fig. 8). Under the same condition, the length and distance of the obtained
lateral deviations are different for the projectiles in the controlled state.

(a) (b)

(c) (d)

Fig. 6. Trajectory simulation with different rotation speeds
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According to Fig. 9, it can be seen that the different starting time under interval
control has different effects on the dropping point of the projectile. The same range of
sideways deviation is obtained with the same 20 s control. The range gradually
decreases as the time increases. The size of the range is inversely proportional to the
start-up time, with the maximum longitudinal far modification of 199.3 m, the maxi-
mum longitudinal short modification of 113.5 m, the maximum lateral left modification
of 224.0 m, and the maximum lateral right modification of 231.9 m (shown in Fig. 10).
Under the same condition, the length and distance of the obtained lateral deviations are
different for the projectiles in the controlled state.
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According to Fig. 11, it can be seen that the different starting time under the
interval control has different influence on the landing point of the projectile. The range
of the side deflection obtained from 20 s control is the largest, and the range gradually
decreases as the time increases. The range of corrective ability is inversely proportional
to the starting time. The maximum longitudinal far modification is 169.6 m. The
maximum longitudinal short modification is 143.2 m. The maximum lateral left
modification is 238.9 m. The maximum lateral right modification is 217.1 m (shown in
Fig. 12).
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The correction capabilities of different control methods are not the same. A large
range means that the range of correction with the control trajectory is wide, indicating
that the corrective ability of the correction component is strong. The correction range of
different control methods is inversely proportional to the start-up time and decreases
with the increase of the start-up time. The three control methods have the largest
correction ability at a starting time of 20 s. The constant angle control is larger than
other correction ranges and has stronger correction ability.

Similar to the method of calculating the correction ability of the control rudder of
different structures, the correction ability and range loss of different canard control
methods are calculated using the maximum rudder angle of 6° as an example. The
results are shown in Tables 1 and 2.

From the two tables, the range loss of the constant angle control scheme is 8.6%,
but within the acceptable range (less than 10%). The constant angle control is more
robust than the other two control modes.

3.3 Canard Control Method Evaluation

The optimization of movable canard structure parameters should follow the following
principles

Table 1. Comparison of range loss with different canard control schemes

Canard control scheme Range
(%)

Range loss
(m)

Range loss percent
(%)

Without rudder 28374.1 – –

Constant control (starting time: 60 s) 25915.7 2458.4 8.6
Continuous control (rotation speed:
−5 r/s)

25948.4 2425.7 8.5

Interval control (interval time: 0.1 s) 25978.1 2396.0 8.4

Table 2. Correction ability of projectiles with different canard control schemes

Canard
control
scheme

Correction ability (m)
Longitudinal far
modification

Longitudinal
short
modification

Horizontal left
modification

Horizontal right
modification

Continuous
control

169.6 143.2 238.9 217.1

Interval
control

199.3 113.5 224.0 231.9

Constant
control

282.0 274.0 373.0 369.0
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(1) In the flight process, the stability requirements should be satisfied. The variation
ranges of the total attack angle with the three control methods, different interval
times, and different speeds are all less than 3° to satisfy the stability requirements.

(2) The loss on the firing is as small as possible to meet the large range. The constant
angle control has a percentage of the range loss of 8.6%. The continuous sine
control has a percentage of the range of 8.5%. The interval sine control has a
percentage of the range of 8.4%. However, the range loss of all three control
schemes is within the acceptable range (less than 10%).

(3) The correction capability is enough to ensure that the CEP meets the tactical
technical indicators. From Tables 1 and 2, the longitudinal correction ability and
lateral correction ability of the constant angle control are the largest compared
with the other two control methods.

The distribution of the landing point of the uncontrolled projectile with different
movable canard structural parameters is basically equal. Therefore, the choice of the
structural parameters of the movable canard is to ensure that the range loss is mini-
mized based on the correction ability.

4 Conclusion

Different control methods, rotation speeds, and interval times have different distur-
bances on the total attack angle. There are also differences in the amplitude of up and
down disturbances while the amplitude does not exceed 3° to meet the requirements of
trajectory stability. The impact on other aspects will not cause obvious deviation on
trajectory. The constant angle control scheme has a larger range loss, but within an
acceptable range (less than 10%). Moreover, the longitudinal correction capability and
lateral correction capability are the largest compared with the other two control
methods. Therefore, the constant angle control is adopted.
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Abstract. For clutter with long tailing characteristics, such as Weibull distri-
bution, Ruili distribution, lognormality, and K-distribution, CFAR processors
corresponding to various distributions need to be used when CFAR processing
technology is used. Otherwise, it is difficult to obtain constant false alarm
characteristics when the statistical characteristics of clutter change. From the
viewpoint of improving the robustness of CFAR, according to the central limit
theorem and the logarithmic compression principle of the signal, this paper
attempts to accumulate and average the radar signal before CFAR processing
according to the pulse accumulation characteristics and median limit theorem of
radar signals. The clutter of the post-PDF is close to a normal distribution, which
effectively eliminates the trailing effect of the clutter characteristics, i.e., it
effectively suppresses the sharp peak interference and the distribution charac-
teristics of the normalized clutter.

Keywords: CFAR � Radar pulse accumulation � Normalization � Smearing �
Radar clutter

1 Introduction

Constant false alarm rate (CFAR) detector is an efficient way for controlling the false
alarm rate (FAR) of radar to avoid the receiver fault caused by high FAR [1]. Among
them, the most common one is called Mean Level CFAR (ML CFAR) detection
processor which is based on the Cell Averaging CFAR (CA-CFAR) detector [2]. The
hypothesis of CFAR detection processor is that, the clutter obeys certain statistical
distribution characteristics, and all or parts of the parameters are known. Due to the
improvement of radar resolution and the resolution performance of the same radar is
various under different operating parameters, the statistical characteristics of radar
clutter will change, and the amplitude of sea clutter will not obey the Rayleigh dis-
tribution in low-resolution condition. It is obvious that the processing effect of various
CFAR processors based on CA-CFAR detection processor is reduced. Many studies
show that the logarithmic normal (lognormal) distribution, Weibull distribution, and K-
distribution model can better describe the statistical distribution characteristics of sea
clutter amplitude in high-resolution [3] condition. Literature [4, 5] prove that the
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ordered statistic CA-CFAR (OSCA-CFAR) class processors (OSGO-CFAR, OSSO-
CFAR) have constant false alarm performance under the condition when the PDF of its
K-distribution is known. However, in practical applications, it is difficult to establish a
variety of CFAR processors to adapt to the clutter background of various statistical
characteristics.

The literature [6] proposes several PDF models for the CFAR detection of most sea
clutter based on low-grain incidence angle high-resolution radar with different degrees
of tailing effect, which include lognormal distribution, Weibull distribution, and K-
distribution. Statistical studies have shown that the K-distribution is the most suitable
model for sea clutter in high-resolution and/or low grazing incidence radar applications.
The literature [7] analyzes the deconvolution error caused by the asymmetry caused by
the clutter with tailing effect and gives a deconvolution iteration-based tailing sup-
pression and noise with improved distribution symmetry. The suppression filter design
method effectively reduces the deconvolution error, but the deconvolution iterative
algorithm used by this method is somewhat complicated for radar clutter processing.
The literature [8] pointed out that the commonly used parameter estimation method is
more sensitive to these spike data, leading to larger estimation error. For radar target
scattering center parameter estimation and feature extraction based on decay index
(DE) and model, the noise background is often non-Gaussian, and the distribution
density function exhibits a long tailing property which uses M-estimation to implement
long-delay dragging. The literature [9] pointed out that the K-distribution is the most
suitable model for the long-tailed sea clutter effect, although it has high-resolution
and/or low grazing angle radar clutter statistical properties. This paper discusses the
“ideal fixed” and “ideal CFAR” threshold detection criteria for ideal high-resolution
radar detection performance. However, there is no discussion on how to reduce or
overcome the effect of smearing on the robustness of target detection performance.

It can be seen from the above that the main reason affecting the target parameter
estimation and detection effect is the tailing effect and statistical parameter inconsis-
tency of the statistical distribution characteristics of different clutters. Therefore, how to
effectively treat the clutter prior to detection makes it possible to effectively reduce the
tailing effect of the clutter after the pre-detection treatment, and it is desirable to be able
to tend to a normal distribution. This article is based on this purpose to start research.

This paper first analyzes the statistical characteristics of the signal model and
discusses the basic method of weakening the tailing effect of clutter statistical distri-
bution characteristics. The Weibull Clutter, the Ruili Clutter, the lognormal clutter and
the K-distributed clutter are accumulated five times, and the statical histogram of the
accumulated clutter is obtained, as well as the mean and variance estimates after the
clutter accumulation. The normal distribution of the theory is fitted and compared to
verify the validity of the proposed method. In addition, the W-test method [10] was
used to test the normality of the clutter after 5 times accumulation of K-distribution
clutter, which further validated the effectiveness of the proposed method. The research
method of this paper is to use the CA-CFAR processor based on normal distribution to
achieve the robust and constant false alarm handling effect in the complicated and
changeable clutter environment.
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2 Analysis of Signal Models and Statistical Characteristics

Let M denote the number of pulse accumulation of radar, at ith (1 � i � M) pulse
repetition period, jth range quantification cell, received signal is expressed as

x i; jð Þ ¼ s i; jð Þþ c i; jð Þþ n i; jð Þ;H1

c i; jð Þþ n i; jð Þ; H0

�
ð1Þ

where s(i, j) is the target echo component and c(i, j) is the echo component of the sea
clutter in the received signal, and n(i, j) is the noise component generated by the
receiver. And H1 and H0 denote the existence of the target and the absence of the target,
respectively.

For ship navigation radar and coastal surveillance radar, the sea clutter component
is much larger than the noise component. In order to simplify the problem, the noise
component in the formula (1) can be ignored, and (1) becomes:

x i; jð Þ ¼ s i; jð Þþ c i; jð Þ;H1

c i; jð Þ; H0

�
ð2Þ

If the radar pulse signal is non-coherently accumulated, the jth distance unit per-
forms M pulse repetition period of slow time sampling and accumulates the average,
the echo signal is

y jð Þ ¼ 1
M

XM
i¼1

x i; jð Þ ð3Þ

The non-coherent accumulation of the following radar signals is accomplished in a
range unit, therefore, the distance unit j in the (3) can be omitted, and (3) can be written
as below:

y ¼ 1
M

XM
i¼1

x ið Þ ¼
1
M

PM
i¼1

si þ cið Þ;H1

1
M

PM
i¼1

ci; H0

8>><
>>:

ð4Þ

In a certain range cell of the radar, during the accumulation of M pulses, the sea
surface reflected clutter ci (i = 1, 2, …, M) generated by each radar transmitting pulse
should be independent and identically distributed. According to the central limit the-
orem, it is assumed that each quantity in the random variable sequence {c1, c2, …, cM}
has the same mathematical expectation and variance, ie.

E ci½ � ¼ l;D ci½ � ¼ r2 ð5Þ
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and let

cR ¼
XM
i¼1

ci ð6Þ

When M ! ∞, n ¼ 1ffiffiffi
M

p
r
cR �Mlð Þ * N(0, 1), i.e.

p nð Þ ¼ 1ffiffiffiffiffiffi
2p

p exp � n2

2

� �
ð7Þ

Thus, the statistical distribution density function of the clutter �c ¼ 1
M cR with

M times incoherent accumulation is

p �cð Þ ¼ 1ffiffiffiffiffiffi
2p

p
rffiffiffi
M

p
� � exp � c� lð Þ2

2 rffiffiffi
M

p
� �2

0
B@

1
CA ð8Þ

It can be seen that the mean value of the clutter �c accumulated is unchanged, and
the variance is 1=

ffiffiffiffiffi
M

p
of original one before accumulated, the amplitude of spikes

decreases, so, the trailing effect of the statistical distribution characteristics of clutter is
weakened greatly also. This is undoubtedly favorable for improving the performance of
CFAR processor based on clutter mean and improving the applicability of the
processor.

3 Experimental Verification

In practice, M is difficult to be very large, but experimental analysis shows that even if
M is not very large, the tailing of the clutter after non-coherent accumulation will be
effectively compressed, close to the normal distribution. Fig. 1 illustrates the com-
parison between normal PDF, histogram accumulated for 5 times, and PDF of the
original clutter not accumulated, where (a) is Rayleigh clutter, (b) is lognormal clutter,
(c) is Weibull clutter, and (d) is K clutter respectively. The statistical histogram is
compared with the theoretical curve generated from the normal distribution of the mean
and variance estimates of the five accumulated average clutters. From the figure, it can
be seen that the clutters of various distribution characteristics are non-coherent for 5
times. After the accumulation, the tailing effect is greatly reduced and is close to the
normal distribution.

For the shore ship navigation and monitoring radar, the antenna scanning cycle is
20 r/min, and the 3 dB antenna has a horizontal beam width of 0.45°. When the radar
pulse repetition rate is 2000 Hz, the realized pulse accumulation number is M[ 7.
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For a ship navigation radar, the antenna rotates 24 times per minute, and the 3 dB
antenna has a horizontal beam width of 1.1°. When the radar pulse repetition rate is
2000 Hz, the realized pulse accumulation number is M[ 15. It can be seen that for
marine radars used in ships and for shore-based and monitoring, it can achieve a large
number of pulse accumulations.

The distribution parameters of different clutters are different, after finite accumu-
lation, it is different from the pseudo synthetic graph of the normal distribution theory
PDF characteristic, the histogram of the 5 accumulation of the K-distribution clutter
with different parameters and the fitting of the theoretical PDF of the normal distri-
bution are shown in Fig. 2.

According to the W-test method, the normality of the accumulated clutter is tested
experimentally and the experimental result is shown in Fig. 3.

From Figs. 1 and 2, it can be seen that although the clutter cannot be completely
fitted with the theoretical PDF curve of normal distribution after a finite number of
accumulation processes, it has been very close. The symmetry has been improved, and
the trailing effect has been effectively reduced. That is to effectively suppress the sharp
spike interference, which is undoubtedly very beneficial for the realization of the
CFAR processing. According to the “W inspection threshold table,” Fig. 3 shows that

(a) The case of Rayleigh clutter accumulated (b) The case of log normal clutter accumulated

(c) The case of Weibull clutter accumulaed (d) The case of K clutter accumulated

Fig. 1. Comparison of trailing improvement for 4 clutters accumulated with 5 times
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the clutter, which is accumulated over 5 times, is subject to normal distribution on the
whole. At the same time, in Fig. 3, we can also analyze the K-distribution of the clutter,
with the increase of the accumulation number, the W value will be gradually reduced.
This is mainly due to the influence of the correlation of the K-distribution clutter, which
leads to the accumulation of over the number of times, which will lead to the deviation
from the normality. But the accumulation of radar pulses is usually around 10, so this
effect is not serious.

(a) The curve fitting between histogram of 5 

times accumulation of K clutter in v=1 and 

normal PDF theory

(b) The curve fitting between histogram of 5 

times accumulation of K clutter in v=2 and 

normal PDF theory

(c) The curve fitting between histogram of 5 

times accumulation of K clutter in v=2 and 

normal PDF theory

(d) The curve fitting between histogram of 5 

times accumulation of K clutter in v=2 and 

normal PDF theory

Fig. 2. K clutter after five cumulative histograms and normal PDF theoretical curve fitting and
trailing improvement comparison

Normalization of Statistical Properties of Sea Clutter … 333



4 Conclusions

In this paper, based on the radar pulse accumulation characteristics and the median
limit theorem, the non-coherent accumulation of radar signals is averaged before the
CFAR processing, so that the PDF of the accumulated clutter is close to the normal
distribution, which simplifies the clutter distribution characteristics. Eliminate the
trailing effect of clutter characteristics. This method undoubtedly uses the CA-CFAR
processor based on normal distribution to achieve the CFAR processing effect in a
complicated and changeable clutter environment and provides a clutter preprocessing
method before the CFAR processing. This is of great significance for improving the
robustness of the CFAR processor.
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Abstract. Turbo codes are among the best error-correcting codes, but
trade-offs between performance and complexity in decoding are required
for hardware implementation. In this paper, a novel extrinsic informa-
tion scaling scheme for max-log-MAP decoder is proposed. It scales and
combines extrinsic information generated at successive iteration round.
The proposed method is evaluated for 3GPP LTE turbo codes in terms
of decoding performance, complexity, and convergence. The simulation
results show it has decoding gain near to log-MAP while keeps almost the
same computation complexity as max-log-MAP with slight increment in
memory resource. Moreover, it maintains insensitivity to SNR estimation
error of max-log-MAP algorithm. Compared with conventional scaling
scheme, it accelerates extrinsic information exchange between two con-
stituent decoders to get better convergence and decoding performance.

Keywords: Turbo codes · Extrinsic information · Scaling factor

1 Introduction

Turbo codes have been widely adopted in many wireless communication stan-
dards such as CCSDS and LTE due to their excellent error-correcting perfor-
mance. The constituent soft-input, soft-output (SISO) decoders exchange their
extrinsic information by employing maximum a posteriori (MAP) algorithm iter-
atively. To reduce computational complexity, it is usually performed in loga-
rithmic domain, turning to log-MAP (LM) algorithm. For further simplicity of
hardware implementation, sub-optimal algorithms such as max-log-MAP (MLM)
were proposed. MLM algorithm has the least computational complexity and owns
the advantage of insensitivity to SNR mismatch [7,12]. However, it has about
10% performance degradation relative to the optimal LM [8].

To reduce the performance loss of MLM, several trade-off modification meth-
ods were proposed. Substantially, there are two kinds. The first kind aims at
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substituting the correction function in LM with its approximation variants [2,6].
Although their performance can get close to the optimal LM, they are suscepti-
ble to SNR mismatch [4], especially in high-order modulation cases, which limits
its application in high-throughput systems [12]. The other kind is the extrinsic
information (EI) scaling scheme [1,11,13]. It makes compensations by multiply-
ing a constant value, which is called the scaling factor (SF), on the EI from
output of the SISO decoder. It is insensitive to SNR mismatch error as MLM
algorithm [3,4]. Moreover, compared with MLM, it provides an additional 0.2–
0.4 dB decoding gain with almost the same computational complexity [11]. EI
scaling prompts the mutual information exchange between constituent decoders
to accelerate the convergence of turbo decoding process, which can be monitored
by extrinsic information transfer (EXIT) chart [5,10].

In this paper, a novel EI scaling and combining scheme is proposed. It features
the scaling combination of EI at both current and previous iteration rounds. It
retains the properties of EI scaling algorithm and further improves the decoding
performance as well. EXIT analysis indicates that it accelerates the convergence
of the decoding process compared with conventional scaling scheme. The paper
is arranged as follows. In Sect. 2, we review conventional MAP family turbo
decoding algorithms. The scaling combination scheme is proposed in Sect. 3. In
Sect. 4, we give the simulation results in three aspects of performance, complex-
ity, and convergence. Finally, conclusions are drawn in Sect. 5.

2 Review of MAP Family Turbo Decoding Algorithms

In this section, we briefly review some typical MAP family decoding algorithms
in turbo codes, including the optimal algorithm and its sub-optimal variants,
which contain various notations and guidance that are necessary to our following
statement.

2.1 The Log-MAP Algorithm

Define log-likelihood ratio (LLR) for reliability estimation of kth information bit
uk as:

L(uk) := ln
Pr(uk = 0|Y)
Pr(uk = 1|Y)

(1)

where Y is the received sequence. Then, the a posteriori probability of uk can
be computed as follows:

Lapo(uk) = max∗
(s′,s),uk=0

[Ak−1(s′) + Mk(s′, s) + Bk(s)]

− max∗
(s′,s),uk=1

[Ak−1(s′) + Mk(s′, s) + Bk(s)]
(2)

where Ak(s), Bk(s), and Mk(s′, s) are forward, backward, and branch metrics
in logarithmic domain. Recursive relations for first two metrics are:

Ak(s) = max∗
s′∈(s′,s)

(Ak−1(s′) + Mk(s′, s)) (3)
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Bk(s) = max∗
s∈(s′,s)

(Mk+1(s′, s) + Bk+1(s)) (4)

For bivariable cases, max∗ operation is defined as:

max∗(a, b) := ln(ea + eb) (5)

For multivariable cases, the computation can be operated recursively. Using Jaco-
bian logarithmic simplification [6], it can be written as:

max∗(a, b) = max(a, b) + ln(1 + e−|a−b|)
= max(a, b) + fc(a, b)

(6)

The term fc(a, b) is called the correction function. LM algorithm is optimal as
it takes all the trellis paths into consideration and calculates the maximum a
posteriori probability values for each information bit. However, it is not suitable
for hardware implementation because of its nonlinear computation in correction
function. Moreover, it is susceptible to SNR mismatch.

2.2 The Max-Log-MAP Algorithm

Replacing max∗ function with max approximation in (2)–(4), we attain MLM
algorithm. It neglects the correction term, so it has the least computation com-
plexity but becomes sub-optimal consequently. It has performance degradation
of 0.3–0.5 dB relative to optimal LM. However, it is a basic decoding algo-
rithm in most hardware implementations. There are two main reasons for this.
Firstly, MLM merely contains addition (subtraction) and maximum comparison
selection operations to make the add-compare-select (ACS) unit qualified to its
computation tasks [9]. Secondly, MLM is insensitive to the estimation of chan-
nel noise as the susceptible correction function part is discarded. Therefore, the
decoder can work without accurate channel estimation.

3 Scaling Max-Log-MAP Algorithm

After SISO decoder generates the a posteriori information Lapo(uk), EI is
extracted as follows:

Lext(uk) = Lapo(uk) − Lapr(uk) − Lint(uk) (7)

where Lapo(uk), Lext(uk), and Lint(uk) on right-hand side indicate a posteriori
information, a priori information (AI), and the channel intrinsic information
of uk, respectively. In turbo decoding process, EI output from one constituent
decoder becomes AI input of the other. In this way, EI is exchanged between two
SISO constituent decoders alternately. Finally, after a fixed number of iterations,
the estimation of uk is attained from Lapo(uk).
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EI scaling scheme is a modification to MLM indirectly. It is independent of
a posteriori information generation. Therefore, its computational complexity is
nearly the same as MLM. For conventional scaling scheme of MLM (S-MLM)
[1,11], its additional burden is merely a multiplier. In comparison, the decoding
performance is improved by 0.2–0.4 dB under optimum scaling factor in case of
3GPP standard.

As information entropy of EI is strongly related to its variance, increasing
it properly will help faster converge during iteration [5]. Inspired by Chase’s
combining method in HARQ mechanism, an EI scaling and combining scheme
of MLM (SC-MLM) is proposed:

Lext(uk) = s[Lapo(uk) − Lapr(uk) − Lint(uk)] + (1 − s)Llast
ext (uk) (8)

where s is called scaling factor (SF) and Llast
ext (uk) is the EI generated at the

last iteration. For the first iteration round, it is initialized to 0. As shown in (8),
both scaling and combining operations are used for the evolution of EI.

The structure of the SC-MLM decoder is depicted in Fig. 1. The subscripts a
and e denote the AI and EI, respectively, while the superscript last denotes the
EI generated at the last iteration. Compared with conventional turbo decoder,
the EI should be saved (dotted line) temporarily for scaling and combining at
the next iteration; therefore, additional memory is required.

Fig. 1. The structure of SC-MLM Turbo decoder
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4 Simulation Results

Unless otherwise mentioned, our proposed method is evaluated for generator
polynomial (13,15)oct Turbo codes in 3GPP LTE standard. The code length
is 2048 with rate 1/3. They are transmitted over AWGN channel with QPSK
modulation. All the BER results are obtained through over 105 transmission
frames. For a decoder, the maximum number of iterations is 4 and no SNR
mismatch is assumed. The simulation results comparison will be conducted in
three aspects including decoding performance, computational complexity, and
iteration convergence.

4.1 Performance Analysis

Figure 2a shows the BER performance between LM, MLM, linear LM (LLM)
[2], and two scaling MLM schemes versus Eb/N0 ranging from 0 to 2dB. SF is
set to 0.7. In practice, considering about throughput and latency, SISO decoder
usually works in a parallel manner, whose results are shown in Fig. 2b with a
parallel degree of 8. It should be noted that LM is no longer optimal under par-
allel decoding. The simulation results show that the improvement under parallel
decoding is quite more evident.

SF is a crucial parameter in scaling scheme. The BER performance versus a
range of SF from 0.5 to 0.95 for SC-MLM is shown in Fig. 3 under Eb/N0 1.2, 1.5,
and 1.8 dB conditions. SF value corresponding to the lowest BER is considered to
be optimum. The simulation results imply irregular relevance between optimum
SF and SNR.

Sensitivity to SNR mismatch between MLM, SC-MLM, and LLM is shown in
Fig. 4 under 1.2 dB Eb/N0. The label of x-axis ΔEb/N0 denotes SNR mismatch,
where negative values represent underestimation, while positive values stand for
overestimation. The simulation results show LLM is sensitive to SNR mismatch
as LM, especially under underestimation condition. Comparatively, SC-MLM
maintains the insensitive characteristic of MLM.

4.2 Complexity Analysis

The computational complexity of both recursive metrics and EI is shown in
Table 1. Here, N is the code length, M is the number of encoder shift registers,
and X is defined as X = N ∗ 2M . For simplicity, logarithmic and exponential
operations are considered as identical, the same with subtractions and additions.
As the scaling schemes only have an impact on EI computation, their operation
numbers are nearly equal.

4.3 Convergence Analysis

The EXIT chart and iterative decoding trajectories are given in Fig. 5, where IA
and IE represent the mutual information of AI and EI respectively. Vertical lines
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Fig. 2. BER performance comparison. a serial decoding, b parallel decoding

in trajectories represent half-iteration in SISO decoder 1, while horizontal lines
denote that in the other SISO decoders. EXIT curve is the envelope of optimal
LM decoding trajectories. Usually, decoding procedure starts at the original
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Fig. 3. BER performance versus different scaling factor

Fig. 4. BER performance comparison under SNR mismatch
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Table 1. Operation numbers in both recursive metrics and EI computation

Exponents Comparisons Additions Multiplications

LM 7X + 4N 0 9X + 2N 0

MLM 0 3X − 4N 6X + 6N 0

LLM 0 3X − 4N 18X − 2N 5X − 4N

S-MLM 0 3X − 4N 6X + 6N 2N

SC-MLM 0 3X − 4N 6X + 8N 4N

Fig. 5. EXIT chart and iterative decoding trajectories

point and terminates at the right top after several half-iterations. Assume either
mutual information larger than 0.9 for sufficient EI exchange to terminate the
iteration; LM and SC-MLM need three rounds, while S-MLM requires 4. It can
be observed from trajectories that SC-MLM scheme accelerates EI exchange
to make iterative decoding converge faster. The simulation is conducted under
BPSK modulation with 1dB Eb/N0.

5 Conclusion

In this paper, a novel EI scaling and combining scheme for MLM algorithm
is proposed to improve turbo decoding performance. It prompts EI exchange
to converge faster by EI scaling and combining. Compared with conventional
MLM, it provides additional 0.2 dB decoding gain, which is more obvious under
parallel decoding, while maintains almost the same computational complexity.
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Compared with LM, it inherits the insensitivity to SNR mismatch of MLM.
Compared with S-MLM, it accelerates the EI exchange to make earlier iteration
termination. The simulation is also made to find the optimum SF. In a hardware
implementation, additional memory should be needed for saving EI generated
at each iteration round. In conclusion, it is a well trade-off scheme between
performance and complexity in turbo decoding.
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Abstract. Current research on the classification for uncertain data
mainly focuses on the structural changes of the classification algorithms.
Existing methods have achieved encouraging results; however, they do
not take an effective trade-off between accuracy and running time, and
they do not have good portability. This paper proposed a new framework
to solve the classification problem of uncertain data from data processing
point. The proposed algorithm represents the distribution of raw data by
a sampling method, which means that the uncertain data are converted
into determined data. The proposed framework is suitable for all classi-
fiers, and then, XGBoost is adopted as a specific classifier in this paper.
The experimental results show that the proposed method is an effective
way of handling the classification problem for uncertain data.

Keywords: Classification · Uncertain data · Sampling · XGBoost

1 Introduction

In recent years, with rapid developments of the Internet and intelligent, the
efficiency of social has been unprecedentedly improved. The effect, that machine
learning and artificial intelligence can achieve, is far more than the effect of the
manual operation. In logical thinking, e-commerce, medical, financial, and some
other fields, business decisions become ever more reliant on machine learning
and artificial intelligence. After the optimization, artificial intelligence systems
can help to deliver goods and information to destinations at a faster speed and
a lower price. As an important part of artificial intelligence, the performance
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of the classification algorithm has receiving increasing attention. More accurate
classification means a better sense of user experience, which also brings a lot of
benefits to businesses.

Most of the existing classification methods are applied only to determined
data, such as decision tree classification [10], K-nearest neighbor (KNN) classi-
fication [7], naive Bayes classification [5], artificial neural network classification,
support vector machine (SVM) classification [13], and so on. However, in prac-
tical applications, data often have characteristics of randomness, fuzziness, and
multiple uncertainty. Specifically, in many cases, we cannot get accurate data,
but obtain the probability distribution of data, where traditional classification
methods no longer apply.

There has been a growing attention on uncertain data mining. Zhang and Bi
first proposed classification algorithms for uncertain data [1], and they extended
SVM to process the data affected by noise. Qin et al. [8] and Smith [12] both
improved C4.5 and presented uncertain decision tree algorithms DTU and UDT
separately. There are also some scholars who modified naive Bayes classifiers to
deal with the uncertain data [6,9,11].

The above methods mainly pay attention to improvements of model itself.
Most of them need complicated computing and therefore cannot satisfy the
requirement of real time in practical applications. In this paper, we propose
a sampling-based classification algorithm for uncertain data. The new algorithm
focuses on the transformation of data form, in particular to taking advantage
of sampling to convert probability distribution form to determined data. When
sample times are suitable, the data obtained can represent the distribution of
raw data perfectly, and then, the original problem can be transformed into a
traditional classification problem. Empirical comparisons conducted on a set of
datasets demonstrate the effectiveness of our proposed approach.

The rest of this paper is organized as follows. In Sect. 2, we give a brief intro-
duction about the presence of data uncertainty. The new method is described in
Sect. 3. Descriptions of datasets and experiment results are presented in Sect. 4.
Section 5 concludes the paper and discusses the prospect of further research.

2 Modeling in the Presence of Uncertainty

Like traditional methods, a dataset of the classification algorithm for uncertain
data consists of d training tuples, represented as {t1, t2, . . . , td}, and each tuple is
associate with a feature vector Vi = (fi,1, fi,2, . . . , fi,k) and a class label ci ∈ C.
The difference is that each member fi,j of the feature vector is represented by
probability distribution rather than deterministic value, as in Table 1. Table 1
shows a sequence of uncertain samples about credit card transaction, and each
row represents a record.

The common used method is to build a model that maps each feature vector
composed of pdf to a probability distribution P on C. Specifically, when given
a tuple t0 = (f0,1, f0,2..., f0,k, c0), the trained model will predict the class label
c0 based on P0 = M(f0,1, ..., f0,k) with high accuracy. And it is defined that P0
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Table 1. A sequence of uncertain samples

ID Age Income
(million
yuan)

Maximum
purchase
(million
yuan)

Purchase time Label

s1 18–23 9.3–11.4 0.2–0.3 19:00–23:00 0

s2 27–34 13.9–17.0 0.6–0.7 16:00–20:00 1

s3 50–61 13.1–16.1 0.1–0.2 16:00–19:00 0

s4 54–67 10.0–12.2 0.2–0.3 13:00–16:00 0

s5 27–33 17.0–21.6 0.6–0.7 10:00–13:00 1

predicts c0 if c0 = arg maxc∈C{P0(c)}. Especially in [12], before starting training
model, a pdf would be stored as a set of s sample points by approximating
the associated value fi,j with a discrete distribution, and this algorithm has
achieved quite good results on accuracy. However, existing methods do not take
an effective trade-off between accuracy and running time. And there is still plenty
of room for development.

3 The New Method

As discussed above, most of the existing methods change the classifier structure
to make it applicable for uncertain data, where the feature form of input data
is a probability distribution. These approaches are applied only to some specific
classifiers, which means poor portability. Hence, in this paper, we propose a new
method that is suitable for all classifiers.

3.1 Framework of the New Method

The framework of the new method is shown in Fig. 1. As we can see in Fig. 1,
the new method mainly contains two parts: the training phase and the testing
phase. And the training part can also be divided into data processing section
and model training section.

In data processing, we propose a sampling method to convert uncertain data
to determined data. When facing the feature form of input data is a probability
distribution, the sampling method samples each feature of every tuple according
to its distribution, and then, we can obtain a determined tuple composed of sam-
pling values. By taking repeated sampling method, the raw data are expanded
by a series of sampling tuples, which also means the distributions of raw data are
represented by these sampled values. After that, the determined data are used as
input to train the classifier. Then, the same operation is performed on the test
data. It is easy to see that the original problem is transformed into a traditional
classification problem, and this framework is suitable for all classifiers.
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Fig. 1. Framework of the new method

3.2 Classifier Fitting

Gradient boosting algorithm is a powerful machine learning technique and has
produced some state-of-the-art results in data mining. It learns an ensemble of
trees which makes a trade-off between classification accuracy and model com-
plexity. In this paper, we adopt XGBoost [2], a boosting algorithm proposed
recently, as a classifier. When facing a large-scale dataset, XGBoost is able to
obtain the trained model with good accuracy in a short time. The above advan-
tage of XGBoost ensures that our method always achieves a good effect.

4 Experiment and Results

4.1 Datasets

To evaluate the performance of the new method, we conduct experiments on sev-
eral standard benchmark datasets. The standard datasets are obtained from the
UCI machine learning repository [3], including ionosphere, satellite, wavefore-
21, and wavefore-40. The details are shown in Table 2. And because there is
no benchmark uncertain dataset that can be found, we model the data uncer-
tainty with a Gaussian distribution and a controllable parameter w, given in [12].
Supposing that the value of features is xi, and |Xi| is the threshold of original
feature Xi, then we define that ai,t = xi,t − |Xi| and bi,t = xi,t + |Xi|, and they
are regarded as mean and variance of the Gaussian distribution fi,j , separately.
From these, we can see that parameter w plays the role of determining the degree
of injected uncertainty.

4.2 Evaluation Metrics and Comparison Baselines

To measure the performance of various methods, we use accuracy and running
time to analyze the results.
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Table 2. Statistics of datasets

Datasets Feature numbers Number of
training set

Number of
test set

Class numbers

Ionosphere 34 200 151 2

Satellite 36 4435 2000 8

Wavefore-21 21 4000 1000 3

Wavefore-40 40 4000 1000 3

We compare the new method with two existing algorithms: VFDT [4] and
UDT [12]. VFDT is a decision tree algorithm with fast learning speed when val-
ues of experimental data are determined. And UDT is a decision tree algorithm
for data with static uncertainty, which has achieved a high accuracy. Note that,
in the experiments, except for the VFDT algorithm, all the other algorithms use
the data injected uncertainty as input.

4.3 Results and Analysis

We first examine the accuracy of the algorithms, and the results are shown in
Figs. 2, 3, 4, and 5, which correspond to four datasets, respectively. For each
figure, the horizontal axis is the value of parameter w, and the vertical axis is
accuracy. As mentioned above, VFDT is a special case, which runs on datasets
without uncertainty, so the performance curve of VFDT is always a straight
line. From these figures, it is easy to see that the new method performs much
better than the others. In Fig. 2, all accuracies of the new method achieve more
than 94% under four different w conditions, and accuracies of the other two
algorithms only attain 90% or so. As for Waveform-40 dataset, the promotion is
more obvious, where the precision is improved more than 10% when w = 0.01.
The results of all datasets have fully verified that our method has a great effect
on accuracy rate, which also indicate that our sampling strategy can describe
the distribution of raw data well.

Then, we study the execution time of the algorithms, and the results are
represented in Table 3. Because the running time of UDT is too long, we only
give the results of VFDT and our proposed method. From Table 3, we can see
that the running times of the two algorithms are about the same. Experiments
on ionosphere, waveform-21, and waveform-40 demonstrate that our method is
faster, but result on satellite is reversed. In addition, the running time of our
new method increases slowly with the increase of uncertainty, meaning that it is
more difficult to construct a proper model when there is more uncertainty. On
the whole, our method has good performance on the execution time.

Such good results prove that the new method is an effective way of handling
the classification problem for uncertain data.
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Fig. 2. Comparisons of accuracy (ionosphere)

Fig. 3. Comparisons of accuracy (satellite)
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Fig. 4. Comparisons of accuracy (wavefore-21)

Fig. 5. Comparisons of accuracy (wavefore-40)
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Table 3. Comparisons of running time (unit: second)

Datasets VFDT New one
(w = 0.01)

New one
(w = 0.05)

New one
(w = 0.1)

New one
(w = 0.2)

Ionosphere 0.46 0.107 0.105 0.114 0.108

Satellite 4.12 14.11 14.65 16.62 18.04

Wavefore-21 5.62 4.96 5.19 5.5 6.12

Wavefore-40 10.62 7.24 7.71 8.07 8.72

5 Conclusion

In this paper, we propose a new framework to solve the classification problem of
uncertain data, from data processing point. The new framework is suitable for all
classifiers, and we adopt XGBoost as a classifier, specifically. Then, we conduct
a series of experiments on several standard benchmark datasets. The results
show that the new method obtains a pretty good performance on accuracy and
execution time, which fully proves that the proposed method is an effective way
of handling the classification problem for uncertain data.
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Abstract. The detection of cycle slips and outliers in single-frequency carrier
phase data, or any other type of un-expected changes in the single-frequency
carrier phase measurements of the GNSS, is one of the major data preprocessing
problems that needs to be addressed, especially single-frequency receivers
account for most of the market share and GNSS carrier phase data are used for
real-time applications that require reliable position results. In this contribution
the improved RKF (Robust Kalman Filter) is designed to detect cycle slips or
unexpected changes when single-frequency carrier phase is interfered by small
outliers, in order to improve the cycle slip detection success rates. Real BDS
single-frequency data have been used to test and evaluate the algorithm, where
the simulation results indicate that the improved RKF has a higher cycle slip
detection success rate than the RKF when observations are interfered by small
outliers, proving the efficiency of the algorithm proposed in this paper.

Keywords: Improved RKF � Cycle slip detection � Small outlier � BDS

1 Introduction

Carrier phase measurements, which are applied in high-precision positioning applica-
tions, often suffer from cycle slips and outliers because of signal interruptions, low
signal-to-noise ratios, and poor receiver device accuracy [1]. Such unexpected changes
should be detected and repaired [2], if possible, before carrier phase measurements are
used as high-precision measurements in real time or near real time. Clearly, this is an
onerous requirement, but one which ensures that all other data-processing configura-
tions, such as conventional data post-processing, can be catered for using the same
algorithm, though perhaps with more relaxed testing criteria.

Currently, single-frequency receivers account for most of the market share, and
detection and repair algorithms in real time based on single-frequency measurements
are extremely valuable. At present the Kalman filter is mainly used to detect and repair
cycle slips and outliers [3]. A new cycle slip detection method is proposed in the Ref.
[4] on the basis of the grey theory. In the Ref. [5], the outlier test is performed on the
residual of the polynomial model to detect the cycle slips. The above mentioned
methods can’t guarantee detection success rate when measurements contain outliers
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and positioning applications have high real-time requirements. Therefore, the cycle slip
detection method for single-frequency carrier phase measurements should have a level
of performance of robustness to ensure the accuracy of the detection in real time
applications.

In designing a real time robust detection algorithm, one task has to be performed [6,
7]. Generate residuals that can robustly reflect abrupt changes in the single-frequency
measurements in real time, which can be considered as detection of cycle slips [8]. In
this paper the improved RKF is proposed and analysed based on a simulation study and
numerical experiments. In addition, the performance, in which the basic RKF and the
method proposed in this paper is applied for the cycle slips repair procedure, is assessed
based on the real BDS data. Last, the methodology described in this paper is sum-
marized, and recommendations regarding quality control of single frequency carrier
phase measurements are presented.

2 Methodology

2.1 The Robust Kalman Filter

First of all, we briefly introduce the RKF is used as the basis for the cycle slip detection
algorithms. We assume that the phase measurements at time tkþ 1 can be represented by
a constant acceleration model:

ukþ 1 ¼ uk þ _ukDtþ €uk
Dt2

2!

� �
þ errork ð1Þ

where Dt is the time difference tkþ 1 � tk, uk is the phase measurements in cycles at
time tk , _uk is the phase rate and €uk is the phase acceleration. The error term in Eq. 1
represents a random process of zero mean. A system of dynamics in discrete formu-
lation can be developed from Eq. 1 as follows:

xkþ 1 ¼ Uxk þwk; k ¼ 1; 2; 3. . . ð2Þ

where U is the transition matrix, the process error wk is assumed to be a stationary
white-noise sequence with covariance matrix Qk. The GNSS measurements Lk would
be the phase and phase rate, accordingly, the measurements equations may be written
in the form:

Lk ¼ Akxk þ vk; k ¼ 1; 2; 3. . . ð3Þ

The error vk is assumed to be a stationary white-noise sequence with covariance
matrix Rk. The extrapolated state vector and error covariance matrices are given as the
discrete Kalman filter solutions:

�xk ¼ Uk;k�1x̂k�1 Pk ¼ Uk;k�1bPk�1U
T
k;k�1 þQk ð4Þ
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The innovations and its covariance can be written in form:

Vk ¼ Ak�xk � Lk QVk
¼ AkPkAT

k þRk ð5Þ

In order to overcome the outlier influence on the filtering results, the RKF uses the
equivalent weight matrix eKk based on IGGIII to control filter results. The RKF
equivalent weight matrix is defined as:

eKk ¼
Kk ðfk � k0Þ
Kk

k0
fk

k1�fk
k1�k0

h i2
ðk0\fk � k1Þ

0 ðfk [ k1Þ

8><
>: ð6Þ

where Kk, which is defined as Kk ¼ Uk;k�1AkQ�1
Vk
, is the standard Kalman filter

equivalent weight matrix, k0 and k1 are two thresholds, fk is the standardized residual,
and the updated state vector and its covariance matrix at the sampling position k as:

x̂k ¼ �xk þ eKkVk bPk ¼ ðI� eKkAkÞPkðI� AT
k
eKT

k Þþ eKkRk eKT
k ð7Þ

2.2 The Improved Robust Kalman Filter

When the RKF is used to detect the cycle slips or unexpected changes, the detection
results are susceptible to the small outliers. So it is necessary to make the innovations
overcome the effects of small outliers to improve the detection rate. In order to reduce
the amount of variation in the innovations it may be assumed that the GNSS obser-
vations Lk contain errors which are serially and exponentially correlated. Therefore, the
measurements errors vk are described as the output of a known linear system driven by
white noise ek:

vkþ 1 ¼ wvk þ ek ð8Þ

where w is a transition matrix and the process error ek is a random which follows a
normal distribution with zero mean and covariance matrix Qe, uncorrelated with the
system noise wk. Define a weighted difference fk between the next measurements zkþ 1

and the current measurements zk , which does not contain any the sequentially corre-
lated measurements noise of vk , as follows:

fk ¼ zkþ 1 � wzk ¼ AU� wAf gxk þ Awk þ ekf g
¼ fAxk þ ~vk k ¼ 1; 2; 3. . .

ð9Þ

where the uncorrelated random errors and design matrix as follows:
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~vk ¼ Awk þ ek eA ¼ AU� wA ð10Þ

The covariance matrix of the error vector ~vk , is, omitting subscripts for the sake of
simplicity:

eRk ¼ E ~v~vT
� � ¼ E Awþ e½ � Awþ e½ �T� �

¼ AE wwT
� �

AþE eeT
� � ¼ AQAT þR

ð11Þ

In order to reduce the impact of small outliers, we can use a sequential and
recursive form for determination of a linear-minimum-variance estimate of the states
E xkþ 1jzkþ 1½ � at the kþ 1 sampling position. The filter estimate of state E xkþ 1jzkþ 1½ �
and its covariance matrix Mkþ 1 are written in the form:

E xkþ 1jzkþ 1½ � ¼ UkE xkjzkþ 1½ � þQkA
T
k ðeRkÞ�1 fk � eAkE xkjzkþ 1½ �

n o
Mkþ 1 ¼ ~UkPk eUk

� �
þ eQk

ð12Þ

where the matrix involved are defined by the expressions:

eUk¼Uk �QkA
T
k ðeRkÞ�1Ak

eQk ¼ Qk �QkA
T
k ðeRkÞ�1AkQT

k ð13Þ

For the first measurement z1 there is insufficient information to form the vector of
measurement differences. So we calculate the measurement difference f1 from the
second measurements, and we also calculate the covariance matrix as initial conditions
from second measurements. The measurement innovations eVkþ 1, in which
E xkþ 1jzkþ 1½ � is used to mitigate the small outliers, can be defined as:

eVkþ 1 ¼ zkþ 1 � AE xkþ 1jzkþ 1½ � ð14Þ

with covariance matrix QeVkþ 1
is defined as:

QeVkþ 1
¼E eVkþ 1 eVT

kþ 1

n o
¼ AMKþ 1AT ð15Þ

Herein eVk and QeVk
are used instead of Vk and QVk

. We also use the equivalent

weight matrix eKk based on IGGIII as Eq. 6 defined to control filter results. But the
robust residual fk is redefined as:

fk ¼
eVk

��� ���
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

QeVk

��� ���
2

r ð16Þ
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x̂k and bPk can be calculated by the Eq. 7. The improved RKF, using measurements
differences fk and state E xkþ 1jzkþ 1½ �, can reduce the amount of variation in the
innovations and mitigate the small outliers impact on innovations. These improved
steps and methods can effectively improve the cycle slips or unexpected change
detection success rate regardless of small outliers, which is validated with BDS data in
the next subsection.

3 Test Description

The RKF and the improved RKF are separately applied to real single-frequency BDS
data which the B1 frequency data is selected under normal ionospheric conditions.
Both real and simulated cycle slips and unexpected changes are processed together.
The experiment adopts the data, which sampling interval is 30 s, in JFNG observation
station on January 6, 2017, using measurement data of C03 stood for GEO satellite and
C13 stood for MEO satellite.

In the simulation, the small outlier of 0.12 cycle is added on C03 phase mea-
surements at a random epoch and the cycle slip of 1 cycle is added on the same
measurements after the small outlier epoch. In Fig. 1, the RKF is used to detect the
unexpected change of carrier phase measurements, showing the innovation which is
defined in Eq. 5 and the innovation which is defined in Eq. 14, with the same mea-
surements from the improved RKF. By comparison, it can be seen that RKF can’t
overcome the impact of small outliers, resulting in failure detection of cycle slips, but
the improved RKF can successfully detect the cycle slips, which shows better
robustness.

In the another simulation, artificial cycle slips and outliers as shown in Table 1, in
which the integer represents the cycle slips and the decimal represents the outliers, are
added on the C13 carrier phase measurements. From Fig. 2, we can obviously see that
RKF can’t accurately detect the cycle slips when carrier phase measurements before the
cycle slips is affected by the small outliers, while the improved RKF can detect the
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Fig. 1. The innovations of C03 from the RKF and improved RKF
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cycle slips more accurately in the same situation. And we can also see that when carrier
phase measurements before the cycle slips is affected by the larger outliers, both
methods have the same ability to detect the cycle slips.

When the outliers with different standard deviations (SD) are added to the epoch
before the cycle slips, Table 2 shows the cycle slip detection rates for the two methods.
From Table 2, we can see that when the standard deviation of outlier is small than 0.3,
the RKF has a lower detection rates. It is worth mentioning that when the outlier is
small, in which standard deviation from 0.1 to 0.2, the residual of RKF fk is less than k0
leading to the eKk and Kk are equal, and the best estimate x̂k is affected by the small
outlier which lead the �xkþ 1 isn’t optimally estimated. So the RKF can’t overcome the
impact of small outliers. However, for the improved RKF, it can control the standard
deviation of the innovations and reduce the outliers impact on the next epoch, which
can effectively improve the detection success rate.

4 Conclusions and Remarks

In this paper the improved RKF has been investigated and applied to the single-
frequency carrier phase measurements. The improved RKF takes advantage of
weighted differences and the linear-minimum-variance state to reduce the small outliers
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Fig. 2. The innovations of C13 from the RKF and improved RKF

Table 2. Artificial cycle slips and outliers

SD of outliers (cycle) 0.1 0.2 0.3 0.4

RKF (%) 75.36 73.67 72.30 70.56
Improved RKF (%) 85.07 77.82 72.39 70.53

Table 1. Artificial cycle slips and outliers

Epoch k � 4 k � 3 k � 2 k � 1 k kþ 1 kþ 2
Value +0.11 −1 +0.15 +1 0 +0.4 −1
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effect on cycle slip detection. This algorithm validated with BDS Data is also capable
of fast and real-time feedback, identifying when any cycle slips or abrupt changes
occur, as well as controlling the standard deviation of the innovations to reduce the
impact of the outliers. According to the experimental results show that the improved
RKF has a higher cycle slip detection rate than the RKF when the previous epoch when
the epoch before the cycle slip is disturbed by small outliers. All in all, the improved
RKF could easily be extended to the other data or other systems except BDS, and this
algorithm appears to be a good choice for the single-frequency carrier phase mea-
surements quality control. Further analysis on the accuracy of single-frequency cycle
slips detection under the case of more complex outlier interference will be investigated
in future.
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Abstract. Regenerating codes (RGCs) are considered as optimal
trade-off between repair bandwidth and storage amount per node in a
distributed storage system (DSS). Actually, due to the limited nodes’
amount and bandwidth resources in networks, redundant bandwidth cost
and assisted nodes connections will involve as employing the traditional
RGC. Specific to these problems, we propose a new code, named shorten
minimum storage regenerating code (sMSR) with two novel targets, unit
storage cost (USC) and unit repair bandwidth (URB), and construct it by
removing some information bits of the mother code generated by product
matrix in encoding process. Additionally, in order to improve the avail-
ability of sMSR, we implement Binary Addition and Shift Implementable
Convolution (BASIC) to decrease the computation complexity. The sim-
ulation results demonstrate that our code improves repair efficiency of
MSR codes in practical DSS.

Keywords: Distributed storage system · Shorten codes · Regenerating
codes · BASIC · Repair bandwidth

1 Introduction

In a distributed storage system (DSS) by a large number of inexpensive and unre-
liable devices, it is crucial to make some efforts to avoid the data loss caused
by frequent node failures. A typically feasible mechanism is to introduce redun-
dancy, which can be achieved by two common strategies: replication and erasure
codes [1]. Replication is the simplest scheme, but increases storage overhead since
storing multiple copies. Erasure codes enable tolerance to failures with the lower
storage overhead at the expense of excessive bandwidth. For repairing one node
requires, maximum distance separable (MDS) codes have to download the whole
file to reconstruct only a small fraction.
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By reviewing the repair problem as a single-source, multi-broadcast problem,
Dimakis et al. proposed Regenerating codes (RGCs) reaching optimal trade-off
between storage amount per node and repair bandwidth required reconstructing
one failed node [2]. (n, k, d) Regenerating codes consist of n storage nodes that α
data symbols each, and download β(≤α) symbols from each of d(≥k) arbitrary
surviving nodes to generate a failed node. The parameter set of a regenerating
code that aims to store the maximized file of size B reliably must satisfy the
following condition.

B ≤
k−1∑

i=0

max{α, (d − i)β} (1)

For these codes, if the bandwidth is constrained to be minimum, a trade-off
between the repair bandwidth dβ = γ and the storage per node α can be set
with the two extreme points being achieved for exact-regenerating codes. The
obtained extreme points are referred to as the minimum bandwidth regenerating
(MBR) and minimum storage regenerating (MSR) [2]. Rashmi researched further
on the trade-off given in [2] and presented approaches to construct MSR and
MBR codes in a product matrix framework (PM-MSR and PM-MBR) [3].

Conventionally, the more assisted nodes connected when repairing, the less
bandwidth occupied. Due to nodes’ amount and bandwidth resources in DSS
are limited, it is worth researching how to decrease the connected nodes and
repair bandwidth. Specific to these problems, Oggier et al. put forward the
concept of repairable locality denoting the number of assisted nodes [4] and
proposed locally repairable regenerating codes [5] based on the polynomial oper-
ation. In our paper, we combine the shorten codes [6] with regenerating codes,
and then propose a construction method of shorten MSR codes based on product
matrix framework. Moreover, to enhance the practicability of regenerating codes,
we also implement the Binary Addition and Shift Implementable Convolution
(BASIC) [7] in our code to decrease the computation complexity. The simu-
lation results show that our coding scheme reduces the repair bandwidth and
computing consumption compared with the traditional MSR codes for practical
DDS.

2 Shorten Regenerating Codes

2.1 Unit Storage Cost and Unit Repair Bandwidth

Conventionally, the performance of regenerating code with specific parameters
(n, k, d) can be evaluated by two targets α and γ, which, respectively, denotes
storage and repair bandwidth cost per node. However, under the circumstance
that bandwidth resource of network is limited, such evaluations may be inaccu-
rate. For example, consider PM-MSR codes (product matrix minimum storage
RGCs), with three different (n, k, d) as in Table 1, and prescribe that the param-
eter constraints are d = 2k − 2, β = γ/d = 1. In this case ,we can easily get the
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Table 1. Performances of PM-MSR codes with different (n, k, d)

n k d α γ B δ nαδ γδ

4 2 2 1 2 2 3 12 6

5 2 2 1 2 2 3 15 6

6 3 4 2 4 6 1 12 6

storage cost per node α = d−k +1 = k −1 and the affordable size of data block
each coding process. In Table 1, we hypothesis the data size M = 6 and hence
we can work out the stripe pieces δ = M/B. Finally, the actual storage and
repair bandwidth overhead in the whole process are nαδ and γδ. From Table 1,
we can observe that when we just take α and γ as the criteria, the (4, 2, 2) and
(5, 2, 2) PM-MSR coding schemes ought to perform more excellently, but due to
the bandwidth limitation B, we have to consider the stripe pieces δ, and in this
case, the (6, 3, 4) PM-MSR code becomes the best. Hence, to validly evaluate
the actual performance of specific RGC, we propose two novel targets unit stor-
age cost (USC ) and unit repair bandwidth (URB), which, respectively, expresses
hard disk space occupied each unit stored data block and hard disk space occu-
pied each unit stored data block, and their computational formula are shown in
(2) and (3).

USCMSR = n · k − 1
k(k − 1)

=
n

k
(2)

URBMSR =
d

k(k − 1)
(3)

2.2 Analysis of Shorten Regenerating Codes

In last subsection, we propose two new targets to choose optimal coding param-
eters, while the problem that the required nodes are overmuch persists. To solve
the problem, this subsection presents a scheme—shorten MSR code (sMSR),
which is mainly achieved by removing t information bits of PM-MSR [3]. Assum-
ing the original parameter set of regenerating codes is (n, k, d)[α, γ,B], after
being shortened, it turns to (ns, ks, ds)[αs, γs, Bs].

ns = n − t

ks = k − t

ds = d − t

αs = α

γs = γ − t

Bs = B − t · α

(4)
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Shorten MSR codes have the same parameter constraint d ≥ 2k − 2 as PM-
MSR codes. For convenience, we unify the constraint, that is, d = 2k−2. Through
(2)–(4), we obtain the USC and URB of sMSR with (ns = n, ks = k, ds =
2k + t − 2).

USCsMSR =
(n)(k + t − 1)
(k)(k + t − 1)

=
n

k
(5)

URBsMSR =
2k + t − 2

(k + t − 1)(k)
(6)

Fairly, compare the formulas in the same parameter set (n, k, 2k + t − 2); we
discover that the (USC) is unchanged, but URB makes a difference displayed in
Fig. 1. Figure 1 illustrates shortening indeed reduce the URB, indicating that it
needs less nodes connected but repair bandwidth unchanged, and the more bits
shortened, the smaller URB is.
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Fig. 1. Unit repair bandwidth of MSR code and sMSR code.

2.3 Construction of Shorten MSR Regenerating Codes

Our coding scheme is established on product matrix framework [3], and the
construction of mother code can be obtained from [3]. As already stated, the
encoder output is a n × α codematrix C. The central idea in shortened MSR
codes is to built a d × α message matrix M which has redundant information
in it enabling t rows of output codematrix all 0. (1) sMSR Encoder: A short-
ened MSR code has the same coefficient matrix Ψ as the PM-MSR mother code,
which can be chosen as an n × d Vandermonde matrix as (7) shows. The mes-
sage matrix M is a d × α matrix, whose elements stem from a encoder input
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vector (u1, u2, . . . , ũd+1), ũd+2, . . . , ũB) of length B, where ũd+1), ũd+2, . . . , ũB

are redundant symbols whose value from the consideration that the original
t rows of codematrix. For example, assume the original row of codematrix is
c6 = (u1 + 6u2 + 10u4 + 8ũ5u2 + 6u3 + 10ũ5 + 8ũ6). To turn it to zero vector, we
can set ũ5 = −(u1 + 6u2 + 10u4)/8 and ũ6 = −(u2 + 6u3 + 10u5)/8.

Ψ =

⎡

⎢⎢⎢⎢⎢⎣

1 1 1 1 1
1 Ψ1 Ψ2 . . . Ψd−1

1 Ψ2
1 Ψ2

2 . . . Ψ2
d−1

1
...

...
. . .

...
1 Ψn−1

1 Ψn−1
2 . . . Ψn−1

d−1

⎤

⎥⎥⎥⎥⎥⎦
(7)

(2) sMSR Decoder: The data collector contacts any ks(ks = k − t) nodes to
construct data matrix ΨS−DCM . ΨS−DC is polished with t row vectors to
obtain a k ×d new coefficient matrix ΨDC . Fill the code matrix ΨS−DCM with
t rows’ zero vectors, attaining a new data matrix ΨDCM . Decode it as PM-MSR
does.

(3) sMSR Repair: The newcomer connects ds assisted nodes denoted as
h1, h2, . . . , hd−1, and attains a ds ×d coefficient matrix written as Ψ s−repair. Fill
Ψ s−repair with t shortened nodes’ coefficient vectors to compose a novel d × d
coefficient matrix Ψ repair. Download β data from each assisted node to form a
ds × β data matrix, and fill it with t rows’ zero vectors, getting a d × β data
matrix to repair the disabled node.

3 Complexity Optimization of Shorten MSR Codes

3.1 Complexity Analysis of Shorten MSR Codes

Primarily, we state the complexity of finite field operations. Suppose a primitive
polynomial g(z) with the highest power series ω in finite field GF (2ω), poly-
nomial addition needs ω times XOR, and multiplication needs μω times XOR,
μ = (ω − 1) + ‖g(z)‖0. Now we turn to research complexity of shorten MSR.
Solving matrix equation involves frequently in decoding and repair process, so
we regard it as a mathematical model to investigate the complexity. Suppose a
matrix equation Ax = B, A is a n × n invertible matrix, both x and B are
n×1 matrix, while x unknown. Solving A−1 needs μω · n2(n+1)(n−2)+(n+2)(n−1)

2 +
n(2n−1)

∑n−1
i=2 i(i − 1)ω times XOR. x = A−1B needs n2μω +n(n−1)ω times,

simply approximately, the total XOR times is n4

2 μω.
Assume the original file totally has Bm symbols divided into B original code

blocks with m symbols each. The finite field will be GF (2ω), and ω = m. In
encoding process, first, work out the tα complementary redundancy by the tα

sets of equations, the XOR times is t4α4

2 μω. Then, we multiple the (n + t) ×
(2k + 2t − 2) coefficient matrix and the (2k + 2t − 2) × α message matrix, which
total needs α(n + t)(2k + 2t − 2) times multiplications and α(n + t)(2k + 2t −
3) times additions. Converting to XOR, it totally operates α(n + t)ω[(2k +
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2t − 2)μ + (2k + 2t − 3)] times, and averaging to every original symbol, it is
2(n + t)μ + t4k3μ

2(k+t−1) . Similarly, we can determine the XOR times in decoding
process and repair process average to every symbol, which, respectively, are
μ(k+t)[2(k+t)2+t+1]

k and 3(2k+t+2)βμ
k .

We can observe that the complexity of every process is deeply related to μ,
while μ = (ω − 1) + ‖g(z)‖0; thus, we can recognize the complexity is closely
bound up to the size of finite field and weight of primitive polynomial. Table II
shows the weight of primitive polynomial in finite field.

3.2 Shorten MSR Codes Based on BASIC

The central idea of Binary Addition and Shift Implementable Convolution
(BASIC) is to convert the complicated polynomial multiplication in finite field
GF (2w) to binary addition and shift by convolution, which can be adaptive for
computer processing. The shift of BASIC can be realized by simply pointer move
in physical layer; therefore, we can ignore the complexity of multiplication times.
Meanwhile, the addition in BASIC is bitwise XOR, which depends on the poly-
nomial term with the highest order defined as the degree of polynomial. Hou
et al. determined the numbers of XOR in BASIC MSR average to every sym-
bol each process [7]. Because BASIC sMSR cannot guarantee data being shifted
of any number of nodes is 0, we cannot shorten bits arbitrarily. We make the
constraint to the number of shorten node is 1.

The coefficient matrix Ψ of BASIC sMSR can be chosen as Vandermonde
matrix based on shift operation z like (8), and the other processes keep the
same. The first row of code matrix C is all 0 denoting the shorten node. Due to
the shift in BASIC sMSR which could be (n − 1)(2k − 1) when the parameter
is (n, k), BASIC sMSR may occupy a little more repair bandwidth than sMSR.
However, in actual DSS, the magnitude of stored data is GB at least, so in
this case, the bandwidth overhead brought by shift can be ignored, which means
BASIC sMSR can maintain high performance of sMSR when used in actual DSS.

Ψ =

⎡

⎢⎢⎢⎢⎢⎣

1 1 1 1 1
1 z z2 . . . zd−1

1 z2 z4 . . . z2(d−1)

1
...

...
. . .

...
1 zn−1 z2(n−1) . . . Ψ (d−1)(n−1)

⎤

⎥⎥⎥⎥⎥⎦
(8)

4 Simulation and Comparison

In this section, we first simulate the performance of RS, MBR. MSR. sMSR
(t = 1 and t = 2) with two different coding parameters, (a) n = 8, k = 3;
(b) n = 16, k = 6, in processing five original files with size of 4, 8, 12, 16, 20 KB.
The comparison diagrams are displayed in Fig. 2. From Fig. 2, we can observe
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that through the shortening, the performance of MSR codes can be improved
and the more bits shortened, the less bandwidth cost. The results are evidences
that our shorten codes can efficiently decrease the bandwidth cost.
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Furthermore, we simulate four schemes, MSR, sMSR, BASIC MSR, BASIC
sMSR, and compare the elapsed time of them in each process to illustrate intu-
itively the complexity difference. The time axis in Fig. 3 take the logarithm to
make the tiny difference, caused by shortening, between sMSR and MSR easier
to observe. Figure 3 manifests the complexity of BASIC sMSR approximately
equals that of MSR, while is much less than MSR and sMSR in every process.
Therefore, we can deem that our further work can substantially reduce the com-
putation complexity, maintaining the same bandwidth cost.

5 Conclusions

In our paper, we propose a new code integrated with shorten codes, BASIC
operations, and regenerating codes, which is called BASIC shorten MSR codes
(BASIC sMSR). We also provide the general construction of BASIC sMSR based
on the product matrix framework. From the comparison results with the tradi-
tional regenerating codes, we can observe that our code gives better performance
regarding the repair bandwidth, the assisted nodes connected when repairing and
execution time while maintaining the storage cost unchanged; thus, we can cer-
tify that our code, BASIC shorten MSR codes, with advantages of low repair
bandwidth and computation complexity can be more practical in DSS for big
data storage.
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Abstract. Background subtraction is an important task in computer vision.
Pixel-based methods have a high processing speed and low complexity. But
when the video frame with camouflage problem is processed, this kind of
methods usually output incomplete foreground. In addition, the parameters of
many algorithms are invariable. These methods cannot tackle non-static back-
ground. In this paper, we present an adaptive background subtraction algorithm
derived from ViBe. Gaussian Kernel template is used to model initialization and
update. Standard deviation is used to measure background dynamics. We test
our algorithm on a public dataset, named changedetection.net. The results show
that we can handle most of scenarios. Compared to ViBe, we achieve better
result generally, especially in dynamic background and camera jitter categories.

Keywords: Background subtraction � GMM � Adaptive thresholding �
Visual surveillance � Computer vision

1 Introduction

Background subtraction is an essential step in many computer vision tasks, such as
object tracking, motion recognition, and pedestrian detection, etc. This technique is
widely used in visual surveillance and motion sensing game. In practical application
scenarios, there are many challenges that can make background subtraction algorithms
generate false detection, like shadows, light change, and dynamic background, etc.

Background subtraction algorithms can be mainly categorized into pixel-based
method and region-based method. According to [1], pixel-based methods assume that
the time series of observations are independent at each pixel (e.g., [2–4]). Such
algorithms have low computational complexity and run quickly, but they ignore the
relationship between the incoming pixel and its neighboring pixels, resulting in poor
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background segmentation in some scenes. One of the classic pixel-based approaches is
the Gaussian Mixture Model (GMM) [2]. In this approach, the background model of
each pixel is represented by a mixture of Gaussians and updated through an online
approximation. Pixel values which do not conform to the background distributions will
be considered as foreground pixels. The algorithm can handle with slow lighting
changes and recovers quickly if background reappears. Region-based approaches take
inter-pixel relationship into consideration, which means more pixels are considered in
pixel classification (e.g., [5–7]). The foreground mask can be more complete. But these
approaches have higher computational complexity. The approach proposed in [7] is one
of the region-based approaches. The authors of [7] subdivide the video frames into
regions. By choosing the continuation of the background, a tessellation is grown. Only
few parameters are needed in this algorithm. The algorithm is able to cope with heavy
clutter.

The pixel-based algorithms and region-based algorithms have shown good per-
formance in background subtraction. However, these kinds of approaches have a poor
performance under the non-static background. The motivation of this work is to
develop a robust background subtraction algorithm that can work well in the scenarios
of non-static background. To do this, we present a new background subtraction
algorithm based on pixel region. The proposed method utilizes the standard deviation
of the model samples to measure the dynamics of the background. Due to the fact that
the pixel values of the non-static background have higher variations than those of the
static background, a dynamic distance threshold is defined according to the standard
deviation. It increases or decreases adaptively based on the standard deviation, which
enables the algorithm adapt to dynamic change of scenes. Furthermore, Gaussian
Kernel template is used to assign Gaussian coefficients for the incoming pixel and its
neighboring pixels, which considers the inter-pixel spatial relationship. Since these
pixels are used to initialize the model according to their probability, a reliable back-
ground model is built in the first frame. Due to the utilization of the dynamic thresh-
olding strategy, the proposed method is able to achieve good performance in
background subtraction.

The changedetection.net dataset [8] is used to evaluate the proposed algorithm.
Experimental results show that overall results of the proposed method are better than
ViBe [9], GMM [10] and local self-similarity [11]. Due to the use of pixel region in
pixel classification, we obtain more complete foreground masks in thermal category
that contains the camouflage problem. Since the proposed adaptive model has a better
control in the scenes containing camera jitter and dynamic background, the proposed
approach can subtract the background correctly under disturbance of dynamic scenes
and has a good performance in baseline and shadow categories.

The paper is organized as follows. In Sect. 2, we present the related background
subtraction algorithms. The proposed method is described in detail in Sect. 3. Exper-
imental results are presented in Sect. 4. Section 5 concludes this paper.
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2 Related Works

ViBe [9] is an efficient non-parametric algorithm. The background models are ini-
tialized from a single frame in this method. Model samples are selected randomly from
eight-connected neighbors of the incoming pixel in the first frame. To determine if a
pixel belongs to the background, ViBe [9] compares it with the model samples. If there
are at least two model samples whose Manhattan distance is less than a given threshold,
the pixel is classified as background. The algorithm utilizes the conservative update
scheme, which means foreground pixels are never included into the background model.
In the model update process, a background pixel is used to replace a model sample
selected randomly, which is different from many other algorithms which replace the
oldest model sample. ViBe [9] also uses the background pixel to randomly update the
model from one of the pixels in the neighborhood. This strategy can help remove
“ghost” problems. In addition, time subsampling can extend lifespan of the background
samples and reduce the computational complexity to obtain higher frames per second.

Zivkovic [10] proposed an improvement of GMM algorithm. In this algorithm, a
weight is used to indicate how much of a data sample belongs to a Gaussian com-
ponent. If there is a sample whose Mahalanobis distance from a component is less than
a specific threshold (the sample is close to the component), the component is then
updated. If there are no close components, a new component is created. The oldest one
is abandoned if there are enough components. Moreover, the number of components
per pixel can adaptively change according to scenes.

In [11], the method distinguishes the foreground and background by comparing the
local self-similarities between the model and the sequence frames. Instead of using the
histogram or color intensity, it uses the local self-similarity descriptor to detect the
foreground. Furthermore, the color intensity Euclidean distance and morphological
operation are used for post-processing.

3 Description of the Algorithm

In this section, we explain the principle of the proposed algorithm. Compared to ViBe
[9], we add Gaussian Kernel template to initialize and update the model. Besides, a
3 � 3 pixels region is applied to determine if a pixel belongs to background. The
distance threshold can dynamically change based on an estimation of the background
dynamics.

3.1 Background Model Initialization and Update

The authors of ViBe [9] fill the model of an incoming pixel with the values randomly
taken in its eight-connected neighborhood in the first frame. Spatial relationship is
applied in model initialization of ViBe [9], but it is not enough. If some neighboring
pixels are closer to the incoming pixel than the others, higher pick-up probability of
initialization should be occupied by these pixels. Furthermore, the incoming pixel also
should be used for initialization. This is due to the fact that by considering the spatial
relationship, the incoming pixel is more related to the model than its neighbors. Instead
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of randomly taking the eight-connected neighborhood to fill the model, the proposed
method fills the model samples from the 3-by-3 pixels by assigning a pick-up proba-
bility to each pixel. As shown in Fig. 1, for a 3-by-3 pixel region, the pick-up prob-
abilities are determined based on the Gaussian Kernel template. Therefore, the use of
Gaussian Kernel allows the proposed method to take more spatial relationships
between the incoming pixel and its surrounding into consideration. Every model
sample is an RGB vector. After N iterations, there are N samples in the model.

In the update procedure, if a pixel is classified as a background pixel, the method
not only uses it to update its corresponding background model, but also updates one of
its eight-neighboring pixel models, as ViBe [9] did. However, different from ViBe, we
follow the specific possibilities to choose the adjacent pixel, instead of choosing ran-
domly. In this process, we also use the Gaussian Kernel template. The model is not
updated if the pixel belongs to foreground. Specific possibilities are assigned as shown
in Fig. 1.

The model is not updated every time. In the first 150 frames, it is updated every
Tinitial frame. After that, we update the model every Tupdate frames.

3.2 Adaptive Euclidean Distance Threshold

In a video, there are some static areas (i.e., house) and areas with high dynamics (i.e.,
fountain). In this case, some (high) dynamic backgrounds with great changes cannot be
detected and will be classified as foreground incorrectly if an invariable distance
threshold is used. To solve this problem, this paper proposes to change the distance
threshold adaptively (increases for dynamic background areas, and decrease for static
areas). To do this, the standard deviation r is employed to be a measurement of
background dynamics. Hence, an array to store the modulus of model samples (RGB
vector) is created and standard deviation r of this modulus is calculated.

For the case that there are small differences among samples of pixels in static
region, the standard deviation is small. When the background models of pixels in

Fig. 1. Probability of initialization procedure (left), probability of update procedure (right)
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high-dynamic areas are updated, samples can be replaced with the values which have a
great difference from the other samples, resulting in a high standard deviation.

After calculating the standard deviation, the distance threshold can change adap-
tively as follows:

R xið Þ ¼ R xið Þ 1þFupdown
� �

; if rFcontrol [R xið Þ
R xið Þ 1� Fupdown

� �
; else

�
ð1Þ

where Fupdown and Fcontrol are fixed parameters, xi stands for pixels in different location.
In high dynamic areas, the product of rFcontrol is usually greater than R(xi), which
means R(xi) should increase. In this situation, the distances between the pixel in
dynamic background and its background samples can be smaller than R(xi), and the
pixel is classified as background correctly. Pixel regions with assigned grayscale value
of 85 in ground truth picture of Fig. 2 are Non-Roi.

3.3 Pixel Classification

We use a pixel region to judge if an incoming pixel belongs to the background. If there
are Qmin model samples in the background model whose Euclidean distances from the
pixel are smaller than a specific threshold, the pixel is determined to be similar with its
background model. All pixels in the pixel region (including the incoming pixel and its
eight-connected neighboring pixels) are then traversed. An incoming pixel is classified
as background if there are at least K pixels which are similar with their corresponding
models. Otherwise, it is considered as foreground.

The classification of a pixel involves the computation of 9 � N Euclidean distances
between all nine pixel and their own model samples, and of 9 � N comparison with
their related thresholds R(xi). Note that, as we only need to find a few matches, the
judgement of similarity process of a pixel will stop when Qmin matched samples have
been found and the classification process of a pixel breaks when there are K pixels
similar with their own models.

Fig. 2. Frame 626 of sequence fountain 01 (dynamic background category): input image (a).
Ground truth (b). Foreground mask of ViBe [9] (c). Foreground mask of proposed method after
using adaptive threshold (d)
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4 Experimental Results

We compare our method with ViBe [9], GMM [10] and local self-similarity [11] using
the public dataset offered on the http://www.changedetection.net Web site. The dataset
includes 31 real-world video sequences, grouped in six categories: baseline, camera
jitter, dynamic background, intermittent object motion, shadows, and thermal, which
stands for different kinds of challenges. We use median blur as a post-processing
operation.

These methods are compared based on the following metrics: True Negatives (TN),
True Positives (TP), False Positives (FP), False Negatives (FN), Recall (Re), Speci-
ficity (Sp), False Positive Rate (FPR), False Negative Rate (FNR), Percentage of
Wrong Classifications (PWC), Precision (Pr), F-Measure (F1) more details of these
metrics can be referred to [8].

4.1 Parameter Settings

The parameters and their values are given hereafter:

• N = 35: the number of background model samples.
• mRinitial = 16.5: initial threshold.
• mRlow = 16.5: lower bound of the distance threshold.
• mRhigh = 50: upper bound of the distance threshold.
• Fcontrol = 5.5: the factor in the controller for the distance threshold which controls

the value rFcontrol.
• Fupdown = 0.05: the rate which makes the distance threshold increase or decrease.
• Qmin = 3: required number of matching samples to determine that the pixel is

similar with its background model.
• K = 6: the number of pixels which are similar with their own model in the region to

label an incoming pixel as background.
• Tinitial = 1: update factor in the first 150 frames.
• Tupdate = 2: update factor after the first 150 frames.

4.2 Result and Discussion

In Table 1, we present the complete results of the proposed method and the overall
results of ViBe [9] (labeled as “V” in Table 1), GMM [10] (labeled as “G”) and local
self-similarity [11] (labeled as “L”). The data for the algorithm comparison is obtained
from the changedetection.net dataset [8]. The best overall result is mentioned in bold.
We can find that there are five metrics obtained from the proposed method are better
than those of other methods, including F-measure which is closed correlated with the
method rankings and the most important metric used for comparison. Compared to
other approaches, our approach outputs a more complete foreground mask, which
means the True Positive is higher. The method can also handle the area which can
easily cause False Positive, such as dynamic background. So we get more True
Negative. Therefore, we get higher score in five metrics.
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We present in Table 2 the F-measure and Precision in all six categories obtained by
the proposed method and the other methods. The best result is mentioned in bold.
Table 2 shows that in camera jitter, dynamic background, and thermal, our method
ranks first. Especially in camera jitter and dynamic background categories, the pro-
posed method achieves 18.37 and 13.02% improvement in F-measure and 36.43 and
47.77% improvement in Precision compared to ViBe [9], respectively. In these two
categories, the background is not static and changes all the time, which can easily cause
False Positive. In our algorithm, standard deviation in background model samples is
used to measure background dynamics, and the threshold can be adaptively changed.
Therefore, our algorithm has a better control of these two categories. Camouflage is a
big problem in thermal category. We use a pixel region to determine if a pixel belongs
to background. Compared to pixel-based methods, the condition for pixels to be
included into the background is stricter in our method, which means we can detect
foreground objects similar with the background. Although our F-measure and Precision

Table 1. Complete results of the proposed method and the overall results of other methods

Category Re Sp FPR FNR PBC Pr F1

Baseline 0.8251 0.9966 0.0034 0.1749 1.0357 0.8826 0.8510
CameraJ 0.7483 0.9824 0.0176 0.2517 2.5781 0.7216 0.7096
Dynamic 0.6080 0.9982 0.0018 0.3920 0.5388 0.7900 0.6388
Intermit 0.4178 0.9591 0.0409 0.5822 7.7019 0.6979 0.4302
Shadow 0.7797 0.9901 0.0099 0.2203 1.8353 0.8279 0.7972
Thermal 0.5565 0.9968 0.0032 0.4435 2.6845 0.9513 0.6678
Overall 0.6559 0.9872 0.0128 0.3441 2.7291 0.8119 0.6824
Overall (V) 0.6821 0.9830 0.0170 0.3179 3.1178 0.7357 0.6683
Overall (G) 0.6964 0.9845 0.0155 0.3036 3.1504 0.7079 0.6596
Overall (L) 0.9354 0.8512 0.1488 0.0646 14.2954 0.4139 0.5016

Table 2. F-measure and Precision in all categories

Category Metrics Proposed ViBe [9] GMM [10] Local [11]

Baseline F-measure 0.8510 0.8700 0.8382 0.8494
Precision 0.8826 0.9288 0.8993 0.7564

CameraJit F-measure 0.7096 0.5995 0.5670 0.2074
Precision 0.7216 0.5289 0.4872 0.1202

DynamicBg F-measure 0.6388 0.5652 0.6328 0.0949
Precision 0.7900 0.5346 0.6213 0.0518

Intermittent F-measure 0.4302 0.5074 0.5325 0.5329
Precision 0.6979 0.6515 0.6458 0.4445

Shadow F-measure 0.7972 0.8032 0.7319 0.5951
Precision 0.8279 0.8342 0.7232 0.4673

Thermal F-measure 0.6778 0.6647 0.6548 0.7297
Precision 0.9513 0.9363 0.8706 0.6433
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in baseline and shadow categories is lower than ViBe [9], they are almost all higher
than 0.8, which means the method has a good behavior in these categories. We get the
worst result in the intermittent object motion. In this category, the foreground objects
usually stop for a while, resulting in False Negative. When the object which has been
static for a while starts to move, there is a big difference between the real background
left by the object and the model initialized with the foreground pixels, which can cause
False Positive.

5 Conclusion

In this paper, we present a non-parametric region-level algorithm derived from ViBe
[9]. The background model of an incoming pixel is initialized with a 3 � 3 pixel
region. Gaussian Kernel template is used for distributing probability. Initialization and
update take inter-pixel relationship into consideration. We also use a 3 � 3 pixel
region to classify a pixel, and the foreground mask is more complete. Adaptive distance
threshold is used for non-static scenarios, so that our method can handle with dynamic
background and camera jitter. The experimental results demonstrate that our method is
more robust than ViBe [9]. For future work, we will study how to solve the intermittent
object motion problem and detect foreground more precisely in thermal scenes.
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Abstract. Through the research and analysis of a relatively novel nat-
ural heuristic, meta-heuristic swarm intelligence optimization algorithm,
this swarm intelligence algorithm is defined as a whale optimization algo-
rithm. The algorithm builds a mathematical model by simulating a social
behavior of humpback whales. This optimization algorithm was inspired
by the bubble-like net hunting phenomenon that humpback whales prey
on. By analyzing the four benchmark optimization problems with or
without offset and rotation, the convergence performance of the whale
optimization algorithm and the ability to solve the optimization prob-
lem are proved. The performance of the whale optimization algorithm is
based on the computer simulation technology. Through the convergence
curve obtained from the experiment, we can see that the whale opti-
mization algorithm performs best for the five benchmark optimization
problems without rotation.

Keywords: Swarm intelligence · Whale optimization algorithm ·
Convergence · Numerical optimization

1 Introduction

The swarm intelligence optimization algorithm has the characteristics of simple
and easy-to-understand concept, easy-to-implement programming, no need of
gradient information, and avoidance of local optimal solution. Therefore, swarm
intelligence algorithm has been well applied in various fields, such as particle
swarm optimization algorithm and genetic algorithm [1,2]; artificial bee colony
algorithm, ant colony algorithm, and whale optimization algorithm [3]. There
are two main points of the optimization problem. One is to find the global
optimal solution. The second is to have a high convergence speed. In the actual
programming code, if there is no suitable function, then there will be a local
optimal situation. Therefore, it is not possible to reach the global optimum
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result, and it is necessary to find the most suitable optimization method. The
method can adjust the search direction in the search space in real time, so as to
achieve the global optimal effect [4,5].

The whale optimization algorithm (WOA) was a novel swarm intelligence
optimization search method proposed by Mirjalili and Lewis in 2016 [3]. The
algorithm is inspired by the simulation of hunting behavior of humpback whales
and the global search of groups through whales. And then surround the prey, and
attack the prey on the process of hunting to achieve the purpose of optimizing the
search. Whale optimization algorithm has the advantages of simple principle, few
parameter setting, easy programming, and so on. In function optimization, it is
obviously superior to differential evolution algorithm [6], gray wolf optimization
algorithm, and gravity in terms of convergence speed performance and accuracy
in solving. The search algorithm has been proved that the whale optimization
algorithm has been well applied in reservoir optimization scheduling. Therefore,
this paper will conduct a deep research on the whale optimization algorithm,
study its main performance, and conduct computer simulation tests.

2 Whale Optimization Algorithm

The WOA algorithm consists of three stages. They are the surrounding prey,
bubble net attack method, and search for prey.

2.1 The Surrounding Prey

Humpback whales can accurately identify prey positions and surround them in
time because the optimal position of the prey in the search space is unknown.
Therefore, the whale optimization algorithm temporarily assumes that the best
candidate is the target prey or near-optimal hunting position. After the best
search agent is defined, other search agents will try to update their location to
find the best search agent. This search behavior is mainly represented by the
following equation:

D = |C ·X∗(t) −X(t)| (1)

X(t + 1) = X∗(t) −A ·D (2)

where t represents the current iteration, A and C are coefficient vectors, X∗ is
the position vector of the best solution obtained so far, X is the position vector,
and | · | is an absolute value. It should be noted here that if there is a better
solution, X∗ should be updated in each iteration.

2.2 Bubble Net Attack Method

In order to mathematically model the bubble net behavior of humpback whales,
the following two methods have been designed: (1) shrinkage bracketing mecha-
nism and (2) spiral update position. Shrinkage bracketing mechanism is achieved
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by reducing the value of A in Eq. (1). Spiral update position depicts a spiral
texture resembling a snail shell in a two-dimensional plane. First, we should
calculate the distance between the whales and the prey and then establish a spi-
ral equation between the whales and the target prey to simulate the humpback
whales spiral.

2.3 Search for Prey

The same method can also be used to search for prey based on changes in vector
A. However, in reality, humpback whales can conduct random searches based
on the location of other whales. Therefore, we can use a A with a random value
range greater than 1 or less than −1 to force the search agent and stay away from
the referenced whales. The exploration phase is the opposite of the development
phase. We can update the search agent’s location in the exploration phase in
real time based on a randomly selected search agent, instead of the best search
agent location currently found.

3 Measurement of Convergence

There are many ways to solve complex problems in various optimization algo-
rithms [7,8]. For various types of optimization problems [9,10], the algorithms
used are also different, and the optimized performance shown varies. Some of
these optimization algorithms can find local optimal solutions in a short time
[11]. Thus, it is very necessary to study the properties of the WOA algorithm.
Moreover, the analysis of WOA might discover the advantages and disadvantages
of the algorithm for different problems.

Table 1. High-dimensional reference function names

Function Name

f1(x) Sphere function

f2(x) Schwefel’s problem 2.22

f3(x) Schwefel’s problem 1.2

f4(x) Schwefel’s problem 2.21

f5(x) Rosenbrock function

In order to verify the convergence performance of the WOA algorithm and
solve the performance of the optimization problem, the experiment uses five
benchmark functions and conducts an experimental test with four combinations
of shifting and rotating, which is f1(x)–f5(x). The high-dimensional reference
function is shown in Table 1.

Functions of Table 1 are classical ones without any displacement and flip-
ping. Problem models of real-world applications are usually more complex than
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these classical functions. To obtain a more meaningful study, shifting and rotat-
ing operations are attached with these functions, i.e., function without shifting
without rotating, function with shifting without rotating, function without shift-
ing with rotating, and function with shifting with rotating. The convergence of
WOA is analyzed based on the four cases in the next section.

4 Simulation Experiment

As shown in Fig. 1, for f1(x) without shifting and without rotation, the optimal
function value obtained by WOA is less than 10−200, which is much smaller than
the commonly used threshold 10−8, so it can be considered that WOA algorithm
finds the optimal solution.

Fig. 1. WOA algorithm solves f1(x) without shifting without rotating.
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As shown in Fig. 2, for the function f1(x) with shifting without rotation, the
optimal function value obtained by the WOA is less than 10−200, which is much
smaller than the commonly used one. The threshold value is 10−8, so the WOA
can be considered to find the optimal solution.

Fig. 2. WOA algorithm solves f1(x) with shifting without rotating.

As shown in Fig. 3, for the function f1(x) without shifting with rotation,
the optimal function value is greater than 3.855, which is much larger than the
commonly used one. The threshold value is 10−8, so it can be considered that
the whale optimization algorithm does not find the optimal solution.
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Fig. 3. WOA algorithm solves f1(x) without shifting with rotating.

As shown in Fig. 4, for the function f1(x) with shifting with rotation, the
optimal function value obtained by the whale optimization algorithm is greater
than 3.417, which is much larger than the commonly used one. The threshold
is 10−8, so the WOA algorithm can be considered as not finding the optimal
solution.

For the saving of space, the convergence curve for f2(x), f3(x), f4(x), and
f5(x) are not presented. The results are summarized in Table 2. In this table,
“Yes” denotes if WOA finds global optimum of the related function; “No”
denotes WOA cannot find global optimum. It can be seen from Table 2 that the
convergence performance of WOA is the best for solving functions with shifting
without rotation.
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Fig. 4. WOA algorithm solves f1(x) with shifting with rotating.

Table 2. Summary of the results of the WOA algorithm for f1(x) f5(x) without shifting
without rotating, with shifting without rotating, without shifting with rotating, and
with shifting with rotating. Yes for finding global optimum; otherwise No

Operation f1(x) f2(x) f3(x) f4(x) f5(x)

Without shifting without rotating Yes Yes No No No

With shifting without rotating Yes Yes Yes Yes No

Without shifting with rotating No No No No No

With shifting with rotating No No No No No

5 Conclusion

In summary, we can clearly see the convergence curve obtained by the WOA for
five optimization problems. From the comparison of these convergence curves
and the summary table, it can be seen that the convergence performance has
no rotation in the case of offset. The effect is best. The effect is the worst when
there exist both shifting and rotating.
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The WOA has the shortcomings of local optimal solution and slow conver-
gence speed. With the emergence of various swarm intelligence algorithms, other
optimization algorithms can be introduced to improve the practical problems and
then fill in the deficiencies of the whale optimization algorithm.
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Abstract. With the rapid development of information technology, biometric
technology has been widely used. However, biological information is limited to
everyone, once it is leaked, it can no longer be safely used, which will cause
lifelong damage to users. Therefore, the study of biological template protection
technology is of great significance. This paper introduces the deoxyribonucleic
acid (DNA) coding theory into biometric template protection and proposes a
face template protection algorithm based on DNA coding encryption. Experi-
ments and analyses are carried out on Olivetti Research Laboratory (ORL) face
database. The results show that the proposed algorithm not only enhances the
security of the original template, but also ensures the recognition performance of
the system.

Keywords: Biometrics � Biometric template DNA coding � Face template
protection

1 Introduction

With the rapid development of social information, people have been using keys, cer-
tificates, user names, passwords and bank cards for identification in the past. Since
certificates, keys, and bank cards are easily stolen and lost, user names and passwords
are easily forgotten, so biometric identification technology emerges, which utilizes
human biometric features for identification.

For biometric systems, biometric templates are used to verify and match the bio-
metric features which are stored in the database and represent most of the biometric
information. Biometrics are unique [1]. Once lost, they are permanently lost, unlike
traditional passwords and passwords that can be updated or reset. Biological template
leaks can seriously threaten the security and privacy of individuals. Therefore, template
protection is an important research direction of biometric system security, and it is also
a research hotspot of biometric recognition.

In this paper, a face template protection algorithm based on DNA encoding
encryption is proposed [2]. The other parts of the paper are as follows: the second part
introduces the related contents, the third part is the algorithm implementation, the
fourth part is the experimental results and analysis. The last part is the conclusion.
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2 Related Works

2.1 Biological Template Protection Method

Generally speaking, a good biometric template protection algorithm [3] should have the
following four characteristics:

(1) Diversity: using this scheme, different security templates can be generated for
different databases, even if one database template is lost, it can not be used to
attack other databases, thus avoiding the impact of cross-matching.

(2) Revocability: once the template is compromised, the system can easily undo the
original template and regenerate a new template so that it does not expose the
original biological information.

(3) Security: even if a biological template is lost or stolen, it is difficult for an attacker
to recover the original biometric information by using the lost template.

(4) Authentication performance: a good biometric template does not degrade the
performance of original biometric recognition in the encrypted domain.

The current biometric template protection algorithms can be divided into feature
transformation method and biometric encryption method.

The feature transformation method is to transform the biological template T into
FðT ;KÞ and store FðT ;KÞ in the database through the transformation function
F. Usually, the key or random number is used as the parameter of the transformation
function. The transformed feature template FðQ;KÞ is obtained by applying the
transformation function F to the tested biometric Q and compared with FðT ;KÞ.
According to the characteristics of the transformation function, the characteristic
transformation method can be divided into salinization method and irreversible trans-
formation method.

Biometric encryption is also known as the auxiliary data method. It is an encryption
key extracted from registered users. The comparison is done by verifying the validity of
the extracted encryption key. Encryption method can be divided into key binding
method and key generation method.

2.2 DNA Coding Methods and Preprocessing

In the double spiral structure of DNA, the DNA sequence contains four bases: A, C, G,
T. In these four bases, A and T are complementary to each other, C and G are paired
with each other. The four bases are coded with the 0, 1 in the computer, and each base
corresponds to two binary numbers [4]. Therefore, the bases in the DNA sequence can
be coded with 11 and encoded after the pairing rules. Be paired with 00 and 11, and 01
and 10. There are eight DNA coding methods that meet the complementary pairing
criteria, as shown in Table 1.

DNA complementary replacement: Assume xi is the i-DNA encoded user template.
x ji is the j dimension of xi. Thus, xi is a sequence consisting of four bases, and then, in
accordance with the principle of complementary pairs of bases, the nucleotides in the
nucleotide xi encoded by DNA are specified as follows:
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x ji 6¼ Dðx ji Þ 6¼ D Dðx ji Þ
� � 6¼ D D Dðx ji Þ

� �� �

x ji ¼ D D D Dðx ji Þ
� �� �� �

(

ð2:1Þ

where Dðx ji Þ and x ji are a pair of base pairs, they are complementary, and the base pair
satisfies the emittance condition. From Formula (2.1), six reasonable base pair com-
plementary combinations can be obtained, as shown in Table 2.

3 Proposed Algorithm

3.1 Logistic Map

Logistic mapping [5] is defined as follows:

xnþ 1 ¼ lxnð1� xnÞ ð3:1Þ

while l belongs to (0, 4]. From the bifurcation diagram, we can see that the sequences
generated by logistic map are chaotic sequences when 3:5699\l� 4 (Fig. 1).

3.2 Algorithm Steps

(1) Let U be the face feature matrix extracted by PCA [6]. For the matrix U of m� n,
we use the Formula (3.2) to normalize it to the value U1 of 0 to 1, and then perform
the operation of Formula (3.3) to get the integer U2 between 0 and 255, and then
convert U2 into a binary matrix U3 of ðm� nÞ � 8 size [7]. Where mapminmaxðÞ

Table 1. Rules of DNA encoding

1 2 3 4 5 6 7 8

A 00 00 01 01 10 10 11 11
T 11 11 10 10 01 01 00 00
C 01 10 00 11 00 11 01 10
G 10 01 01 00 11 00 10 01

Table 2. Type of complementary substitutions of base pairs

Type Type representation

1 (AT)(TC)(CG)(GA)
2 (AT)(TG)(GC)(CA)
3 (AG)(GT)(TC)(CA)
4 (AG)(GT)(CT)(TA)
5 (AC)(CT)(TG)(GA)
6 (AC)(CG)(GT)(TA)

Face Template Protection Algorithm Based on DNA Encoding … 389



is the normalized function in MATLAB and round( ) is the whole function in
MATLAB.

U1; PS½ � ¼ mapminmax(U; 0; 1Þ ð3:2Þ

U2 ¼ round(U1 � 255Þ ð3:3Þ

(2) Random generation of an integer r1 between 1 and 8 corresponding to the r1
encoding rule in Table 1 is generated at random. According to this kind of DNA
coding rule, U2 is converted into a DNA coding sequence U3 of ðm� nÞ � 4 size.

(3) Given the initial value of logistic chaotic [8] sequence x0 and parameter l and
using the logistic sequence generated by Formula (3.1) to generate the iterative
times of DNA complementary substitution. Let C ¼ c1; c2; . . .; cmf g represent
the final iteration number and the i dimension ci of C is calculated by Formula
(3.4).

ci ¼ fix modðli � 10; 4Þð Þ ð3:4Þ

Among them, fix(xÞ is a function that gets the nearest integer to the element x in the
null direction, and modðÞ is the operation of finding modules. Then, r2 is generated
randomly to decide which complementary base pairs are used in Table 2. Finally,
according to ci, DNA sequence U3 corresponds to the complementary substitution
sequence ui4 in U4 can be obtained by ui3, the formula is as follows:
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Fig. 1. Bifurcation diagram of the logistic map

390 F. He and J. Zhen



ui4 ¼ ui3; ci ¼ 0;
ui4 ¼ Dðui3Þ; ci ¼ 1;
ui4 ¼ DðDðui3ÞÞ; ci ¼ 2;
ui4 ¼ DðDðDðui3ÞÞÞ; ci ¼ 3:

8
>><

>>:
ð3:5Þ

(4) Randomly generate a 1–8 integer r3, using the r3 DNA encoding rule in Table 1,
converting DNA sequence U4 into M’s one-dimensional binary sequence, and then
converting the binary sequence into m row n column decimal matrix U5, U5 for the
feature template matrix after DNA encoding.

Decryption steps:

(1) Using the known random number r3, using the r3 DNA encoding rule in Table 1,
the encrypted biometric template matrix U5 is converted into a one-dimensional
DNA-coded sequence U0

4 with a ðm� nÞ � 4 size.
(2) Transform U0

4 into U0
3 according to the complementary DNA substitution method

[9] and the r2 iterative sequence C in Table 2.
(3) According to the r1 DNA encoding in Table 1, the U0

3 is converted to a decimal
matrix U0

2 with a size of m� n, and U0
2 is divided by 255 to get the inverse

normalization operation of the U0
1, U

0
1 re-execution (3.6) gets U0.

U0 ¼ mapminmaxð‘reverse';U0
1Þ ð3:6Þ

4 Experimental Results and Analysis

In order to test the proposed algorithm, we conducted experiments on the ORL face
database and compared with the experimental results of the feature faces. It contains a
lot of comparative results. In this experiment, five samples of each person were used as
training sets and others for testing. The original template uses PCA algorithm to extract
facial feature vectors [10].

In this algorithm, we use the false match rate (FMR) and false no match rate
(FNMR) to evaluate the performance of the algorithm. FMR and FNMR are the two
parameters of the performance evaluation of the main recognition algorithm. In addi-
tion, the equal error rate (EER) can be used to evaluate the overall performance of the
algorithm. It unifies FMR and FNMR, FMR increases with the increase of threshold,
FNMR decreases with the increase of threshold, and the intersection of both is the
value of EER. In the detection error tradeoff (DET) curve, the X-axis and Y-axis
represent FMR and FNMR, respectively, and the lower DET curve implies higher
performance.

Figure 2 compares the DET curves between the original feature face and the face
template protection algorithm based on logistic mapping encryption. Table 3 lists the
EER of the original face PCA and the face template protection algorithm based on
logistic map encryption, which is 3.9%. From Fig. 2, we can see that the two curves
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coincide together, that is to say, using the DNA encoding encryption algorithm does
not reduce the recognition performance of the original system. The algorithm satisfies
the requirements of authentication performance, diversity, revocation, and security.

5 Conclusion

This paper proposes a face template protection algorithm based on DNA encoding
encryption, first converts human face features to integers 0–255, then converts them to
binary, and then converts the binary sequences into DNA sequences using one of the
DNA encoding methods. Using the one-dimensional logistic chaotic system to generate
iterations of DNA complementary substitution, the DNA sequence is iterated to gen-
erate a new DNA sequence. Experimental results show that the algorithm not only
enhances the security of the original template, but also guarantees the recognition
performance of the system.
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Table 3. Comparison table of EER

Algorithm EER(%)

Original 3.9
Proposed 3.9
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Abstract. As an indicator of emotion intensity, arousal plays an important role
in emotion recognition. However, the accuracy rate-based EEG signals have
been far away from human’s satisfactory due to the lack of effective methods. In
this paper, we propose a novel framework for recognizing arousal levels by
using EEG signals. Instead of using time domain feature and frequency domain
feature of EEG, we select the EEG feature directly from a large number of EEG
signals by using the feature selection method after data standardization. Based
on our method, feature with most distinguished ability has been found. The
experimental results on the open data set DEAP show that the arousal accuracy
has been significantly improved by using our method.

Keywords: Arousal recognition � Affective computing � EEG feature � Feature
selection

1 Introduction

Affective computing aims to recognize the type and intensity of the user’s emotion
while watching video streams or accepting other stimulations. As an important factor of
emotion tagging, arousal measures the users’ attention levels [1]. Video with higher
arousal means this video will attract more attention. Arousal recognition plays
important roles in the video recommendation, video classification and advertising
design.

Researches expect to use the electroencephalogram (EEG) responses to recognize
the emotion when the user is watching videos due to human is actually the source of the
emotion, which is called implicated video tagging [2, 3]. There were some researches
that try to extract distinguished feature from EEG signals for recognizing the video
arousal. For example, Koelstra et al. [4] recorded EEG signals of 32 participants as
each watched 40 one-minute long excerpts of music videos. These signals were used
to find a database named DEAP for researchers to use. Ningmeng [5] extracted
time domain feature and frequency domain feature from EEG signals for emotion
recognition.

However, the accuracy of recognition-based EEG signals is still far away from
satisfactory. Most useful information has not been extracted from the EEG signals by
using time domain feature and frequency domain feature extracted methods [5]. To
solve this problem, instead of extracting time domain feature and frequency domain
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feature, this paper extracted distinguished features from EEG signals directly by using
data normalized and feature selection algorithms. The experimental result has indicated
that our proposed framework outperforms the traditional methods.

This paper proposes a novel framework for the video arousal recognition based on
EEG signals of the DEAP database. At first, in order to make the data with consistent
range, the EEG signals of each participant have been normalized according to the
column. Second, the most powerful feature is extracted directly from EEG signals by
using the mRMR feature selection method [6–8]. Finally, the video arousal has been
classified by SVM [9] based on the selected features. The experimental result demon-
strated that, contrasting the traditional time domain feature and frequency domain
feature, our proposed framework can extract more distinguished features directly and the
accuracy of arousal recognition has been significantly improved.

2 DEAP Database

In the DEAP database, EEG signals of 32 participants were recorded when each
participant watched 40 one-minute long excerpts of music videos. Thirty-two partici-
pants contain 16 females and 16 males. The health of all participants met the test
requirement. There was no mental illness or cranial nerve injury. All participants had a
good mental state, and normal hearing and eyesight. Before the experiment, each one
has been told the attention matters. The experimental process kept quiet and not dis-
turbed, so that the subjects could concentrate on the experiment. Each music video is
60 s long. Forty music videos come from emotion tagging and evaluation Web site.
Thirty-two-channel EEG signals were recorded while watching music videos. Thirty-
two-channel EEG was in accordance with the international standard. The dimension-
ality of EEG signals obtained in the experiment is 40� 32� 8064, which means each
participant watched 40 videos � 32-channel EEG signals � each channel record 8064
data in one minute. The experimental scene is shown in Fig. 1.

Each participant annotated arousal level when watching each video. The level is
from 1 to 9. Low arousal level means the video is inactive (e.g., uninterested, bored).
High arousal level means the video is active (e.g., alert, excited). Finally, for each
participant, each video was annotated with arousal score. All the arousal scores are
divided into two classes: One class is from level 1 to 5, which means low arousal, and
the label of the video is defined as −1. The other class is from 6 to 9, which means high
arousal, and the label of the video is defined as 1. This paper will research the video
arousal two-classification problem and improve the accuracy significantly.

3 Feature Selection of EEG Signals

A lot of EEG signals will collect from the acquisition experiment (i.e., Fig. 1). The
distinguished feature has been involved in these signals. Existing time and frequency
domain feature cannot select all distinguished information. Hence, this paper proposed
an effective method to select these distinguished information directly from the EEG
signals, based on which the accuracy of classification has been significantly improved.
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In order to unify the data range, EEG signals corresponding 40 music videos from
each channel of each participant were normalized. The data dimensionality is
40� 8064, in which 40 means each participant watched 40 music videos and 8064
means data length collected from each channel within 1 min. The data is normalized
according to the columns as follows:

DataðjÞ ¼ ðDataðjÞ � lðDataðjÞÞÞ=rðDataðjÞÞ ð1Þ

in which j means the jth column of Data and lðDataðjÞÞ means the mean value of the
jth column of Data. rðDataðjÞÞ means the standard deviation of jth column of Data.

For EEG signals of each channel of each participant, the most distinguished feature
could be selected by mRMR method. mRMR algorithm aims to select the most cor-
related feature for classification, and meanwhile the correlation between features is
lowest, which fully reaches the request of the EEG feature selection. mRMR deified the
following two functions for the largest correlation and smallest redundancy [6–8]:

maxDðS; cÞ; D¼ 1
Sj j
X

xi2S
Iðxi; cÞ ð2Þ

minRðSÞ; R¼ 1

Sj j2
X

xi;x2S
Iðxi; xjÞ ð3Þ

in which S means feature set. c means the class. Iðxi; cÞ means mutual information
between feature and class. Iðxi; xjÞ means mutual information between feature and
feature. The mutual information is defined as follows:

Fig. 1. The experiment of EEG acquisition [4]
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Iðx; yÞ ¼
Z Z

pðx; yÞ log pðx; yÞ
pðxÞpðyÞ dxdy ð4Þ

in which x, y mean tow random values. pðxÞ, pðyÞ, pðx; yÞ mean the probability density
functions.

The largest correlation between feature and class and the smallest redundancy
between features are achieved through the following functions:

maxUðD;RÞ; U ¼ D� R ð5Þ

Assume a data set Sm. The best feature set selects the feature from rest data
S� Smf g which meet the largest value of the function (5) as follows:

max
xj2X�Sm�1

Iðxj; cÞ � 1
m� 1

X

xj2Sm�1

Iðxj; xiÞ
2
4

3
5 ð6Þ

4 Arousal Recognition of Music Video

Algorithm flow of this paper is shown in Table 1. First, EEG signals corresponding
40 music videos from each channel of each participant were normalized. Second,
mRMR algorithm is used to select feature from each EEG channel of each participant.
Then, the selected feature is used to classify the arousal levels of 40 videos and obtain
the accuracy of classification. Finally, the mean accuracy of 40 EEG channels is
defined as the final accuracy of the 40 music videos.

As the same with the literature [5], four cross-validations were used in the
experiment. Concretely, the EEG data of 40 videos was divided into four groups, with
three servings as training sets each time and the remaining 1 as a test set. SVM
classifier was repeated 4 times to ensure that each data was tested, and the result of the
4 test results was averaged. As a result, the classification accuracy of one channel for
40 videos is obtained.

5 The Proposed Algorithm of This Paper

Algorithm 1: The algorithm of arousal recognition-based EEG signals
Input: EEG signals of 32 objects watching 40 music videos.

Output: The accuracy of arousal classification of music video.
Steps: 1. According to formula (1), the EEG signals of each subject were standardized

according to the column data.
2. The EEG signals of each participant were selected by the mRMR feature
selection method, and the EEG features with high classification accuracy were
obtained.
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Table 1. Arousal classification result of music video-based EEG signals

Participant Traditional time domain
feature classification (%)

Traditional frequency
domain feature
classification (%)

Chi-square
feature selection
method

This
paper
(%)

S1 77.5 52.5 86.5 88.3
S2 62.5 67.5 83.4 87.4
S3 80 80 80.7 91.9
S4 70 72.5 79.1 88.3
S5 60 62.5 85.5 86.9
S6 55 67.5 86.7 90.2
S7 65 80 79 86.3
S8 52.5 57.5 80. 83.9
S9 72.5 62.5 85 89.6
S10 55 65 69.5 80.7
S11 77.5 70 76.1 85.9
S12 82.5 82.5 82.5 89.2
S13 85 85 85.2 95.1
S14 67.5 72.5 73.9 88.7
S15 60 67.5 86.8 88
S16 65 77.5 89.2 90.3
S17 72.5 70 71.7 82.7
S18 70 77.5 77.6 87.3
S19 67.5 67.5 71.3 80.9
S20 77.5 82.5 81.0 93
S21 80 80 81.3 92.3
S22 55 65 78.9 87.7
S23 77.5 80 78.1 92
S24 92.5 85 83.5 92.1
S25 80 80 80.4 90.6
S26 62.5 50 67.9 77.5
S27 77.5 72.5 79.9 90.5
S28 50 62.5 75.9 83.6
S29 82.5 70 80.6 88
S30 50 72.5 79.8 85.6
S31 75 70 79.9 86.7
S32 70 80 81.9 90.9
Average 69.6 71.5 80% 87.9
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3. The arousal of the music video is classified by the EEG feature of each
channel, and the classification accuracy of 40 music videos per channel is
obtained. Then, the classification accuracy of the 32 channels is averaged to
get the accuracy rate of the pleasure classification of the 40 music videos.

Output: The classification accuracy rate, as shown in Table 1.

6 Experimental Result

In the DEAP database, there were 32 subjects and each participant watched 40 music
videos. The number of EEG channels was 32. Each participant watched each video and
produced 32 � 8064 EEG data. Thirty-two indicated 32 EEG channels per person. The
length of the data collected by each channel in 1 min is 8064. EEG signals are stan-
dardized. Then, the mRMR algorithm is used to select the normalized data, and thus the
arousal feature of each EEG channel for 40 videos is obtained. Based on the arousal
feature of each channel, 40 videos were classified with arousal level. We calculate the
average classification accuracy of 32 channels as the arousal accuracy of 40 videos for
each participant. The results of the experiment are shown in Table 1, in which S1–S32
represent first subjects to thirty-second participant.

The traditional method extracts the EEG feature with six kinds of time domain
characteristics (mean, standard deviation, the mean absolute value of the first order of
the original signal, the mean absolute value of the second order of the original signal,
first order of standardized signal and second-order difference mean absolute value) from
the DEAP database. The Fourier transform of the five frequency bands is used for each
frequency band, and the average energy of each EEG is taken as a frequency domain
feature.

In order to demonstrate the effectiveness of our feature selection algorithm,we add the
experiment on the validity of the feature selection method. Concretely, we use chi-square
feature selection method to carry out the experiment. The chi-square feature selection
algorithm is based on the chi-square statistics method,which through continuous iteration
finds the effective feature of the data. The experimental results are shown inTable 1. From
the results, we can see that the feature selection algorithm adopted in this paper can get
higher classification accuracy than the chi-square feature selection.

The classification accuracy of time domain (i.e., the traditional method) and fre-
quency domain feature (i.e., the traditional method) in 32 participants is shown in
Table 1. The average classification accuracy of time domain feature is 69.6%, and the
highest classification accuracy of time domain feature is 92.5%. The average classifi-
cation accuracy of frequency domain feature is 71.5%, and the highest classification
accuracy of frequency domain feature is 85%. The average accuracy of the chi-square
feature selection algorithm is 80%, and the highest classification accuracy of the chi-
square feature selection algorithm is 89.2%. Compared with the traditional method and
the chi-square feature selection algorithm, the average accuracy of this paper is 87.9%,
which is 18.3% higher than the traditional time domain feature, 16.4% higher than the
traditional frequency domain feature and 7.9% higher than the chi-square feature
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selection algorithm. Meanwhile, the highest accuracy of this paper among 32 partici-
pants is 95.1%, which is 2.6% higher than the traditional time domain feature, 10.1%
higher than the traditional frequency domain feature and 5.9% higher than chi-square
feature selection method. All these experimental results demonstrated our algorithm
outperforms traditional algorithms.

The advantage of this paper is that original frequency and time domain features can
only extract a limited number of features from the massive brain response EEG data.
A large number of effective features will be filtered out, and as a result it is difficult to
obtain all the distinguishing features (i.e., only six time domain features and five
frequency domain features). Our proposed algorithm uses the normalize algorithm and
selects feature with strong classification ability from the EEG data directly, so as to
obtain higher classification accuracy.

7 Conclusion

It has been a hot research point for the computer to have human emotion recognition
ability. Recently, many researchers have explored brain response to recognize the video
emotion when human watching video. In order to improve the recognized ability based
on the EEG signal, a novel framework is proposed in this paper. Compared with the
traditional time and frequency domain feature, this paper uses data standardization and
mRMR feature selection method to obtain more distinguished features and much higher
arousal classified accuracy. The experimental results (i.e., Table 1) demonstrate that
EEG signals involve much useful emotion information and this paper provides a very
effective solution to the video emotion recognition.

Acknowledgments. This paper is supported by Beijing Nova Program (Z181100006218041)
and National Key R&D Program of China (2017YFC0820106).
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Abstract. In order to improve unequal error protection (UEP) for com-
pressed images, a novel rateless transmitting scheme is proposed in this
paper. Based on 3GPP Raptor codes, this scheme can accurately match
the image with different priority to ensure the efficiency and reliability.
These Raptor codes have the linear complexity of encoding and decod-
ing. In addition, a new framework called Short Interweaving Systematic
Raptor (SISR) codes is proposed. Based on Markov process, the theo-
retical analysis of degree distribution design is given. Simulation results
show that, compared to the traditional Raptor code, SISR can promi-
nently improve the PSNR to obtain better image quality with different
packet loss rate.

Keywords: 3GPP-systematic Raptor code · Unequal error
protection · Image media · Peak signal-to-noise ratio

1 Introduction

With the rapid development of networking and multimedia technology, streaming
media business has become an important part of network services. According
to the The 41st China Statistical Report on Internet Development [1], as of
December 2017, Chinese Internet users have reached 772 million, the number of
mobile Internet users reached 753 million, respectively. As of December 2017, the
number of live webcast users reached 422 million, and streaming media services
represented by short videos have achieved significant growth. There is no more
important issue than ensuring the validity and stability of streaming media files.

Presently, forward error correction (FEC) codes on application layer attract
much attention. Rateless codes, such as LT [2] and Raptor codes [3], have the
characteristics about low complexity, flexible coding rate and non-feedback chan-
nel, which are very suitable for broadcast. The 3rd Generation Partnership
Project (3GPP) has proposed 3GPP-systematic Raptor codes based on Mul-
timedia Broadcast Multicast Service (MBMS) [4]. Systematic Raptor codes not
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only improve the efficiency of decoding, but also enhance the quality of images,
videos and other multimedia business. Besides, systematic Raptor codes are also
adopt in studies that value high-quality video and huge file downloading in 5G
for proper system configuration in application layer [5].

In some streaming media system, different parts of the data require different
protections. Unequal error protection (UEP) [6] is of great significance to image
recovery probability. In [7], an optimized UEP framework for single-layered video
is proposed to solve different priorities of video packets. They develop an efficient
algorithm to make use of the good characteristics codes at large block length.
In [8], the authors put forward to that a guaranteed quality of service problem
can be transformed into a convex optimization problem, and optimize rateless
codes for UEP for streaming media. How to provide a kind of codes with low
complexity and having the advantages of systematic codes is a critical problem.

In this paper, we present a kind of new UEP-systematic Raptor codes, termed
Short Interlocking Systematic Raptor (SISR) codes. This code can flexibly adjust
the redundancy of important encapsulation, so that the generator matrix is
constructed easily. Through Markov analysis, we design a very short interweave
distribution and obtain the optimal proportion of redundancy. Simulation results
show that SISR can quickly approach a certain threshold with low redundancy,
to ensure the high efficiency and reliability of image transmission.

2 System Model and Systematic Raptor Codes

Since systematic symbols and middle symbols are both introduced in 3GPP-
systematic Raptor codes, decoding success rate and decoding complexity have
improved significantly. Raptor coding bits consist of two parts: systematic and
redundant symbols. The length of redundancy symbols can be changed according
to channel conditions. The coding steps of 3GPP-systematic Raptor codes used
in this paper are as follows.

Firstly, it is initialization: The length of source symbol A is assumed as K:
a1, a2, . . ., aK . Then calculate the number of the LDPC code S, the number
of the Half code H and the number of the intermediate code L = K + S + H
according to the length of source symbol K.

Secondly, as shown in Fig. 1, we construct the reversible generated matrix G
using LDPC matrix GLDPC , Half matrix GHalf and LT matrix GLT according
to the relationship of pre-coding.

Thirdly, we calculate the matrix G−1, the inverse matrix of G. Get the
intermediate symbols C: c1, c2, . . ., cL, by (1). A′ is get from putting 0 with
(S+H) times at the beginning of the symbol A.

G−1 × A′ = C (1)

Fourthly, the original symbols which have K bits are sent directly. Then
encoding the intermediate symbols by LT code and getting the redundancy sym-
bols with the length of P . The length of encoding symbols is N = K + P . The
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Fig. 1. Structure of encoding matrix G.

encoding symbols are made by systematic symbols and redundancy symbols: a1,
a2, . . ., aK , p1, p2, . . . and pP .

Encoding Symbol ID (ESI) is added to the head of packet. After erased on
BEC, the decoding steps are as follows.

The first step is receiving first K symbols which are original. Checking out
that if packets lost by ESI. If there is no packet loss, we can get all source symbols
directly. If lost, then jump to the second step;

The second step is all of the code symbols received are regarded as the LT
code of intermediate symbol C and structure decoding equations. To solve inter-
mediate symbol C: c1, c2, . . ., cL, Gaussian decoding algorithm is used;

The third step is obtaining encoding symbols A′ by multiply matrix G and
matrix C by (2), where G is the generated matrix and C is intermediate symbol.
K behind bits are the source symbols for accomplishing the decoding process.

G × C = A′ (2)

3 Design of UEP-Systematic Raptor Code

3.1 Short Intertwined Systematic Raptor Code

A scheme is proposed that is named Short Intertwined Systematic Raptor (SISR)
codes. A short LT code which with the length of P ′ is added between systematic
symbols and redundant symbols. The short LT codes protect the important
symbols to improve success rate of decoding process and has little influences
on the performance of whole systematic decoding. The receiver uses Gaussian
decoding algorithm to recover the important packets with the length of K1 and
higher priority. The algorithm of SISR is shown as in Table 1.

To illustrate clearly, we explain the algorithm of SISR for a compression
image after wavelet transformation, with the code length of original symbols
K=128. In three levels of image wavelet decompression, the whole image can
be divided into level 1, level 2 and level 3 frequency components, and produces
seven belts. Level 1 is the low-frequency area. SISR increases the rate of high-
frequency area and decreases the rate of low-frequency area with a constant total
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Table 1. Algorithm of SISR’s encoding and decoding

Algorithm of SISR’s Encoding and Decoding

Encoding:

(1) K bits length source symbols A add with 0 and then multiplied with inverse
matrix G−1, getting intermediate symbols C. Then we send the systematic bits
A;

(2) Encode the important K1 bits pockets A1 by short LT code. Multiplied A1

with GSISR which is short LT coding generated matrix, getting interweaved
symbols which with the length of P ’ and outputting it;

(3)Encode the intermediate C symbols by LT code. Multiplied C with LT code
matrix GLT so that we get the redundancy symbols. Then output it

Decoding:

(1) Check if the front K symbols received successfully. If they are received
completely, we get the source symbols without decoding. But if they are not
received completely, then jump to the second step;

(2) Gaussian decoding the important symbols and the intertwined symbol,
restore the original symbols A1;

(3) Gaussian decoding the whole symbols received include the important sym-
bols A1 and the rest encoding code, restore the intermediated symbols C.
Getting original A symbols by multiplied C with the generated matrix G.
Then decoding successfully

bit rate Rtot. SISR coding scheme has excellent ability of image restoration.
Short LT interweaved code plays an important role which makes SISR has UEP
characteristics to protect low-frequency area.

3.2 Degree Distribution Design of Short LT Code

Important packets are usually more than the rest packets. In order to improve
the recovery property of important packets, we construct short LT algorithm
to encode them, making good use of their character of short length. It needs
to design the degree distribution polynomial of short LT code, i.e., T (x) =∑

i tix. The process of decoding can be described by Markov chain. A data packet
decoded can be expressed as a state node. Its transition probability depends on
the receiving probability of particular code package. The Markov process ends
up with all nodes being decoded successfully.

By the transition matrix of Markov chain, the least code length of completely
decoding is obtained as shown in (3):

E[T ] =
1
t1

+
6t1

t1 − 3
+

18t1
(3 − t2)(3 − 2t1 − t2)

+
9t1

2(t1 + t2)(3t1 + 2t2)
.

(3)
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In 3GPP-systematic Raptor codes, the systematic bits with the length of
K1 are regard as K1 packets of degree-1. The solution is assigning degree-1
coefficient to the rest degrees according to the proportion until encoding degree
distribution satisfies the coefficients of minimum E[T ]. For K = 3, 4, 5, 6, the
coefficients of degree distribution are shown in Table 2.

Table 2. Optimal weights for degree distribution in cases K = 3, 4, 5, 6

K 3 4 5 6

t1 0.517 0.429 0.370 0.327

t2 0.397 0.430 0.451 0.467

t3 0.086 0.100 0.102 0.099

t4 0.041 0.055 0.068

t5 0.021 0.024

t6 0.014

Gaussian decoding can make a full use of received code symbols. We use
Gaussian decoding in short code and LT code in SISR. The failure probability
of each packet is PSISR. Then we have

ε ≥ PSISR ≥ ε(1 − α

K1
)N1(1−ε)−k1 (4)

Among them, ε is the loss rate of a single packet, α is the average degree of
encoding packets, K1 is the code length of original important packet, N1 is the
length of important encoding packet. As we known from the experience formula,
the 3GPP-systematic Raptor code’s decoding failure probability PF should be:

PF (x) =
{

1 if N(1 − ε) < K

0.85 × 0.567N(1−ε)−K if N(1 − ε) ≥ K
(5)

In SISR scheme, the failure probability of less important packets PFL equals
to the whole failure probability of 3GPP-systematic Raptor codes, i.e., PFL(x) =
PF (x). By Gaussian decoding, the failure probability of short interweaved code
will be PFG=1 − (1 − PSISR)k1 . Therefore, the failure probability of important
packets in SISR scheme is PFM :

PFM = PFG · PFL (6)

3.3 Image Restore Performance Analysis

Image compression technology is a typical anti-interference measure in image
transmission. CCSDS recommends specific standard compression algorithm of
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discrete wavelet transform (DWT) for gray image compression. We use 9/7 dis-
crete wavelet transform, which is under the CCSDS standard. The jth funda-
mental frequency component of original image is LLj−1(f):

LLj−1(f) = LLj(f) + HLj(f) + LHj(f) + HHj(f) (7)

The high-level restoration of image wavelet transform is the result of the multiple
inverse transforming. The failure probability of EEP image transmission through
BEC channel is PF . We can get the restored image:

cEEP
LL (n1, n2) =(1 − PF )(LLc1LL + HLc1HL

+ LHc1LH + HHc1HH)
(8)

The SISR scheme protects the low-frequency component of the image LLcLLj .
We can get received image:

cSISR
LL (n1, n2) = (1 − PFM )LLc1LL

+ (1 − PFL)(HLc1HL + LHc1LH + HHc1HH)
(9)

Peak signal-to-noise ratio (PSNR) is a way to measure the quality of image
transmission, and it is a international standard to measure the quality of images.
As shown in (10), where MSE is the mean square error between original image
preprocessing:

PSNR = 10 · log10(
(2n − 1)2

MSE
) (10)

Mean square error of pixels MSE is shown as follows:

MSE =

∑

i

∑

j

(si,j − ri,j)2

i · j
, (11)

where s is the gray value of original image pixel, r is the gray value of restored
image pixel, i, j are image rows and columns, respectively. Compared with the
method of EEP, low-pass functions and high-pass functions have the charac-
teristics of the integral

∑
h(n) = 1,

∑
g(n) = 0, that is to say low-frequency

filters save energy while high-frequency filters lose energy. When N · (1 − ε) − k
is small, PFM < PF and PFL is little less than PF . The SISR scheme protects
more energy of image from losing. Area with a higher energy has a closer value
between ri,j and si,j .

4 Simulation Results

First of all, we check the range of SISR image protection. Secondly, the best
important package redundancy is obtained by a amount of simulation experi-
ments. Thirdly, the comparisons with the other UEP-systematic Raptor codes
are presented.
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Fig. 2. Image protection of UEP and EEP with K = 128, K1 = 8, ε = 0.15.

Compared the SISR scheme of different important redundant, we get the
trend of image protection along with the change of coding rate. Simulation con-
ditions are as follows. The original packet length is K = 128, important packet
length is K1 = 8, packet loss rate of channel is ε = 0.15, and the simulation
times are 10,000. The simulation results are shown in Fig. 2. The star line, solid
line and dotted line refer to the scheme of P ′ = 4, P ′ = 2 and EEP. With rate
decreasing, PSNR of EEP scheme is higher than that of P ′ = 2 SISR scheme at
the rate point of 0.79. PSNR of EEP scheme and P ′ = 2 SISR scheme achieves
the standard value at the rate points of 0.79 and 0.80 respectively. However,
PSNR of SISR scheme that is P ′ = 4 achieves the standard value at a better
rate point 0.83. By using SISR, it approaches the standard value 30–40 dB more
rapidly, which proves SISR has an excellent protection on images protection.

(a) Original image (b)EEP scheme (c) SISR scheme

Fig. 3. SISR-UEP versus EEP in restore with ε = 0.15.

Under the conditions that the erasure probability is ε = 0.15, original image,
image of EEP-systematic Raptor codes and image of SISR scheme of the pho-
tographs are shown in Fig. 3a–c. Obviously, we can find that the SISR scheme
significantly improves images transmission.
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Fig. 4. Trend of SISR, grouping UEP and EEP with a increasing coding redundancy.

As shown in Fig. 4, these two UEP schemes make PSNR of image approach to
30dB faster than that of EEP scheme. PSNR of EEP scheme will be beyond the
grouping UEP scheme after 1.26 redundancy rate. The proposed SISR scheme
achieves 2–3 dB better than the grouping scheme and EEP scheme within 1.14–
1.3 redundancy rate. Moreover, the EEP scheme would excess the SISR scheme
when the redundancy rate is more than 1.3. In a word, SISR scheme can effec-
tively protect the image at a normal redundancy rate.

5 Conclusions

In this paper, an UEP 3GPP-systematic Raptor codes scheme is studied, named
SISR, for transmitting high-quality images on application layer. The scheme
combines the original systematic Raptor codes and short LT codes, maintaining
the good performance of systematic codes structure. In a constant code rate, we
find the optimal redundancy of SISR short code P ′

max by Monte Carlo simulation.
The results prove that SISR scheme has an outstanding performance of PSNR,
which is much better than EEP scheme. Compared with other systematic Raptor
codes, SISR is more efficient on image recovery and suitable for high-speed data
transmission of streaming media.
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Abstract. Diffusion adaptive networks are received attractive applications in
various fields such as wireless communications. Selections of combination
policies greatly influence the performance of diffusion adaptive networks. Many
diffusion combination policies have been developed for the diffusion adaptive
networks. However, these methods are focused either on steady-state mean
square performance or on convergence speed. This paper proposes an effective
combination policy, which is named as relative-deviation combination policy
and uses the Euclidean norm of instantaneous deviation between the interme-
diate estimation vector of alone agent and the fused estimation weight to
determine the combination weights of each neighbor. Computer simulations
verify that the proposed combination policy outperforms the existing combi-
nation rules either in steady-state error or in convergence rate under various
signal-to-noise ratio (SNR) environments.

Keywords: Combination policy � Diffusion adaptive networks � ATC � CTA �
Relative-deviation combination policy

1 Introduction

Diffusion adaptive networks consist of a collection of nodes with the ability of adap-
tation, learning, and information exchange. Adaptive networks have many applications
ranging from research in biological networks [1, 2] to environmental monitoring and
smart city [3]. There are many strategies for these problems in adaptive networks, such
as consensus [4–6], incremental [7, 8], and diffusion strategies [9–13]. Compared to
incremental strategies and consensus strategies, diffusion strategies are more stable,
robust, and scalable [14]. Based on the above reasons, this paper will focus on diffusion
implements.
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The implement of diffusion strategies has two phases. One stage named combi-
nation stage is that each sink collects and fuses information collected from its neigh-
bors. Another stage named adaptation stage is that every node in the network updates
its own estimation via least mean square algorithms. According to the implementation
order of the two stages, two different diffusion algorithms named adapt-then-combine
(ATC) diffusion least mean square (LMS) algorithms and combine-then-adapt
(CTA) diffusion LMS algorithm have been described in [10]. Whether in ATC diffu-
sion LMS algorithm or in CTA diffusion LMS algorithm, combination weights of every
neighbor play an important role in the performance of adaptive networks.

Many combination policies have been proposed in previous research, such as
averaging rule [15], Laplacian rule [16–18], metropolis rule [16], relative-degree rule
[19], and relative-variance combination rule [20]. These combination rules either have
a high steady-state error or have a low convergence rate. Inspired by the previous
construction of combination policy, this paper proposes a new more effective combi-
nation rule. The proposed combination rule bases on Euclidean norm of instantaneous
deviation between the intermediate estimation vector of alone agent and the fused
estimation weight to determine combination matrix. Computer simulation results
demonstrate that the new combination policy outperforms the existing combination
rules in both mean square steady-state error and convergence rate.

Notation: E �ð Þ denotes the statistic expectation of a vector. �ð ÞT denotes matrix
transpose. �ð Þ�1 denotes matrix inverse. The operator �k k denotes the ‘2-norm of a
vector. The operator :j j denotes an absolute value function. And normal font letters
denote scalars, boldface lowercase letters denote column vectors, and boldface
uppercase letters denote matrices.

The rest of this paper is organized as follows. Section 2 introduces the system
model and problem formulation. Traditional combination policies are reviewed, and a
new more effective combination policy is proposed in Sect. 3. Computer simulations
are conducted in Sect. 4. Section 5 concludes the paper.

2 System Model and Problem Formulation

Consider a collection of N nodes distributed over a space region. They are going to
estimate a common parameter wo collaboratively which is a column vector of size M.
Two nodes that can share information with each other are defined as neighbors. The
number of neighbors of node k is called the degree of node k denoted by nk. And
neighbors of node k are denoted by N k. At every time instant i, each agent k senses a
column signal vector uk; i and obtains a scalar measurement dk ið Þ. The covariance

matrix of uk;i is defined as Ru;k ¼ E uk;iuTk;i
n o

. The relation between the known

information dk ið Þ; uk;i
� �

and the unknown parameter wo is constructed as follows:

dk ið Þ ¼ uTk;iw
o þ vk ið Þ ð1Þ
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where vk ið Þ is additive white Gaussian noise (AWGN) in the environments. vk ið Þ is a
stationary sequence of independent zero-mean random variables with a finite variance
r2v; k.

Each node in the network estimates the parameter wo by minimizing local cost
function defined as follows:

Jk wkð Þ ¼ E dk ið Þ � uTk;iwk

��� ���2 ð2Þ

The network seeks the optimal estimation of wo cooperatively by minimizing the
global cost function constructed as follows:

Jglobal wð Þ ¼
XN
k¼1

E dk ið Þ � uTk;iw
��� ���2 ð3Þ

One diffusion strategy for solving the above problem adaptively in a distributed manner
is ATC diffusion LMS algorithm [21]. The implement of the diffusion strategy is
described in detail below. Firstly, we should design an N � N matrix A with non-
negative entries a‘;k

� �
satisfying:

I
T
N�1A ¼ I

T
N�1; and a‘;k ¼ 0 if ‘ 62 N k ð4Þ

Here, A is a combination matrix and a‘;k denotes the combination weight of node ‘
when it shares information with node k as shown in Fig. 1a, and IN�1 is a column
vector of size N with all its entries as one. The update equation of ATC diffusion LMS
algorithm is defined as follows:

kN

( )J ω

33a

ka
ka

( )kJ ω

kN
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Fig. 1. a A diffusion network and the neighborhood of agent k are denoted by the brownfield.
b Topology of the adaptive network
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wk;i ¼ wk;i�1 þ lku
�
k;i dk ið Þ � uk;iwk;i�1
� �

wk;i ¼
P

‘2N k
a‘;kw‘;i

�
ð5Þ

where lk is the step size of node k. The update equation has two steps including
incremental update and spatial update as Eq. (5) shows. In incremental update phase,
the node k uses its own known data dk ið Þ; uk;i

� �
to update its estimated value by using

stochastic gradient decent method from wk;i�1 to an intermediate estimation wk;i. In the
spatial update phase, sink k fuses the intermediate estimation wk;i

� �
collected from its

neighborhood through combination weights a‘;k
� �

to obtain the updated weight esti-
mation wk; i. Naturally, the selection of combination coefficients a‘;k

� �
influences the

performance of the network.

3 Review the Previous Combination Rules and Propose
a Novel Combination Policy

Many combination rules have been designed in the literatures. Three represents of the
previous combination policies are described in detail in Table 1. The first two com-
bination policies mainly depend on the degree of the nodes to allocate combination
weights. These selections may degrade the performance of adaptive networks because
of ignoring the noise profile across a network. Since the nodes accessing to more
neighbors may be nosier than the other nodes, it is insufficient to construct the com-
bination weights to their neighbors by only relying on the degree of the nodes.
Therefore, it is an important task to design the combination policy by taking into
account the noise profile existing in the nodes as well.

The third combination rule in Table 1 named relative-variance policy bases on the
noise quality of each node to determine their combination weights. The noise variance
of agents is obtained by relying on instantaneous data approximations, and its recursion
formula is derived specifically in Table 2. But the relative-variance policy achieves the
better performance in terms of steady-state error at a large cost of low convergence rate.

Table 1. Three represents of the previous combination policies

Combination rules Reference

a‘k ¼
1
nk
; if k 6¼ ‘ are neighbors or k ¼ ‘

0; otherwise

�
Uniform policy [15]

a‘k ¼
n‘P

m2Nk
nm
; if k and ‘ are neighbors or k ¼ ‘

0; otherwise

(
Relative-degree policy [19]

a‘;k ið Þ ¼
r�2
‘;k ið ÞP

j2N k
r�2
j;k ið Þ ; if ‘ 2 N k

0; otherwise

8<
:

Relative-variance policy [20]
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Inspired by the relative-variance combination rule, this paper proposes a more
simple and effective combination policy. Instead of the square of Euclidean norm of the
instantaneous deviation between wk;i and wk;i�1 to estimate noise degree across the
network, we let the Euclidean norm of instantaneous deviation between wk;i and wk;i�1

determine the combination weights of each neighbor. The proposed new combination
policy named relative-deviation combination policy is constructed as follows:

a‘;k ¼
w‘;i�w‘;i�1k k�1P

m2N k
wm;i�wm;i�1k k�1 ; for ‘ 2 N k

0; others

8<
: ð6Þ

In this selection of combination policy, sink k fuses the intermediate information
from its neighbors in proportion to the inverses of the Euclidean norm of the instan-
taneous deviation between wk;i and wk;i�1. The combination rule is practically mean-

ingful. w‘;i � w‘;i�1

�� ���1
plays the same role as w‘;i � w‘;i�1

�� ���2
and is more direct

than the latter.

Table 2. Derivation procedure for recursion formula of r�2
‘;k ið Þ
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4 Simulation Results

In this section, we conduct computer simulations to compare the proposed combination
policy to previous combination rules including uniform, relative-degree, and relative-
variance combination rules. We conduct two experiments in various SNR environ-
ments. Among these simulations, the parameter values of the system model and
algorithms are uniform except SNR. Parameter values are set as in Table 3.

In all experiments, we set uniform step sizes across all agents and all Ru;k equal to
each other. The network in this work consists of 20 nodes, and the topology of the
network is designed that follows a rule that if the distance of two nodes is less than or
equal to a threshold value, the two nodes are defined as neighbors. The topology is
generated as shown in Fig. 1b.

In a real setting, each agent in the adaptive network expending a large geographic
region has a distinct separation in the quality of SNR. Taking the practical conditions
into consideration, this paper conduct the experiments with each node has different
SNR environments. We design two experiments under different noise degree envi-
ronments to confirm the effectiveness of the new combination policy. Two different
noise degree environments are defined as bad noise degree environments (the value of
SNR from 5 to 10 dB) and general noise degree environments (the value of SNR from
10 to 20 dB), respectively. The computer simulation results are shown as follows.

Figure 2a shows the average performance of all nodes under different combination
policies in bad noise degree environments, and Fig. 2b shows the steady performance
of every node under the same conditions. As the results in Fig. 2a, b demonstrate,
whether regarding the average performance of all nodes or the steady performance at
each node, relative-variance combination policy outperforms uniform and relative-
degree combination rules regarding steady-state error at cost convergence rate. Com-
pared to relative-variance combination policy, our proposed policy named relative-
deviation combination policy obtains superior performance in terms of steady-state
error and convergence rate under the bad noise degree environments.

Table 3. Parameter values of the simulations

Parameters Values

The number of agents N ¼ 20
Input signal Pseudorandom binary sequences
The length of the estimated parameter M ¼ 64
Distribution of the estimated parameter CN 0; 1ð Þ
Gaussian noise distribution CN 0; d2n

	 

Step size of all agents l ¼ 0:005
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Figure 3a shows the average performance of all nodes under different combination
policies, in general noise degree environments, and Fig. 3b shows the steady perfor-
mance of every node under the same conditions. In Fig. 3a, b, along with the quality of
SNR enhancing, the superiority of combination policies based on noise profile across
the network including relative-variance and the proposed relative-deviation combina-
tion policy significantly improved regarding steady-state error. Compared to relative-
variance combination policy, the proposed relative-deviation combination rule keeps
considerable merits in both steady-state error and convergence rate under these
conditions.

(a) (b) 

0 500 1000 1500 2000
-30

-25

-20

-15

-10

-5

0
N=20;M=64

i(iteration)

M
SD

di
st

,a
v(

i)(
dB

)

uniform
relative-degree
relative-variance
proposed

2 4 6 8 10 12 14 16 18 20
-27

-26

-25

-24

-23

-22

-21

-20

-19
N=20;M=64

Node k(at time 2000)

M
SD

di
st

,s
te

ad
y

(d
B)

uniform
relative-degree
relative-variance
proposed

Fig. 2. a Average performance of all nodes under different combination policies in bad noise
degree environments. b Steady performance of every node under bad noise degree environments
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Fig. 3. a Average performance of all nodes under general noise degree environments. b Steady
performance of every node under general noise degree environments

Novel Combination Policy for Diffusion Adaptive Networks 417



5 Conclusion

This paper proposed an effective combination policy named relative-deviation com-
bination policy. We conducted two experiments under two different noise degree
environments. The computer simulation results demonstrated that the proposed new
combination policy outperforms the existing combination rules in terms of both steady-
state error and convergence rate in various SNR environments. The next work is to seek
more essential factors in combination policies and construct more effective combina-
tion rules.
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Abstract. With the promotion of “the Belt and Road” and twenty-first-century
“Maritime Silk Road” and the establishment of an information network in
Hainan Province, the construction of network covering Southern China Sea is
particularly important, which should combine with cable, wireless and satellite
transmissions. The complexity of the impact of the marine environment on radio
wave propagation and the particularity of communication between vessels are
important factors to be considered when designing marine radio communication
systems. This paper studies the models of sea channel for sea surface diffuse
reflection. In this model, the performance of OFDM transmission was analyzed.

Keywords: Marine communication � OFDM � Diffuse reflection � Channel
modeling

1 Introduction

China is a country with a long coastline, which has millions of square kilometers of
ocean area. At the same time, China’s social economy is developing rapidly and the
international trade is increasing. It is urgent to build a strong modern navy because of
the security of international trade personnel. Secondly, due to the particularity of the
maritime communication business in the geographical conditions and development
time, there is still a large gap between the terrestrial wireless data transmission tech-
nology and the maritime communication technology.

At present, offshore of wireless data transmission system has many shortcomings in
the transmission reliability, transmission rate, transmission distance and anti-
interference ability in the domestic. The problem of the contradiction between the
limited frequency resources and the development demand for the wireless communi-
cation restricts the development of high-speed data communication in the modern port
and coastal ships is becoming more and more serious. Therefore, there is a wide
application market and development prospects in the wireless transmission technology

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 516,
https://doi.org/10.1007/978-981-13-6504-1_52

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_52&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_52&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_52&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6504-1_52


in the communication in ship shore. In recent years, with the deepening of the
informatization and modernization information construction and unceasing enhance-
ment of the information degree, the wireless communication system will turn into the
high-speed broadband wireless communication from the narrowband and low speed.

The application of orthogonal frequency division multiplexing (OFDM) is analyzed
and studied in this paper. OFDM has high spectrum efficiency and strong ability to
resist the frequency-selective fading. It can be effective against the interference in the
signal waveform and is used in a multipath environment and high-speed data trans-
mission of the fading channel [1]. The literature [2, 3] adopted an improved algorithm
of the maximum likelihood estimation of suboptimal to realize the signal detection of
OFDM. The simulation results show that the improved maximum likelihood estimation
algorithm is much smaller than the maximum likelihood estimation algorithm. The
literature [4] used the sixth-, fourth- and second-order cumulants to detect OFDM
signals. This algorithm deals with an intermediate frequency; therefore, it is not nec-
essary to synchronize with the carrier of the signal. However, the same algorithm is
based on OFDM signal obeying normal distribution under the Gaussian channel, while
the single carrier does not have a foundation, so the algorithm is only applicable to the
Gaussian channel. The literature [5] proposed a strong self-correlation to carry out
OFDM detection, which has low computational complexity and good detection per-
formance under the Gaussian channel. The literature [6] studied the signal detection
and parameter estimation of OFDM in Rayleigh fading channel. The literature [7, 8]
mainly studied the role of OFDM in 4G mobile communication system. The literature
[9, 10] studied the future OFDM wireless communication outlook and OFDM simu-
lation on IEEE 802.16 system. The literature [11, 12] studied the signal optimization
design in OFDM communication system and the influence of residual time error on
channel estimation.

At present, OFDM technology is mainly used for cellular systems on the ground.
A large number of documents studied OFDM transmission channel and the related
technology of ground in the cellular, but OFDM technology in the application of sea
still lacks a certain research. The literatures [13, 14] proposed the future maritime
mobile communication air interface and the application analysis of OFDM technology
in a maritime wireless communication system. Therefore, the application of OFDM in a
maritime wireless communication system is studied in this paper.

2 System Model

2.1 Characteristics of Marine Microwave Transmission

Compared with terrestrial communication, the microwave communication has its own
environmental characteristics. First of all, in the topography, there are a few obstacles
in the sea; the direct result of this is the large gap between radio waves. So when the
wave travels at sea, the diffraction loss is smaller than on land. At the same time, the
propagation gap increases, increasing the wave reflection. In addition, if the grazing
angle is small, the reflection coefficient in the microwave band is relatively large, and
the effect of the reflected wave is greater than that on land [15]. In the communication
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process, the microwave can be regarded as the propagation in free space, then consider
the influence of topography and atmosphere on the blocking, reflection and atmo-
spheric absorption of the microwave, and then combine the two. In the process of sea
microwave transmission, in addition to the free space loss, there is mainly the surface
reflection of the microwave. Secondly, as a carrier for antenna buoy highly generally is
low, the surface of the surge of the microwave transmission can be equivalent to the
influence of the obstacle influence on the microwave shade at sea. In addition, the
atmospheric absorption of the sea and the attenuation of rain and fog also have an
impact on the microwave transmission.

2.2 OFDM Technology and Performance Analysis

OFDM is a special kind of multicarrier modulation technology, it makes the channel
divide into several orthogonal subchannels, and high-speed data signal is converted
into parallel low-speed data streams and then modulated on each channel to transmit.
The orthogonal signals can be separated by using the relevant technology at the
receiving terminal, which can reduce the intersymbol interference (ISI) between the
subchannels. Each channel on the signal bandwidth is less than the channel bandwidth,
so every subchannel can be looked on as a flat fading channel, in order to eliminate the
intersymbol interference. And because the bandwidth of each subchannel is only a
small part of the original channel bandwidth, channel equalization becomes relatively
easy to get [16]. OFDM can make full use of channel bandwidth without a band-pass
filter to select the waveform that is orthogonal even if aliasing. Schematic diagram of
OFDM is plotted in Fig. 1.
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3 Fading Channel Model

When the radio waves transport in the sea, marine radio wave propagation and channel
modeling studied the diffuse channel multipath component in the received signal at the
receiving terminal are not only caused by adjacent vessels, but the rough sea surface
also can produce diffuse reflection caused by multipath components [17]. The random
phase and amplitude in different multipath components can cause the fluctuation of
signal intensity, resulting in small-scale decline and multipath interference effect. The
multipath effect of the sea surface is shown in Fig. 2.

The propagation path of radio waves in the rough sea surface consists of three parts,
as shown in Fig. 3, namely direct path, specular reflection path and diffuse reflection
path. The direct path refers to the visual path between the radio frequency transmitter
and the receiver. A specular reflection path is the path of a specular reflection. Diffuse
path refers to the path through rough surface diffuse reflection [18]. Therefore, the
model that can approximate the signal propagation under the rough sea surface is
equivalent to the Rician channel model.

Rough sea

Base 
Station

Ships
Communication 

equipment

ocean

Fig. 2. Multipath effect of the sea surface
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3.1 Rician Channel Model

When there is a static (non-fading) signal in the receiver, such as the direct wave (LOS,
line of sight) component (there is a direct wave on the sea), the envelope of the signal
received by the receiver obeys the Rician distribution. In this case, the multipath
component randomly arriving from different angles superimposed a DC component
[19]. When the main signal component is weakened, the Rician distribution will change
to Rayleigh distribution. The probability density function of Rician distribution is

pðrÞ ¼ r
r2 expð� r2 þ c2

2r2 ÞI0ðCrr2Þ; C� 0; r� 0
0; r\0

�
ð1Þ

Among them, C represents the peak value of the main signal components, R means
the received signal envelope, and I0(�) represents the first modified Beckinsale function.
In order to better analyze the Rician distribution, we define the ratio of the power of the
main signal to the variance of multipath components as the Rician factor K, and the
expression of K can be written as

K ¼ C2

2r2
ð2Þ

The Rician distribution is completely determined by the Rician factor K. The
common dB is expressed as

K ¼ 10log
C2

2r2
ð3Þ
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Fig. 3. Multipath model considering the diffuse reflection of the sea surface
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When C = 0 and K ¼ �1 dB, it shows that the multipath fading is the largest and
the Rician distribution becomes Rayleigh distribution. When K ¼ þ1, there is no
fading phenomenon. Figure 4 shows the probability density function of the Rician
distribution.

3.2 OFDM System Model

Due to the reflection of direct and reflex of various obstacles between the mobile station
and the base station in the rough sea, the received signals are usually composed of
multipath signals. Due to the random variation of the phase, amplitude and arrival time
of the multipath signal, the rapid fluctuation of the envelope of the received signal is
caused, which is usually called fast fading. The fast fading variation of the envelope
amplitude of the received signal obeys the Rician distribution. At the same time, it can
be proved theoretically that the envelope amplitude of the received signal obeys the
Rician distribution by using the Fresnel principle of the equivalent wave propagation
[20].

OFDM equivalent baseband model: Set N to represent the number of subcarriers,
T to express the OFDM symbol period, di as the data symbol assigned to the sub-
channel of the i, and fi as the carrier frequency of the subcarrier of the i, and the OFDM
symbol can be expressed as

sðtÞ ¼
XN�1

i¼0

diej2pfi t; 0� t� T ð4Þ

fi = fc + i/T, and S(T) is sampled at the rate of N/T, that is, t = kT/N, and 0 � k�N −
1; then, the equivalent baseband signal of OFDM symbol can be expressed as

Sk ¼ S
kT
N

� �
¼

XN�1

I¼0

diej2pik=N ; 0� k�N � 1 ð5Þ

Fig. 4. Probability density function of different Rician factor distributions
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It can be seen that Sk is equivalent to inverse discrete Fourier transform (IDFT)
operation for di. Similarly, at the receiving end, discrete Fourier transform (DFT) op-
eration on Sk can restore the transmitted data symbol di. Therefore, the modulation and
demodulation in the OFDM system can be implemented by IDFT/DFT operations,
respectively. In actual application, the further use of fast Fourier transformation
(FFT) operation can significantly reduce the complexity of the system operation.

In the OFDM system, the lower bit rate makes the OFDM system effectively resist
the intersymbol interference (ISI) caused by multipath propagation. In order to elimi-
nate intersymbol interference to the maximum extent, the protection interval is inserted
between each symbol of OFDM, and the length of the protection interval is generally
greater than the maximum delay extension in the wireless channel and can completely
overcome the impact of ISI. However, due to the influence of multipath propagation,
the orthogonality between subcarriers is also destroyed, resulting in interchannel
interference (ICI). In order to further eliminate ICI, a prefix is formed in the protection
interval guard interval (GI), which is called cyclic prefix. Because of the cyclic prefix,
the difference between the periods of each subcarrier in the symbol period of OFDM is
an integer. So ensuring that the orthogonality between the subcarriers will not
destroyed by the influence of the multipath propagation.

The signal of binary data after phase-shift keying (PSK) or quadrature amplitude
modulation (QAM) and serial/parallel transformation is X(k), and OFDM modulation is
carried out after the insertion of the pilot, that is, inverse fast Fourier transform (IFFT)
operation; then, the signal in the time domain is x(n)

XðnÞ ¼ IFFT XðKÞf g ¼
XN�1

K¼0

XðKÞe�j2pnk=N ; 0� n�N � 1 ð10Þ

After the protection interval GI is inserted, the signal can be expressed as

xgðnÞ ¼ xðNþ nÞ; n ¼ �Ng; �Ng þ 1; . . .;�1
xðnÞ; n ¼ 0; 1; 2; . . .; N � 1

�
ð11Þ

In this, Ng is the length of GI. The signal is filtered into the multipath fading
channel after the baseband shaping and filtering, and there is additive noise interfer-
ence. The signal yg(n) of the receiver can be expressed as

ygðnÞ ¼ xgðnÞ � hðnÞþwðnÞ ð12Þ

Among them, h(n) is the impulse response of the channel, and w(n) is additive
white Gaussian noise. The signal obtained after removing the protection interval is
expressed as y(n), OFDM demodulation and FFT operation, and the obtained frequency
domain signal can be expressed as Y(k)

YðkÞ ¼ FFT yðnÞf ge�j2pkn
N ; k ¼ 0; 1; . . .; N � 1 ð13Þ
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If the protection interval length is longer than the channel maximum multipath
delay length, the intersymbol interference of OFDM cannot be considered. Y(k) can be
expressed as

YðkÞ ¼ XðkÞ � HðkÞþWðkÞ; k ¼ 0; 1; . . .; N � 1 ð14Þ

H(k) is the corresponding frequency response of the channel impulse response function
on the K subcarrier, and W(k) is the Fourier transform of additive white Gaussian noise
x(n). The principle of channel estimation based on the pilot is to estimate the channel
by the partial sequence in the transmitter and the receiver, and then the channel
information of all subcarriers H(k) is predicted by this part of the channel information
through interpolation or the correlation of the time–frequency domain.

The commonly used channel estimation algorithms are the least square (LS) algo-
rithm and the linear minimum mean square error (LMMSE). The complexity of LS
algorithm is relatively low under a certain bit error rate. Its expression is

Ĥls ¼ X�1Y ¼ Yð0Þ
Xð0Þ

Yð1Þ
Xð1Þ � � �

YðN � 1Þ
XðN � 1Þ

� �
ð15Þ

For the construction of the simulation system, the length of the cyclic prefix is
determined directly by the size of the bandwidth, the bit rate and the maximum delay
extension. The length of the general cyclic prefix is 2–4 times of the maximum delay
extension, and the cyclic prefix is too long to increase the loss of signal-to-noise ratio
(SNR). The ring prefix is too short and cannot effectively resist the intersymbol
interference (ISI) caused by multipath. After determining the length of the cyclic prefix,
the OFDM symbol length is generally 5 times the length of the cyclic prefix in the
actual application, so that the loss of the SNR caused by the insertion of the cyclic
prefix is only about 1 dB.

After determining the length of the OFDM symbol and the length of the prefix, the
effective data part length obtained by the length of the OFDM symbol subtracted from
the length of the cyclic prefix, its reciprocal is the subcarrier interval. And then the
number of subcarriers is obtained by dividing the total bandwidth by the subcarrier
interval, and the required bit rate is divided by the OFDM symbol rate, which is the
number of bits to be transmitted for each OFDM symbol. Finally, the modulation mode
of the subcarrier is determined according to the number of subcarriers and the number
of bits required for each OFDM symbol [21].

4 Simulation and Analysis

4.1 Error Rate Analysis

Compared with terrestrial wireless communication, the environment of maritime
wireless communication is different. The main factors that influence the maritime
channel include multipath fading effect and Doppler effect. Communications at sea
usually work in a complex and changeable channel environment. When the radio wave
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is transmitted over the sea, the transmission path is composed of direct wave propa-
gating in free space, the reflected waves reflected on the sea surface, scattered
diffraction waves formed by interference from other obstacles and complex waves
superposed and overlapped by multiple waveforms, so that time delay and power loss
will appear when reaching the mobile terminal. Finally, the signals at the receiver side
need to be linearly combined, and the total signal is actually the convolution of signal
and channel impact response. The frequency response of the frequency domain has
different response patterns at different frequencies, so there will be deeper frequency-
selective fading.

Figure 5 depicts the performance curve of the signal under white Gaussian noise,
Rayleigh channel and Rician channel. The signal is modulated by QPSK. The Rayleigh
channel adopts the Jakes model, the scattering signal component of the multipath
Rician channel is modeled by Jakes, and the fading factor K is 10 dB. As we can see
from Fig. 5, the bit error rate and symbol error rate of QPSK after the Rayleigh fading
channel and the Rician fading channel are much higher than the bit error rate and
symbol error rate under the additive white Gaussian noise (AGWN) channel. The bit
error rate and symbol error rate of the signal passing through the Rician channel are less
than that of the Rayleigh channel. In the rough channel, the channel model is similar to
the Rician channel model.

4.2 Comparison of OFDM Performance Under Different Modulation
Modes

This part describes the simulation of OFDM transmission on the sea. First, the related
parameters are presented for further analysis, as shown in Table 1.

Figure 6 reflects the simulation of OFDM on the Rician channel, through different
modulation modes: QPSK and 16-QAM. For computer simulation, the number of
subcarriers of an OFDM symbol is 52 sampling points, and the cyclic prefix length is
16 sampling points. The scattering signal component of multipath Rician channel is

Fig. 5. Performance simulation of different fading channels
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modeled by Jakes, and the fading factor K is set to 10 dB. It can be seen from the graph
that OFDM has different modulation modes under the Rician channel, and the bit error
rate of single channel and multipath channel will also be different. When the SNR of
the system is 25 dB, the bit error rate of QPSK is lower than that of QAM. When the
channel is a multipath channel, the bit error rate will be larger than that of single-path
channel. The error code performance of QPSK is obviously better than that of QAM.
Because of the same information rate, the system bandwidth occupied by QPSK is 2
times that of 16-QAM. In this respect, the good bit error performance of QPSK is at the
expense of system bandwidth. Therefore, when designing the system, we should take
the best balance between the frequency utilization rate and the bit error rate as the
principle.

Table 1. OFDM system parameters

Name Parameter

Bit rate 20 Mbps
FFT Sample point number 64
Subcarrier number 64
Subcarrier modulation 16-QAM/QPSK
Cyclic prefix length 16
Maximum Doppler shift 100
Channel Rician channel
OFDM symbol interval 4ls
Sampling interval 50 ns

Fig. 6. OFDM under different modulation modes in Rician channel
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4.3 Comparison of OFDM Performance Under Different Channel
Estimation Methods

From Fig. 7, we can see that the performance of channel estimation using training
symbols is less than that of ideal channel estimation. The bit error rate of OFDM
system under ideal channel is less than that of training symbol. When bit error ratio
(BER) is 10−2, the performance of QPSK and 16-QAM training symbol channel
estimation is about 3 dB compared with the performance loss under ideal channel
estimation. This is because in this frame, the channel is not fixed, and when the channel
estimation is used by the training symbol, the data symbol is compensated according to
the value of the channel estimated by the training symbol. Therefore, the error is
inevitably produced.

5 Conclusions

This paper is mainly about channel modeling and modeling simulation for random
time-varying rough sea communication environment. The performance of OFDM
system under the rough sea surface is studied. Under the rough sea surface, the channel
model can be simulated as the Rician channel model. Then, we further study the role of
OFDM in maritime communications by modeling OFDM on Rician channel.

In the future, we will further study the role of OFDM in the rough sea surface
communication. In subsequent research, some improved algorithms can be considered
for better communication between OFDM in the rough sea surface. At the same time,
we will also carry out the research of peak-to-average power ratio suppression algo-
rithm in OFDM on meta-surface ocean.

Fig. 7. OFDM under different channel estimation methods in Rician channel
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Abstract. Digital signal processing on high-performance computing platform
based on general-purpose processor is one of the development directions of
software-defined radio, which provides a new idea for the signal combining of
large-scale antenna array. In this paper, two parallel implementations of
SUMPLE combined algorithm are proposed, which are multi-antenna-group
method (MAGM) based on task decomposition principle and multi-signal-block
method (MSBM) based on data decomposition principle. The processing
capability and real-time performance of the two methods are analyzed in detail.
Results show that MAGM is not suitable for the high-performance computing
platform because of large and frequent data transmissions from central pro-
cessing unit (CPU) to graphics processing unit (GPU). The traditional iterative
method of SUMPLE cannot be applied to MSBM due to the dependencies
among signal blocks.

Keywords: Antenna array � High-performance computing platform � Task
decomposition � Data decomposition

1 Introduction

Large-scale antenna arrays are being used for radio astronomy, positioning as well as
communication applications. The size of arrays being built today is approaching
hundreds of antennas, such as Allen Telescope Array (ATA) and Atacama Large
Millimeter Array (ALMA) [1, 2]. SUMPLE algorithm is one of the most important
algorithms for signal combining [3–5]. The beamformer needs to receive all the signals
of the antenna array and calculate weights of each channel at the same time. When the
antenna array is large enough, two issues will be more prominent [6]: First, it is difficult
to transmit all the signals to the beamformer simultaneously. Second, it is difficult to
calculate the weights simultaneously. Therefore, the application of SUMPLE algorithm
in large-scale antenna array is limited.

Signal processing on high-performance computing platforms has been applied [7],
which provides a new idea for the beamforming of the large-scale antenna array. The
typical high-performance computing platform is central processing unit (CPU) and
graphics processing unit (GPU) heterogeneous system [8]. In this paper, the beam-
former implemented on CPU-GPU heterogeneous system is called soft beamformer
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(Softformer). In order to make full use of the parallel processing resources of GPU and
improve the Softformer’s combined capability, we need to study the parallel imple-
mentation of SUMPLE algorithm, which is also the main content of this paper.

In Sect. 2, we describe the basic principle of SUMPLE algorithm. In Sect. 3, we
describe two kinds of parallel implementations, which are multi-antenna-group method
(MAGM) and multi-signal-block method (MSBM). Then, we analyze the real-time
performance and combined capability. The conclusions are discussed in Sect. 4.

2 SUMPLE Algorithm

Phase correction is the key technology of antenna array, that is what we call signal
combined algorithm, mainly including SIMPLE, SUMPLE, Eigen, and so on. SUM-
PLE is one of the most excellent algorithms. Consider signal received by the antenna
can be expressed as:

Si;k ¼ si;k þ ni;k; i ¼ 1; 2; . . .; Nant ð1Þ

where Nant is the number of antennas, subscript k is the time serial number, subscript
i is the antenna serial number, Si,k is the noisy signal, si,k is the non-noise signal, and ni,k
is the noise. Weight of the signal can be expressed as:

Wi;K ¼ wi;K þ gi;K ; i ¼ 1; 2; . . .; Nant ð2Þ

where subscript K is the serial number of integral period, wi;K is the ideal weight, and
gi;K is the weight error caused by noise.

SUMPLE correlates the received signals of all antennas with the weighted sum of
all the other antennas to obtain the complex weights and then weights all the signals.
Weights are calculated as follows:

Wi;Kþ 1 ¼ RKþ 1Wi;K
1
L

XðKþ 1ÞL�1

t¼KL

Si;tW
�
i;K

� � XNant�1

j¼0;j6¼i

S�j;tWj;K

� �" #( )
ð3Þ

where L is the number of sampling points in an integral period, W�
i;K is the complex

conjugate of Wi;K , and RKþ 1 is the normalized amplitude factor and meets the fol-
lowing condition:

XN
i¼1

Wi;Kþ 1W
�
i;K þ 1 ¼ Nant ð4Þ

In (3), weights of the K + 1th integral period is derived from weights of Kth
integral period. This makes weights of different integral period which must be calcu-
lated according to the order, constraining the parallelism of SUMPLE.
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3 Parallel Implementation of SUMPLE

In this section, the parallel implementations are classified as MAGM and MSBM
according to the parallel decomposition principle. This section analyzes the feasibility
of these two methods and uses the following parameters: The number of antennas is
500, the sampling rate of the received signal is 100 MHz and 8 bit, the length of the
integral period is 100,000, and the network bandwidth of Softformer is 20 Gbps.

3.1 MAGM

All the antennas are divided into several antenna groups, and each antenna group uses a
Softformer. Softformer can be classified as level-1 Softformer, level-2 Softformer, and
so on. Level-1 Softformer combines the antenna signals in the group. Level-2 Soft-
former combines the signals which are the combined results of Level-1 Softformer. The
basic principle of MAGM is shown in Fig. 1.

The detailed steps of MAGM are as follows:

Step 1: Initialize weights of each Softformer.
Step 2: Each level-1 Softformer performs combined according to weights of the
previous integral period.
Step 3: Each level-2 Softformer performs combined according to weights of the
previous integral period.
Step 4: The total combined signal is fed back to Softformers at all levels.
Step 5: Each level-1 Softformer performs weight calculation and combined
according to the total combined signal.

Softformer
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Softformer

Softformer
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Fig. 1. Basic principle of MAGM
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Step 6: Each level-2 Softformer performs weight calculation and combined
according to the total combined signal.

Repeat steps 2–6 to continue signal combining. The computational process of the
CPU-GPU heterogeneous system is shown in Fig. 2.

3.2 Real-Time Performance and Combined Capability of MAGM

In Fig. 2, if each Softformer is capable of processing M channels of signal and the
number of level-1 Softformers is N1, then up to M � N1 channels of signal can be
processed. If 1 level-3 Softformer is added and the number of level-2 Softformers is N2,
then up to M2 � N2 channels of signal can be processed. For convenience, only level-1
and level-2 Softformer are analyzed in this paper. Take the hypotheses in this section as
an example, M ¼ 25, and the combined task of 500 antennas can be achieved by using
20 level-1 Softformers and 1 level-2 Softformer.

In order to ensure real-time processing, the following condition must be met:

Ttotal\
L
fs

ð5Þ

where L is the length of integral period, fs is the sampling frequency, and Ttotal is the
total processing time from step 2–6:

Ttotal ¼ max T2ð1Þ; . . .; T2ðN1Þf gþ T3 þmax T5ð1Þ; . . .; T5ðN1Þf gþ T6 ð6Þ

where subscripts of T indicate the step numbers, and for example, T2ðN1Þ is the
processing time of the N1th Softformer in step 2. For convenience, we assume that:

T2ð1Þ ¼ � � � ¼ T2ðN1Þ;T5ð1Þ ¼ � � � ¼ T5ðN1Þ ð7Þ
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Fig. 2. MAGM’s computational process on the CPU-GPU heterogeneous system
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So, (6) can be simplified to:

Ttotal ¼ T2 þ T3 þ T5 þ T6 ð8Þ

Each T consists of two parts: the data copy time from CPU to GPU memory which
is expressed as Ttran and GPU computing time which is expressed as Tpro. Then, Ttotal
can be expressed as:

T ¼ Ttran þ Tpro; Ttotal ¼ Ttotal; tran þ Ttotal; pro ð9Þ

From steps 2 to 6, the total amount of data copied from CPU to GPU is
MLþN1Lþ LþðN1 þ 1ÞL ¼ 6:7� 106. So in one second, a total of 6.7 GB data are
copied from CPU to GPU. For PCI-e 3.0 with 16 GB/s unidirectional bandwidth, it
also takes 0.42 s. In fact, the 6.7 GB data are divided into 1000 times, and each time is
divided into five steps. The time spent on frequent copies of small data will increase
exponentially or even exceed 1 s.

We can see that, in MAGM, there are lots of data transmission from CPU to GPU,
and these data transfers have obvious logical relations with kernel functions. Obvi-
ously, MAGM is not suitable for CPU-GPU heterogeneous systems.

3.3 MSBM

In MSBM, each Softformer combines all the signals in one integral period, and dif-
ferent Softformers process signals in different integral period. The basic principle of
MSBM is shown in Fig. 3, A i; jð Þ represents the ith integral period of the jth antenna.
Because each Softformer in the MSBM receives signals from all antennas, there is no
need for feedback aiding of the final combined signals. The detailed steps of MSBM
are as follows:

Step 1: Initialize weights of each Softformer.
Step 2: The Softformer receives all the signals in one integral period.
Step 3: The Softformer performs weight calculation and signal combining.
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3.4 Real-Time Performance and Combined Capability of MSBM

The processing time of an integral period consists of two parts. One is the network
transmission time, the time it takes to transmit all the signals in one integral period from
AD sampling units to the Softformer which is expressed as Ttran, and the other is the
computation time which is expressed as Tpro.

Ttotal ¼ Ttran þ Tpro ð10Þ

For any Ttotal, when the number of Softformers which is expressed as N0 satisfies
(11), the real-time performance can be guaranteed.

N0 � Ttotal
LTs

� �
ð11Þ

where Ts is the sampling period. The physical meaning of (11) is shown in Fig. 4. In
Fig. 4, two Softformers take turns to receive signals and perform processing to ensure
real-time performance. The greatest advantage is that we can keep the real-time per-
formance by increasing the number of Softformers, while reducing the bandwidth and
computing speed of a single Softformer.

Take the hypotheses in this section as example, in one integral period, the total
amount of signals from 500 antennas is 4� 108 bit, so Ttran is 20 ms. The transmission
time from CPU to GPU memory is about 3.1 ms which can be hidden in the network
transmission. The combining of 500 antennas probably requires 2:5� 1010 times of
multiplication and addition operations. If the Softformer is based on the
NVIDA TESLA K80 and the floating-point computing power is fully utilized, Tpro will
be 3 ms. Therefore, tens of ms is required for one integral period, so tens of Soft-
formers can achieve real-time combining.
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4 Conclusions

In this paper, two kinds of parallel implementations of SUMPLE algorithm in large-
scale antenna array based on high-performance computing platform were studied.
In MSBM, each Softformer combines all the signals in one integral period, and dif-
ferent Softformers process signals in different integral period. By increasing the number
of Softformers, MSBM’s combined capability can be enhanced. At the same time, the
network bandwidth pressure and calculation pressure of a single Softformer are
reduced. This paper provides some guidance for the parallel implementation of
SUMPLE algorithm on CPU-GPU heterogeneous system, and future test validation
will be carried out on a specific CPU-GPU platform.

References

1. Harp GR. Allen telescope array digital processing requirements driven by radio frequency
interference concerns. Radio Sci. 2005;40:1–9.

2. Dickman RL, Millimeter radio astronomy and the genesis of ALMA. In: 2015 IEEE MTT-S
international microwave symposium, Phoenix, AZ; 2015. p. 1–4.

3. Shi X, Wang Y, Dang H. Study on array signal processing for deep space communications.
In: 2008 second international symposium on intelligent information technology application,
Shanghai; 2008, p. 611–5.

4. Foutz J, Spanias A, Bellofiore S, Balanis CA. Adaptive eigen-projection beamforming
algorithms for 1D and 2D antenna arrays. IEEE Antennas Wirel Propag Lett. 2003;2:62–5.

5. Rogstad DH. The SUMPLE algorithm for aligning arrays of receiving radio antennas:
coherence achieved with less hardware and lower combining loss, IPN Progress Report; 2005.
p. 42–162, August 2005[Online]. Available: https://tda.jpl.nasa.gov/progress_report/42-162/
162B.pdf.

6. Barott WC et al. Real-time beamforming using high-speed FPGAs at the allen telescope array.
In: Radio science, vol. 46; 2011. p. 1–17.

7. Islam MS, Kim CH, Kim JM. Computationally efficient implementation of a hamming code
decoder using graphics processing unit. J Commun Netw. 2015;17:198–202.

8. Yang Y, Xiang P, Mantor M, Zhou H. CPU-assisted GPGPU on fused CPU-GPU
architectures. In: IEEE international symposium on high-performance comp architecture, New
Orleans, LA; 2012. p. 1–12.

Parallel Implementation of SUMPLE Algorithm in Large-Scale… 439

https://tda.jpl.nasa.gov/progress_report/42-162/162B.pdf
https://tda.jpl.nasa.gov/progress_report/42-162/162B.pdf


An Improved Square Timing Error
Detection Algorithm

Pengfei Guo(B), Celun Liu, Mucheng Li, Bizheng Liang, and Jianguo Li

School of Information and Electronics, Beijing Institute of Technology,
Beijing 100081, China

{guopengfei,liucelun,limucheng,liangbizheng,jianguoli}@bit.edu.cn

Abstract. Timing recovery is one of the most important issues that
need to be solved for a receiver. The key of timing recovery is the extrac-
tion of timing errors. Currently, the timing recovery in the satellite com-
munication systems cannot meet the requirement of the real-time passive
intermodulation (PIM) interference suppression. It calls for the study on
improved algorithm that can be applied in the satellite communication
system. And the improved algorithm should have small computation and
a high running speed. This paper first introduces the overall structure
of the traditional square timing recovery loop, and then proposes an
improved square timing error detection algorithm. By using the Goertezl
algorithm, this improved algorithm optimizes the step–extracting spec-
tral components at the symbol rate 1/T. Finally, this paper simulates
and analyzes the improved algorithm, as well as parameters’ influence
on the performance of the algorithm. It is proved that the improved
square timing error detection algorithm can greatly reduce the amount
of computation under the premise of guaranteeing performance.

Keywords: Timing recovery · Square timing error detection
algorithm · Reduce computation

1 Introduction

Timing recovery is essential for the receiver in digital communication system.
It means to extract timing information from the received signal to make the
receiver sample at the best position of the symbol [1], thereby reducing the bit
error rate. In the all-digital receiver, the sampling clock with high stability and
high accuracy is independent of the signal clock [2]. When such a sampling clock
is used to sample the received signal directly, there will be some timing error
because the sampling clock frequency is not synchronized with the symbol rate
of the received symbol. And the timing recovery algorithm is to eliminate this
timing error.

In general, the timing recovery loop first needs to extract the timing infor-
mation from the received signal [3], estimate the timing error in combination
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with the local sampling clock, and then use the estimated value of the timing
error to control the interpolator in real time, including updating the filter’s coef-
ficient and determining the specific interpolation time. The output sequence of
the interpolator is exactly synchronized with the received signal. That is the
process of timing recovery [4]. The expected advantages of the timing recov-
ery algorithm are as follows: fast synchronization, low computation, and easy
for digital realization [5]. The current timing recovery algorithm applied in the
receiver of satellite communication system has a great number of computation
to do, thus requiring much time. It fails to satisfy the needs of the real-time PIM
interference suppression. Based on the actual demand, this paper proposes an
improved square timing error detection algorithm, simulates, and analyzes the
algorithm. The algorithm can largely reduce computation under the premise of
good performance and is advantageous for digital realization.

2 Square Timing Recovery Loop

The square timing recovery loop is an efficient, stable, and non-data-aided (NDA)
timing recovery loop [6]. This loop does not require feedback of the signal and
directly extracts the timing information from the received signal, so that the
timing error can be quickly captured. And square timing error detection algo-
rithm is quite independent of the carrier. The timing recovery would not be
influenced by the frequency offset and phase offset of the carrier, so it could
be prior to carrier synchronization. Thus, timing recovery has been widely used
in all-digital receivers [7]. The square timing recovery loop mainly consists of
match filter, sampling unit, squaring timing error detector, timing control unit,
and interpolating filter. Passing through the match filter and the sampling unit,
the timing error in the received signal is extracted by the squaring timing error
detector. Together with the sampling sequence, the timing error decides the best
position for sampling in the interpolation filter to realize timing recovery [8].

Figure 1 shows the whole structure of the square timing recovery loop.

Fig. 1. The square timing recovery loop

In this loop, the squaring timing error detector plays a key role. And it applies
square timing error detection algorithm, whose principle is that the received
baseband signal can generate baseband sampling sequence after passing match
filter and sampling unit, then by modular squaring the sampling sequence, the
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frequency spectrum must include the spectral component at the symbol rate 1/T.
The timing error of the sampling point is expressed in the frequency domain
as phase rotation of the spectral component. Martin Oerder proved that the
normalized phase of that spectral component is an unbiased estimate of the
normalized timing error in his paper [4]. The following part explains the specific
process of the loop. The signal received can be written as:

r(t) =
∞∑

n=−∞
angT (t − nT − ε(t)T ) + n(t) = u(t) + n(t) (1)

where an is the transmitted symbol sequence, gT (t) is the transmission signal
pulse, gT (t) is the duration of the symbol, n(t) is the channel noise which is
assumed to be white and Gaussian distribution with power density N0, and ε(t)
is an unknown, slowly varying timing error. Timing recovery means, to some
extent, an accurate estimate of ε(t). Since ε(t) varies very slowly, we can assume
that ε(t) will remain constant for a period of time, so in the digital realization,
we can group the data and then process the received signals section by section.
The analysis followed assumes that the received signals are divided into groups
and every group contains L symbols. After passing the matched filter (impulse
response gR(t)), r(t) is sampled at the rate T/N , then we have samples

r̃k = r̃(kT/N) =
∞∑

n=−∞
ang(

kT

N
− nT − εT ) + ñ(

kT

N
) (2)

In the equation, g(t) = gT (t) ∗ gR(t).
The sequence is then sent to the square timing error detector, which applies

square timing error detection algorithm. Figure 2 shows how the algorithm works.

Fig. 2. Square timing error detection algorithm

First, the sampling sequence is modular squared, then we have

xk =

∣∣∣∣∣

∞∑

n=−∞
ang(

kT

N
− nT − εT ) + n(

kT

N
)

∣∣∣∣∣

2

(3)

In order to extract the spectral components at the symbol rate 1/T, the
DFT of xk should be computed to get the complex Fourier coefficient at the
symbol rate. With each group’s length as L, and oversampling rate as N, the
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L-th sample in the LN-point DFT of xk represents the symbol rate. Then, the
spectral component can be expressed as

Xm =
(m+1)LN−1∑

k=mLN

xke−j2πk/N (4)

To calculate the unbiased estimate of the normalized timing offset is to figure
out the normalized phase of Xm, namely

ε̂m = −1/2π arg(Xm) (5)

The estimate of timing error ε̂m, along with the sampling sequence, will
lead to timing recovery after passing the timing control unit and interpolation
filter [9].

3 Square Timing Error Detection Algorithm

As mentioned above, the normalized phase of the spectral component at the
symbol rate is an unbiased estimate of the normalized timing error. It is the
L-th sample in the LN-point DFT of xk that needs to be calculated. If FFT
algorithm was used here like the traditional way, a lot of computation results
were invalid. So, this paper proposes an improved square timing error detection
algorithm which uses the Goertzel algorithm to detect the information at a
certain frequency in the signal. That how Goertzel algorithm improves DFT will
be analyzed in detail in this part [10]. Suppose that xn is a sample sequence
with a length of N, n ∈ [0, N − 1], and n is an integer. Then, the DFT of x[n] is
defined as

Xk =
N−1∑

n=0

xnwkn
N , k = 0, 1, 2, · ··, N − 1 (6)

wherein WN = e
−j2π

N . The DFT summation can be written in another way as

Xk =
N−1∑

n=0

(w−k)
N−n · xn (7)

It can be found that the powers of W in the DFT summation can be treated
as the power terms in a polynomial, with x[n] as the multiplier coefficients. Then,
this polynomial can be evaluated in the nested form:

Xk = (· · ·(((W−k · x0 + x1) · W−k + x2) · W−k + x3) · · · +xN−1) · W−k (8)

As the nested form is evaluated term by term, it produces a sequence of
intermediate results y:
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y−1 = 0
y0 = W−ky−1 + x0

y1 = W−ky0 + x1

· · ·
yN−1 = W−kyN−2 + xN−1

yN = W−kyN−1

The final result yN equals the desired DFT sum. The following iteration is a
summary of the above process:

yn = W−kyn−1 + xn,n = 0, ..., N − 1
yN = W−kyN−1

The iteration equation in the discrete domain is equivalent to the following
transfer function:

Y

X
=

1
1 − W−kz−1

(9)

So the transfer function of the Goertezl filter is:

Hk[z] =
1

1 − W−k
N z−1

=
1 − W k

Nz−1

1 − 2 cos[2πk/N ]z−1 + z−2
(10)

Multiply W−k
N will lead to the final result. The block diagram of the Goertezl

algorithm is as Fig. 3 The realization of the filter can be expressed as

sk[n] = x[n] + 2 cos[2πk/N ]sk[n − 1] − sk[n − 2] (11)

X[k] = W−k
N · yk[N − 1] = W−k

N · (sk[N − 1] − W k
Nsk[N − 2]) (12)

And sk[−1] = sk[−2] = 0. The filter is composed of two parts: the formula
(11) means the first part will be recursively calculated for N times, and the
formula (12) means the latter part only calculates once in the end. X[k] will be
figured out.

Using Goertezl algorithm, the improved square timing error detection algo-
rithm is advantageous in the following aspects:

1. Reducing computation. It uses a recursive real arithmetic structure to avoid
intricate complex operations;

2. Saving storage space. The required storage space is small, and only the cor-
responding coefficients and some intermediate results are stored;

3. Improving real-time performance. The Goertezl algorithm can immediately
process every sampling result, improving the calculation efficiency while the
FFT needs all the values of the data block before processing;

4. There is no limit on the number of sampling points N, which can be arbitrarily
selected.
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Fig. 3. The block diagram of Goertezl algorithm

The key advantage of the improved square timing error detection algorithm
lies in the reduction of computation. Here is a detailed analysis of the com-
putation. From the realization of the filter, we can see that for each sample
value, the formula (11) calculates once recursively, and calculates for N times
all together. And the formula (12) only calculates once in the end after recur-
sive calculation. Every operation of the formula (11) needs two real additions
and one real multiplication, and one of the multipliers in real multiplication is
constant 2 cos[2πk/N ] (this process also saves storage space). Every operation of
the formula (12) needs one real addition and two real multiplications. Therefore,
the Goertezl algorithm requires a total of 2N+1 real additions and N+2 real
multiplications to finish one operation. The computation of Goertezl algorithm
is far less than that of FFT since it requires a large amount of unnecessary oper-
ations. So, we only compare the computation of Goertezl algorithm with that
of DFT. When it comes to DFT, one operation needs real multiplying complex
for N times and complex addition for N-1 times, namely 2 N real multiplications
and 2N-2 real additions. Table 1 shows the reduction of computation.

Table 1. Comparison between the computation of Goertezl algorithm and DFT

Real addition Real multiplication

Goertezl algorithm 2N+1 N+2

DFT 2N-2 2N

Table 1 shows that Goertezl algorithm reduces real multiplication by almost
a half and greatly improved the performance of square timing error detection
algorithm.
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4 Simulation Results and Analysis

First, the BER performance of the improved square timing error detection algo-
rithm is simulated and analyzed. The simulation conditions are set as follows:
timing error is 0.25T; every group’s length L is 64; all the received symbols
are divided into 2000 groups; QPSK modulation; cubic interpolation is used in
interpolation filter; oversampling rate is 4. And comparing theoretical BER curve
with improved square timing recovery loop BER curve when Eb/No is from −2
to 7 leads to the simulation results seen in Fig. 4.
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Fig. 4. BER performance of the improved square timing recovery loop

It can be drawn from the Fig. 4 that after timing recovery performed by
the improved square timing error detection algorithm, the BER performance
is extremely close to the theoretical BER performance, proving that improved
square timing error detection algorithm can realize timing recovery. Second,
L is an important parameter in the improved square timing error detection
algorithm. Based on the analysis above, the value of L does not influence the
overall computation. Therefore, the following analysis focuses on the impact on
the variance of timing estimate caused by different value of L. Suppose that L is
4, 8, 16, 32, 64, 128, 256, and 512 while other conditions remain the same, and
explore the connection between L and variance of timing estimate.

Figure 5 shows that as L increases, the variance of timing estimate reduces
significantly. When L is big enough, the timing error stemmed from the extracted
spectral components at the symbol rate 1/T will be accurate and stable. But
when L is too large, too many symbols are needed before processing, resulting
in long-time delay. So, L should be in a reasonable range, for example, 64, to
meet the requirements of stability and real-time performance.
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Fig. 5. Connection between L and variance of timing estimate

5 Conclusion

The timing recovery algorithm adopted by all-digital receivers is expected to
be fast and have small computation burden. After analyzing the square timing
recovery loop, this paper proposes an improved square timing error detection
algorithm. The algorithm can accurately realize timing recovery while greatly
reducing computation at the same time. With all those advantages, the improved
algorithm can be useful in the real-time PIM interference suppression and meet
the needs of satellite communication system.
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Abstract. In the future, information service calls for higher requirements for
space-based information network infrastructure. However, there are problems of
independent development and redundant construction among existing space-
based information systems. To solve the problems, a software-defined space-
based integration network architecture is proposed in this article, which could
provide information transmission, networked awareness, position navigation and
timing (PNT) service on demand.
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1 Introduction

Space-based systems are developing in directions such as integration of heterogeneous
networks, intelligent and low-granularity resource allocations, as well as real-time and
accurate information services. However, existing space-based resources are mainly
allocated to multi-satellites and multi-systems, and space-based network in a single
type cannot meet the needs of diverse users, e.g., global coverage, high reliability and
low delay. Multi-network integration is an important trend of the development of
space-based network techniques, but existing networking techniques still lack in
complete and unified system architecture and the standards of air interfaces are mis-
cellaneous which hinder the management of multi-type networks and the scheduling of
ubiquitous resources and services. Thus, the new architecture of network integration
should be built, and a standard network integration system should be proposed. Further,
we should break through some enabling techniques such as intelligent operation and
maintenance control, resource scheduling, space-time datum and spatial awareness so
as to promote full-coverage, time-sensitive and high-precision space-based resource
services in the background of ubiquitous network integration.

Facing the needs of global coverage, high reliability and low delay in space-based
information services, researches on space-based network techniques and deployments
of infrastructures are in full swing at home and abroad. With respect to space-based
networking, hybrid and multilayer networking schemes in high, medium, low orbits
and near space are surging at abroad. Some projects such as Wideband Global Satellite
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(WGS) system, Other 3 Billion (O3b) system and OneWeb adopt the structure of
‘ground-based space network’ to realize multilayer and three-dimensional coverage of
space, air and ground, and serve various types of users. Europe proposes the Integrated
Space Infrastructure for Global Communications (ISICOM) to guarantee global com-
munication and vigorously promotes researches on the integration of satellite com-
munication systems and terrestrial mobile communication networks (e.g., 4G/5G).

China keeps advancing the construction of space-based information system in the
past years and has achieved preliminary results. In the field of space networks,
‘technical innovation 2030 major project’ space-integrated ground network [1–3]
deploys global-coverage strategic information infrastructures based on concepts of
‘space-based networking, space–ground interconnection and global services.’ In the
meantime, China also arranges some research projects such as ‘key techniques and
demonstrations in the future integration networks’ and ‘fundamental theories and key
techniques in space information networks,’ and conducts some researches on key
techniques, e.g., the network architecture of space information network and multi-
protocol optimization and simulation verification.

The development of new technologies such as microelectronics, software-defined
network (SDN) [4], network functions visualization (NFV) [5, 6], cloud computing and
big data not only contributes to the decoupling of data plane and control plane and the
visualization of network functions, but also promotes the level of integration and
softwarization for the satellite payloads and enhances the capability of network man-
agement control, providing foundation for the evolution of space-based network
integration.

2 Related Works

2.1 State-of-the-Art of Space-Based Network Integration

With the goal of multilayer networking and multi-functional integration, many coun-
tries all over the world make relevant developing plans and launch systematical con-
structions, and some representative systems are as follows.

International Maritime Satellite Organization started up the network construction of
Inmarsats in 1979, which has evolved to the fifth generation now. The project builds a
space–ground integrated network consisting of eight high-orbiting Inmarsats and 22
ground stations, and realizes the interconnection among Inmarsats, mobile communi-
cation networks and terrestrial networks.

O3b is a global satellite Internet service provider, and it aims at providing the
Internet service for those ‘other three billion’ population who have no access to the
Internet. Up to now, O3b has deployed 16 satellites, which adopted transparent for-
warding strategy at an orbit altitude of 8062 km. In addition, the satellites use the Ka
frequency band and each satellite has 16 wave beams in order to provide users with a
communication solution that can rival to 4G to the ‘last mile’ problem.

Iridium was proposed by Motorola in 1987, and the next generation (Iridium Next)
started up construction in 2007. Iridium Next updates to a broadband information
network, and each satellite carries various kinds of payloads for services such as
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communication, climate change surveillance, multispectral imaging of the earth and so
on. Iridium Next is equipped with cross-links and onboard Internet protocol
(IP) switching functions. The downstream rate in L frequency band can be up to 1.5
Mbps and in Ka frequency band can be up to 30 Mbps.

OneWeb system plans to deploy and networking 720 low-orbiting satellites. The
satellites are distributed across 18 orbit planes at an orbit altitude of 1200 km, and Ku
frequency band is used, achieving 6 Gbps transmission rate for a single satellite, 50
Mbps for user access rate and a total system capacity of 6 Tbps. A single satellite
weights about 150 kg and is produced by the devices of the civil grade in assembly
lines, costing less than 1 million dollars.

SpaceX proposed a construction plan of satellite networks, and at least 4257 small
satellites are planned to be deployed across 43 mixed orbits using Ku or Ka frequency
band to provide space broadband wireless access services. The company plans to
launch two experimental satellites, and more satellites will come into service in 2020.
A single satellite weights about 386 kg and can provide broadband services with a
system capacity up to 1 Gbps for a single user.

NASA proposed Space Communication and Navigation (SCaN) in 2007 to develop
an integrated network infrastructure for space communication and navigation and
provide services in the surface of Moon and Mars.

Europe proposed ISICOM, which not only integrates heterogeneous network nodes
distributed across the high, medium, low orbits, near space or ground into a commu-
nication network with massive system capacity based on IP and mixed
microwave/laser, but also provides users with value-added information services
through integrating Galileo and GMES.

China is establishing BeiDou Navigation Satellite System (BDS), which consists of
five geostationary earth orbit (GEO) satellites, three inclined geosynchronous satellite
orbit (IGSO) satellites and 27 medium earth orbit (MEO) satellites. BDS can provide
PNT services and provide services such as short message and data acquisition by
means of integrating communication payloads in the GEO satellites. BDS preliminarily
realizes the integration of navigation and communication.

2.2 Software-Defined Networks

Researchers in Stanford University proposed the concept of SDN [4]. The basic idea of
SDN is to separate the control function such as routing decisions in routers from
hardware devices, and the central controller not only decouples control plane and
forwarding plane to achieve more flexible control, but also makes devices simpler.

SDN has drawn extensive attention since it came out, and many research institutes
have carried out work on interface standardization, key techniques and related exper-
iments. Some manufacturers put forward SDN solutions that accelerate the pace of
SDN industrialization in terrestrial networks. China Unicom Research Institute indi-
cates that SDN will become the fundamental network architecture and will experience a
long-term evolution and transition process (Fig. 1).
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2.3 Network Visualization

Network visualization (NV) [5] is to abstract, accumulate and isolate resources on the
same physical network infrastructure to allow heterogeneous visual networks sharing
the same substrate network. This kind of network architecture is convenient to deploy
new businesses, thus boosting the development of new innovation networks. All social
circles pay much attention to NV and initiate a series of research projects. The
European Union starts up FP7 research project—4WARD (Architecture and Design for
the Future Internet)—and puts forward a network system architecture design scheme
based on NV. Canada launches the Nouveau project, which builds a flexible, con-
trollable and safe network based on the idea of NV.

2.4 Network Functions Visualization

NFV [6] uses the visualization technique to run all kinds of network services in
standard servers, switches and storage systems. Network services are no longer pro-
vided in the form of exclusive hardware, but in the form of software encapsulated in
virtual machines that can run in data centers, network nodes or even terminal user
devices. NFV can optimize network configurations and topologies in real time
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according to the variation of real network traffic and can realize agile deployment of
network services, thus adapting to the business development fast and flexibly. As for
manufacturers, NFV can help to reduce the development circle and accelerate the
product launch. Network operators can reduce their investment on hardware devices
and lower energy consumption of data centers by using NFV techniques. On October
22, 2012, European Telecommunications Standards Institute (ETSI) published the NFV
white paper, which propelled the researches and applications on NFV.

3 Space-Based Integration Network Architecture

According to the future application demand, based on the concept of SDN, the network
architecture of ‘equipment entering network, information entering the cloud, service to
terminal’ is adopted, which is able to provide on-demand information transmission and
distribution, network awareness, PNT service.

3.1 System Architecture

As shown in Fig. 2, the software-defined space-based integration network architecture
consists of heterogeneous software-defined space-based nodes and ground support
facilities [7, 8]. The software-defined space-based nodes have functions of transmission
and switching, information awareness, navigation and positioning. The space-based
integration network architecture is based on unified control of software definition,
virtualization of network resources and network slicing.

Physical network: The space-based nodes use the general function module to
deploy according to the different needs, and each node is equipped with the general
hardware platform, in which the function of nodes is configured by software definition
technology. By adjusting the coverage area, power and frequency bandwidth, the
transmission/sensing/PNT function nodes are reconstructed, and the open intercon-
nection with the mobile communication network and terrestrial Internet is achieved.
The space-based transmission function nodes make use of space-based network pro-
gramming and online allocation of network resources to dynamically respond to
demand for access to network and information transmission and enhance the reliable
access capability of mobile nodes. The space-based sensing function nodes use the
sensing resources distributed in the middle and low orbit to carry out multi-dimensional
cooperative intelligent detection, forming a global full-time coverage of cross-domain
intelligent perceptual information network. The space-time PNT function nodes syn-
thetically utilize many kinds of navigation information enhancement means to realize
the navigation positioning accuracy to the specific user in the service area.

Information cloud: According to the demand of users, space-based transmission
resources, sensing resources and PNT resources are dynamically organized to form a
multi-dimensional spatiotemporal global logic model. On this basis, a unified cloud
platform framework is constructed to achieve the aggregation of space-based dis-
tributed information resources and to provide network and communication, remote
sensing and geographic information, PNT service in multicenter form. At the same
time, the powerful data processing capability of the cloud platform is used to provide
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operation and maintenance control and security protection for space-based integration
network. In the aspect of operation and maintenance control, the SDN controller is
constructed on the cloud platform, which undertakes the tasks of computing,
scheduling and managing space-based integration network. In the aspect of security
protection, the cloud platform undertakes the tasks of link security encryption, network
domain isolation, identity authentication and so on.

Service terminal: The functions of transmission, awareness and PNT are extended
to the client and integrated with local applications to construct application systems that
meet different requirements. Combined with the application scenario of space-based
integration network, it provides three kinds of services, such as the information
enhancement of hot spots, the space-based time-sensitive service and the collection of
massive environmental information. The information enhancement of hot spots is
oriented to the application area, aggregates the space resources on demand and pro-
vides enhanced communication, PNT and other information services to meet the needs
of users at high speed and real time. The space-based time-sensitive service can meet
the demand of large capacity, high reliability, low delay and accurate synchronization
of time through the intelligent and rapid processing of the task. The collection of

Fig. 2. Software-defined space-based integration network architecture
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massive environmental information makes use of large-scale sensors to obtain all
elements of environmental information for social governance, to provide multi-source
information support.

3.2 Technical Architecture

As shown in Fig. 3, the technical architecture of software-defined space-based inte-
gration network is divided into resource layer, SDN control layer, service layer,
application layer and the security and maintenance domain across the previous four
layers.

Resource layer: It is the physical entity of the operation of the space-based inte-
gration network, which is the foundation to support the other three layers and called by
the SDN control layer upward. It mainly includes laser, microwave, fiber and other
transmission resources, computing, storage, data resources, perception and time and
space reference resources, as well as internal links, external links and other links. It is
realized by the antenna, transceiver equipment, computing storage devices and so on.

SDN control layer: It is the core of the operation of the space-based integration
network, including the virtualization layer and the carrying layer. The virtualization
layer is composed of two parts: node virtualization and network virtualization, which

Fig. 3. Technical architecture of software-defined space-based integration network
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virtualizes the physical resources, such as all kinds of space-based nodes and network
links according to the unified description and is called on demand by the SDN con-
troller. Because the SDN controller has a unique global perspective, the resource
scheduling is always optimal, which is especially suitable for the space-based inte-
gration network under the condition of limited space resources. Under the global
scheduling of SDN controller, the carrying layer mainly realizes the functions of ser-
vice adaptation, protocol conversion, routing addressing, controllable security
exchange, networked perception, precision PNT, data forwarding, flow balance, net-
work destruction reconfiguration and so on.

Service layer: It provides communication transmission services, remote sensing
information services, integrated PNT services, computing storage services, network
value-added services and so on. Among them, for computing storage, it supports
unified management and scheduling of networked computing storage resources, and
provides flexible and scalable elastic computing service capabilities and massive data
storage service capabilities. For communication and transmission, it provides various
communication services, such as voice, data, video, status presentation, messages and
so on. For remote sensing and integrated PNT services, it provides users with hierar-
chical remote sensing, integrated PNT service products, which are task-oriented and on
demand. For service generation and provisioning, it provides network value-added
services such as status presentation, network resource status and network resource
control for application systems, which is realized by service encapsulation of part of the
functions through service interfaces or components.

Application layer: It is implemented by user center, user terminal, software and
data. Through the space-integrated ground network, it provides quality services in
scenarios such as space, maritime, overseas, remote areas and emergency situations. It
also studies application capabilities in different scenarios, including technical indica-
tors, terminal forms and operating models.

Security and maintenance: It is implemented by various types of security protection
equipment, software, control and control centers, and auxiliary facilities, including
certification and authorization, security and confidentiality, engineering monitoring and
control, business monitoring and control, network management, operation management
and network mission planning. It investigates its classification, capability and system,
and studies the deployment of this function between the nodes of the space and the
ground, highlighting the integration of military and civilian networks.

4 Key Technologies

(1) Space-based network topology design and optimization technology
Topology optimization design is carried out from the aspects of frequency orbital
resources, network coverage, communication capacity and rate requirements,
navigation and positioning accuracy requirements, etc. Topological structure
performance evaluation factors and evaluation models are constructed, and
topological structure optimization design algorithms are designed, achieving
heterogeneous integration of network structure and efficient management and
operation of the network.
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(2) Software-defined intelligent network node technology
From antenna, transmission, switching and processing, software-defined tech-
nologies can be used to design space-based nodes that can be reconfigured on
orbit and function-based, enabling the decoupling of the satellite hardware plat-
form and network functions, configuring communication, awareness and navi-
gation according to the task requirements and finally realizing task aggregation
and timely response.

(3) Distributed cooperative transmission technology in space-based integration
network
For multi-star application scenarios such as formation flying, concentric con-
stellation and mixed orbit constellation in space-based fusion networks, under the
conditions of different satellite channel models, it breaks through distributed
cooperative transmission technologies and achieves integrated multi-star
communications.

(4) Layered cross-domain edge computing technology
Focusing on the differences between different satellite computing resources and
computing methods in space-based integration networks, the hierarchical dis-
tributed computing resource coordination scheduling mechanism is analyzed,
which provides the cross-domain collaborative multi-satellite computing capa-
bilities, multi-level storage computing capabilities and distributed processing
capabilities.

(5) The task-oriented cognitive model building technology of supply and demand of
space-based resources
Through the unified modeling of mission requirements and space-based resource
characteristics, the requirements for space-based resources are accurately
expressed and parametrically described, enabling space-based information
resource convergence and precise services,which provides model support for task-
oriented application services of space-based integration network.

(6) Networked cooperative awareness technology
Based on satellite sensing system development planning and application task
requirements, an optimized scheduling model for satellite-aware resources is
established to realize resource services based on online interactions, intelligent
demand coordination and analysis, and awareness of demand coordination and
management, to enhance space-based awareness of resource scheduling
capabilities.

(7) Space-time reference unified technology for heterogeneous orbital inter-satellite
links
Based on the inter-satellite link network of the space-based integration network, a
reliable and unified space-time reference is obtained during the sensing and net-
working of large-scale heterogeneous orbit satellites, to realize the maintenance
and fault tolerance of space-time reference and the unification of multi-source
integration on the space, and to provide a unified and accurate space-time
reference.
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5 Conclusions

In this article, the software-defined space-based integration network architecture is
proposed. The system architecture of the proposed space-based integration network
consists of the physical network, information cloud and service terminal, and the
technical architecture consists of resource layer, SDN control layer, service layer,
application layer, security and maintenance. Simultaneously, the key technology sys-
tem to support space-based integration network is proposed, which provides a theo-
retical and technical basis for the construction of software-defined space-based
integration network.

References

1. Manqing W, et al. The Overall idea of space integrated ground network. Satell Netw.
2016;3:30–6.

2. Zhou L, et.al. The overall idea of space integrated ground network. In: The 12th annual
conference of satellite communications; 2016. p. 1–11.

3. Peng Q, et al. The SoS capability reference model of space-ground integrated network. J Chin
Acad Electron Inf Technol. 2016;6:629–35.

4. Open Networking Foundation. Software-defined networking: the newnorm for networks.
White Paper, vol. 4; 2012.

5. Chowdhury N, Boutaba R. Network virtualization: state of the art and research challenges.
IEEE Commun Mag. 2009;47(7):20–6.

6. Virtualisation NF. Introductory white paper. In: SDN and openflow world congress,
Darmstadt, Germany; 2012.

7. Peng Q, et al. Design of ground systems for SCN driven by concurrent multitasking. J China
Acad Electron Inf Technol. 2015;5:492–6.

8. Peng Q, et al. Consideration on the construction of integrated management and control system
of space-based information network. J China Acad Electron Inf Technol. 2017;10:443–7.

458 P. Qin et al.



An Improved Interacting Multiple
Model Algorithm Based on Switching

of AR Model Set

Wenqiang Wei, Jidong Suo(&), and Xiaoming Liu

Dalian Maritime University, Dalian, China
sjddmu@dlmu.edu.cn

Abstract. To solve the problem of complex maneuvering target tracking, an
improved interacting multiple model (IS-AR-IMM) algorithm based on AR
model set switching is proposed in this paper. The algorithm is proposed on the
basis of the AR-IMM algorithm based on AR model and S-IMM algorithm
based on model set switching. Simulation shows that IS-AR-IMM algorithm not
only solves the problem of increasing computational complexity and model
selection caused by the increase of models in AR-IMM and S-IMM algorithms,
but also has better tracking performance.

Keywords: Radar target tracking � AR model � Model set switching �
Interacting multiple model

1 Introduction

Maneuvering target tracking is based on modeling, estimation, tracking, and prediction
of the moving state of the target, so as to achieve real-time calculation of target states
[1]. It is an important research topic in vessel traffic service (VTS) system. Because of
the rapid development of the maritime industry and the increasing complexity of
maritime transportation, it is necessary to constantly update the tracking technology to
improve the tracking accuracy of the target.

Two key parts of maneuvering target tracking are maneuvering target tracking
model and adaptive filtering algorithm. They are the important research direction in the
field of target tracking; that is, the target tracking model can be more satisfied with the
actual movement, and the new filtering algorithm is constantly improved or found to
adapt to the changeable moving target. Therefore, the selection of target state quanti-
ties, the establishment of models, and the rationality of filtering algorithm selection will
directly affect the accuracy of target tracking [2].

In this paper, we first study and analyze an IMM algorithm based on AR model. It
applies the AR model with different orders to the IMM framework to track maneu-
vering targets. Among them, the first- and second-order AR model can describe uni-
form motion and uniform acceleration motion. Next, we will refer to the interacting
multiple model algorithm based on model set switching proposed in document [3]. It
executes the IMM algorithm in parallel with two different model sets and then uses the
probability of different models to compare the motion state of the target; thus, the result
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of the better model set is used as the output of the time. Although the algorithm
effectively improves the probability of the model matching and tracking accuracy, the
computation is greatly increased.

The IS-AR-IMM algorithm defines two different model sets to track the two states
of the target’s non-maneuverability and maneuver, respectively. If the target motion
state changes, the model sets will automatically switch between the model sets, and
only one model set is used for target tracking at the most time. The complexity of the
improved algorithm is obviously smaller than that of the S-IMM algorithm, and it also
has superior tracking performance. Finally, the feasibility of the proposed model set
and algorithm is verified by simulation.

2 AR-IMM Algorithm Steps

Because of the unique operation mechanism of IMM algorithm, it has been widely used
in the field of target tracking. In addition, combined with the optimal solution of the
coefficient of AR model in document [4], the tracking advantage is more prominent
when the number of AR coefficients is N = 4. So, the next section will introduce the
specific steps of IMM algorithm based on AR model.

Step 1: the initialization of the filter
Step 2: the calculation of the state transition matrix
Step 3: interactive input of the model
Step 4: model filtering
Step 5: model probability update
Step 6: state estimation fusion
Step 7: let k = k + 1, proceed with step 2.

3 Improved Interacting Multiple Model Algorithm Based
on AR Model Set Switching

In the AR-IMM algorithm, the model probability ldetermines the matching degree
between the state of the target and the model. If the probability of a model is larger, it is
considered that it matches the state of the target at this time. In addition, for tracking
complex and changeable maneuvering targets, if the number of models in the model set
is too few, then it cannot completely describe the target motion state of each maneu-
vering time, and the tracking effect will have a certain influence. If the number of
models is too many, the amount of calculation will become larger, and there are more
mismatched models at each time of the target movement, and they also have a certain
probability, so the tracking effect will also be affected.

Considering the shortcomings of the large amount of operation of the S-IMM
algorithm, and combining the methods applied to the AR model in the previous section,
an improved interactive multiple model algorithm (IS-AR-IMM) based on AR model
set switching is proposed.
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(1) The composition and switching of AR model set

The IS-AR-IMM algorithm sets two different models set to track the two states of non-
maneuver (non-M) and maneuver, respectively. This method will compare the sum of
probability of the matching models in the current model set and the probability of the
mismatch model to determine the motion state of the target. If the sum of the proba-
bility of the matching model is greater than the probability of the mismatched model,
the motion state of the target has not been changed, and the current model set can
match the moving state of the target. Conversely, it can be explained that the motion
state of the target has changed, and the current model set cannot match the motion state
of the target very well. At this point, the system will automatically transform into
another set of models, and then track the target in real time. Therefore, only when the
system changes the target motion state, the model set can be transformed, so there is
only one set of model sets for target tracking at the most time, and the simulation later
confirms this.

(2) IS-AR-IMM algorithm steps

Suppose that M i is a model set at k = 0 moments and run AR-IMM algorithm for it.
The specific implementation steps of the IS-AR-IMM algorithm are as follows:

Step 1: The output state estimation of AR-IMM is xk+1/k+1; the corresponding

covariance Pk+1/k+1; the probability of model set Mi(j) of the j model li jð Þ
kþ 1.

Step 2: Determines whether the model set matches the current target motion state.

If the current model set is M 1, then the target’s non-maneuvering state is tracked at
this time. If l1non�mð Þkþ 1\ l1mð Þkþ 1, the target is judged to be maneuvering, indicating

that the model set M 1 does not apply to the current target motion state. If
l1non�mð Þkþ 1 [ l1mð Þkþ 1, the target is judged to be maneuvering, indicating that the

model set M 1 is suitable for the current target motion state. The case of model set M 2

is homogeneous.

Step 3: Select the matching model set according to the result of step 2.

If the result of judgment shows that the model set Mi is a matching model set, then
execute the AR-IMM algorithm corresponding to Mi at the next moment, then go back
to step 1, and continue the iteration operation. If the result shows that the model set Mi

is not a matching model set, then proceed to the next step.

Step 4: Initialize another model set.

Specific rules: If the current model set is M1, then select the corresponding state of
the model with larger model probability in the two first-order AR model at the last time
to initialize the first-order AR model in the model set M2, and the corresponding state
of the second-order AR model in the model set M1 to initialize two second-order AR
modes in the M2. The case of model set M2 is homogeneous.

After the initialization is completed, the current model set is defined empty, and
then the AR-IMM algorithm corresponding to another model set Mj is executed.
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In step 4, the same model in the other model set Mj is initialized using the state of
the model with larger model probability in the model set Mi. It is because the model
with larger model probability in the two same models in the model setMi can match the
current motion state of the target more. While the maneuver changes at the next
moment, it will become a mismatched model, its model probability will be relatively
smaller, and so its fusion weight will be relatively smaller, which can further improve
the tracking accuracy.

Step 5: Go back to step 1 to enter the iteration calculation for the next sampling.

The single-step flowchart of the IS-AR-IMM algorithm is shown in Fig. 1.

The single-step flowchart of the initialization of the IS-AR-IMM algorithm is
shown in Fig. 2.

4 Simulations

In this section, the tracking effect of IS-AR-IMM and AR-IMM1 and AR-IMM2 will
be compared by simulations.

This simulation of a two-dimensional turning scene of a target ship in a certain
water area consists of three parts: uniform speed, fast turning, and slow turning.
Assuming that the ship initially performs uniform motion. Between 41 and 52 s, the
ship turns fast, and the acceleration on X-axis and Y-axis is xa = 1 m/s2 and ya = 1
m/s2, respectively. Then, the ship is moving at a uniform speed, from 71 to 80 s, the
ship is turning slowly, and the acceleration on X-axis and Y-axis is xa = 0.1 m/s2 and

Fig. 1. Single-step flowchart of IS-AR-IMM algorithm
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ya = 0.2 m/s2, respectively. It is assumed that only the location information of the ship
can be obtained. The variance of the observed noise is 100 m2, the sampling interval is
Dt = 1 s, and the total tracking time is 120 s. The experimental results were obtained
on average through 200 Monte Carlo experiments.

Here, the model set M1 is first set up, which consists of two first-order AR models
and one second-order AR model, of which q1r1 = 0.01, q1r2 = 0.1, q1r3 = 0.5. Then, the
model set M2 is set up, which consists of one first-order and two second-order AR
models, of which q2r1 = 0.01, q2r2 = 0.1, and q2r3 = 0.5. The number of the coefficients
of the AR models are all N = 4. The state noise covariance of each model is all

Qi jð Þ
r3 ¼ qrjDt � I, and here, i and j are used to represent the i and j models in the model

set, respectively. The transfer probability matrix of the model is also defined as

pij ¼
0:90 0:05 0:05
0:05 0:90 0:05
0:05 0:05 0:90

2
4

3
5 ð1Þ

Through the data in Table 1, the operation time of IS-AR-IMM is a little longer
than that of AR-IMM, and about 7% more. This is because the IS-AR-IMM algorithm
determines whether the model set needs to switch at every moment, and if necessary, a
AR-IMM algorithm needs to be executed at that time. It can also be seen that the
S-IMM algorithm in [3] is more than two times as much time as IMM and AR-IMM,

Fig. 2. Initialization single-step flowchart of IS-AR-IMM algorithm

Table 1. Operation time of different algorithms for maneuvering target tracking

Algorithms AR-IMM1 AR-IMM2 S-IMM IS-AR-IMM

Operation time (s) 0.89 0.88 1.83 0.95
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because IMM1 and IMM2 must be calculated at every sampling time in S-IMM, and at
the same time, the state of the target needs to be detected to select the best tracking
result. Therefore, the operation time of S-IMM is long and the complexity is high.

Further comparative analyses of the four algorithms are made below from the two
aspects: model probability and tracking accuracy.

The probability of non-maneuvering and maneuvering models corresponding to the
respective models set in the two AR-IMM algorithms is shown in Fig. 3a, b, respec-
tively. From the graph, the probability of the matching model is always greater than the
probability of the mismatching model in the whole process of the target, whether it is
the AR-IMM1 algorithm or the AR-IMM2 algorithm.

In Fig. 4a, b, the probabilities of the non-maneuvering model and the maneuvering
model of the model sets corresponding to the two AR-IMM algorithms are compared,
respectively. For example, if the ship is in a non-maneuverable state (0–40 s), the sum
of probabilities of the first-order AR models of the model set in the AR-IMM1 algo-
rithm is significantly greater than the probability of the first-order AR model of the
model set corresponding to the AR-IMM2 algorithm. When the ship is in a maneu-
vering state (41–52 s), the sum of the probabilities of the second-order models of the
model set by the AR-IMM2 algorithm is significantly greater than the probability of the
second-order model in the model set corresponding to the AR-IMM1 algorithm.

Combining Fig. 4a, b and the steps of the IS-AR-IMM algorithm in this paper, we
can see that when the target is in a non-maneuverable state, the IS-AR-IMM algorithm
will select a more matched model set M1 and execute the AR-IMM1 algorithm M;
when in a maneuvering state, IS-AR-IMM will select a more matching model set M2

and execute AR-IMM2 algorithm. At the same time, the state of the current model set
will be emptied after initializing another model set at each maneuvering change time.

Next, we will make detailed tracking performance comparison analysis through the
RMSE estimated by these four algorithms.
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Fig. 3. Comparison of model probabilities between AR-IMM1 and AR-IMM2 algorithm
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Figure 5a, b, respectively, describes the RMSE curves of the four algorithms of
AR-IMM1, AR-IMM2, S-IMM, and IS-AR-IMM for estimating the position and
velocity of the target ship. It is found that when the ship is moving at uniform speed,
the RMSE curve of the IS-AR-IMM algorithm is basically the same as that of the AR-
IMM1 algorithm. There are the following reasons:

(1) The number of the coefficients of the two AR models is the same, all of which are
N = 4.

(2) The number of non-maneuverable and maneuvering models of the two is the same.
The non-maneuverable model contains two first-order AR models, and the
maneuvering model contains two second-order AR models.

(3) The corresponding state noise intensity of each model is the same.
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Fig. 4. Comparison of model probabilities between AR-IMM1 and AR-IMM2 algorithm

(a) position (b) velocity 
Time(s) Time(s)

Fig. 5. Comparison of the estimation error between four algorithms
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Compared with AR-IMM2 algorithm, the position and velocity tracking perfor-
mance of IS-AR-IMM algorithm is about 8 and 15%, respectively, at a uniform speed
between 0 and 40 s. Compared with the AR-IMM1 algorithm, the location and speed
tracking performance of the IS-AR-IMM algorithm is about 5 and 10%, respectively, in
the fast turning state from 41 to 52 s. Compared with the AR-IMM2 algorithm, the
position and velocity tracking performance of the IS-AR-IMM algorithm is about 12
and 20%, respectively, at the uniform speed of 53–70 s. Compared with the AR-IMM1
algorithm, the location and speed tracking performance of the IS-AR-IMM algorithm is
about 6 and 14%, respectively, in the state of slow turning between 71 and 80 s.
Compared with the AR-IMM2 algorithm, the position and velocity tracking perfor-
mance of the IS-AR-IMM algorithm is about 6% and 15%, respectively, at the uniform
speed between 81 and 120 s.

In addition, from Fig. 5a, b, we can see that compared with the S-IMM algorithm
proposed in [3], the AR-IMM and IS-AR-IMM algorithms mentioned in this paper
show obvious advantages in tracking accuracy. In combination with Table 1, although
the IS-AR-IMM algorithm is a little longer than the AR-IMM algorithm in computing
time, its tracking performance is more prominent, especially in speed tracking
accuracy.

5 Conclusions

In this paper, a relatively new AR model is used to study radar target tracking. Based
on AR-IMM algorithm and S-IMM algorithm, IS-AR-IMM algorithm is proposed. The
algorithm uses two optimized model sets to track the non-maneuverable and maneu-
verable state of the target in turn. By comparing the probability characteristics of the
models in the current model set, the target maneuver detection is realized at each time
to determine whether the model set switching is needed. The simulation results show
that, although the IS-AR-IMM algorithm is slightly longer than the AR-IMM algorithm
in the operation time, compared with the AR-IMM algorithm and the S-IMM algo-
rithm, the tracking performance has been significantly improved.
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Abstract. For 3D reconstruction algorithm based on binocular stereo vision
only approximately restores the 3D shape of the object, but it does not analyze
the performance of using 3D reconstruction algorithm based on the model of
binocular stereo vision measuring distance device to restore object, an interval
constraint range domain algorithm is proposed in this paper. In this paper, this
algorithm finds the boundary points of the object, the performance of using 3D
reconstruction algorithm to restore object depends on the proportion of the
number of points that fall within the constraint interval to the total number of
points. The interval constraint range domain algorithm analyzes the performance
of the 3D reconstruction algorithm to recover the object, that is, analyzes the
measurement accuracy of the algorithm. Under the condition of the resolution of
the image sensor used in the algorithm is identical, the simulation results show
that the accuracy of the algorithm is determined by the spacing of the image
sensor, the position, and shape of the constraint interval.

Keywords: Binocular stereo vision � 3D reconstruction � Interval constraint
domain algorithm

1 Introduction

Binocular stereo vision is an important research direction of computer vision. It is a
measurement method to obtain 3D geometric information of an object through two
images. The basic principle is to observe the same scene from two viewpoints to obtain
perceptual images under different visual angles and calculate the 3D information of the
scene by calculating the positional deviation between the pixels of the image through
the imaging geometry principle. Because the principle of stereo vision is simple and
clear, it has broad application prospects in the field of 3D reconstruction and mea-
surement of space objects. For the measurement of moving objects, the stereo vision
method is a more effective measurement method because the image acquisition is
completed instantaneously. 3D reconstruction is a computer technology that recovers
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3D information of objects using two-dimensional projection. At present, there are many
applications of 3D reconstruction. Xu et al. [1] introduced the experimental study of
measuring distance, baseline distance, and baseline direction. Their influence on the
accuracy of camera reconstruction was studied. Wang and Li [2] studied the method of
measuring the size of a 3D object using a digital camera.

The purpose of this paper is to use a new 3D reconstruction algorithm to
approximate the 3D shape of an object based on the binocular stereo vision acquisition
device and proposes an interval-constrained domain algorithm to analyze the perfor-
mance of the 3D reconstruction algorithm to recover the object, that is, to analyze the
algorithm’s measurement accuracy.

2 Binocular Stereo Vision and 3D Reconstruction

Binocular stereo vision is a method of acquiring 3D geometric information of an object
from two images. In the 3D movie shooting, two cameras are used to imitate people’s
eyes at the same time. During the screening, the images captured by the two cameras
are projected on the screen at the same time, and the principle of polarized light is used
so that the eyes of the person can be seen separately. The camera captures images that
give people a real 3D view of the scene. The realization of binocular stereo vision
technology can usually be divided into six major steps: image acquisition, camera
calibration, image preprocessing, stereo matching, 3D reconstruction, post-processing,
and these six parts have an important influence on the realization and accuracy of the
system. Most of the existing binocular stereo vision systems use this principle. Gao
et al. [3] proposed a method for simultaneous positioning and mapping of autonomous
mobile robots in indoor environments using binocular stereo vision systems. Zhu [4]
used binocular stereo vision information systems to realize real-time tracking and
measurement of moving objects in 3D space distance.

3D reconstruction is an important content and ultimate goal of computer vision
research. In simple terms, 3D reconstruction is the restoration of a 2D image of an
object into the 3D shape of a visible surface object. The basic principle of 3D
reconstruction algorithm based on binocular stereo vision is to observe the same object
from two different angles, then obtain two two-dimensional images from two different
angles, and finally obtain 3D information of the object through the positional deviation
of the two two-dimensional images. To design an accurate computer stereoscopic
vision system, we must consider various factors in an integrated manner to ensure that
each link has a high degree of accuracy. Jia et al. [5] studied the construction of 3D
temperature distribution reconstruction system based on binocular vision technology.
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3 Interval Constraint Range Domain Algorithm for 3D
Reconstruction Algorithm Based on Binocular Stereo
Vision

3.1 The Model of 3D Reconstruction Algorithm Based on Binocular
Stereo Vision

The model of the binocular stereoscopic 3D reconstruction algorithm is shown in
Fig. 1, which is a model of binocular stereo vision distance measuring device. It should
be noted here that the coordinates of all points are established in the space coordinate
system. A1B1C1D1 and A2B2C2D2 are two photosensitive elements of rectangular
image sensors. O1ðx01; 0; 0Þ and O2ðx02; 0; 0Þ are projections of the intersection of the
plane of the field of view angle on the floor. E1, E2 are the projection coordinate of E
on the photosensitive element of the image sensor.

In order to find the spatial information of the measured object, in Sect. 3.2, this
paper proposes a 3D reconstruction algorithm based on binocular stereo vision.

3.2 Interval Constraint Range Domain Algorithm

Before presenting the interval constraint range algorithm, this paper first proposes a 3D
reconstruction algorithm based on binocular stereo vision through the model of
binocular stereo vision measuring distance device. This algorithm is used to calculate
the coordinates of the boundary points of the measured object, and it can restore the 3D
shape of the object by using the boundary points of the object. The algorithm of the 3D
reconstruction based on binocular stereo vision in this paper is as follows. The case of

Fig. 1. Model of binocular stereo vision measuring distance device
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four points is used as an example to illustrate the situation of multiple points. Take the
four boundary points of the object: P1ðx01; y01; z01Þ, P2ðx02; y02; z02Þ, P3ðx03; y03; z03Þ,
P4ðx04; y04; z04Þ. In addition, the projection of these four points on the quadrilateral
A1B1C1D1 is E11ðx11; y11; z11Þ, E12ðx12; y12; z12Þ, E13ðx13; y13; z13Þ, E14ðx14; y14; z14Þ,
respectively. The projection of these four points on the quadrilateral A2B2C2D2 is
E21ðx21; y21; z21Þ, E22ðx22; y22; z22Þ, E23ðx23; y23; z23Þ, E24ðx24; y24; z24Þ, respectively.
According to the model of binocular stereo vision measuring distance device, the
intersection of space lines can determine a unique point, then the space line equation
for the boundary point P1 is as follows Eq. (1), and the coordinate of the boundary
point P1 is derived from Eq. (1) as Eq. (2). Among them, x11, x21, z21, y11 is equivalent
to x1, x2, z2, y1.

x�x01
x1�x01

¼ y
y1
¼ z

z1
x�x02
x2�x02

¼ y
y2
¼ z

z2
y1 ¼ y2

8
<

: ð1Þ

x01 ¼ x11x02 � x21x01
ðx02 � x01Þþ ðx11 � x21Þ

y01 ¼ ðx02 � x01Þy11
ðx02 � x01Þþ ðx11 � x21Þ

z01 ¼ ðx02 � x01Þz21
ðx02 � x01Þþ ðx11 � x21Þ

8
>>>>>>><

>>>>>>>:

ð2Þ

Since the calculation method for the coordinate of each target point is identical, the
coordinate of the target point P2, P3, P4 can be obtained from Eq. (2). Since the above-
mentioned 3D reconstruction algorithm based on binocular stereo vision only
approximates the 3D shape of the restored object, the performance of the 3D recon-
struction algorithm to restore the object under the model of binocular stereo vision
measuring distance device is not analyzed. Therefore, this paper proposes an interval
constraint range algorithm to analyze the performance of the 3D reconstruction algo-
rithm to recover the object. In this paper, the object to be measured is based on the
binocular stereo vision distance measuring device model, and a new 3D reconstruction
algorithm is used to find the coordinate of the boundary point. The 3D reconstruction
algorithm can obtain the coordinates of the boundary points of an object through the
projection of boundary points on the image sensor. The 3D reconstruction algorithm
can obtain the coordinates of some points on the boundary of the object through the
boundary point projection on the image sensor. Since these points are only a part of the
boundary of the object, the closed graph formed by the coordinates of these boundary
points approximately represents the 3D geometry of the object. People are familiar with
the size of a conventional object, so this article constructs the size of a regular object
through a constraint interval; that is, the range of x, y, z can approximate the size of a
regular object. A number of boundary points of the object are obtained from the above
3D reconstruction algorithm, and the number and coordinates of the points that fall
within the specified constraint interval are calculated. The point that falls within the
specified constraint interval is the point that satisfies the requirement. The interval
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constraint range algorithm is used to calculate the number and coordinates of points in
a given constraint interval, then finding the number and coordinates of the points that
meet the requirements, and calculating the proportion of the points that meet the
condition among all points to evaluate the performance of binocular stereo vision
measuring distance device. The set of coordinates of points within a given constraint
interval is called constraint range domain. 3D reconstruction algorithm finds the
boundary points of the object, where points that fall within a given constraint interval
are points that satisfy the condition. The ratio of the number of points satisfying the
condition to the total number of points is called the constraint proportion, and then the
performance of the 3D reconstruction algorithm to restore the object is evaluated
according to the constraint proportion.

4 Simulation and Analysis

That the multiple boundary points of an object adopt the interval constraint domain
algorithm is similar to the case of a boundary point, therefore, we only study one
boundary point using the interval constraint range algorithm in this paper. It is known
that the coordinate of the left and right image sensors is x01 ¼ 24, x02 ¼ 1048,
respectively.y1 ¼ 2, at this time, taking three constraint intervals: x 2 0; 1000½ �,
y; z 2 �300; 300½ �. The simulation result is shown in Fig. 2.

The blue area consists of points found by a 3D reconstruction algorithm. Points in
the blue region that satisfy the interval constraint form a red region. From the simu-
lation result, it can be seen that the proportion of the red part is small, but the density is
higher in the range. Based on the new 3D reconstruction algorithm, the coordinates of
109440 points can be obtained. Among them, 11604 points fall into the constraint

Fig. 2. Points that fall within the constraint interval for all points obtained by the 3D
reconstruction algorithm
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interval; that is, 11604 points on the object to be measured are acquired, and the
constraint ratio is 10:6%.

Now we discuss the effect of the variation of the pitch of the image sensor on the
proportion of the constraint when the resolution of the image sensor is not changed. It
is known that the coordinate of the left and right image sensors is x01 ¼ 24, x02 ¼ 548,
respectively, y1 ¼ 2, at this time, x 2 0; 1000½ �, y; z 2 �300; 300½ �. It means that the
pitch of the image sensor is reduced, the simulation result is shown in Fig. 3.
The coordinate of 109440 points can be obtained. Among them, 24633 points
satisfy the interval constraint; that is, 24633 points on the object to be measured are
acquired, the constraint proportion is 22:51%, so the constraint proportion increases.
Therefore, reducing the pitch of the image sensor will improve the performance of
binocular stereo vision measuring distance device.

When the constraint interval size is unchanged and the position of the constraint
interval changes, the simulation result is shown in Fig. 4. It is known that the coor-
dinate of the left and right image sensors is x01 ¼ 24, x02 ¼ 548, respectively, y1 ¼ 2,
at this time, x 2 0; 1000½ �, y 2 0; 600½ �, z 2 �300; 300½ �. Then you can get the coor-
dinate of 109440 points based on the detailed simulation data. Among them, 860 points
meet interval constraint, and constraint proportion is 0:79; that is, after the position of
the constraint interval changes, the constraint proportion decreases. Therefore, the
position of the constraint interval will affect binocular stereo vision measuring distance
device.

Fig. 3. Influence of image sensor’s spacing on constraint proportion
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This shows that the constraint proportion is affected by other factors than the image
sensor pitch. From the simulation data above, we know that the shape of the constraint
domain is an important factor. It needs to be studied from the perspective of shape. It is
known that the coordinate of the left and right image sensors is x01 ¼ 24, x02 ¼ 1048
respectively, y1 2 0; 600½ �, the value of x, z is infinite, the simulation result is shown in
Fig. 5. Then you can get the coordinate of 109440 points. There are 10080 points that
satisfy the interval constraint; that is, 10080 points on the object to be measured are
acquired, the constraint ratio is 9:21%, and at this time, x 2 1092:5; 6068½ � and
z 2 44:5217; 12288½ �. That is, the tested object must be in the above area before the
algorithm can work. As can be seen from Fig. 5, when the distance of the measured
object from the image sensor is longer, the points obtained by the algorithm are sparser;
that is, the accuracy is lower. Therefore, reducing the pitch of the image sensor can
increase its measurement range. After using the interval constraint range algorithm, the
size of the constraint proportion means the performance of the 3D reconstruction
algorithm. The greater the constraint proportion is, the better the performance of the 3D
reconstruction algorithm is.

Fig. 5. Influence of constraint domain shape on constraint proportion

Fig. 4. Influence of constraint interval’s position on constraint proportion
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5 Conclusion

Under the condition of binocular stereo vision acquisition device, the interval constraint
range algorithm proposed in this paper can analyze the performance of the 3D
reconstruction algorithm to recover the object; that is, it can analyze the measurement
accuracy of the algorithm. The simulation results show that the 3D reconstruction
algorithm based on binocular stereo vision has the same resolution of the image sensor
used, and the accuracy of the algorithm is determined by the spacing of the image
sensor, the position, and shape of the constraint interval. The smaller the distance
between the image sensors is, the larger the measurement radius is, but measurement
accuracy will decrease with increasing measuring distance. The performance of a 3D
reconstruction algorithm to recover an object depends on the ratio of the number of
points that fall within the defined constraint interval to the total number of points in the
boundary point of the object obtained by the algorithm, that is, the performance
depends on constraint proportion. After using the interval constraint range algorithm,
the size of the constraint proportion means the performance of the 3D reconstruction
algorithm. The greater the constraint proportion is, the better the performance of the 3D
reconstruction algorithm is.
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Abstract. The distributed compressive video sensing (DCVS) system
greatly reduces the pressure on the encoder by transferring the com-
putational complexity to the decoder, which is suitable for the limited-
resource video sensing and transmission environment, in the meantime,
get the better performance from key (K) frames and non-key (CS) frames.
In this paper, we use the approximate message passing (AMP) algo-
rithm reconstruct the K-frames. In order to improve the quality of the
reconstructed K-frames, we add the block-matching 3D filtering (BM3D)
denoising strategy based on the AMP algorithm. For the CS-frames,
we improve the reconstructed CS-frames by improving the accuracy of
side information (SI) frames by proposing a new high efficiency video
coding (HEVC) motion estimation (ME) algorithm with motion vector
(MV) prediction method. After we obtain the SI frames and combine
the compressed value of the CS-frames with the side information (SI)
fusion algorithm based on the difference compensation algorithm, the
high accuracy SI frame is integrated into the reconstruction algorithm
of the CS-frames. The experimental results demonstrate that our algo-
rithms achieve higher subjective visual quality and peak signal-to-noise
ratio than the traditional methods.

Keywords: Distributed compressive video sensing · High efficiency
video coding · Approximate message passing · Block-matching 3D
filtering

1 Introduction

With the developing of the Internet of Vehicles (IoV), the video application
scene whose encoder is resource-limited is attracting more and more attentions.
Conventional video codec standards such as MPEG series and H.26x standards
do not apply to the scenario due to a high computational complexity caused
by motion estimation (ME) [1]. Distributed compressive video sensing (DCVS)
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[2] system can fill in the shortcomings of traditional video codec in the sce-
nario. The DCVS system combines advantages of compressive sensing (CS) [3]
and distributed video coding (DVC) [4]. The CS theory was first proposed by
Cands and Donoho et al. in 2004 which break the limits of the Nyquist sam-
pling rate and improve the compression efficiency of the encoder. The DCVS
system successfully reduces the complexity of the encoder by moving the ME
to decoder. In 2009, T. T. Do et al. also introduced the theory of CS into
DVC and proposed distributed compressed video sensing (DISCOS) [5]. Soon,
Kang L. W. et al. proposed the distributed compressive video sensing (DCVS)
[1] system. The DCVS use CS technique both in the key (K) frames and the
non-key (CS) frames. The reconstruction algorithm of K-frames and CS-frames
is mainly divided into convex optimization algorithms and iterative algorithms
based on greedy thinking. The convex optimization algorithms such as gradient
pursuit for sparse reconstruction (GPSR) [6] algorithm feature a small recon-
struction error, and the latter algorithm such as approximate message passing
(AMP) [7] algorithm is widely used as CS reconstruction method due to its com-
putational efficiency. Later, there appears the AMP algorithm based on denois-
ing method. In this paper, we choose the block-matching 3D filtering (BM3D)
[8] which is one of the best denoising algorithms based on the AMP algorithm
to improve the quality of video frames. For CS-frames, many scholars work to
improve the quality by obtaining more accurate side information based on tradi-
tional motion estimation. Reference [9] used the log search algorithm as judging
criteria to estimate motion vector (MV) and proposed the enhanced side infor-
mation (ESI) algorithm. Reference [10] found the best matching block as the
center of the new searching window by expanding the search window size. In
our works, we proposed a new high efficiency video coding (HEVC) ME algo-
rithm with motion vector (MV) prediction method which makes use of detail
information and motion correlation of the video frames.

In this paper, the overall structure of the article is following. Section 2 intro-
duces compressive sensing theory and the DCVS system. Section 3 presents the
works to improve the quality of the decoder. Section 4 displays our results and
analysis in our experiment. The last section is the conclusion.

2 Compressive Sensing and the DCVS Framework

2.1 Compressive Sensing and the AMP Algorithm

A frame X in a video sequence is said to be sparse in the transform domain Ψ if it
can be represented by the transform coefficients s (x = Ψs) which are most zeros
or close to zero. The video frame X is first expressed by a vector x ∈ RN×1and
then compressed by through the compression matrix ΦM×N (M � N). The CS
reconstruction process is to recovery x from y. The decoding process can be
described as Eq. (1),

min ‖s‖1 s.t.y = Φx = ΦΨs, (1)

Iterative framework is popular in CS theory for its simple iterative process
and low computational complexity, such as AMP, iterative hard thresholding
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(IHT) [11], etc. We choose the fast iterative framework, AMP, as the reconstruc-
tion algorithm for both K-frames and CS-frames. The AMP algorithm solves
compressive sensing through the iterative method:

xt+1 = ηt(A∗zt + xt), (2)

zt = y − Axt +
1
δ
zt−1

〈
η

′
t(A

∗zt−1 + xt−1)
〉

, (3)

where A = ΦΨ or A = Φ is the compression matrix, A∗ is the transposition of
A, the function ηt(�) is defined as: ηt(x) = (|x| − τ) + sign(x), where sign(�) is
the sign function. η

′
t
(�) is the derivative of ηt(�).

2.2 The DCVS Framework

The DCVS system is characterized by low computational complexity and high
efficiency. The framework of the DCVS is shown in Fig. 1. At encoder, the video
sequence is divided into group of pictures (GOPs). The first frame of a GOP is K-
frame, and others are CS-frames. Both K-frames and CS-frames are compressed
by CS method at encoder. We defined the compression ratio of a frame xt as
CR = M/N, where M is the number of pixels in compressed frames and N is
in original frames. At the decoder, the K-frames are directly reconstructed by
approximate message passing (AMP) algorithm-based BM3D denoising strategy.
Then, the reconstructed K-frames of the adjacent GOPs are used to generate SI
frames by HEVC ME algorithm. To make full use of the side information (SI)
frames and the compression result of CS-frames, the difference compensation
algorithm is exploited to reconstruct CS-frames.

Fig. 1. DCVS system.
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3 Improved DCVS System

3.1 The AMP Algorithm-Based BM3D Model

In order to improve compressed video frames recovery, the denoiser methodology
is proposed into AMP algorithm. We utilize the AMP algorithm-based BM3D
model in our research. The BM3D model is one of the best denoising algorithms
in image processing which exploits the non-local self-similarity among pixels in
global positioned patches. At the beginning of the process, BM3D utilizes non-
local means (NLM) ideas to divide the video frames into several overlapped or
non-overlapping blocks and find the smallest distance block based the Euclidean
distance in a window of a certain size as a similar block. The second operation
is to group similar blocks into stacks and then perform 3D transform on the
group. The inverse transform is performed after collaborative filtering. And then
the algorithm performs coefficient aggregation to obtain the final estimate of
video frame. The algorithm is divided into two major steps as Fig. 2 shows:
The first step estimates the denoised frames using hard thresholding during the
collaborative filtering. The second step is based both on the original noisy image
and on the basic estimate obtained in the first step by using Wiener filtering.

Fig. 2. Scheme of the BM3D algorithm.

3.2 HEVC ME Algorithm-Based MV Prediction Algorithm

As to further improve the reconstructed CS-frames, we focus on the side informa-
tion generation method for CS-frames based on the two adjacent K-frames and
proposed HEVC ME algorithm. As Fig. 4 shows, compared with the traditional
motion estimation algorithm [12], the HEVC motion estimation method takes
advantages of the detailed information by using unequal sizes of coding units
(CUs) which like a quadtree partitioning method to fulfill motion estimation in
the reference frames. The HEVC ME algorithm is mainly divided into four steps:
Firstly, the video frames are divided into CUs with size of 8 × 8. Then, we per-
form motion estimation for every CU and get the motion vector (MV). The core
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operation of motion estimation is block-matching algorithm which finds the most
similar CU in the reference frames of current CU. The criterion to decide which
CU is the most similar CU is SATD function, which is also called Hadamard
transform. The function calculates the difference between the original CU and
the candidate matched CU into a matrix and then multiplies the Hadamard
matrix on both side. Thirdly, we expand the size for two times longer than cur-
rent CU and operate the same motion estimation and choose the smaller the
SATD result of two motion estimation process. Finally, continue to expand the
CU size and repeat motion estimation, we find the most smallest SATD result
and the corresponding MV pointing to the best matching CU. In addition to
the choice of CU size, the choice of search scope will also affect the effect of
motion estimation. We proposed an MV prediction algorithm as shown in Fig. 3
to select a more accurate search range for CUs in the reference frame. Because
the motion between adjacent CUs in the same video frame has a correlation, the
algorithm uses the MVs of the CUs around the current CU that has obtained
the motion estimation results and determined the search range. The method is
to find the same position in the reference frame as the start coordinate position
of the current CU at first and then compensate the MVs of the neighboring CUs
onto this position. Therefore, we obtain multiple different sets of search scopes.
The best matching CU is corresponding to the smallest SATD function value
when performing motion estimation search within these search ranges.

Fig. 3. Motion vector prediction algorithm.

4 Results and Discussion

In order to prove the advantages of BM3D-AMP, we compare the reconstruction
quality of BM3D-AMP and GPSR algorithm in which we used in the early days.
Foreman video sequences with BMP format (144 × 176) are used for testing.
We test the first 25 frames of the video sequence. The GOP size is set as 2, in
other words, the first frame of a GOP is K-frame and the other one is CS-frame.



480 Z. Li et al.

Except for the reconstruction algorithm, other simulation conditions are the
same. The recovery results of video frames are evaluated by peak signal-to-noise
ratio (PSNR).

Fig. 4. Reconstruction effect of different algorithm.

The recovery quality of the reconstructed K-frames using BM3D-AMP and
GPSR algorithm is represented in Fig. 4. The reconstruction quality of BM3D-
AMP is greatly improved than GPSR algorithm. The improvement of reconstruc-
tion quality is mainly due to the addition of the BM3D denoising method that
filters out noise interferences during reconstruction. Simulation results in Fig. 5
express the overall performance of the DCVS system compared to the GPSR and
BM3D-AMP algorithm. HEVC ME algorithm is utilized to generate SI frames
in every simulation. Using BM3D-AMP can obtain 1.5 2 dB higher than GPSR.
The reconstruction effect of DCVS system has greatly improved through the
improvement of recovery quality of every frame. Figure 6 indicates the simu-
lation results about the superiority of HEVC ME over conventional ME. The
reconstruction algorithm of video frames is BM3D-AMP. Only the algorithms
for generating SI frames are different. The PSNR result of using the HEVC ME
algorithm can improve DCVS system reconstruction about 5 dB compared to
using the GPSR algorithm.
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Fig. 5. Different algorithm for CS-frames reconstruction.

Fig. 6. Effect of different SI generation algorithm.

5 Conclusion

In this paper, we used AMP algorithm-based BM3D denoising strategy for the
reconstruction algorithm for video frames to improve the performance of the
DCVS. We also proposed a new HEVC motion estimation algorithm to generate
more precise side information based on motion estimation prediction algorithm.
The algorithm improves the quality of reconstructed CS-frames.
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Abstract. Based on the analysis of the existing consensus mechanism
of blockchain, this paper proposes a POWS mechanism based on the
adjustment of workload. In the POW consensus mechanism, the con-
cept of coinage is introduced to adjust the mining difficulty of different
nodes. The POWS adjusts the mining difficulty through two factors:
calculation force and coinage. The POWS is compared with the POW
and the POS in two aspects, the basic performance and the ability to
resist the mining pool. The experimental results show that the POWS
consensus mechanism can meet the performance requirements of normal
blockchain system, at the same time it can better diminish the impact
of calculation force and coinage on block generate efficiency, narrow the
efficiency gap between the mining pool nodes and the non-mineral pool
nodes, and reduce the interest of the mining pool to non-mineral pool
nodes.

Keywords: Blockchain · Consensus mechanism · Mining pool ·
POW · POS · POWS

1 Introduction

Blockchain technology is a decentralized recording technology [1], and it can
also be called a distributed general ledger technology based on P2P network [2].
Blockchain technology is originally applied to decentralized bitcoin electronic
cash transaction system [3], whose main features are decentralized and detrust-
ing. The most harmful and significant technical defect of bitcoin is that the
consensus mechanism itself can easily cause the man-made centralization of min-
ing pools [4]. That has violated the original intention of blockchain technology,
becoming the main problem of the development of blockchain technology.

One of the core technologies of blockchain technology is consensus mechanism
technology [5]. The consensus mechanism solves the problem of credible commu-
nication in peer-to-peer networks, named the Byzantine failures [6]. There are
two main types of consensus mechanism in the employment of the public chain:
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One is the POW consensus mechanism [7], and the other is the POS consen-
sus mechanism [8]. The POW consensus mechanism will artificially generate the
mining pool with the concentration of calculation force, while the POS consensus
mechanism will produce the pool with the concentration of coinage. Therefore, to
improve the consensus mechanism is the primary method of solving the problem
of concentration of mining pools.

Based on the analysis of the existing consensus mechanism, this paper pro-
poses a hybrid consensus mechanism of POW+POS called proof of work based
on adjusted stake, or POWS. The POWS consensus mechanism is designed to
prevent the concentration of the mining pool, increase the operation cost of the
mining pool effectively, and reduce the interest drive of the mining pool to the
common miner node.

Experiments to compare the basic performance and the ability to resist the
mining pool of the POWS consensus mechanism, the POW consensus mecha-
nism, and the POS consensus mechanism were conducted in a laboratory envi-
ronment. The experimental results show that the POWS consensus mechanism
can meet the performance requirements of normal blockchain system, well reduce
the impact of the calculation force or coinage on the block generation efficiency,
and weaken the interest drive of mining pool on common nodes.

2 Design of POWS Consensus Mechanism

The consensus on the whole network is one of the core challenges in distribution
systems [9]. With the idea of a hybrid consensus mechanism of POW+POS, this
paper introduces the concept of equity (coinage) in the POS consensus mecha-
nism to adjust the mining mode of the POW consensus mechanism and designs
a workload proof mechanism based on equity adjustment called the POWS [10].

2.1 Overall Structure and Node Design of POWS

Overall structure design of the POWS consensus mechanism The
POWS consensus mechanism system designed in this paper consists of four
parts: application layer, extension layer, network layer and storage layer. The
function of the application layer is to provide users with specific block links and
to meet the specific needs of users. The most representative applications include
wallet client, trading platform, communication software, and so on; the function
of the extension layer is to introduce the side chain applications such as intelli-
gent contract and lightning network. The function of the storage layer is to store
complete blockchain data; the network layer realizes the consistency of the local
blockchain data of all nodes through the consensus mechanism. The consensus
mechanism adopted in the network layer is the POWS consensus mechanism.

Synchronization of node communication and block When a connection
is established between nodes, the node sending the request first sends its system
version information to the corresponding node. The corresponding node will also
send its system version information to the newly added node after receiving the
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information. The two nodes which have established communication connection
will both confirm each other’s time stamp. If their time stamps are corresponded,
they will send back the confirmation and establish the communication connection
successfully; otherwise, the communication connection will not be established.
When the newly added node in the system maintains the communication connec-
tion with other nodes, the block information can be synchronized. The blockchain
system will provide all nodes with the function of searching the mining node in
the current P2P network, so as to record the IP address of the corresponding
node and conduct block information synchronization and mining. In the system,
only full nodes can participate in mining and maintaining blockchain system.
Light nodes are only using the blockchain system, rather than participating in
maintaining the blockchain system.

2.2 POWS Decentralized Consensus Process

The consensus mechanism designed by Dorian S. Nakamotoi is a mechanism
which operates spontaneously under decentralized conditions [11]. The charac-

Fig. 1. POWS consensus process
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teristic of the mechanisms operating spontaneously is embodied in the accom-
plishment of asynchronous consensus when the explicit election has not been
done or the consensus cannot be reached, that is to say each individual node in
blockchain system under the rule of established program interacts asynchronous
and form consensus spontaneously. The process of the POWS consensus mech-
anism in this paper is as shown in Fig. 1.

2.3 POWS Transaction

Independent verification of POWS transaction Blockchain wallet will con-
struct transaction information through a series of operations including collecting
transaction input UTXO application system, providing the correct UTXO unlock
script, and creating UTXO output used by those who output in the transaction
to receive information. Then, the wallet sends the transaction log to the other
nodes in the blockchain application system, allowing the transaction to circulate
in the blockchain network and to be added to the miner node’s transaction pool.

Each miner node needs to independently verify the transaction after receiving
the blockchain transaction record. After receiving the transaction record, the
miner node will inspect the transaction information independently according to
a certain standard. After successful inspection, the miner node will continue to
broadcast the transaction record to the whole network, and add the transactions
which have been independently verified to the transaction pool in the order that
they are received.

Independent packaging of POWS transactions The miner node saves all
the transaction records that are verified in the local transaction pool. When
the miner node packages the transaction records in the transaction pool to the
candidate block, the priority order is decided by the currency coinage of UTXO.
The calculation formula of the coinage of a single UTXO is as shown in Formula 1.

Coinage = V alue ∗ InputAge (1)

The transaction priority is acquired when the total UTXO coinage divides the
total length of the transaction. The Priority is as shown in Formula 2.

Priority =
∑

CoinAge/TransactionSize (2)

where TransactionSize represents the total length of the transaction. The unit
of UTXO that trades in is cong, the unit of age is the block number, the unit of
coinage is the byte, and the unit of the transaction record is the byte.

POWS coinbase transaction Miner nodes must create a coinbase transaction
to package into the candidate block before packaging the transaction records in
the transaction pool into candidate blocks. The POWS designed in this paper
improves the function of coinbase transaction, increasing the function of clearing
coinage which is the sum of all UTXO’s coinage in the blockchain address of the
miner node. The calculation formula of total coinage is as shown in Formula 3.
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SumCoinAge =
n∑

i

(Value ∗ InputAge) (3)

The UTXO value of the coinbase transaction output is the sum of the UTXO
values entered, the total transaction costs of all other transactions in the block,
and the sum of three awards of the block miners entered. The temporary bonus
of the POWS is 1. The coinbase transaction of POWS has three roles: The total
coinage using to participate in mining is cleared; transaction fees in the block
are paid to miner nodes; the reward for generating the block is paid to the miner
node.

The generation and mining algorithm of POWS block The block is
mainly divided into the blockhead and the block body. And the main record
of the block body is the transaction record. The blockhead of the miner node
needs to package the segmentation field, the length of the block, equities record,
transaction counter, transaction log details, and so on, generating the candidate
block. The miner nodes need to try to calculate a different random number Nonce
to find the appropriate random number Nonce, making the calculated block hash
values conform to the rules, which means that the hash value of the block is less
than the target difficultly. The POWS consensus mechanism generates blocks
for the hash calculation to find the specific process of the conditional block hash
value as shown in algorithm 1.

Proof of Work Based on Adjusted Stake (POWS)

max_nonce = 2 ^ 32
//The upper limit of the random number is about 4 billion.
def proof_of_work_based_on_adjusted_stake (header,SumCoinAge):

target=coefficient*2^(8*(exponent-3))*(SumCoinAge)^(1/2)
for nonce in xrange(max_nonce):

hash_result=hashlib.sha256(str(header)+
str(nonce)).hexdigest()
if long(hash_result,16)<target:
return(hash_result,nonce)

return nonce
if __name__=__main__:

nonce=o
hash_result=
start_time=time.time()
//Verification time stamp
new_block=test block with transactions+hash_result
(hash_result,nonce)=proof_of_work_based_on_adjusted
_stake(new_block,SumCoinAge)
//Find the random number nonce in the new bolck.
end_time=time.time()
//End time
Eta=end_time-start_time
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//Calculate the time to create blocks
if eta>0

hash_power=float(long(nonce)/eta)
//Calculate the hash rate.

The POWS consensus mechanism introduces the concept of the total coinage
and the concept of miner node to adjust the target in the calculation formula.
The calculation of the target value is shown in Formula 4.

Target =
√

SumCoinAge∗cofficient ∗ 2 ∧ (8 ∗ (exponent − 3)) (4)

The parameter SumCoinAge in Formula 4 is the sum of all UTXO’s coinage in
the address of the miner node, which is used to adjust the mining difficulty;
parameter exponent and parameter coefficient indicate the difficulty of mining.

3 Experimental Result

The experiment is constructed by constructing the P2P network and simulating
blockchain network in the laboratory server. The version information of the
major software used in the experiment is as follows: Bitcoin Core version is
v14.02; Peercoin version is v0.6.1; Qt Creator version is 3.1.0; the Berkeley DB
version is 6.4.9. The data set used in the load test was the transaction data of
the bitcoin system. The experiment selected all transaction data of the bitcoin
system from the creation block to the 495,000 blocks. And the transaction data
is slightly normalized to accommodate the transaction structure of the other two
blockchain consensus mechanisms.

3.1 Average Block Time

The average block time of the three consensus mechanisms is as shown in Fig. 2.
The average length of the POW consensus mechanism is the longest. The average
time of the POWS consensus mechanism is in the middle level; the average time
of the POS consensus mechanism is the shortest. The average block time of the
three blockchains is relatively stable.

3.2 Anti-load Comparison Experiment

As shown in Fig. 3, under the condition of heavy concurrency, the block size limit
of the POW consensus mechanism is 1M, POWS consensus mechanism changes
the size limit to 4M, so the POWS consensus mechanism of block has stronger
ability to deal with transaction. The transaction handling capacity of the three
blockchain consensus mechanisms decreases with the increase of transaction con-
currency.
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Fig. 2. Average time to make block

Fig. 3. Load experiment

3.3 Comparison Experiment of Average Block Efficiency with the
Change of Calculation Force

As shown in Fig. 4, the effect of the proposed POWS consensus mechanism is less
than that of the POW consensus mechanism. The reason for this phenomenon
is that the POWS consensus mechanism limits more in coinage compared with
the POW consensus mechanism.
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Fig. 4. Block efficiency and calculation of power experiment

3.4 Comparison Experiment of Average Block Efficiency with the
Change of Coinage

As shown in Fig. 5, the effect of the proposed POWS consensus mechanism is less
than that of the POS consensus mechanism. The reason for this phenomenon
is that the POWS consensus mechanism is more powerful in calculation force
compared with the POS consensus mechanism.

Fig. 5. Block efficiency and stake experiment
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3.5 The Comparison Experiment on the Profit Driving of
Non-mineral Pool Nodes

As shown in Fig. 6, in this paper, in the designed POWS consensus mechanism,
the average efficiency ratio of non-mineral pool nodes and miner nodes is highest.
The average efficiency ratio of the non-mineral node and miner node in the POW
consensus mechanism and the POS consensus mechanism decreases with the
increase of the ore pool calculation force or the coinage.

Fig. 6. POWS mine pool experiment

4 Conclusion

Based on the proposed POWS consensus mechanism, this paper carried out an
experiment from two aspects: the basic performance and the ability to resist the
mining pool, and reached the following conclusions:

(1) Compared with the POW consensus mechanism and the POS consensus
mechanism, the POWS consensus mechanism has a higher average efficiency
ratio of non-mineral pool nodes and mining pool nodes, and the mining pool
has less interest drive to the non-mineral pool nodes.

(2) The average block efficiency of the POWS consensus mechanism is slowing
down with the growth of the calculation force or the age of the currency.

The above conclusion proves that the POWS consensus mechanism proposed
in this paper is reasonable and feasible, and the mechanism can achieve the goal
of effective inhibition of the concentration of the mining pool.
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Abstract. Karst aquifers supply drinking water for 25% of population on the
earth. Better understanding of the heterogeneity of karst aquifers can help us
develop karst groundwater sustainably. Karst hydrological processes include
precipitation (rainfall) infiltration, groundwater wave propagation in karst
aquifers, and spring discharge. The processes of precipitation signals’ trans-
formation into spring discharge signal are mainly affected by heterogeneity of
karst aquifers. Analysis of relations between spring discharge and precipitation
can identify heterogeneity of karst aquifers. This paper explores the periodic
characteristics of spring discharge and precipitation, and the heterogeneity of
karst aquifers in Niangziguan Springs (NS) using multitaper method (MTM).
The results show that both spring discharge and precipitation exist in the same
period of one year. Cross-correlation function is used to calculate the time lags
between the reconstructed spring discharge and precipitation in different areas of
the NS basin. The results indicate that the response time of the spring discharge
to precipitation is different at different areas. The time lag between the spring
discharge and precipitation is 3 months at Pingding County; 4 months at Yu
County, Yangquan City, Xiyang County, and Heshun County; and 27 months at
Shouyang County and Zuoquan County. The results reflect the heterogeneity of
the NS basin and are consistent with the geological structure of the NS basin.
MTM is robust in identification of heterogeneity of karst aquifers.

Keywords: Multitaper method (MTM) � Cross-correlation function �
Heterogeneity � Time lag

1 Introduction

Multitaper method (MTM) is a spectral estimation and signal reconstruction method,
which is especially suitable for the diagnosis of quasi-periodic signals in short-
sequences and high-noise environment. MTM was originally proposed by Thomson in
1982 when analyzing seismic data [1]. In this method, a low-variance, high-resolution
spectral estimation is obtained by combining the best window function with multitaper
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smoothing. Based on MTM, Park [2] established signal reconstruction techniques by
time domain inversion of multitaper spectral decomposition information, which can
simulate the evolution of the amplitude and phase of quasi-periodic signals over time.
Recently, Mann and Park [3] combined this method with multivariate statistical
methods and proposed a frequency domain-singular value decomposition method.

Due to the best trade-off between variance and spectral resolution, MTM is suitable
for the diagnosis of weak signals and time–space-dependent signals in nonlinear cli-
mate systems. MTM has been applied to geophysical signal analysis to solve practical
problems. Speech enhancement [4] and cognitive radio based on MTM [5] have also
been applied.

Karst terrain occupies 10% of the earth’s continental surface. It characterizes by
sinkholes, conduits, and caves, and provides large spaces for groundwater storage.
Karst groundwater is the main water resource for drinking, irrigation, and industrial and
municipal usage. The main source of karst groundwater recharge is precipitation.
Because karst aquifer is highly heterogeneous with hierarchical porous media, the
groundwater wave propagates through conduits will be faster than that through pores.
In other words, time lags between spring discharge and precipitation at the fracture and
conduit zones will be shorter than in pore zones. Therefore, the heterogeneity of karst
aquifer is reflected by the lags between spring discharge and precipitation, and then
helps us identify the structure of karst aquifer.

In this study, the purpose is to identify the heterogeneity of karst aquifer taking
Niangziguan Spring (NS), China, as a case study. Firstly, the periodicities of precip-
itation and spring discharge are detected via MTM. Subsequently, the time lag between
spring discharge and precipitation is estimated. Finally, the heterogeneity structure of
the karst aquifer is analyzed.

2 Method

2.1 MTM Spectral Estimation

MTM can be used to estimate the singular components and the continuous component
of the spectrum. Once the tapers w(t) are calculated for a selected frequency band-
width, the total power spectrum can be obtained by averaging the individual spectra
given by each tapered version of the data set [6]. If K orthogonal windows are added to
the data, K eigenspectrum are obtained.

sðf Þ ¼
Pk

k¼1 lkjYkðf Þj2Pk
k¼1 lk

ð1Þ

where lk is the weights, YKðf Þ is the discrete Fourier transform (DFT) of XðtÞWK ðtÞ,

and jYKðf Þj2 is the kth eigenspectrum. It can be seen that the high-resolution multitaper
spectrum is the weighted sum of the K eigenspectra.
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2.2 Quasi-periodic Signal Detection

Geophysical signals are often quasi-periodic and have a strong spectral component in
the low-frequency part and present a strong red noise background. For spectrum
estimation based on MTM, Mann and Lees [7] proposed a signal detection method with
strong red noise background.

In narrow sense, the statistics model of red noise can be seen as a first-order
autoregressive {AR (1)} process. The power spectrum of the AR(1) process is written
by [7]:

Srðf Þ ¼ e0
1� r2

1� 2r cosð2pf =fNÞþ r2
ð2Þ

where e0 is the mean of the power spectrum, while r is the lag-one autocorrelation, and
fN is the Nyquist frequency. Using the sampling distribution theory of spectrum esti-
mation, the critical values of red noise spectrum with different confidence limits are
obtained.

2.3 Signal Reconstruction of Multitaper Spectrum

Once significant oscillation signals are detected in multitaper spectrum estimation, the
information from the multitaper decomposition can be used to reconstruct the related
signals [6]. The reconstructed signals have a slowly changing envelope characteristic.
The reconstructed signal is given at a peak-centered frequency f0:

XðtÞ ¼ #fAðtÞe�i2pf0tg ð3Þ

or, for the discrete case at hand,

XðnDtÞ ¼ #fAne�i2pf0nDtg ð4Þ

where AðtÞ and AðnÞ are the envelope functions, and # is the real part of the Fourier
term.

2.4 Cross-correlation Function

A method is used to estimate correlated degree of two series, {X(i) and Y(i)}, termed
cross-correlation. It can be used to characterize time domain structure with a time-
shifted version of two different sequences. The cross-correlation q at delay m is written:

qðmÞ ¼
PN�m

i¼1 ðXi � xÞðYiþm � yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1 ðXi � xÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1 ðYi � xÞ2

q ð5Þ

where x and y are the average value of the corresponding series, and N is the value of
the series length.
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3 Study Area and Data

The NS, the largest karst springs in northern China, is located in the Mian River valley,
eastern Shanxi province, China. The administrative districts involved include the
counties of Yuxian, Shouyang, Pingding, Heshun, Zuoquan, Xiyang, and Yangquan
city (Fig. 1). The main aquifers of the NS basin are composed of Ordovician karstic
limestone, porous sediments, and Quaternary sandstone. The groundwater in karst
aquifers flows toward the Mian River valley in the east, where groundwater perches on
low-permeable strata of Cambrian dolomicrite, and eventually intersects the ground
surface, thus emerging as the NS.

The monthly precipitation data of the NS is given by the seven meteorological
stations in the administrative districts of the NS basin. The stations have been suc-
cessively built since the 1950s, and the station in Pingding County was built at the last.

Fig. 1. Map of NS basin
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In order to make full use of the data from rainfall stations, the calculation of precipi-
tation in NS basin will be carried out in sections: from 1959 to 1971 (six meteoro-
logical stations except Pingding station) and from 1972 to 2015 (all seven
meteorological stations). Thiessen polygon method is used to obtain the precipitation
weight of Niangziguan Spring, and the average monthly precipitation of the NS basin is
obtained from 1959 to 2015 (Fig. 2). The monthly spring discharges of the NS basin
from January 1959 to December 2015 are obtained from the NS station (Fig. 3).

4 Results

This study will identify significant periodicities of monthly mean precipitation and
spring discharge in NS from 1959 to 2015 by using the multitaper method. MTM
spectrum estimation of the monthly mean precipitation series and spring discharge in
NS are shown in Figs. 4 and 5. The corresponding frequencies of the peaks associated
99% confidence lever are shown in Tables 1 and 2. MTM is also used to detect the
significant periodicities of monthly precipitation time series of seven rainfall stations
(Table 3).

Fig. 2. Monthly mean precipitation in the NS basin

Fig. 3. Monthly discharge in the NS basin
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Fig. 4. MTM spectrum of precipitation

Fig. 5. MTM spectrum of spring discharge

Table 1. Significant periodicity detected of the mean precipitation by MTM

Frequency 0.08 0.14 0.17 0.25 0.33 0.35 0.43 0.47
Periodicity (month) 11.77 7.01 6.06 4 2.99 2.87 2.31 2.15

Table 2 Significant periodicity detected of the spring discharge by MTM

Frequency 0.0029 0.0068 0.0839 0.2871 0.3798
Periodicity (month) 342.47 146.20 11.91 3.48 2.63
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Significant periodicity of 1 year was found in both precipitation and spring dis-
charge (Tables 1, 2, and 3). To further explore the relationship of them, the common
significant periodic components are reconstructed at one-year periodicity.

A lag correlation is useful for investigating the phase shift of the dependent time
series that results in the strongest correlation [8]. The cross-correlation function (CCF) is
used to calculate the time lag and the maximum correlation coefficient based on the
reconstructed sequences of spring flow and precipitation at seven rainfall stations in the
NS basin. As is shown in Table 4, the numbers reflected the lags in months at which max
positive correlation is attained. At the reconstructed one-year periodicity, the correlation
between precipitation of Yu County, Yangquan city, Xiyang County, Heshun County
and spring discharge is the highest when the time lag is 4 months. Shouyang County and
Zuoquan County have the highest correlation between precipitation and spring dis-
charge when the time lag is 27 months. The precipitation of Pingding country is sig-
nificantly corrected with spring discharge with the lag of 3 months.

In NS basin, the counties of Zuoquan and Shouyang lie in the southwest and
northwest of the spring area, respectively. The area is in the edge of the runoff area with
the long runoff distance [9]; it is characterized by weak karst development. Therefore,
the time lag of precipitation infiltrate to groundwater will be relatively long. Yu County,
Yangquan city, Xiyang County, and Heshun County are the mainstream area of karst
water in the region. The area is characterized by its low water level, dynamic stability,
and the higher karst development degree; it leads to the shorter time lag. Pingding
County is in the strong runoff zone, and the degree of karstification is highest. The time
lag at Pingding County is the shortest between precipitation and spring discharge.

Table 3 Significant periodicity detected of monthly precipitation of subregions of the NS basin
by MTM

City Periodicity (month)

Yu County 17.07, 11.77, 5.99, 4, 2.63
Shouyang County 11.77, 6.06, 4.00, 2.87, 2.3
Yangquan city 11.77, 5.99, 4.00, 2.99, 2.20, 2.16
Pingding County 12.34, 5.92, 3.97, 3.64
Xiyang County 11.77, 6.87, 5.99, 4, 2.99
Heshun County 17.07, 11.77, 6.87, 6.06, 4, 2.29
Zuoquan County 11.77, 5.99, 4.00, 3.00

Table 4 Time lags and max correlation coefficient for reconstructed sequence of spring
discharge and precipitation at the seven rainfall stations

City Yu
County

Shouyang
County

Yangquan
County

Pingding
County

Xiyang
County

Heshun
County

Zuoquan
County

Time lag
(month)

4 27 4 3 4 4 27

Coefficient 0.6847 0.6715 0.6923 0.5226 0.6973 0.6835 0.6589
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5 Conclusion

The multiperiodicities exist in the spring discharge and precipitation in the NS basin.
But only the one-year periodicity of precipitation can penetrate through karst aquifer
and inherit in the spring discharge. Other periodicities of precipitation are altered by
karst aquifer, when precipitation signals transport in the aquifer. So the relations
between the spring discharge and precipitation at one-year time scale can reflect the
feature of karst aquifer. One can identify the heterogeneity of karst aquifer by time lags
between the spring discharge and precipitation in the NS basin. In other words, the
response time of the spring discharge to the rainfalls in karst-developed zones is shorter
than those in karst undeveloped zones.

In the NS basin, the time lag of the spring discharge with precipitation at Zuoquan
County and Shouyang County at karst undeveloped zones is 27 months. The time lags
of Yu County, Yangquan city, Xiyang County, and Heshun County at middle karst-
developed zones are 4 months. The time lag at Pingding County at karst-developed
zone is 3 months. The results are consistent with the geological structure of the NS
basin.

The multitaper method (MTM) is robust in identification of heterogeneity of karst
aquifer by analyzing the relations between spring discharge and precipitation in karst
spring basin.
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Abstract. The correlations between spectrum state evolutions, as a
kind of similarity measure, have been revealed to optimize the spectrum
usage model or improve the performance in spectrum prediction. How-
ever, most existing similarity analyses only end up with the superficial
similarity phenomenon. It is of great need for us to conduct the deep
investigation and analysis on the similarity of spectrum state evolutions.
Firstly, we design a similarity index for spectrum state evolutions based
on the Euclidean distance. Then, a network of spectrum state evolutions
in the frequency domain can be formed for further analysis by compar-
ing the proposed similarity indexes of frequency points with the decision
threshold. Experiments with real-world spectrum data prove the feasi-
bility and rationality of the above similarity analysis.

Keywords: Spectrum state evolution · Similarity analysis · Complex
network · Scale-free

1 Introduction

Studies on the dynamic spectrum access have increasingly drawn attention of
researchers, and the results become blooming and flourishing, including the large-
scale precise spectrum measurements [1,2], the adaptive spectrum sensing [3],
the robust spectrum prediction [4,5], etc.

Either in modelling the spectrum usage or in proposing a new spectrum
prediction scheme/algorithm, the inherent correlations between spectrum state
evolutions in the time domain and the frequency domain are revealed to optimize
the results or improve the performance. For example, the high spectral and tem-
poral correlations of various real-world spectrum datasets are shown in [6], which
motivates researchers to restudy the spectrum prediction from a time–frequency
two-dimensional perspective. The complex interdependencies in spectrum use
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between the various bands, together with their spatial correlation structures,
are described in [7], by presenting extensive cross-correlational analyses.

However, the most existing correlation analysis in spectrum only illustrates
the correlations and points out the direction of utilizing the correlations, such
as mining the spectrum data evolution from an overall matrix view instead of a
vector view [6]. On the one hand, in terms of the frequency domain, how much
the correlation between one certain frequency point and another can differ from
the correlations between other different frequency points? How can we utilize
the correlations in spectrum to make some specific adjustments on the access
scheme?

On the other hand, since the objects in the above work are all the spectrum
state evolutions in some domain, the correlation mentioned in this paper is a kind
of similarity measure, namely a measure that assesses the degree of similarity
between the linear evolutions of two objects. The correlation has its limitations
and is not the only relationship in the similarity measure. Beyond that, there are
many other methods, such as the Euclidean distance, the Manhattan distance,
the cosine similarity, the Jaccard similarity coefficient and so on, which are
respectively appropriate to different datasets. We can select a suitable method
for analysis by the properties of the spectrum state data.

These considerations motivate us to conduct the deep investigation and anal-
ysis on the similarity of spectrum state evolutions, and this paper will focus on
the similarity in the frequency domain, namely the similarity of spectrum state
evolutions of different frequency points in a particular location during the same
period. For the similarity is the relationship between any two frequency points,
evaluating the similarities among a large number of frequency points in a wide
band will remind us the adjacency matrix, which can store relationships of ver-
tices in graph theory. Thus, one frequency point can be assumed as a node in
the undirected graph in this paper and massive frequency points of a wide band
form a network based on the undirected graph. Similar to making analyses on the
structure and characteristics of the traffic load correlation model of base stations
coupling with the theory of complex networks in [8], we can invoke the theory of
complex networks to analyse the similarity of spectrum state evolutions in the
frequency domain.

The main contributions of this paper can be summarized as follows:

1. We design a similarity index for spectrum state evolutions based on the
Euclidean distance.

2. We form a network of spectrum state evolutions in the frequency domain by
comparing the proposed similarity indexes with the decision threshold.

3. We analyse the property of the degree distribution and the impact of the
decision threshold on the degree distribution, then explain the clustering phe-
nomenon of nodes in the spectrum state evolution network.

The remainder of this paper is organized as follows. Section 2 will propose
our similarity index for spectrum state evolutions. Section 3 will introduce the
formulation of the spectrum state evolution network and some common network
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parameters. The properties of the degree distribution and the clustering phe-
nomenon of nodes in the spectrum state evolution network will be presented in
detail in Sect. 4. Conclusions are drawn in Sect. 5.

2 The Proposed Similarity Index for Spectrum State
Evolutions

This paper studies the similarity of spectrum state evolutions in the frequency
domain. For each frequency point, its state series, made up of the measured
power spectrum density (PSD) values during a period of time, can describe its
evolution characteristics. Similarity measure can be conducted on the spectrum
state dataset consisting of series of frequency points in the wide band to obtain
the similarity relationships between any two frequency points.

2.1 Data Preprocessing: Z-Score

Most methods of the similarity measure are sensitive to outliers. To eliminate the
noise effects without prejudice to further statistical treatment, the computation
of the Z-score on the original series can be conducted as data preprocessing. For
each time series, the new elements x̂ki’s are obtained by (1) from the original
elements xki’s,

x̂ki =
xki − μk

σk
, (1)

where μk is the mean value of the series Xk and σk is the standard deviation of
the series Xk.

2.2 The Similarity Measure of Time Series:
The Euclidean Distance

Whether two sequences are similar or not mainly depends on whether their evo-
lution trends are consistent. The correlation coefficient is usually used to describe
the strength and direction of the linear relationship between evolutions of two
series in [6]. However, the correlation coefficient is applicable to series with the
obvious fluctuation, but sensitive to outliers. The value of the correlation coeffi-
cient ranges from −1 to +1, where the bigger the absolute value is, the stronger
the correlation is, which will increase the difficulty of selecting the threshold. The
long length of the time series will also lead to the small absolute values of cor-
relation coefficients. Then, we shift our attention to another similarity measure
method, the Euclidean distance, which indicates the similarities in one direction
and is more applicable to long time series.

The Euclidean distance originally refers to the distance of two points in the
n-dimensional space in mathematics. When it comes to the series, the Euclidean
distance, ED for short, can be also used to evaluate the similarity of two series,
which can be denoted as follows:

ED (X1,X2) =

√

√

√

√

n
∑

i=1

(x̂1i − x̂2i)
2
, (2)
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where x̂1i and x̂2i are the elements of two time series X1 and X2 with the same
length of n after data preprocessing, respectively.

2.3 Normalization Operation

For the long length of series, namely the high dimensions in the computation of
distances, values of the Euclidean distance are big and discrete. We can normalize
the Euclidean distances between series to rescale the range of the distance indexes
to [0, 1] according to (3). To keep similarities between any one series and all the
others constant in the global, we conduct the operation of normalization when
taking all series in the dataset as a whole. The EDmax in (3) is the maximum
among distances between any two series in the dataset, and the EDmin in (3) is
the minimum among all except the distance between one series and itself.

d (X1,X2) =
ED (X1,X2) − EDmin

EDmax − EDmin
(3)

Thus, the d (X1,X2) denotes the proposed index of similarity measure
between the series X1 and X2, similarity for short in the following sections.
The smaller the similarity index d is, the more similar the two series are to each
other. The similarity index between one series and itself is set to 0.

3 Network of Spectrum State Evolutions

In this section, the formulation of the network for analysing the similarity of
spectrum state evolutions in the frequency domain will be introduced in detail.
Parameters and properties in the theory of the complex network will be also
included.

3.1 Network Formulation

With all the similarity indexes between any two series in the dataset, we can
obtain the adjacency matrix, that describing the similarity relationships between
frequency points which the series correspond to respectively, by the decision
threshold t. If d (Xi,Xj) is smaller than t, we think there exists a link between
the series Xi and Xj , namely their corresponding i-th and j-th frequency points,
then the element wij of the adjacency matrix W is set to 1; if not, there does not
exist a link between the i-th and j-th frequency points and the element wij is
set to 0. The decision process can be described in mathematical language as (4).

{

if d (Xi,Xj) < t, wij = 1
if d (Xi,Xj) ≥ t, wij = 0 (4)

The adjacency matrix W is a symmetric matrix whose all diagonal elements
are 0. The undirected graph of a network can be generated from the adjacency
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matrix. Thus, in the network of the similarity analysis on spectrum state evolu-
tions, each frequency point included in the spectrum state dataset is assumed as
a node and each wij equal to 1 represents the edge between the i-th frequency
point and j-th frequency point. Then, we can calculate some parameters of the
network to investigate the properties of the network.

Actually, the selection of the decision threshold t is of great significance
to the size and properties of the network. On the one hand, we should avoid
that the threshold t is too small to ensure the relatively few isolated nodes.
On the other hand, to prevent the weakly similar nodes from being linked, the
threshold t cannot be too large. We should set a suitable threshold according to
the distribution of similarity indexes.

3.2 Network Parameters

Network Size: The network size is the total number of nodes in the network,
denoted by N . The node mentioned here is the node which is connected to
another node in the network at least. When calculating the network size, the
isolated nodes are usually excluded.

Network Diameter: The network diameter is defined as the maximum
distance between any two nodes connecting with each other in the network,
denoted by D. We can regard the distance between two adjacent nodes directly
connecting with each other as 1. When two nodes connect with each other via
other nodes, namely linked by multiple hops, the distance between them is equal
to the number of hops. Then, the maximum value among all distances is the
diameter of the network.

Degree of Node: In the undirected graph, the degree of a node refers to
the number of edges connected to the node itself, denoted by m. In the research
of networks, the degree distribution of all nodes causes much attention. The
degree distribution of nodes in the network is widely recognized as the classifi-
cation basis for regular networks, random networks and scale-free networks. For
example, the degree distribution of scale-free networks is usually depicted by a
power-law function [9], i.e. P (m) ∼ m−λ, where λ is the degree exponent.

4 Real-World Data Experiment and Analysis

In this section, we conduct the similarity analysis of spectrum state evolutions
in the frequency domain with the real-world spectrum dataset.

4.1 Experiment Setup

All the measured PSD values are from the open-source real-world spectrum
dataset of the well-known RWTH Aachen University spectrum measurement
campaign [1]. The time series, namely the PSD values of massive frequency
points involved in this paper, are the measurements of the GSM900 downlink
band from 930 to 960 MHz during 3 days, which are collected in a residential
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area in Aachen, Germany. The total number of the frequency points in the band
is 163, for the frequency interval is about 180 KHz. The inter-sample time is
about 1.8 s, then the length of the series of each frequency point is 140,000.

Based on the above real-world spectrum dataset, we can calculate the pro-
posed similarity indexes between any two frequency points of all 163 frequency
points. With the decision threshold, a network whose size is 163 at most can be
formed. Analyses on the properties of the degree distribution and the clustering
phenomenon of nodes will be illustrated.

4.2 Power-Law Distribution of Degree

According to the calculated similarity indexes, we would like to set the decision
threshold t to the value ranging from 0.54 to 0.70. Setting the decision threshold
t to 0.64 as an example, a network, whose size is 162, is formed for analysis,
where only one node of the total 163 nodes is isolated. Then, the cumulative
distribution function of the degree of all nodes is shown in Fig. 1. More than half
of the nodes are with the degree not exceeding 3 and less than 10% of nodes are
with high degree, connected with many nodes.

Fig. 1. Cumulative distribution functions (CDFs) for the degree of nodes in the spec-
trum state evolution network with threshold 0.64.

Figure 2 shows the probability distribution of degree in rectangular coor-
dinates and logarithmic coordinates, respectively. The degree distribution in
Fig. 2a exhibits the approximate power function property, and the fitted red
line in Fig. 2b verifies that the degree distribution can be well depicted by a
power-law function after the coordinate transformation, namely the scale-free
property of the spectrum state evolution network.
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Fig. 2. Degree distribution and its fitting result of the spectrum state evolution network
with threshold 0.64.

4.3 Impact of the Decision Threshold on the Degree Distribution

The decision threshold t is changed to discuss the difference in the network for-
mulation. As the results shown in Table 1, the selection of the decision threshold
within a reasonable range will have an impact on the size of the network, but
no change on the scale-free property of the network.

Table 1. The network parameters and the degree distribution under different decision
threshold.

Thresholds t Network size N Number of
isolated
frequency points

Rate of isolated
frequency points
(%)

Degree
exponent λ

0.54 155 8 4.91 2.844

0.58 157 6 3.68 2.189

0.62 162 1 0.61 1.538

0.66 163 0 0.00 1.049

0.70 163 0 0.00 0.965

4.4 Clustering Phenomenon of Nodes

For the scale-free property, there must exist several important nodes with high
degree that connected to many nodes with low degree, which leads to the clus-
tering phenomenon in the network. Figure 3 illustrates the global connections
of the spectrum state evolution network with threshold 0.64, where each round
represents a frequency point and numbers on the rounds are serial numbers of
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163 frequency points in the band from 930 to 960 MHz. The big red ones repre-
sent frequency points with high degree, and small blue ones represent frequency
points with low degree. All edges with different colours in the graph are equal-
weighted.

Fig. 3. Undirected graph of the spectrum state evolution network with threshold 0.64.

Obviously, adjacent frequency points usually have similarities on spectrum
state evolutions and several frequency points will have similarities with more fre-
quency points except for their adjacent ones. This phenomenon may attribute to
the fragmented spectrum allocation to different communication carriers. How-
ever, the connections in our spectrum state evolution network are a bit different
from the radial connections of typical scale-free networks.

5 Conclusion

In this paper, we design a similarity index for spectrum state evolutions based
on the Euclidean distance. By comparing similarity indexes with the decision
threshold, we form a network of spectrum state evolutions in the frequency
domain. Then, we conduct a series of analysis on the spectrum state evolution
network based on the real-world spectrum data. The degree distribution is ver-
ified to be depicted by a power-law function, and the selection of the decision
threshold will only influence the network size. At last, the undirected graph of
the network illustrates the connection properties in our spectrum state evolution
network. For the future work, we would conduct further research on the network
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properties in radio spectrum evolutions by invoking the theory of complex net-
works.
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Abstract. The carrier frequency offset is a common problem in communication
systems, but in most case, phase-locked loop (PLL) can only track small fre-
quency shift, so an estimation of initial frequency offset is necessary for CPM
synchronization. In coded multi-h CPM system, it is a convenient method to use
the information of frame header for frequency estimation. In this paper, we
combine the pulse-pair technique and fast Fourier transform (FFT) calculating
method for our purpose. According to the simulation results, it can achieve
accurate estimation for comparative great frequency offset and perform steady
even in low signal-to-noise ratios (SNRs).

Keywords: Fast Fourier transform (FFT) � Frequency offset estimation � Frame
header � Pulse-pair technique

1 Introduction

Frequency offset of multi-h CPM signals may cause bad bit error performance, so the
carrier frequency compensation is needed in digital receivers to cope with oscillator
instabilities or Doppler effects [1]. Frequency offset is usually caused by Doppler
frequency shift or difference of the carrier frequency between transmitter and receiver,
which can lead to increasing phase shift.

The common methods for frequency offset estimation contain data-aided (DA),
non-data-aided (NDA), and decision-directed (DD) synchronization [2]. In most
transmission, we have no idea about the data we received so that we can only calculate
what we get and try to figure out information about signals as much as possible, which
is the common situation that we use NDA algorithm to estimate the frequency. Usually,
NDA algorithm is not that complicated and can be implemented easily, but the
accuracy is not enough for great Doppler frequency shift. While DD algorithm con-
siders accuracy, it will expense extra resources unless decisive part of demodulation
can be reused. But when we have some knowledge of data transmitted, DA algorithm
can work in an easy way.

In our discussion, we mainly consider a serially cascaded CAM system with coded
data affected by additive white Gaussian noise (AWGN) channel. Actually, in multi-h
CPM system, we have previously proposed an algorithm based on barycenter of
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frequency spectrum [3]. This method has great anti-noise capability and tracking
accuracy but needs lots of calculation and cost comparatively big resources. But for-
tunately, the information transformed in frame structure in coded system is known, so
we can use these data of frame header to estimate its frequency in the proposed method
conveniently when the header of received signals is caught using the algorithm
described in [4].

This paper is organized as follows. In Sect. 2, CPM signal model is briefly dis-
cussed. And our DA estimating method is presented in Sect. 3. In Sect. 4, we give
some simulation results of estimation accuracy and effects to bit error performance,
while analyzing the implementation of the algorithm. Section 5 is a conclusion of the
paper.

2 CPM Signal Model

The complex baseband CPM signal can be presented as

sðt; aÞ ¼
ffiffiffiffiffi
Es

T

r
exp jw t; að Þf g ð1Þ

where Es is the energy during a symbol period, T is symbol period, and w t; að Þ is the
phase of CPM signals and usually represented as

w t; að Þ ¼ 2ph
XL�1

i¼0

aiqðt � iTsÞ ð2Þ

In multi-h CPM, ai is the sequence of M-ary information symbols selected from the
set of �1; �3 � � � � ðM � 1Þ½ �. The variable h is the modulation index which can vary
from symbol to symbol; the waveform qðtÞ is the phase response of CPM and in
general is represented as the integral of the frequency pulse gðtÞ with a duration of LTs
[5].

Assuming the transmission is over AWGN channel, the complex baseband repre-
sentation of the received signal is

rðtÞ ¼ sðt � s; aÞ � ejð2p fd tþ hÞ þwðtÞ ð3Þ

where h is the unknown carrier phase, fd is the frequency offset, wðtÞ is the complex
baseband AWGN with zero mean and power spectral density N0, and s is timing offset
caused by multi-accesses and inconsistency of clock rates [6].

As CPM signal has the constant envelope, and almost all information is modulated
to the phase part. So not only AWGN can deteriorate the performance of our
demodulation, but also fd and h can. Meanwhile, big frequency offset may seriously
affect timing synchronization. As a result, it is quite important to estimate the frequency
offset accurately and correct the carrier frequency quickly.
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3 Data-Aided Method of Frequency Estimation

As mentioned in the last two parts, we use the information of frame header to find out
the frequency offset. A set of data frame contains frame header and information data.
Once the length of header is chosen according to the standard of CCSDS [7], which is
unchanged during transmission and accept by both transmitter and receiver. So we can
use this known information to modulate a length of known CPM baseband signals and
get its conjugation for pulse-pair operation [8]. Assuming that timing offset s has been
corrected, the expression of matched result is shown as:

Kðefd ; ehÞ ¼ sðt; aÞ � ejð2p fd tþ hÞ þwðtÞ
h i

� s�ðt; ahÞ; t 2 ½0; Tl� ð4Þ

where ah is a sequence of frame header with a length of Tl, and s�ðt; ahÞ is conjugation
of the local wave signal that we have known: it is presented as:

s�ðt; ahÞ ¼
ffiffiffiffiffi
Es

T

r
exp �jw t; ahð Þf g ð5Þ

As s�ðt; ahÞ has little correlation with w(t), (4) can be rewritten as:

Kðefd ; ehÞ ¼ Es

T
ejð2pefd tþeh�h0Þ; t 2 ½0; Tl� ð6Þ

It is easy to find that Kðefd ; ehÞ is positively related to a single frequency signal even

with the effect of wðtÞ. For this consideration, we choose to do FFT for Kðefd ; ehÞ and
pick up maximum peak of the spectrum, which indicates the position of fd , which is
faded back to rðtÞ in (3) by a NCO. The result brðtÞ is defined as:

brðtÞ ¼ sðt � s; aÞ � ejð2pDftþDhÞ þ ŵðtÞ ð7Þ

where Df ¼ fd � efd represents the remaining frequency offset and Dh ¼ eh � h0 rep-
resents the phase offset, both of which will be tracked and corrected by a second-order
PLL. The whole structure is demonstrated as Fig. 1.

r(t) Frame header
catching

Frame header
Local wave
(256 bits)

rev_sig(1:512)
+ FFT

match_data_out
+

PLLNCO

NCO
Fd_est

+

Fig. 1. Structure of phase and frequency tracking loop
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4 Simulation Results

In the previous sections, we have introduced the CPM signals and the proposed method
for frequency offset estimation (FOE). During this part, we will do some simulation of
our algorithm and give the results to illustrate the accuracy and effect to bit error
performance.

First of all, we give an evaluation of the accuracy of the frequency estimation.
In MATLAB simulation, the length of frame header is selected as 256 bits, and we set
EbN0 ¼ 5 dB (EbN0 refers to signal energy per bit-to-power density of noise ratio) and
allow frequency offset fd ranging from 0:01 Rb to 0:1 Rb with 0:001 Rb step. Figure 2
shows the variance.

From Fig. 2a, we can see that the variance is in a low degree around 1e-6 with
frequency varying, and b shows that it changes little when signal-to-noise ratios
(SNRs) deteriorate, which means the proposed method can realize steady estimation.
Meanwhile, we have to indicate the importance of estimation to our system.

For such purpose, we set fd ¼ 0:01 Rb and fd ¼ 0:1 Rb and then give bit error rate
(BER) simulation results without FOE and PLL, without FOE, and with both.

Figure 3 shows that our FOE module can successfully correct frequency offset and
decode with little loss compared to ideal situation. Even fd ¼ 0:1 Rb (a relative big
offset), the loss is only 0.5 dB, but the system cannot work without this module. In
aspect of implementation, we list several main modules required for the calculation in
Table 1. It is clear that the resources consumption is less than 1%, and modules
utilized are common in implementation.

(a) frequency offset changing (b) EbN0 changing

Fig. 2. Variance of frequency offset estimation
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Fig. 3. BER in different frequency offsets

Table 1. Implementation consumption of the proposed method

Module Num Function Resources (%)

FFT 1 Calculate spectrum 0.36
Multiplier 3 Complex multiply;

Power calculation
0.64

Adder 1 Quadratic sum 0.014
Divider 1 Estimate frequency 0.036
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5 Conclusions

In this paper, we have introduced a simple but effective method for frequency offset
estimation. The proposed method can work mainly due to special structure of data,
which actually contribute to the system. And we analyze its mathematical correction
and draw up the front part of receiver. For convincing illustration, we do a simulation
to indicate estimation accuracy and effect to bit error performance. As the results
suggest, our method works well in big frequency offset and cost little loss of
performance.

But there is still a lot of work to do. As our method just estimates once, when the
frequency offsets change too fast, the estimating results may have big biases. And such
spectrum based method is greatly affected by point numbers of FFT.
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Abstract. Based on the definition of relative entropy and the principle
of minimum relative entropy, this paper takes the pressure of the node
as the main research object and establishes an optimization model about
the water pressure of the pipe network running in the water supply pump
station. Then we apply genetic algorithm to solve our model and analyze
the water pressure of the actual water supply pumping station in FS city.
According to the model established in this paper, we can optimize the
relevant decision variables in the water distribution network and provide
a new method basis for the explicit pump scheduling.

Keywords: Relative entropy · Water pressure of water supply pump
station · Information entropy

1 Introduction

In the energy input of the entire pipeline network, the importance of the water
supply pumping station is irreplaceable, but with the accelerated process of
industrialization and urbanization in China, the energy consumption of the
water distribution network (WDN) shows an upward trend. Although in recent
decades, Chinese pipeline network scheduling technology has been greatly devel-
oped, SCADA runs in many waterworks, because of the lack of professional
technicians, it has not been able to update, maintain and manage them. Thus,
the model is lagging behind the actual pipe network, and the scheduling of many
water pumping stations is still mainly based on the experience of the staff.

The optimization of WDN means that the objective function of the system
runs to obtain the optimal solution or better solution under the constraint condi-
tions related to the operation of WDN [1]. In the paper [2], the authors propose
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two Bayesian optimization approaches which resolve black box and costly opti-
mization processes. A graph-theoretic approach which assesses the resilience of
large-scale WDN was proposed in [3]. In recent ten years, all disciplines have
penetrated into each other, and information entropy is more and more applied
in the pipe network [4,5]. The paper [6] builds up the early warning decision sys-
tem based on the information entropy principle which is used to check early risk
warning index and signals. An approach which aims to bridge the gap between
the dominant entropy-based design optimization models and water distribution
practice was proposed in [7]. Genetic algorithm is regarded as a leap in pipe
network optimization. However, GA needs to evaluate the adaptive function
before convergence, which is slow in computation and premature convergence.
Therefore, improving the computational performance of genetic algorithm is the
research direction of many researchers [8]. An approach which improves the
algorithm to make the calculation more efficient combines fuzzy set theory with
GA to analyze the uncertainty of water supply network in [9]. The paper [10]
improves the productivity of genetic algorithms by applying heuristic domain
knowledge in the algorithm.

In this paper, we study the optimization of water supply pumping station
based on the research characteristics of water supply network operation optimiza-
tion and information entropy theory. We combine the relative entropy model
with the lowest energy consumption of the water pumping station during the
operation of the network, and use genetic algorithm to solve the model. Finally,
the hourly optimal water pressure of the water pumping station is obtained and
verified by practical engineering cases.

2 The Pressure Model of Water Supply Pumping Station

Minimizing the total energy consumption of all pumping stations in the entire
pipe network plays the most important role in the optimization of water supply
pumping stations. According to the two-level optimization theory, we should first
optimize the overall water pressure of the pumping station, then the scheduling
and operation of the pump within the pumping station will be optimized accord-
ing to the optimized water pressure. If we can get the overall differences between
the best or approximate optimal water pressure and the actual water pressure
of all nodes, it can measure the running state of the whole pipe network based
on the theory of relative entropy.

2.1 Precondition of the Model

We consider the establishment of an optimization model for turbocharging sta-
tion. We assume that:

1. During the period after optimization of the water supply pumping station,
it is established that the operation of the water supply pumping station is
optimal;
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2. At any time between the end of the last optimization and the beginning of
the next optimization, there is no change in water consumption and network
conditions of upstream and downstream nodes;

3. The node data of the whole pipe network is accurate and reliable, and the
comprehensive efficiency of the whole pumping station is known, besides there
is no modification in an optimization period.

2.2 The Objective Function

In the optimization of water supply pumping stations, the minimum relative
entropy is one of the goals we’re going to achieve; accordingly, the first objective
function is as follows:

min L(P,Q) = min
[
Ns

n
ln

(
Ns

n(1 − s)

)
+

∑m

i=1
i�=s

Ni

n
ln

(m − 1)Ni

ns

]
(1)

where Ns is the number of data falling into group s, 0 ≤ Ns ≤ n, n is the total
number of nodes in the whole pipe network, Å is the accuracy of calculation,
besides it is a positive number close to 0, s is the serial number in the interval
corresponding to qs = 1 − ε, 1 ≤ s ≤ m.

When the energy consumption of all water supply pumping stations is mini-
mum, the energy consumption of the whole pipe network system is at the lowest
level, so there is the following objective function:

min E =
M∑

k=1

PkQk

ηk
(2)

where M is the number of water supply pumping stations in the whole pipe
network, Qk is the yielding water in k pump, Pk is the water pressure of k water
supply pump station, ηk is the comprehensive efficiency of k water pump.

2.3 Constraints and Formulation of Optimization Model

For water supply pumping stations, four constraints must be met first:

(1) Continuity equation of nodes

For every node in the pipe network, it must satisfy the continuity equation,
accordingly the inflow must be equal to the outflow:

NPj∑
i=1

(±Qk) + qj = 0(j ∈ n) (3)

where Qi is the flow of i in tube section, qj is the flow of node j, NPj is the
total number of nodes in the pipe network model, ± represents the directed
summation of the pipe segments associated with the node j. When the pipe
section flows into the node, it takes a negative value and takes positive value
when it flows out.
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(2) Energy equation

For any pipe section, the head loss of the pipe network at the upper end point
and the lower end point must follow the pressure drop formula:

hij = Hi − Hj (4)

where Hi and Hj are water head of pipe section i at upper and lower endpoints,
respectively; hij is the pressure drop of pipe section ij.

(3) Water pressure constraint of node

To the customer, we must meet the water pressure requirements for each user
of the node:

Hmin
j ≤ Hj ≤ Hmax

j (j ∈ n) (5)

where Hj is actual water pressure of node j, Hmin
j and Hmax

j are minimum and
maximum service water pressure of node j, respectively.

(4) Velocity constraint in pipe section

The flow rate in the pipe network should not be too large or too small. The
following requirements should be met:

vmin
ij ≤ vij ≤ vmax

ij (i ∈ NP) (6)

where vmin
ij and vmax

ij are the minimum and maximum flow velocity defined by
the pipe section ij, vij is the actual flow velocity of pipe section ij, NP is the
number of pipe sections.

In addition to the above four conditions, the water pressure of the water
supply pumping station must be satisfied at the same time. For the whole pipe
network, the pressure of each pumping station has its own maximum and min-
imum value, which is related to the pump scheduling. The exit pressure of the
pump station is selected to be restricted here:

Pmin
k ≤ Pk ≤ Pmax

k (k ∈ m) (7)

where Pk is the actual water pressure provided by the pump station k, Pmin
k and

Pmax
k are the minimum water pressure and maximum water pressure provided by

the pumping station k, respectively; M is the number of water supply pumping
stations in the whole pipe network.
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To sum up, the optimal operation model of the water supply network is shown
in the following expressions:⎧⎪⎪⎪⎨

⎪⎪⎪⎩

min L(P,Q) = min[Ns

n ln( Ns

n(1−ε) ) +
m∑

i=1
i�=s

Ni

n ln( (m−1)Ni

nε )]

min E =
m∑

k=1

PkQk

ηk

s.t.
NPj∑
i=1

(±Qk) + qj = 0 (j ∈ n)

Hmin
j ≤ Hj ≤ Hmax

j (j ∈ n)
vmin

ij ≤ vij ≤ vmax
ij (i ∈ NP)

Pmin
k ≤ Pk ≤ Pmax

k (k ∈ m)
hij = Hi − Hj

(8)

3 GA-Based Solution for the Model

3.1 Coding Method

The encoding method we choose is the most commonly used binary encoding.
We assume that there are two water supply pumping stations 1 and 2 and the
corresponding range of the water pressure is 32–42 m and 31–40 m, respectively.
If the final optimization accuracy is 0.01 m, there should be at least 900 and
1000 code numbers. Because of 29 < 900 < 1000 < 210, the encoding length is
10. But 210 − 1 = 1023, the 23 codes and 123 codes are restarted, that is to
say, there are 23 chromosomes corresponding to 2 codes and 123 chromosomes
corresponding to 2 codes. It can be specifically expressed as:

A : 0000000000 = 32, 0000000001 = 32.01, . . . . . .

B : 0000000000 = 31, 0000000001 = 31.01, . . . . . .

Then A and B are encoded jointly with multiple parameters:

0000000000|0000000000 = {32, 31}
0000000000|0000000001 = {32, 31.01}

· · · · · ·
So the length of the whole code is 20, the search space required is 220, and it is
prone to implement in computer.

The coding precision of the pump station 1:

Γ1 =
42 − 32
210 − 1

= 0.0098m

The coding precision of the pump station 2:

Γ2 =
40 − 31
210 − 1

= 0.0088m

Thus, coding precision meets scheduling requirements.
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3.2 Removal Constraint Processing of Objective Function and
Solving Process

In the five constraint conditions, it contains two equality constraints and three
inequality constraints. For equality constraints, it is bound to satisfy the compu-
tation process of EPANET. For constraint conditions (5), the water pressure con-
straint of the pumping station is automatically met in the coding process. Con-
sequently, we only need to deal with the constraints Hmin

j ≤ Hj ≤ Hmax
j (j ∈ n)

and vmin
ij ≤ vij ≤ vmax

ij (i ∈ NP). Then we remove the constraint conditions
according to the penalty function method.

According to the equation U = μ · L + ω · E, the double-objective function
of operation optimization of water supply pumping station is processed:

U = μ · L + ω · E (9)

After obtaining the penalty function, the joint (10) is processed to obtain an
unconstrained optimization problem, as shown in Eq. (10)

min F = μ · L + ω · E +
1

NPj

NPj∑
j=1

f1,j +
1

NP

NP∑
ij=1

f2,ij (10)

where μ and ω are the appropriate proportionality coefficient between values
(0, 1).

In order to solve the optimization model of the water pressure of the water
supply pumping station by genetic algorithm, the decision variable is the water
pressure, it is required to encode it and solve the model with genetic algorithm.

4 Experimental Analysis

FS city is located in south of the Five Ridges, east to Guangzhou, South to
Hong Kong and Macao. It has a mild climate and a lot of rain. It belongs to
the subtropical monsoon humid climate with an annual average temperature of
23.2 ◦C, the average minimum temperature in January is about 15 ◦C, and the
average maximum temperature in July is about 34 ◦C and the total water supply
population is 170,860,000. FS city has a flat topography, a well-developed man-
ufacturing industry, and a large proportion of industrial water in water supply.
The water supply area is divided into five parts: area 2, area 5, area 4, area 3,
and area 1; the proportion of population and the amount of water used in July
are shown in Fig. 1. Water supply is mainly concentrated in several large town
water companies, such as Dali DL waterworks, LC waterworks, GY waterworks,
and XT waterworks. Its total water supply accounts for 65.86% of the total water
supply in July.

Select 24 h as a research cycle, at the end of each hour, the pressure of the
pipe network is counted, and the water pressure of the water supply pumping
station is optimized. We assume that the water pressure of the waterworks B
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(a) Water consumption of every block in FS
City

(b) Population proportion of each block in
FS City

Fig. 1. Daily water consumption and population ratio in each block

and A are respective P1 and P2, the initial population size is 80, the crossover
probability is 0.6, the mutation probability is 0.001, the number of generations
is 100, and the initial temperature T0 of the fitness function transformation is
100. It is found in Fig. 2 that the fitness function converges to the maximum
after 100 iterations. At this point, the minimum value of the objective function
is obtained, and the corresponding variable value is the requirement.

The change curve of water pressure before and after optimization of water
plant B and water plant A, relative entropy, and energy consumption parameters
are listed in Fig. 3 respectively. Obviously, the unoptimized pipe network pressure

Fig. 2. Convergence process of genetic algorithm for optimal model of water supply
pumping station
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(a) Water pressure P1(m) in waterworks B (b) Water pressure P2(m) in waterworks
A

(c) Relative entropy (d) Energy consumption of pump station
PiQi/ i

Fig. 3. Change curve of before and after optimization of water supply pumping station

is higher, which is not conducive to energy saving.
∑

PiQi/ηi before optimization
is 12491.70, and

∑
PiQi/ηi after optimization is 12252.58; according to this, the

energy saving can be obtained:

12491.70 − 12252.58
12491.70

× 100% = 1.91%

5 Conclusion and Future Work

In this paper, we first discuss the necessity and goal of optimal operation of water
supply pumping station, then take relative entropy and pumping station energy
consumption as objective functions, and establish an optimization model of out-
let water pressure of supply pumping stations based on information entropy.
Genetic algorithm is used to solve the optimization model of the water supply
pumping station. Besides, we explain in detail the coding method and the con-
straint condition processing method for the water pressure optimization of the
water supply pumping station. It provides the basis of theory and method for
solving the actual pipe network afterward.
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Abstract. Emerging applications, such as mobile cloud computing and WSN,
bring lots of challenges to current data center networks, and many of them need
to construct their own virtual networks (VNs) for the flow-line calculation.
Besides, delay-sensitive applications, like IoV and mobile 5G broadband
application, require to move the computing resource and some parts of databases
closed to customer sites. Thus, the computing resource near application fields,
the so-called edge computing, becomes more and more in short supply;
meanwhile, the backbone network is under an increasing pressure on the long-
haul communication workload. In this paper, we first make a knowledge-aware
of VN and design a mapping orchestration based on the QoS requirement fea-
tures and workload matching. Here, we distinguish the computing requirement
from each virtual node in VN and allocate them into edge or cloud DC,
respectively. Then, we formulate this resource allocation problem and propose a
fast and efficient algorithm. Finally, the numerical results verified the advantages
of our algorithm in terms of average computing latency and average transmis-
sion latency.

Keywords: Optical data center � Edge computing � Virtual network
embedding � 5G � Mapping orchestration

1 Introduction

The emerging applications from broadband access networks and mobile cell networks
lead to both a large computing capacity consumption and a high bandwidth con-
sumption in data center networks (DCNs) [1]. Even that the elastic optical network
(EON) provides high-speed data transmission, some sensitive demands such as
autonomous driving and WSN are hard to be satisfied due to the long-haul route and
the remote computing resource in data centers (DCs). DCs contain thousands of high-
capacity servers and are often placed in outer suburbs or even alpine regions. Yet
sometimes, the aid is too slow in coming to be of any help, and the spectrum resource
of optical backbone network encounters the bottleneck. Many transmission loads
produced for cloud data centers (CDCs) crowd into several main and conspicuous
routing paths [2]. Service providers approach some of computing capacity closer to the
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application sites and construct the smaller-size and lighter-weight edge DCs (EDCs) to
provide convenient and frequently accessed services.

Both software and hardware technology progress brings a novel kind of mixed
computing circumstance into being, i.e., the cloud- and edge-mixed DCN (CEM-
DCN). Thus, there are two kinds of different computing resources as the candidate
mapping targets for virtual node mapping, followed by two kinds of resource provi-
sioning styles subject to the constraints of diverse delay upper limits and device rent
costs. Currently, researches focus on the edge computing and the fog computing [1–3].
But few of them studied the virtual network embedding (VNE) in the CEM-DCN
associated by EON, and the differential computing resource requirement of virtual
nodes in the same VN demand is usually forgotten, leading to either the suboptimal
state of the resource allocation or the unsatisfactory of overall delay resulting from
computing and communication process.

Take Fig. 1 as an illustration. VNE usually facilitates to build customized virtual
networks and resource sharing. Some flow-works are contained in VN to complete
different parts of the work, and probably, one of the flow-works needs to be finished in
an extremely low latency. CDC is hard to satisfy this work in low latency because of its
coherent shortage in physical distance between customers and DC geosites. At this
time, a high-efficient EDC could provide basic computing ability to facilitate cus-
tomers. And the placement of EDCs is more flexible.

In this paper, we first formulate these series of problem into the mathematical
model and make a comprehensive analysis of the root season of exorbitant delay and
resource provision unbalance. We propose a knowledge-aware VNE orchestration that
makes the virtual nodes in the same VN map into EDC/CDCs with differential delay
and computing resource requirement strategies. Besides, a heuristic algorithm is pro-
posed to bring a fast VNE approach in CEM-DCN and achieve a near-optimal com-
puting- and communication-resource usage.

Substrate Data Center Networks

Elastic Optical 
Networks

Resource share
Work flow1

Customer1

Work flow2
Work flow3 Customer2

Customized 
virtual network

Edge DC

Cloud DC

Edge DC

Cloud DC

Edge DC

Fig. 1. Differential VNE processes in CEM-DCN
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2 Motivation and Knowledge-Aware VNE Orchestration

2.1 Motivation

Currently, the large-size CDCs make many outstanding contributions to ICT devel-
opment. However, emerging services ram the spectral resource and computing resource
in traditional DCNs, such as 5G applications and AR/VR. Actually, the edge com-
puting as an expected alternative scheme is about to solve some of the inherent
problems based on its equipped lightweight computing capacity. More importantly,
EDC which is closer to the front end of the service has the abilities of task recognition
and workload offloading. It can slice the origin task into two pieces and push the heavy
workload that is unnecessary to be solved at the front end to CDC. That makes the
resource allocation more effective and alleviates the spectrum pressure of core
networks.

VN adapts virtualization and cloud computing technology and can facilitate the
customized virtual private network and substrate resource sharing. Generally, a VN
consists of virtual nodes (actually virtual machine requirement, and here we use VM for
short) and virtual links (VLs). Traditionally, VMs should be mapped into several
individual servers in the large-scale DC and VLs are mapped onto the substrate routing
path in core networks. Nowadays, with the introduction of EDC into the entire DCN
system, some of VMs are more compatibly mapped into edge servers to gain faster
reactions and cache temporary coarse data. Thus, correspondingly, the physical length
of VLs is substantially shortened and their composition is also more complex, maybe
the combination of wired and wireless links.

Our objective is to minimize the latency sum from both data transmission and
computing process during the overall VNE procedures, meanwhile without losing
resource allocation efficiency. Correspondingly, there are some inescapable constraints
and pending problems, detailed as follows:

(1) The resource capacity constraints of both core network spectrum and DC com-
puting capacity.

(2) Which VM should be or is preferred to be mapped into EDC requires an accuracy
judgment mechanism.

(3) Except the VM mapped into EDC, other VMs should be mapped into CDCs under
the constraints of computing capacity and process latency.

(4) In the same VNE request, diverse VMs must be mapped into different DCs; in
other words, one DC can and can only accommodate one of VMs in the same
VNE request.

(5) When mapping VLs, the latency constraint must be subjected to.
(6) In the same VNE request, VLs must be link-disjoint; in other words, their sub-

strate transmission channel cannot overlap each other.

2.2 Knowledge-Aware VNE Orchestration

Traditionally, the VNE strategy trends to map virtual nodes into the most computing-
resource sufficient DCs and map virtual links into the shortest route paths or the most
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spectrum-resource sufficient paths to achieve load balance. However, actually, with the
growth in VN demands, the embedding behavior of VNs demands looks forward the
dedifferentiated services to satisfy diverse QoS requirements.

Based on SLA, the information of VNE demands is of foreknowledge, such as the
delay upper limit and various kinds of resource requirements. That assists us to judge
whether this VNE request is mapped into CDC or into EDC.

Usually, service request starts from the customer who is at the edge of networks and
is responsible for context awareness and data collection, as shown by node 1 in Fig. 2.
And this request needs the assistant of computing and data storage from high-
performance server, and by virtue of generalized virtualization technology and server
slice technology, these computing and storage workloads can be abstract into the form
of virtual machine (VM), as shown by nodes 2 and 3 in Fig. 2a. Under the situation of
abundant resource in networks, VM1 and VM2 could be mapped into two diverse
remote CDCs for professional and cheap service, as shown in Case 1 of Fig. 2b.
However, if the request needs the high QoS guarantee like low latency, one of VMs (or
even all VMs) must search for the service terminal with closer distance, and in this
paper, the constructed EDC is an excellent choice. As shown in Case 2 of Fig. 2b, the
VM1 is mapped into EDC, due to its knowledge property and the more stressful
resource environment.

Fig. 2. Knowledge-aware VNE illustration
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On the other hand, in the extreme case of tenser resource, EDC could provide the
function of computing task offload. EDC leaves the necessary workload in its own site
and slices the original workload and push the rest part of workload, usually heavy task,
to CDC. Thus, from the state of VN knowledge-aware to the state of detailed mapping
procedures, the entire orchestration of knowledge-aware VNE can be summarized in
Fig. 3.

3 Problem Statement

We design an orchestration for VNE request recognition and mapping approach
assignment. Since different customers may have diverse QoS requirements, the
homogeneous VN constructing method would lead to VNE request dissatisfaction and
resource mismatch.

To implement the differential mapping procedure, in one VNE request, we denote
the VM as vc jc; rc; nc; tcð Þ; 8vc 2 Rvm where jc represents the VN knowledge-aware
judgment result (binary, jc ¼ 1 means the current VN needs EDC), besides rc is the

Fig. 3. Knowledge-aware VNE orchestration
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computing resource requirement, tc is the computing latency upper bound, and nc is the
mean square deviation (MSD) between other VMs in the same VNE request. And then
we denote the VL as ev s; d; bvl; tvlð Þ; 8ev 2 Rvl where s is the source node, d is the
destination node, bvl is the bandwidth requirement, and tvl is the delay upper bound.

Our objective is to minimize the total latency w of both VMs and VLs, represented
by Eq. 1, where Dtc and Dtl denote respectively the actual latencies resulted from
allocated computing resource and allocated spectrum resource in CEM-DCN. And Dtc
and Dtl can be calculated by Eqs. 2 and 3, where rdc is the computing resource actually
allocated by CDC/EDC and bf is the spectrum slot number actually allocated by the
core network.

Minimizingw ¼
X

8VM2VN
Dtc þ

X

8VL2VN
Dtvl; 8VN 2 RVNE ð1Þ

Dtc ¼ tc � rc
rdc

;Dtc � tc; rc � rdc ð2Þ

Dtvl ¼ tvl � bvl
bf

;Dtvl � tvl; bvl � bf ð3Þ

Since the computing resource in CDC is relatively richer than that in EDC, thus for
the calculation of computing latency sum, the delay caused by EDC plays a decisive
role. On the other hand, both the distance sum between EDC and all the selected CDCs
and the bandwidth that may be allocated to the routing path (result of the VL mapping)
impact the calculation of transmission latency sum.

nc ¼
PRvmj j

k¼1
rc;k � rc;i
� �2

Rvmj j ; if jc ¼ 1; 8vc;i 2 Rvm ð4Þ

vc;EDC ¼ Min nc;1; nc;2; . . .; nc; Rvmj j
� � ð5Þ

Thereby, which VM could be mapped into EDC seems particularly important, and
we design Eqs. 4 and 5 to select which VM to be mapped into EDC. Equation 4 uses
the idea of MSD to minimize the actual difference of computing delay among all VMs,
and Eq. 5 compares MSDs to pick the minimum. The calculation of Eq. 4 is grateful in
the scenario of either massive VNEs or network congestion, since the resource EDC is
essentially scarce. And the physical location selection of candidate CDCs and the
spectrum slot allocation of VLs is about to be carried out in Sect. 4, due to the NP-hard
feature of the multi-commodity flow problem.

Besides, we still require some constraints on the computing capacity of DCs, the
spectrum slot capacity of fiber links, and the data flow conservation. However, limited
by the length of space, it is not necessary to show them all here, and please see the
references [4].
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4 Heuristics

We need a faster and effective approach for VNE in EDM-DCN. We proposed a novel
knowledge-aware and integrated VNE algorithm (KIVA), and in KIVA, the VM
requirement recognition, VNE orchestration, EDC/CDC selection, and the optimal
allocation of resource are taken into account.

The pseudocode of KIVA is shown in Table 1. First, we sort the sufficient resource
CDCs according to their residual resource in descending order, and then, we select the
top CDC to undertake VMs. And we search multiple paths from the source CDC to the
target EDC and put them into a candidate path set. We map a VL to the shortest and
spectrum slot richest path in the candidate set (based on the product of hops and slots),
and the above procedures will facilitate to find these optimal CDC locations and to
decrease the transmission latency sum.

5 Simulation

We take VC++ 2015, at the 64-bit Core i7 2.50 GHz computer with 8 GB RAM, to
achieve our KIVA. The benchmark is the ordinary first-fit VNE algorithm (FFVA)
tailored to CEM-DCNs [5]. We take the substrate topology in Fig. 4 as the simulation
topology, and each edge is a bidirectional fiber link with a given length in kilometers.
We assume that the bandwidth of each FS is 12.5 GHz and each fiber link can
accommodate 358 FSs. The metrics are the average computing latency and the average

Table 1. Pseudocode of KIVA
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routing path latency per VNE (average latency/path for short and 4.868 ls/km [6]).
Moreover, each CDC contains 2000 units of computing resource, and each EDC
contains 100 units of that.

In Fig. 5, with the increasing VNE requests, both curves increase, and the average
computing latency of KIVA is lower than that of FFVA. And even at the load 140,
KIVA can achieve a 31% deduction of average computing latency. That is because we
consider both the MSD of computing requirement of VMs when mapping EDC and the
load balancing when selecting CDCs.

In Fig. 6, the increasing VNE requests, two curves increase, and KIVA performs
better than FFVA does. And KIVA can achieve a nearly 40% deduction in average path
latency since KIVA considers both geodistance closer EDCs and the optimal geolo-
cations of CDCs.

Fig. 4. Simulation topology

Fig. 5. Average computing latency comparison
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6 Conclusion

Emerging applications bring lots of challenges in latency and resource provisioning.
We designed a knowledge-aware VNE orchestration based on the analysis of QoS
requirement features. We formulate this resource allocation problem and propose a fast
and efficient algorithm to facilitate the distinguished VNE process. Finally, the
numerical results verified the advantages of our algorithm in terms of average com-
puting latency and average path latency.
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Abstract. Generalized frequency division multiplexing (GFDM) is a flexible
multicarrier modulation scheme and has been considered as a candidate for the
physical layer of the 5G mobile communication system. The bit error rate
performance of GFDM is affected by the symbol timing synchronization errors;
however, the existing preamble-based symbol timing synchronization scheme
for GFDM systems suffers from the timing-ambiguous plateau problem. In this
paper, two improved preamble structures are constructed according to the
characteristics of GFDM symbols to eliminate the timing-ambiguous plateau.
The simulation results under AWGN and multipath fading channels show that
the proposed autocorrelation timing synchronization schemes have better timing
MSE performance compared to the existing preamble-based timing synchro-
nization schemes.

Keywords: 5G � GFDM � Synchronization � Autocorrelation

1 Introduction

With the increasing complexity of communication environment and the diversification
of the application requirements, the mobile communication technology is being
developed to the fifth generation (5G) wireless communication. The requirements of
the new generation communication systems for the physical layer interface have also
changed. At present, OFDM systems are widely adopted in modern wireless com-
munication systems because of its easy implementation and robustness against fre-
quency selective multipath channels. However, some problems with OFDM make it
inappropriate to be utilized in some 5G service scenarios. For example, in cognitive
radio systems, the second users using OFDM access fragmented and dynamic spectrum
holes may cause severe interference to the primary user due to the serious out-of-band
(OOB) radiation problem of OFDM [1]. In addition, OFDM adopts a large cyclic prefix
to combat inter-symbol interference caused by the multipath fading channel; as a result,
it is not an appropriate choice for the tactile Internet where a time delay smaller than
1 ms should be satisfied. Recently, a new alternative multicarrier modulation scheme,
namely generalized frequency division multiplexing (GFDM) [2], has been proposed as
a candidate for the next generation wireless communication systems. The GFDM has
the advantages of low OOB radiation and high spectrum efficiency.
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Although GFDM can tolerate a relative larger timing offset (STO) and carrier
frequency offset (CFO) in comparison with OFDM, the synchronization errors can still
have a serious influence on the bit error rate performance of GFDM systems, so
synchronization algorithm should be carefully designed for the GFDM receiver. There
are currently three major data-assisted synchronization schemes for GFDM. Ivan [3]
proposed a scheme of synchronization using a preamble with two identical subsymbols.
This scheme integrates several classical OFDM synchronization methods and limits
OOB radiation with window function, but this scheme requires additional computations
to eliminate the timing-ambiguous plateau. In [4], an embedded midamble synchro-
nization scheme is proposed, and this scheme needs preliminary demodulation to
obtain the information coefficient vector for synchronization. In order to improve the
bandwidth utilization [5], proposed a superimposed synchronization scheme to meet
the OOB requirements of GFDM system. The main work of this paper is to solve the
problem of ambiguous plateau for the timing synchronization scheme in [3] and to
reduce the computational complexity.

The paper is organized as follows: Sect. 2 describes the model of GFDM system,
and Sect. 3 proposes two improved preamble synchronization schemes for GFDM.
Simulation results and analysis of the proposed schemes presented in Sects. 4 and 5
provide conclusions.

2 The Model of GFDM

Suppose a GFDM symbol consists of K subcarriers and M subsymbols; thus, the
baseband transmitted signal can be described by [1]

x½n� ¼
XK�1

k¼0

XM�1

m¼0

gk;m½n�dk;m ð1Þ

where gk;m½n� denotes the time-shifted and frequency-modulated version of a prototype
filter g½n�,

gk;m½n� ¼ g ðn� mKÞmod N½ � � exp j2p
k
K
n

� �
ð2Þ

For convenience, Eq. (1) can also be expressed in matrix form [1],

x ¼ Ad ð3Þ

where A is KM � KM modulation matrix, d is KM � 1 data vector.
The received signal through an L-path multipath channel at the receiver can be

given by

z½n� ¼
XL�1

l¼0

h½l�x½n� l� þw½n� ð4Þ
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where h½l� is the channel impulse response, and w n½ � denotes the additive white
Gaussian noise(AWGN), w½n� �CNð0; r2wÞ. When there exist STO and CFO between
the GFDM transmitter and receiver, consequently, the baseband signal at the receiver
can be expressed as

r½n� ¼ z½n� h�ej2pe
Kn ð5Þ

where h denotes the STO, and e denotes the CFO normalized to the subcarrier spacing.
Before the receiver estimates the transmitted data, STO and CFO need to be estimated
and compensated to achieve timing and frequency synchronization.

3 The Proposed Timing Synchronization Schemes

3.1 Conjugate Symmetric Preamble-Based Synchronization

The pulse shaping filters of a GFDM system with K subcarriers and M subsymbols are
obtained by cyclic time shifting and frequency modulating a prototype filter with a
length of N ¼ KM. When a GFDM symbol consists of two subsymbols, i.e., M = 2,
the filters will conjugate symmetric about their centers. So we can construct a training
vector with the following structure

dp1 ¼ ðcT1 ; cH1 ; cH1 ; cT1 ÞT ð6Þ

where ð�ÞH denotes conjugate transpose, and ð�ÞT denotes transpose. c1 is a PN
sequence of length K=2, and c1 ¼ c1½0�; c1½1�; . . .; c1½K=2� 1�ð ÞT .

Then, the proposed conjugate symmetric preamble can be generated by

xp1 ¼ A2K�2Kdp1 ð7Þ

where xp1 ¼ xp1½0�; xp1½1�; . . .; xp1½2K � 1�� �T
, A2K�2K is a 2K � 2K GFDM modula-

tion matrix. The preamble generated by (7) has the following properties,

xp1½n� ¼ xp1½K � n��; n ¼ 0; . . .;K=2 ð8Þ

xp1½K þ nþ 1� ¼ xp1½2K � n� 1��; n ¼ 0; . . .;K=2� 1 ð9Þ

xp1½n� ¼ xp1ðnþKÞ � ð�1ÞnþK ; n ¼ 0; . . .;K � 1 ð10Þ

where ½��� denotes conjugate.
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To illustrate the structure of the proposed preamble, an example with the number of
subcarriers being 16 is given. The corresponding real and imaginary parts of the
preamble are shown in Fig. 1.

To make use of the conjugate symmetric property of the preamble, the improved
conjugate symmetric preamble-based synchronization (CSPBS) metrics can be defined
as

PN ½n� ¼ PA½n�j j2
RA½n�ð Þ2 ð11Þ

where

PA½n� ¼
XK�1

k¼0

r½K þ kþ n� � r½K � kþ n� � ð�1ÞKþ kþ n ð12Þ

RA½n� ¼
XK�1

k¼0

r Kþ kþ n½ �j j2 ð13Þ

Figure 2 shows the improved timing metric under ideal channel condition, where
the number of subcarriers is K = 128 and the length of CP is NCP ¼ 32. The proposed
scheme has an impulse-shaped timing metric and eliminates the timing-ambiguous
plateau.
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3.2 Cyclic Preamble-Based Synchronization

The two subsymbols of the conjugate symmetric preamble are not exactly the same, so
this paper proposes another cyclic preamble-based synchronization (CPBS) scheme to
solve the timing-ambiguous plateau problem. The vector used to generate a cyclic
preamble is designed to be

dp2 ¼ 0; . . .; 0|fflfflffl{zfflfflffl}
n1

; cT2 ; 0; . . .; 0|fflfflffl{zfflfflffl}
n2

; 0; . . .; 0|fflfflffl{zfflfflffl}
n1

; cT2 ; 0; . . .; 0|fflfflffl{zfflfflffl}
n2

0
@

1
A

T

ð14Þ

where c2 ¼ c2½0�; c2½1�; . . .; c2½K � n1 � n2 � 1�ð ÞT denotes a real PN sequence, n1 and
n2 represent the number of zeros in the PN sequence, and in this paper n1 ¼ n2 ¼ 1.

The cyclic preamble with two subsymbols can be obtained by the following
modulation process,

xp2 ¼ A2K�2Kdp2 ð15Þ

where xp2 ¼ xp2½0�; . . .; xp2½2K � 1�� �T .
To clearly explain the characteristics of the cyclic preamble, Eq. (1) can be rear-

ranged as

x½n� ¼
XK�1

k¼0

XM�1

m¼0

g ðn� mKÞmod N½ � � exp j2p
k
K
n

� �
� dk;m ¼

ffiffiffiffi
K

p
WH

Kdk ð16Þ
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where WK is the K � K dimension DFT matrix, dk ¼ dk½0�; dk½1�; . . .; dk½2K � 1�ð ÞT ,
and

dk½n� ¼
XM�1

m¼0

g ðn� mKÞmod N½ � � dk;m ð17Þ

It can be seen from (16) that up-conversion operation in the GFDM modulation
process can be regarded as an IFFT conversion, so the resulted cyclic preamble has the
following characteristics:

xp2½n� ¼ xp2½K � n��; n ¼ 0; . . .;K=2 ð18Þ

xp2½K þ nþ 1� ¼ xp2½2K � n� 1��; n ¼ 0; . . .;K=2� 1 ð19Þ

And xp2 is composed of two identical PN sequences, so

xp2½n� ¼ xp2ðnþKÞ; n ¼ 1; . . .;K ð20Þ

When the number of subcarriers is K = 16, the real and imaginary parts of the
cyclic preamble are shown in Fig. 3.

For the cyclic preamble, the autocorrelation timing metrics can still be calculated
using (10), but the autocorrelation needs to be changed to

PA½n� ¼
XK�1

k¼1

r½Kþ kþ n� � r½K � kþ n� ð21Þ

Compared to (12) and (21) is more convenient for calculating the autocorrelation.
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The timing metrics curve for the CPBS scheme is shown in Fig. 4. It can be seen
from the figure that this algorithm also solves the problem of the timing-ambiguous
plateau in the existing preamble synchronization scheme.

4 Simulation Results

To analyze the performance of the proposed synchronization scheme, computer sim-
ulations were performed. In the simulation, QPSK is utilized to get transmitted data, the
RC filter with roll-off factor of 0.1 is used, and the number of subsymbols is 5 in
GFDM system. At the same time, AWGN channel and multipath fading channel were
considered. As shown in Table 1, the multipath channel is an Extended Pedestrian A
(EPA) [6] channel model with a maximum delay of 410 ns. The EPA is an LTE
channel model defined by 3GPP Technical Recommendation (TR) 36.104.
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Table 1. LTE EPA channel parameters

Tap Relative delay (ns) Average power (dB)

1 0 0.0
2 30 −1.0
3 70 −2.0
4 90 −3.0
5 110 −8.0
6 190 −17.2
7 410 −20.8
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Figures 5 and 6 show the mean square error (MSE) of STO estimation using
autocorrelation metrics in AWGN channel and the EPA channel, respectively.
Under AWGN channel condition, K = 64, NCP = 16, while under EPA channel con-
dition, K = 256, NCP = 32. As can be seen from these two figures, compared with the
existing preamble synchronization scheme in [3], the two preamble-based schemes
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proposed in this paper have better MSE performance. And the simulations also indicate
that the CPBS scheme is better than the CSPBS scheme. The first subsymbol of the
CSPBS is not equal to the second subsymbol, and the autocorrelation timing metric
requires an additional operation of (−1)n, so compared with the CPBS scheme, the
robustness of the CSPBS scheme is relatively weak.

5 Conclusion

In this paper, in order to solve the timing-ambiguous plateau in the existing preamble
synchronization scheme for GFDM system, two new structures of the preamble are
redesigned, and the corresponding autocorrelation timing metrics are given. The sim-
ulation results show that neither of the two preamble synchronization schemes pro-
posed in this paper generate a timing uncertain plateau, which reduces the
computational complexity and simplifies the receiver design. And compared with the
existing preamble synchronization scheme, the proposed autocorrelation timing metrics
have better MSE performance of the STO estimation.
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Abstract. Maritime wireless communication is in the stage of continuous
development. Medium and short wave communication has always been the main
method of maritime communications. Realizing rapid, efficient, and reliable
signal transmission is the urgent need for the development of current situation.
In this paper, aiming at MF, HF, or VHF radio waves emitted by land, Bayesian
linear regression model is used to solve the reflection problem of calm sea
surface, and then EM (expectation maximization) algorithm is further used to
solve the complex Bayesian model to solve the reflection problem of rough sea
surface. Furthermore, the advantages of the Bayesian linear regression model
over other models, such as the Longley-Rice model, are obtained.

Keywords: Maritime wireless communication � Bayesian linear regression �
EM algorithm

1 Introduction

For a long time, medium and short wave communication has been widely used in
various departments such as government, diplomacy, meteorology, and commerce for
its advantages of strong flexibility, strong anti-damage ability, and long communication
distance, which is used for the transmission of information such as languages, char-
acters, images, and data [1]. At the same time, it is also an essential means of com-
munication for high-altitude flight and maritime navigation, especially in the military
field; it has always been one of the important means of military command.

With the development of science and technology, the communication efficiency
between ships and shores is higher required. At present, China has established a
number of medium and short wave shore stations. Many ships already have medium
and short wave radio stations and radio navigation equipment that can quickly realize
effective positioning. Communication facilities between ships and shores have devel-
oped from a single modulation method and analog signal transmission to various
communication methods such as satellite communication and frequency modulation
radio telephone [2], among which, medium and short wave communication is an
important means of long-distance communication at sea.
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At present, maritime radio wave transmission models can be roughly divided into
three categories: empirical model, semi-empirical and semi-deterministic model and
deterministic model. Empirical model is a formula concluded after analyzing a large
number of measurement data. It is a relatively simple radio wave transmission model,
which is more convenient to use and has fewer restrictions. However, it is usually only
suitable for predicting the propagation of small scenes and short-range radio waves,
and the accuracy of predicting the path loss is also relatively low [3]. Semi-empirical
and semi-deterministic model is a formula generated by putting deterministic methods
into certain specific environments and is a statistical model. Among these models, the
more classical ones are Longley-Rice model, Walfish-Bertoni model, Ikegami model,
etc. [4]. This model is usually used to analyze and predict the radio wave transmission
in some specific terrain environment, and the prediction accuracy is not very high. The
model is suitable for predicting the propagation of radio waves in urban areas and
suburbs [5]. The deterministic model is a mathematical expression derived from
Maxwell equations based on electromagnetic theory. At present, most of the deter-
ministic models are obtained by ray tracing electromagnetic method [6]. Due to the
differences in the propagation environment of radio waves, there is no universal radio
wave propagation model suitable for all radio wave transmissions [7].

Among them, the Longley-Rice radio wave transmission model is based on the
radio wave propagation theory and combines the measured data in many actual envi-
ronments. It is precise because the model is based on the theory of radio wave prop-
agation and adds a lot of actual measurement data that the model has been widely used
[8]. According to the relevant documents found, it can be known that the sea surface
reflection intensity obtained by Longley-Rice radio wave transmission model and the
reflection intensity of the calm sea surface is greater than that of the rough sea surface.

In this paper, Bayesian linear regression model is used to model and simulate
maritime radio transmission, and the differences between this model and Longley-Rice
radio wave transmission model can be obtained.

2 Bayesian Linear Regression Model

When carrying out radio wave propagation on the ocean surface, it is assumed that the
noise is white Gaussian noise and the transmission loss is the loss of free space. Since
ships receive weather and traffic report when moving on the sea, so they will inevitably
keep away from some dangerous and severe-condition area. Therefore, there is no need
for considering extremely violent sea condition when we simulate the environment in
the model. The undulating waves model is simulated and shown with the three-
dimensional wave in Fig. 1.

The radiation intensity of the reflected wave is related to the reflectivity R and the
transmittance T, but the two variables are not independent. Since the model focuses on
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Fig. 1. Three-dimensional wave simulation

the light reflections, only R needs to be taken into consideration. And it is assumed that
R obeys Gaussian distribution (normal distribution), that is:

R�N lr; r
2
r

� �
orN Rjlr; r2r

� � ð1Þ

Then the relationship needs to be determined between reflection strength y and
some independent variables x (x is a n � 1 vector) which influence y. Firstly, the
simplest regression model is used to describe their relationship:

y x;xð Þ ¼ x0 þx1x1 þx2x2 þ � � � þxnxn ð2Þ

It is seen from the equation that it is suitable for linear relation, but in most cases,
elements do not just meet the linear relation, so the expression of the equation above
and x is altered as:

y x;xð Þ ¼ x0 þ
XM�1

j¼1

xj/j xð Þ ð3Þ

where /j xð Þ is called basis function. When nonlinear basis function is used, y x;xð Þ will
become a nonlinear function. There are many forms for /j xð Þ, such as

/j xð Þ ¼ exp � x�ljð Þ2
2S2

� �
.

The most important part of the model is the Bayesian linear regression model. It can
self-adjust parameters according to the scale of data. In practical application, the model
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can effectively reduce the risk of overfitting. The known data is used to train the model,
and then the trained Bayesian linear regression model is used to predict new y. It is
assumed that object variable t is provided by function y x;xð Þ. Because actual data
collected are unavoidably accompanied by Gaussian noise, so the equation can be
written as:

t ¼ y x;xð Þþ � ð4Þ

where � is a Gaussian random variable. Its mean is 0, and accuracy (Reciprocal of
variance) is b. So the equation is:

P tjx;x; bð Þ ¼ N tjy x;xð Þ; b�1� � ð5Þ

Now if a data set X ¼ x1; . . .; xnf g is entered and corresponding target value is
t1; . . .; tn. It is assumed that these data points are selected independently, and then the
expression of likelihood function (x; b is adjustable) can be written as:

P tjX;x; bð Þ ¼
YN
n¼1

N tnjxT/ xnð Þ; b�1� � ð6Þ

Then the log of the likelihood above is taken, that is:

lnP tjx; bð Þ ¼
XN
n¼1

lnN tnjxT/ xnð Þ; b�1� �

¼ N
2
lnb� N

2
ln 2pð Þ � bED xð Þ

ð7Þ

where sum of square error function is defined as:

ED xð Þ ¼ 1
2

XN
n¼1

tn � xT/ xnð Þ� �2 ð8Þ

The gradient of (7) is shown as follows:

rlnP tjx; bð Þ ¼ b
XN
n¼1

tn � xT/ xnð Þ� �2
/ xnð Þ ð9Þ

Let the value of (9) equals 0:

0 ¼
XN
n¼1

tn/ xnð ÞT � xT
XN
n¼1

/ xnð Þ/ xnð ÞT� � ð10Þ

Then it can be made out that:
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xML ¼ UTU
� ��1

UT t ð11Þ

where U is a design matrix, whose elements are /j xnð Þ. Equation (11) shows the results
of the weight of independent variables on a calm sea surface.

To avoid overfitting when studying turbulent sea surface, regularized least squares
method [9] is used. The error function that needs to be minimized is modified as (k is
regularization factor):

ED xð Þþ kEW xð Þ ð12Þ

where

EW xð Þ ¼ 1
2
xxT ð13Þ

Then Eq. (10) is solved again, and it can be figured out that:

x ¼ kIþUTU
� ��1

UT t ð14Þ

which is suitable for a turbulent ocean.
Next, the problem of parameter distribution needs to be solved. The prior proba-

bility of x is introduced, and it is assumed that b is known. Because the likelihood
function defined by Eq. (6) P xjtð Þ is the exponential form of a quadratic function,
whose corresponding conjugate prior probability distribution obeys Gaussian distri-
bution. The expression is as follows:

P xð Þ ¼ N xjm0; S0ð Þ ð15Þ

Posterior probability distribution is as follows:

P xjtð Þ ¼ N xjmN ; SNð Þ ð16Þ

where

mN ¼ SN S�1
0 m0 þ bUT t

� � ð17Þ

S�1
N ¼ S�1

0 þ bUTU ð18Þ

To simplify related calculation, a specific form of Gaussian prior probability is
considered. To be specific, that is isotropic Gaussian distribution (mean is 0). The
distribution is controlled by accuracy parameter (It is a hyper-parameter) a.

P xjað Þ ¼ N xj0; a�1I
� � ð19Þ

The corresponding posterior probability distribution is provided by Eq. (16), where
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mN ¼ SNbU
T t ð20Þ

S�1
N ¼ aIþ bUTU ð21Þ

Regular term is corresponding to (12), where k ¼ a
b.

Gathering all the results that are got, the value of following t can be finally
predicted.

P tjt; a; bð Þ ¼ Z
P tjx; bð ÞP xjt; a; bð Þdx ð22Þ

3 Reflection Intensity

For reflection of the calm sea surface, reflectivity R is the main reason that influences
the reflection intensity. There is only one independent factor in the equation. It is
discussed that R obeys Gaussian distribution.

For calculation about related parameters, xi is calculated according to (11) and
(14). x0 is calculated according to the formula below:

x0 ¼ �t �
XM�1

j¼1

xj/j ð23Þ

It is finally figured out that x0 ¼ 0:3821, x1 ¼ 0:1330.
To solve the problem of R distribution, MATLAB simulation method is used and

the result is shown in Fig. 2.
The dotted line shows the mean average level of reflection intensity, and shaded

area means the range of fluctuations around the mean level (r2 ¼ 1). Mean value is
around 0.4, and fluctuation range is about 0.263–0.638.

With regard to turbulent sea surface, the calculation is more complicated.
There are mainly five influencing factors (independent variable): electromagnetic

gradient of seawater, local permittivity, permeability of the ocean, height of the
reflection surface, and angle of the reflection surface. The form of these nonlinear basis
functions (They obey circular normal distribution) is:

P hjh0;mð Þ ¼ 1
2pI0 mð Þ exp mcos h� h0ð Þf g ð24Þ

The parameters of these variables h0;m are:
electromagnetic gradient of seawater: h1 ¼ p

2 ;m1 ¼ 3.
local permittivity: h2 ¼ p

3 ;m2 ¼ 2.
permeability of the ocean: h3 ¼ p

4 ;m3 ¼ 1.
height of the reflection surface: h4 ¼ 3

2 p;m4 ¼ 0:1.
angle of the reflection surface: h5 ¼ 9

5 p;m5 ¼ 0:3.
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These parameters are used to simulate the five circular normal distribution inde-
pendent variables.

As for a; b, that introduces EM (Expectation Maximization) algorithm. Complete-
data log-likelihood function is:

lnP t;xja; bð Þ ¼ lnP tjx; bð Þþ lnP xjað Þ ð25Þ

where P tjx; bð Þ is (6), P xjað Þ is (19).
The posterior probability distribution of x is taken the expectation as follows:

E lnP t;xja; bð Þ½ � ¼ M
2
ln

a
2p

� 	
� a
2
E xxT
� �þ N

2
ln

b
2p


 �

� b
2

XN
n¼1

E tn � xT/ xnð Þ� �2
ð26Þ

Let the derivative of (23) with respect to a equals 0, it can be got:

a ¼ M
E xxTð Þ ¼

M
mT

N þ Tr SNð Þ ð27Þ

The initial a ¼ 0:02; b ¼ 0:5. After iterative computation, (12) is minimized, and it
is figured out that a = 1.14669, b = 3.3592. And x0 ¼ 0:5693;x1 ¼ 0:0872;
x2 ¼ �0:8761;x3 ¼ 1:0837;x4 ¼ 0:9798;x5 ¼ 0:7011.

Putting the calculation results and simulation results above together, the range of
reflection intensity of the turbulent sea surface is shown in Fig. 3.

Fig. 2. Reflectivity and reflection intensity distribution
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It can be seen that the range of reflection intensity of the turbulent sea surface is
0.35–0.6, which is smaller than the reflection intensity of the calm sea surface.

From the above, the simulation result of Bayesian linear regression model is
consistent with that of Longley-Rice radio wave transmission model, which is suitable
for maritime radio transmission and is superior to Longley-Rice radio wave trans-

mission model. The Longley-Rice radio wave transmission model doesn’t take into
account the influence of the specific marine environment, such as electromagnetic
gradient of seawater, local permittivity, permeability of the ocean, height of the
reflection surface, and angle of the reflection surface. Moreover, the use of data does
not represent all situations and is relatively limited. However, Bayesian linear
regression model obtains training data based on a large number of actual data, which is
relatively representative and takes more marine environment into consideration.
Because the utilization rate of data samples is 100%, the accuracy of the result is
relatively high.

4 Conclusion

Bayesian linear regression can not only solve the problem of over-fitting existing in
maximum likelihood estimation, but also its utilization rate of data samples is high.
Only using training samples can effectively and accurately determine the complexity of
the model, thus obtaining a more accurate result than ordinary linear regression models.
Moreover, the model can simulate the changes of marine environment well by using

Fig. 3. Range of reflection intensity
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various forms of appropriate basis functions to be given a form in the above. The result
obtained by this model is verified to be in line with reality and superior to some other
models. This model gives a good simulation process for the reception of signals on the
sea surface when medium and short wave communication is used by ships traveling,
which is of great significance to the development of maritime wireless communication.
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Abstract. Target classification in foliage environment is a challenging
task in realistic due to the high-clutter background and unsettled
weather. To detect a particular target, e.g., human, under such an envi-
ronment, is an indispensable technique with significant application value.
Traditional method such as computer vision techniques is hardly lever-
aged since the working condition is limited. Therefore, in this paper, we
attempt to tackle human detection by using the radio frequency (RF)
signal with a device-free sensing. To this end, we propose a differential
evolution flower pollination algorithm support vector machine (DEFPA-
SVM) approach to detect human among other targets, e.g., iron cup-
board and wooden board. This task can be formally described as a tar-
get classification problem. In our experiment, the proposed DEFPA-SVM
can effectively attain the best performance compared to other classical
multi-target classification models and achieve a faster convergent speed
than the traditional FPA-SVM.

Keywords: Target classification · Human detection · Foliage
environment

1 Introduction

Human detection is inherently an indispensable technique in computer vision
community that has been investigated for many years [12,14,22]. It is a challeng-
ing task and underpins crucial application such as target tracking [1,10], recog-
nition [9,13] and re-identification [5–8,17]. However, the traditional vision-based
approaches and synthetic-aperture radar-based systems for human detection still
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have limitations under complex cases. Among them, outdoor environment, in
particular, foliage environment, is intractable due to challenges of cluttered back-
ground, seasonal variations, and unsettled weather. Figure 1 lists the challenges
for human detection in foliage environment. In this case, the target (human)
becomes indistinguishable since trunks, branches, and leaves of trees produce
huge disturbance that virtually overwhelms the target information. Addition-
ally, the cost of using such systems is relatively high. As far as we know, an
alternative solution is to use hybrid-sensor-based systems [2,3]. However, the
accuracy can be dramatically dropped compared to the other two approaches.

To achieve outdoor human detection with cluttered background and weather
variations, in this paper, we concentrate on the study of an emerging technique,
known as device-free sensing (DFS) [15,22]. DFS is based on wireless sensor
network (WSN) which is cost-effective since no additional hardware is needed
but only the RF transceivers [19]. Therefore, it is a natural choice to use DFS for
human detection not only for the low cost but also for the data communication
capability it has. Considering the potential capability of the RF signal, recently,
researches also attempt to use RF in outdoor human detection [18,20,21]. Two
scenarios are presented. The first one is human and animal classification since
animal like dogs often produce false alarm in foliage environment [18,20]. The
second one considers the impact of weather variations [21]. In this paper, we
follow the latter one to utilize the RF signal for human detection under different
weather conditions.

In the previous attempt [21], the impulse radio ultra-wideband (IR-UWB)
signals are utilized for sensing different targets, i.e., human, iron cupboard,
wooden board, and no target. To generalize the performance of learned classifi-
cation model, data from four weather conditions is collected, i.e., sunny, rainy,
snowy, and foggy. To classify the above-mentioned different targets under the
variational weathers, high-order cumulant (HOC) is extracted from the original
signal as features. The support vector machine (SVM), which has been suc-
cessfully applied to target classification [4,11,16], is utilized in this task. To
effectively optimize the parameters of SVM and ensure a superior classification
result, the flower pollination algorithm (FPA) is introduced in [21] in conjunc-
tion with the traditional SVM. However, although the performance is promoted,
FPA may easily get trapped in local minima because of pollen diversity loss.
Therefore, we introduce a differential evolution (DE) algorithm to maintain the
diversity of population and to explore local search. Also DE does not have a
mechanism to memorize the previous process and uses the global information
about the search space, so it easily results in a waste of computing power leading
to premature convergence. By utilizing DEFPA, we further improve the perfor-
mance of classification, and on the other hand, a faster convergence speed is
achieved.
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2 Methodology

2.1 Data Acquisition

Followed by [21], we use the targets collected from high-clutter foliage environ-
ment with variational weather conditions as our experimental data. These targets
are categorized into four classes (1) no target, (2) human, (3) iron cupboard, and
(4) wooden board collected from four weather conditions: (1) sunny, (2) rainy,
(3) snowy, and (4) foggy. Figure 1 shows the foliage environment that utilized for
data acquisition. Figure 2 provides the topological structure of data collection.
The IR-UWB transceiver is used with the operating frequency from 3.1 to 5.3
GHz and the center frequency at 4.2 GHz. The transceiver is combined with pla-
nar elliptical dipole antennas to form a prototype. Also, the overall topological
structure is connected to a PC to record data. The position of targets is placed
at eight different locations according to the position of receiver and transmitter
(see Fig. 2).

2.2 The Proposed DEFPA-SVM

The overall pipeline of our target classification can be divided into three stages:
data acquisition, feature extraction, and the proposed DEFPA-SVM model opti-
mization. Suppose there are m scenarios and n targets. The ith target signal in
different scenarios is denoted as {Si1, Si2, . . . , Sim}. We extract the HOC feature
[21] from the signal (data) we collect denoted as {Cumn

S |n ∈ 1, . . . , n}, where n
represents the number of targets, in our case, n = 4.

After getting the feature with four different target classes, SVM is utilized
to train the classification model. We use the FPA to optimize parameters of
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Fig. 1. Human detection in foliage environment with weather variations.
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Fig. 2. Overall topological structure for data acquisition.

SVM in training. However, due to the inferior diversity of pollen in FPA, the
training easily get trapped in local minima. To tackle such problem, we investi-
gate and use the DE algorithm for parameter optimization in our classification
task. DE was introduced in [15] that is a powerful stochastic population-based
search method for global optimization problems. DE includes three important
operations, i.e., mutation, crossover, and selection. Among them, mutation and
crossover are used to generate new vector, and selection is used to determine
whether the generated vector can survive in the next generation. The detail of
the procedure of DE can be found in [15].

The motivation of the proposed DEFPA algorithm is to integrate DE into
FPA algorithm, thus increasing the diversity of the population to escape the local
minima of FPA-SVM. The general process of proposed DEFPA is presented as
follows:

– Step 1: Initialize a population of N pollen gametes with random solutions,
i.e., {xi|i = 1, 2, . . . , N}.

– Step 2: Evaluate the fitness function of each solution by calculating its cor-
responding objection function in the population, and select the best solution
as global solution g∗ in the initial population.

– Step 3: For all the solutions in populations, we take the following steps to
evolve by FPA algorithm:
(1) If (rand< p), flower constancy in FPA is used for the global pollination

(for detail, see [21]), else conducting the local pollination, where rand[0, 1]
is a random number for each solution xi, and p is the switch probability.

(2) Evaluate each new solution in the population and update the solutions of
the population if their fitness values are superior.

– Step 4: The updated solutions calculated by FPA are regarded as the initial
point for DE.

– Step 5: Performing mutation, crossover, and selection of DE operations to
obtain the new solutions.
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– Step 6: Evaluate each new solution in the population, and update the solutions
in the population if their fitness values are superior.

– Step 7: Rank the solutions and pick up the best one. If the current best
solution is better than g∗, then g∗ is replaced by it.

– Step 8: The procedure proceeds until stopping criteria are satisfied; otherwise,
loop to Step 3.

In this study, we use RBF kernel to construct SVM classifier, and the selection
of the width σ and penalization parameters C are significantly influenced by
the performance of SVM. The proposed DEFPA is applied to determine the
parameters. Figure 3 presents the process of optimizing the SVM parameters
with DEFPA; all the steps are introduced above.

3 Experiments

We use the data collected in foliage environment to verify the effectiveness of
the proposed DEFPA-SVM. Section 2.1 provides the details of our data col-
lection. Specifically, four targets are involved; each target contains 3200 signals
(data) under four weather conditions averagely (800 for each weather). HOC
features are extracted to represent each signal. We randomly select 640 data
(each weather with 160) of each target to consist the testing dataset, totally
2560 data. For training, we randomly select 480 data (average 120 per weather)
for each target, totally 1920 data.

Table 1 lists the confusion matrix of our proposed DEFPA-SVM approaches.
We can observe that a majority of target can be classified into the correct cate-
gory. Table 2 presents the values of the classification accuracy. In addition to our
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proposed DEFPA-SVM, we also provide the result of the tradition SVM and its
improved version FPA-SVM. Also, two classical approaches are utilized as our
comparison tasks, i.e., the BPNN and the KNN. Apparently, our DEFPA-SVM
achieves the best performance compared to the others, not only the average accu-
racy of the four targets, but also accuracies of four different targets. Compared
to BPNN and KNN, SVM-based methods demonstrate better performance due
to its merits in classification tasks.

Table 1. Test results of four target types each including 640 samples

Target type of samples Test results

No target Target type I Target type II Target type III

No target 610 14 4 12

Target type I 6 600 24 10

Target type II 6 14 604 16

Target type III 4 4 24 608

Table 2. Summary of classification accuracy using different classifiers

Target type Classification rate (%)

DEFPA-SVM FPA-SVM SVM BPNN KNN

No target 95.28 97.34 96.72 96.25 95.16

Target type I 93.78 91.09 86.56 81.09 80.78

Target type II 94.31 92.34 88.44 87.03 86.41

Target type III 95.03 94.78 90.31 88.91 87.34

Average 94.60 93.78 90.51 88.32 87.42

Figure 4a shows the results when we change the number of training data to
train the three different SVM-based approaches. The training data ranges from
160 to 480 per target, and the gap is 40. We can observe that the DEFPA-
SVM demonstrates its robustness when different training data is involved in our
experiments. In the meantime, FPA-SVM also shows promising results, but still
interior than our proposed DE approach. This is because by using DE in opti-
mizing the parameters of FPA-SVM, the learned parameters can be converged
faster; then, a superior result can be achieved.

Figure 4b shows the fitness performance for the proposed DEFPA-SVM and
the classical FPA algorithm. Apparently, the proposed DEFPA approach is much
faster than FPA in the speed of convergence. This results in a superior perfor-
mance by using DE algorithm in optimizing FPA-SVM under the same number
of training iterations.
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Fig. 4. a Average classification rates of DEFPA-SVM, FPA-SVM, and SVM under
different training samples. b Fitness performance for the proposed DEFPA-SVM and
classical FPA algorithm.

4 Conclusion

In this paper, we propose a DEFPA-SVM to achieve target classification in
foliage environment for human detection. The task is challenging due to the
high-clutter background and unsettled weather conditions. We use the data that
involves four weather conditions with four targets in foliage environment to train
the proposed DEFPA-SVM approach. Experiment results demonstrate that, by
using the proposed methods, we achieve the best performance compared to other
classical approaches we used. In the meantime, we attain a faster convergent
speed than the traditional FPA-SVM method.
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11. Muñoz-Maŕı J, Bovolo F, Gómez-Chova L, Bruzzone L, Camp-Valls G. Semisuper-
vised one-class support vector machines for classification of remote sensing data.
IEEE Trans Geosci Remote Sens. 2010;48(8):3188–97.

12. Nguyen DT, Li W, Ogunbona PO. Human detection from images and videos: a
survey. Pattern Recognit. 2016;51:148–75.

13. Oh SJ, Benenson R, Fritz M, Schiele B. Faceless person recognition: privacy
implications in social media. In: European conference on computer vision. Berlin:
Springer; 2016. p. 19–35.

14. Satpathy A, Jiang X, Eng H-L. Human detection by quadratic classification
on subspace of extended histogram of gradients. IEEE Trans Image Process.
2014;23(1):287–97.

15. Storn R, Price K. Differential evolution-a simple and efficient heuristic for global
optimization over continuous spaces. J Global optim. 1997;11(4):341–59.

16. Tang Y, Zhang Y-Q, Chawla NV, Krasser S. Svms modeling for highly imbalanced
classification. IEEE Trans Syst Man Cybern Part B (Cybern). 2009;39(1):281–8.

17. Zheng Z, Zheng L, Yang Y. Unlabeled samples generated by GAN improve the
person re-identification baseline in vitro. arXiv preprint arXiv:1701.07717, 3, 2017.

18. Zhong Y, Dutkiewicz E, Yang Y, Zhu X, Zhou Z, Jiang T. Internet of mission-
critical things: human and animal classification: a device-free sensing approach.
IEEE Int Things J. 2017.

19. Zhong Y, Yang Y, Zhu X, Dutkiewicz E, Shum KM, Xue Q. An on-chip bandpass
filter using a broadside-coupled meander line resonator with a defected-ground
structure. IEEE Electron Device Lett. 2017;38(5):626–9.

20. Zhong Y, Yang Y, Zhu X, Dutkiewicz E, Zhou Z, Jiang T. Device-free sensing
for personnel detection in a foliage environment. IEEE Geosci Remote Sens Lett.
2017;14(6):921–5.

21. Zhong Y, Yang Y, Zhu X, Huang Y, Dutkiewicz E, Zhou Z, Jiang T. Impact of
seasonal variations on foliage penetration experiment: a WSN-based device-free
sensing approach. IEEE Trans Geosci Remote Sens. 2018.

22. Zhou F, De la Torre F. Spatio-temporal matching for human detection in video.
In: European conference on computer vision. Berlin: Springer; 2014. p. 62–77.

http://arxiv.org/abs/1701.07717


Optimal Caching Placement
in Cache-Enabled Cloud Radio

Access Networks

Ruyu Li, Rui Wang(B), and Erwu Liu

School of Electronics and Information Engineering,
Tongji University, Jiading Qu, China

ruiwang@tongji.edu.cn

Abstract. In this paper, we first consider the random caching and care-
fully analyze the signal-to-interference-plus-noise ratio from the perspec-
tive of a typical user, deriving the expression of successful transmission
probability. Then, our objective is to maximize the successful transmis-
sion probability by optimizing the caching distribution in high SNR using
proposed subgradient descent method. Finally, simulations illustrate that
the caching distribution optimized by our proposed algorithm achieves
a gain in successful transmission probability over existing caching distri-
butions.

Keywords: Caching · Cloud radio access network · Optimization

1 Introduction

Cloud radio access network (C-RAN) is a very promising network architecture in
the future fifth-generation wireless systems improving efficiently network capac-
ity. In previous C-RAN, BSs are connected to the content provider (CP) via
digital backhaul link [1]. Because wireless caching can reduce peak traffic and
relieve backhaul load effectively, so the problem of limited backhaul capacity can
be well solved by deploying caches at BS side [2]. In summary, we consider a
cache-enabled C-RAN architecture.

In previous work [3–5], authors consider the stochastic natures of channel
fading and geographic location of BSs and mobile users, studying BS cache
designs. Specifically, in [3], authors assume that each BS is equipped with the
same cache, i.e., all BSs store the most popular files. In [4], authors consider a
uniform distribution of random caching. Note that in [3], because all BSs cache
the same popular files, they cannot provide file diversity at different BSs and
therefore cannot fully utilize storage resources. The random caching design in
[4] can provide a variety of files. However, Tamoor-Ul-Hassan et al. [4] does not
specify how to efficiently store multiple different files at each BS. The caching
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design in [5] addresses the above problem, at the cost of a huge computation and
optimization complexity.

In general, this paper analyzes and optimizes the caching distribution to
maximize the whole successful transmission probability of the entire network.
Our main contributions and results are summarized below.

Firstly, based on file combinations, we present a random caching distribution.
Then, we derive a tractable expression in high SNR. Next, we optimize the given
random caching distribution to satisfy the maximum successful transmission
probability. In order to reduce complexity and maintain excellent performance,
we develop an iterative optimization algorithm under high SNR conditions to
achieve a local optimal cache design. Finally, numerical simulations show that
caching distribution optimized by our proposed algorithm performs better than
existing caching distributions, achieving a significant gain in successful trans-
mission probability.

2 System Model

Consider a cache-enabled C-RAN with one CP, some BSs and mobile users,
where the BSs and users are both distributed as an independent homogeneous
Poisson point process (PPP) with density λb and density λu (λb � λu), respec-
tively. For example, in Fig. 1, the CP stores all files and the bandwidth of CP
is W

′
. We assume that the CP has one transmit antenna with transmission

Fig. 1. System Model. We consider a cache-enabled C-RAN with one CP, some BSs
and mobile users. We assume u0 is located at the origin, within the distance radius
R. We analyze the performance from the perspective of a typical user u0. When u0

randomly requests file n, it will first be served by the direct BS nearest to it, which
caches file n, denoted as Bn,0; If there is no BS caches file n, then, the user will be
served by the transit BS, denoted as Ba,0. The transit BS transmits the corresponding
request to CP to obtain file n.
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power Pcp. Due to the limited memory of BS, in this paper, each BS caches one
file. Similarly, each BS is equipped with one transmit antenna with transmis-
sion power P . And the total bandwidth of BS is W . Each user has one receive
antenna. Here, we assume both large-scale fading and small-scale fading. Trans-
mitted signals are attenuated by a factor D−α, and consider the Rayleigh fading
channels [6].

Supposed that there are totally N files, and let N � {1, 2, . . . , N} represent
the group of files. All the files are of the same size and certain popularity for
ease of illustration. The file popularity distribution a � (an)n∈N is identical to
all of the users. Here, an ∈ (0, 1) is the probability that each user requests file
n ∈ N randomly, and

∑
n∈N an = 1. Furthermore, given that a1 ≥ a2 · · · ≥ aN .

Each BS randomly caches one file, and we denote pn as the probability, which
also means file n is cached in a BS. On the opposite, p−n means the opposite.
pn satisfying

0 ≤ pn ≤ 1, n ∈ N (1)

∑

n∈N
pn = 1 (2)

Define the caching distribution p � (pn)n∈N .
As illustrated in Fig. 1, When u0 is served by the direct BS Bn,0, the signal-

to-interference-plus-noise ratio (SINR) of u0 is

SINRn,0 =
D−α

0,0 |h0,0|2
∑

�∈Φb\Bn,0
D−α

�,0 |h�,0|2 + N0
P

(3)

where D0,0 is the distance between u0 and Bn,0, D�,0 is between u0 and other

BSs �, h0,0
d∼ CN (0, 1) is the small-scale channel between u0 and Bn,0, h�,0

d∼
CN (0, 1) is between u0 and other BSs �, and n0

d∼ CN (0, N0) is the complex
additive white Gaussian noise of power N0. α > 2 is the path loss exponent.

When u0 is served by transit BS Ba,0,

SINRa,0 =
D−α

a,0 |ha,0|2
∑

�∈Φb\Ba,0
D−α

�,0 |h�,0|2 + N0
P

(4)

where Da,0 is the distance between u0 and Ba,0, ha,0
d∼ CN (0, 1) is small-scale

channel between u0 and Ba,0.
The signal-to-interference-plus-noise ratio (SINR) of Ba,0 is

SINRcp,a =
D−α

cp,a|hcp,a|2
N0
Pcp

(5)

where Dcp,a, hcp,a ∼ CN (0, 1) are the distance and small-scale channel between
CP and Ba,0.
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Under multicasting scheme, files are transmitting from Bn,0 to all users, the
corresponding channel capacity of u0 is Cn,K,0 � W log2(1+SINRn,0). When the
transmission of file n at rate τ can be decoded at u0 properly, Cn,K,0 ≥ τ , we call
it successful transmission. Thus, define the successful transmission probability
of file n, which is transmitted from Bn,0 to u0, as

qn,0(p) � Pr [W log2(1 + SINRn,0) ≥ τ ] (6)

Similarly, when file n is transited from Ba,0 to u0 is

qcp,n(p) � Pr[W log2(1 + SINRa,0) ≥ τ ]Pr

[
W

′

N
log2(1 + SINRcp,a) ≥ τ ′

]

(7)

Therefore, it can be seen that the caching distribution p will affect the suc-
cessful transmission probability.

3 Problem Formulation

Based on total probability theorem, the total successful transmission probability
of cache-enabled C-RAN can be written as

q(p) �
∑

n∈N
an

(
qn,0(p)pπR2λb

n + qcp,n(p)p−n
πR2λb

)
(8)

According to [7], let Xv ∈ {0, 1} imply that whether file v ∈ N in Ba,0 is
requested by mobile user. If Xv,i = 0, then it means that file v in Ba,0 is not
requested by mobile user. The probability pnone means there is no mobile user
requests a file from a transit BS. Thus,

pnone = Pr[Xv = 0] =
(
1 + 3.5−1 avλu

Tvλb

)−3.5

(9)

After carefully analyzing the interference, Eq. (6) can be rewritten as

qn,0(p) = 2πpnonepnλb

∫ ∞

0

exp

(
− 2π

α

(
1 − pnone

)
pnλbs

2
α B′

( 2

α
, 1 − 2

α
,

1

1 + sd−α

))

× exp

(
− 2π

α

(
1 − pn + pnonepn

)
λbs

2
α B

( 2

α
, 1 − 2

α

))

× exp

(
− (2

kτ
W − 1)dα N0

P
− πpnonepnλbd

2

)
dd (10)

where the Beta function is B(x, y) �
∫ 1

0
u(x−1)(1 − u)(y−1)du, the complemen-

tary incomplete Beta function is B′(x, y, z) �
∫ 1

z
u(x−1)(1 − u)(y−1)du, and

s = (2
τ
W − 1)dα.
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Similarly, (7) is given by

qcp,n(p) = 4π2pnoneλb

∫ ∞

0

d2exp
(

−
(
2

Nτ′
W − 1

)
dα N0

PCP

)

× exp
(

− πd2 − 2π

α

(
1 − pnone

)
λbs

2
α B

( 2
α

, 1 − 2
α

))

× exp
(

− 2π

α
pnoneλbs

2
α B′

( 2
α

, 1 − 2
α

,
1

1 + sd−α

))

× exp
(

−
(
2

τ
W − 1

)
dα N0

P
− πpnoneλbd

2

)

dd (11)

4 Optimization

In the following part, we aim to maximize the successful transmission probability
by first assigning a specified caching distribution, then carefully optimizing the
caching distribution. It is known that q(p) increases with SNR P

N0
and Pcp

N0
, thus

for ease of illustration, in the high SNR region, we get

q∞(p) =
∑

n∈N

(
anfpn

1+πR2λb

fpn + c1pn − c1fpn + c2 − c2pn + c2fpn
+

anf(1 − pn)πR2λb

f + c1f + c2 − c2f

)

(12)

where f = pnone = (1 + 3.5−1 anλu

pnλb
)−3.5, c1 = 2

α (2
τ
W − 1)

α
2 B′( 2

α , 1 − 2
α , 2− τ

W )
and c2 = 2

α (2
τ
W − 1)

α
2 B( 2

α , 1 − 2
α ).

The constraints in (1) and (2) are linear. Thus, we formulate a non-convex
function over a convex set:

max
p

q∞(p) (13a)

s.t. (1), (2), (13b)

Based on [8], we propose a subgradient descent method. At each iteration,
the method removes both the inequality constraints (1) and equality constraints
(2). First, objective function can be rewritten as a form of Lagrange function:

L = −q∞(p) + μ(t)(
N∑

n=1

pn(t) − 1) (14)

Therefore, we eliminate the equality constraints (2). Then, the inequality
constraints (1) can be transformed to pn ≥ 0, we eliminate inequality constraints
as follows:

pn(t) = max{arg minn∈N [L], 0} (15)

Note that, μ(t) is the dual variable for equality constraints (2); Initially, it is
given a fixed value, at each iteration, the value changes according to the following
rules:

μ(t + 1) = μ(t) + c(
N∑

n=1

pn(t) − 1) (16)
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c > 0 is a step size, which is also a constant.
In summary, we update the values of pn(t) and μ(t) at each iteration until

|pn(t + 1) − pn(t)| < δ. δ is a customizable threshold. Procedures are given in
Algorithm 1.

5 Simulation Results

In this section, we explore the successful transmission probability under different
caching strategies. In our C-RAN scenario, we set density λb = 0.1, λu = 0.02,
respectively. For large-scale fading, α = 4 is the path loss exponent. The band-
width is set as W = 10 MHz. N = 100 is the total number of files, τ = 0.1
Mbps is the transmit rate. For popularity, we assume it follows Zipf distribution,
i.e., an = n−γ

∑
n∈N n−γ , where γ = 0.6. Unless otherwise stated, above simulation

parameters remain constant.

Algorithm 1: Subgradient Descent Method
Input: p = (pn)n∈N

1 repeat
2 Update pn(t):

3 pn(t) = max{arg minn∈N [−q∞(p) + μ(t)(
N∑

n=1

pn(t) − 1)], 0};
4 Update dual variable μ(t):

5 μ(t + 1) = μ(t) + c(
N∑

n=1

pn(t) − 1);

6 Set t = t + 1;

7 until convergence criterion is met ;
Output: p∗ = (p∗

n)n∈N

Figure 2 compares the successful transmission probability versus the total
number of file N under different caching distributions. “Average” line refers to
uniform caching. “Popularity” line is simulated when each BS selects popular
files to cache, the popularity follows Zipf distribution. “Subgradient” line refers
to proposed algorithm.

It is observed that, in general, as the total number of files N increases,
the successful transmission probability increases as well. We can also find that
the performance of our proposed algorithm acts the best. The second is the
performance of popularity-based caching distribution. The worst performance
comes from the average caching distribution. It is noted that as the total number
of files increases, the curve for average cache distribution first rises quickly and
then declines slowly. This is because we assume that λb � λu, so when the
total number of files increases, it will cause a slight decrease in overall successful
transmission probability due to ignoring the popularity of files.
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Fig. 2. Successful transmission probability versus N for different caching strategies.

6 Conclusions

In our work, we first derive the successful transmission probability, consider-
ing the random caching and carefully analyzing the interference and signal-to-
interference-plus-noise ratio, from the perspective of a typical user. Due to com-
putational complexity, then, we maximize the successful transmission probability
in high SNR. Therefore, we propose an optimization method to maximize the
successful transmission probability in cache-enabled C-RAN by optimizing the
caching distribution. Finally, after simulation, it is observed that the optimized
caching distribution performs better than existing caching distributions, which
also have lower computational complexity than prior work. This work only serves
as the first step toward the global C-RAN in content placement. Future work
can provide more promising content placement in general region.
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Abstract. The concentration of nitrogen and phosphorus in the waters is an
important indicator to affect water quality and determine the degree of water
pollution. The development of hyperspectral remote sensing technology makes
it possible to monitor the concentrations of nitrogen and phosphorus in different
water areas. In this experiment, the spectral curves of different concentrations of
nitrogen and phosphorus solutions were collected by using an imaging spec-
trometer under laboratory conditions. Then compare the spectral curves of
different concentrations of sodium phosphate solution by PSR spectrometer, to
analyze the sensitive bands of nitrogen and phosphorus. The experimental
results show that for phosphorus, its concentration as a whole is positively
correlated with the spectral reflectance. In the wavelength range of 450–630 nm,
there is a strong positive correlation between the concentration of phosphorus
and the spectral reflectance. The correlation coefficient is above 0.8, and the
maximum positive correlation is 0.9 at 550, 603, and 740 nm. For nitrogen, its
concentration as a whole is negatively correlated with the spectral reflectance. In
the wavelength range of 560–850 nm, the correlation coefficient fluctuates
within the range from −0.6 to 0.95, and the maximum negative correlation of
0.95 is achieved at 603, 670, and 807 nm.

Keywords: Hyperspectral remote sensing � Nitrogen and phosphorus
elements � Correlation coefficient

1 Instruction

Water is the source of our life. For water bodies, the most serious problem is
eutrophication due to excessive levels of nitrogen and phosphorus. Therefore, it is very
important to monitor the content of nitrogen and phosphorus in water. The conven-
tional measurement method requires long time of high temperature and high-pressure
digestion, and the temperature, time, and reagents of the digestion have a great influ-
ence on the measured results. The entire operation is cumbersome, time-consuming,
and labor intensive [1]. As a new technology, hyperspectral remote sensing can
accurately identify materials through the reflectivity information of each substance,
because the spectral characteristics reflect the nature and state of the substances, and
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different substances have different spectral characteristics. Due to the high spectral
resolution of hyperspectral data, it is increasingly used for monitoring water quality [2].

At present, there are not so many studies on inverting remote sensing data to
content of nitrogen and phosphorus. The commonly used methods are mainly divided
into indirect methods and direct methods. The indirect method is mainly based on
relationship between nitrogen and phosphorus elements and some photosensitive
substances such as chlorophyll and other substances to establish a remote sensing
inversion model. The direct methods use least-squares error criterion to obtain the
relationship between concentration of nitrogen and phosphorus and spectral data to
achieve remote sensing inversion of nitrogen and phosphorus elements [3]. Both the
direct method and the indirect method need to find the spectral characteristic bands of
nitrogen and phosphorus elements. Gong Shaoqi and others measured the reflectance
spectra of nitrogen and phosphorus at different concentrations through laboratory
conditions and found that the nitrogen has a reflection peak at 404 and 477 nm, and the
phosphorus has a distinct reflection peak at 350 nm [4]. Liu Zheng and others used
spectral data collected in the field and found that the first-order differential reflectance
of the band at 595 and 873 nm was well correlated with the concentration of total
nitrogen and total phosphorus [5]. Huai Hongyan and others found that for nitrogen,
the concentration is positively correlated with the spectral emissivity, and the corre-
lation coefficient is taken to the maximum at 682 nm. For phosphorus, the concen-
tration is negatively correlated with the spectral reflectance, and the correlation
coefficient is taken to the maximum at 576 nm [6]. Duan Hongtao and others found that
phosphorus is negatively correlated with the spectral reflectance between 400 and
443 nm, and nitrogen is negatively correlated with the spectral reflectance between 400
and 490 nm. In the positive correlation, nitrogen has two high correlation coefficient
areas, 510–665 and 705–890 nm; however, phosphorus has only a high correlation
coefficient range of 705–890 nm [7]. Guo Shaomeng found that there was a maximum
negative correlation between total nitrogen concentration and spectral reflectance at
400 and 470 nm, and the highest positive correlation at 622 and 614 nm. Total
phosphorus showed a maximum negative correlation at 495 nm, with the highest
positive correlation at 717 and 723 nm [8].

In general, due to the different conditions of water body, the characteristic bands of
nitrogen and phosphorus elements are quite different, and they can’t provide a reliable
theoretical basis for hyperspectral remote sensing monitoring. At present, the research
on the spectral characteristics of nitrogen and phosphorus is still in the primary
exploration stage. Under the ideal conditions of the laboratory, this experiment
explored the spectral characteristics of nitrogen and phosphorus using the relationship
between the measured hyperspectral data and the concentration of nitrogen and
phosphorus in water.
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2 Collection of Experimental Data

2.1 Design of Experiment

The purpose of this experiment is to study the relationship between the concentrations
of nitrogen and phosphorus in water and their reflectance characteristics under ideal
conditions, so as to provide theoretical basis for the hyperspectral remote sensing
monitoring of nitrogen and phosphorus in inland water bodies such as inland rivers and
lakes.

In the experiment, nitrogen can be calculated using ammonium nitrate reagent
dissolved in water and phosphorus can be calculated as sodium phosphate reagent
dissolved in water. The relationship between the concentration of nitrogen and phos-
phorus and the characteristics of water reflection spectra was compared by measuring
the pure water and measuring the spectral curves after adding different amounts of
solutions of ammonium nitrate and sodium phosphate. Due to the strong absorption of
water in the near-infrared region [9], the wavelength selected in this experiment is in
the visible range. The experimental environment is the dark box and light source of the
hyperspectral sorter, excluding the interference from the external environment and
changes in light source intensity.

2.2 Preparation of Instrument Materials

Instrument: (1) Gaia Field-F-V10E (Fig. 1), spectral range from 400 to 1000 nm,
spectral resolution is 2.8 nm; (2) Hyperspectral sorter (Fig. 2), providing stable light
source and darkroom; (3) Analytical balance; (4) Beaker with 1 L capacity; (5) Plastic
dropper; (6) Glass rod; (7) Black plastic barrel with 2 L capacity to simulate the
environment in water, reducing interference.

Fig. 1. Visible spectrometer
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2.3 Experimental Procedure

(1) Fill 2 L of distilled water into a black bucket and use an imaging spectrometer to
measure the spectral curve of pure water; (2) Weigh 0.2 g of sodium phosphate with an
analytical balance and add it to a bucket. Stir the glass rod and let it settle until the
solution is stable. Spectral imager was used to measure the spectrum of the sodium
phosphate solution in the bucket; (3) Repeat the previous operation until the spectral
measurement of the 0.1–0.6 g/L sodium phosphate solution is completed; (4) The
procedure for measuring the spectral curve of nitrogen is similar to phosphate (Fig. 3).

3 Experiment Result and Analysis

3.1 Data Processing

The image captured by the spectral imager is a spectral image containing the feature
information. Each point on the spectral image has a corresponding spectral reflectance
curve. When light hits the solution, the reflection at the bottom of the bucket will have a
greater impact on the spectral curve of the solution. The uneven material at the bottom
of the bucket will have a large impact on the result. Therefore, in the process of data
processing, the spectral reflectances of 25 pixels at the same position are taken from the
spectral image and averaged, and the spectral curves of different concentrations of
nitrogen and phosphorus solutions are shown in Figs. 4 and 5.

Fig. 2. Hyperspectral sorter
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Fig. 3. Measurement spectral curve experiment scene
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3.2 Spectral Reflectance Data Analysis

From the spectrum diagrams of Figs. 4 and 5, it can be found from the reflectance
spectrum curve in the figure that the overall reflectance curves of sodium phosphate and
ammonium nitrate solutions are similar to the pure water. The spectral curve has a high
reflectance around 400 nm, an absorption peak near 710 nm, a reflection peak near
780 nm, and a decrease in reflectivity, which is consistent with the strong absorption of
water in the near infrared.

Comparing different concentrations of sodium phosphate solution, it is found that as
the concentration of sodium phosphate solution increases, the reflectance of the solution
also increases, which may be the characteristics of phosphorus in water. Comparing the
spectral reflection curves of different concentrations of ammonium nitrate solutions, it
shows that as the concentration of ammonium nitrate solution increases, the reflectivity
of the solution decreases, which may be the characteristics of nitrogen in water.

Correlation analysis measures the relative closeness of two variable elements. From
the correlation curves of nitrogen and phosphorus elements and wavelengths (Figs. 6 and
7), it can be found that for total phosphorus, its concentration has a positive correlation
with the spectral reflectance. The correlation coefficient in the 450–630 nm wavelength
range is in the range of 0.8–0.9. The correlation coefficient of the wavelength range from
630 to 780 nm gradually becomes smaller, and the wavelength range of 780–1000 nm is
significantly affected by noise. Among them, the maximum positive correlation 0.9 was
reached at 550, 603, and 740 nm. For total nitrogen, its concentration is negatively
correlated with the spectral reflectance as a whole. The correlation coefficient in the 560–
850 nmwavelength range is in the range from−0.6 to−0.95. Among them, themaximum
negative correlation 0.95was reached at 603, 670, and 803 nm.The correlation coefficient
in the wavelength range of 850–1000 nm is significantly affected by noise.
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3.3 Comparative Test Results Analysis

The PSR spectrometer was used for comparison experiments. The wavelength range is
from 340 to 2500 nm, and the spectral resolution is 2.1 nm. Under the same experi-
mental conditions, spectral curves of different concentrations of sodium phosphate
solution were collected. According to the analysis of the spectrum diagram of Fig. 8,
the results of the PSR spectrometer are similar to the results of the imaging spec-
trometer. The reflectance curve of sodium phosphate solution is similar to the pure
water, and the total phosphorus concentration is positively correlated with the reflec-
tance of the spectrum. The spectral reflectance distributions of different concentrations
of sodium phosphate solutions between 400 to 800 nm and 1000 to 1700 nm are
relatively obvious. The water reflectivity of the visible range (360–780 nm) is higher
than that of the near-infrared range (780–2500 nm). According to the correlation graph
of Fig. 9, it can be seen that comparing the PSR spectrometer and the spectral imager in
the visible light range, the curve of the correlation coefficient of phosphorus is rela-
tively similar. In the wavelength range of 450–630 nm, there is a strong correlation
between the concentration of phosphorus and the spectral reflectance, and the corre-
lation coefficient is above 0.8. At the same time, in the vicinity of the wavelength of
400 nm and the wavelength range of 900–1000 nm, the correlation coefficient varies
greatly, which may be related to the noise of the instrument itself and the strong
absorption of water in the near infrared.
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4 Conclusion

Through the spectral analysis of nitrogen and phosphorus elements, it can be found that
the spectrum curve of nitrogen and phosphorus solution is the same as that of distilled
water. The total phosphorus concentration is positively correlated with the reflectance
of the spectrum, with a maximum positive correlation of 0.9 at 550, 603, and 740 nm.
The total nitrogen concentration is negatively correlated with the reflectance of the
spectrum, with a maximum negative correlation of 0.95 at 603, 670, and 807 nm. The
lack of sample data in this experiment is insufficient, and the accidental error data may
have a relatively large impact on the value of the final correlation coefficient.
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Abstract. With the increase of aerospace launch density, the stability of the
firing range measurement and control system and the network communication
system in the range is particularly important. The potential failure of the range
information system needs more attention, including the aging of the line, the
destruction of animals, human damage, and the influence of viruses. Electro-
magnetic interference, etc., may cause serious problems such as delay in
launching missions, errors in receiving and monitoring signals, and inability to
issue satellite in-orbit control commands, even causing major accidents
involving star destruction. In order to adapt to the load capacity during the high-
density task period, to enhance the cognitive ability of the new load launch, and
to improve the ability of the range to perform difficult tasks, it is necessary to
accurately diagnose and maintain the launch system of the space range.

Keywords: Big data � Precise diagnosis � Space range � Communication
system

1 Introduction

The government of the United States has relied on the Air Force Space Command,
DARPA, and the Ministry of National Defense and other military-related agencies to
carry out informatization and intelligent changes in the space range in the early 1920s
[1], and gradually adopted the policy support of military-civilian fusion space to bring
the most advanced technology was introduced into the field of spaceflight launch [2]
and a representative US Air Force informatization space range was constructed.
The US military’s existing Cape Canaveral launch site launched an information-
renewing project for the range in 2015. It is jointly funded by DARPA and the US Air
Force [3]. SpaceX’s participating USD 400 million funds are allocated to meet future
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high-density launches, military and civilian integration launches, battlefield rapid
response satellite reissues, and other highly sophisticated tasks. Since the launch of the
renewal project, the range has launched a large-thrust launch vehicle several times in
complex weather conditions in 2017 and has cooperated with SpaceX and other
companies to develop a recyclable rocket project [4]. Its range of intelligence and
informatization has led the world in space range. With the support of the US
Department of Defense, the US military has also made significant progress in opening
up private enterprises to participate in the space launch [5]. For example, cooperation
between SpaceX and NASA has updated the US space launch payload platform,
monitoring and control platforms, etc., and established the world’s first place using big
data analysis technology. An information range fault diagnosis and analysis system is
quite important to support future business. As an important part of the intelligent
platform, the range intelligent failure diagnosis system will be able to help the US
military perform the space launch mission again within a 12-h interval [6]. Before that,
the official US military data was one week. From the existing US military patents and
scientific research institutions published papers, etc., we can learn that the US mili-
tary’s large-data fault diagnosis system for space ranges can rely on autonomous
unmanned computer systems to launch the network, spectrum, fuel, and weather
needed for space launch. Multiple nodes and units such as flight control, vehicles,
personnel, and computer systems are implemented under 24-h control to ensure the
precise control of space launch [7–9]. Due to the successful experience of the US
military–civilian integration in the GPS system as well as the military and civilian
integration space development plan led by the Obama administration and the Trump
administration, the US space information systems often use the most advanced infor-
mation processing technologies, such as Google’s big data and artificial intelligence
technology, SpaceX’s aerospace launch monitoring and control technology, and
Amazon’s automatic control and robotics technology. Major Japanese space agencies
such as Japan’s JAXA and the European Space Agency (ESA) have also successively
disclosed their plans for building a space astronomy range [10].

With the rapid development of modern communication networks, the maintenance
and operation modes of networks have become extremely complicated, and the
probability of network failures has greatly increased. Although regular maintenance of
network administrators can reduce the possibility of problems and failures in the net-
work, it cannot guarantee that the network will not fail, nor can it guarantee that the
failure can be handled and repaired at the earliest time. For space ranges, due to delays
or interruptions in space launch caused by various faults will have serious conse-
quences, so fault management has always been a very important network management
function and has been highly valued by the base-related business office. With the
increasing number of services carried by the network [11], distributed processing
applications and remote access have higher and higher requirements for network ser-
vice reliability, and troubleshooting time is also required to be shortened. Therefore,
fault diagnosis and disposal work become particularly important (Fig. 1).
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2 The Hadoop-Based Platform

The stable and efficient measurement and control environment for the space shooting
range cannot be separated from the support of daily management and maintenance
work. Due to the need to incorporate multiple types of data into the big data processing
platform, the big data fault diagnosis platform needs to rely on Hadoop to perform
forward-looking and autonomously controllable new designs and integrate multiple
resources into the aerospace fault diagnosis system. Unlike ordinary computer network
environments or data centers, the space shooting range fault diagnosis platform based
on Hadoop has the characteristics of large number of nodes and complex components
and applications. Hadoop is designed to run on low-cost computers and regards faults
as the norm [12]. Hadoop covers a wide range of functions and uses complex dis-
tributed parallel computing architectures, which also brings great challenges to the
operation and maintenance of Hadoop clusters. At present, the development of Hadoop
technology is still in the stage of improving the capabilities of the technology itself.
A large number of scholars have provided many valuable research results in the storage
mechanism and computer system of Hadoop. However, in many important aspects, the
development of Hadoop still lags behind, such as data security and clusters, mainte-
nance and management, ease of use of the cluster, and more. In order to understand the
performance of the traffic analysis system in real time, improve the analysis efficiency,
and optimize the system configuration, this project plans to design a system for
monitoring and managing distributed clusters suitable for a space shooting range to
understand server resource allocation, tracking Hadoop operation status, and alarms.
Abnormal conditions, based on this discovery system resource, bottleneck and optimize
performance.

The fault diagnosis platform mainly includes the following functions:

• Performance monitoring: The purpose of performance monitoring is to keep abreast
of the latest state of the platform, identify resource bottlenecks, and improve the
operating efficiency of the platform. Its functions include the collection and analysis
of performance data and the prediction of future platform performance based on
platform status and business changes. When performance of a computing resource

Fig. 1. Benefits of big data-based precise diagnosis
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reaches a bottleneck, performance management should be able to issue a fault alert
through the fault management component.

• Fault management: The purpose of fault management is to discover platform faults
in time to maintain the normal operation of the platform. Its basic functions include
monitoring the status of the platform, discovering faulty nodes, fault processes, and
fault services, quickly repairing faults, recording faults, and processing information.
Different grades of failures are recommended to be dealt with by different groups of
management personnel, even suggesting treatment options.

• Configuration management: The purpose of configuration management is to sim-
plify platform configuration operations, organize and coordinate computing
resources, and complete the provision of service capabilities for one or more
platforms. Its specific functions include acquiring and storing configuration
parameters of computing resources, planning and deploying service components,
supporting and tracking changes in platform service capabilities, and providing
ancillary means or automated methods to simplify user configuration operations.

• Extended applications: In order to respond to various monitoring needs, an excellent
management system should have flexible scalability. Managers can add new
monitoring items quickly and easily, which is a test for the underlying architecture
of the management platform of the fault diagnosis platform. Among them, per-
formance monitoring and troubleshooting are the most basic functions.

3 Deep Learning in Precise Diagnosis

Neural networks (NN), also known as artificial neural networks (ANN), or neural
computing (NC), are abstractions and modeling of human brains or biological neural
networks, with environments from the environment. The ability to learn adapts to the
environment in a biologically similar way. Neural network is an important part of
intelligent science and computational intelligence [13]. Based on the research results of
brain science and cognitive neuroscience, it expands the methods of intelligent infor-
mation processing and provides an effective way to solve complex problems and
automatic control. Neural network is a nonlinear large-scale adaptive power system
composed of a large number of processing units. It is based on the results of modern
neuroscience research. It tries to design a new kind of machine with the ability to
process and memorize information by simulating the brain neural network so that it has
the human brain-like information processing capabilities. At the same time, the study of
this neural network will further deepen our understanding of thinking and intelligence
(Fig. 2).

A typical deep learning network that is suitable for the fault diagnosis system of a
shooting range includes an input layer, an output layer, and several hidden units. The
hidden units may or may not be layered. If they are layered, they are called multilayer
feedforward networks. The input and output neurons of the network generally take a
linear function as their activation function and a non-linear function as the hidden unit.
The input unit of the feedforward network accepts signals from the external environ-
ment, and after processing, weights the output signals and transmits them to the

582 Y. Gao et al.



neurons in the projection domain. Implicit elements or output units in the network
accept net input from the accepted domains, and then its projection domain sends the
output signal, which can be any differentiable function. In the network, the input vector
could be expressed as: X ¼ x1; x2; . . .; xi; . . .; xnð ÞT, similarly, the hidden layer output

vector is expressed as: Y ¼ y1; y2; . . .; yj; . . .; ym
� �T, then the output layer vector:

O ¼ o1; o2; . . .; ok; . . .; olð ÞT, the desired output vector: D ¼ d1; d2; . . .; dk; . . .; dlð ÞT,
the weight matrix between input layer and hidden layer: V ¼ V1;V2; . . .;Vj; . . .;Vm

� �
,

and the weight matrix between hidden layer and output layer:
W ¼ W1;W2; . . .;Wk; . . .;Wlð Þ.

For a miniaturized network fault diagnosis system, define the diagnostic system to
consider six types of problem expressions, two kinds of network faults, and three kinds
of disposal solutions

Manifestation: Collect three kinds of information for each form of expression: Yes
(1), None (-1), No record (0)

Network failure: Collect three kinds of information for each network failure: Yes
(1), None (-1), No record (0)

Disposal plan: Collect two kinds of information for each treatment plan: Yes, No
The information of each fault constitutes a training example. A training example is

used to train the network (BP algorithm). Assuming that the neural network shown in
the above figure is obtained, the input is the problem representation form, and the fault
type is determined in the middle. The final output is the disposal plan.

An autoencoder is a forward-propagation neural network that uses unsupervised
learning, uses a back-propagation algorithm, and has a target value equal to the input
value. Let the input sample be the vector x. The activation of the hidden layer and
output layer unit can be obtained by the following function:

o1 ok ol

W1 Wk Wl

y1 y2 yj ym

V1 Vm

x1 x2 xi xn-1 xn

Fig. 2. Neural networks in intelligent diagnosis systems
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y ¼ SðWxþ bÞ ð1Þ

z ¼ SðWTxþ b
0 Þ ð2Þ

S xð Þ is a Sigmoid function, weight matrix W and WT in the two formulae are
transposed, and b is the offset. Unlike the supervised learning algorithm of the tradi-
tional neural network, the goal of the self-encoder learning is to make the output value
equal to the input value, that is, z is equal to x as much as possible. Use KL divergence
(Kullback–Leibler divergence) as a loss function,

LðX; ZÞ ¼
Xn
i¼1

KLðxijjziÞ ð3Þ

In the above equation, KLðxijjziÞ represents the KL divergence between the input
vector and the output vector. The automatic encoder uses a stochastic gradient descent
algorithm to train, and the weight update formula is as follows:

W  W � g
@LðX; ZÞ

@W
ð4Þ

When using an automatic encoder, it is common practice to introduce additional
constraints to limit the number of activations of hidden neurons, so that only a few
hidden neurons are activated for a sample. This is one of the ways to sparsely encode
data. Sparse coding has been shown to have the potential to improve model perfor-
mance, after introducing the sparse coding constraint for the hidden layer, the loss
function expression looks like this:

LðX; ZÞ ¼
Xn
i¼1

KLðxijjziÞþ b
Xb
j¼1

KLðqjjqiÞ ð5Þ

The self-encoding neural network is formed by stacking a plurality of trained sparse
autoencoders. The parameters of the self-coding neural network are obtained by using a
layer-by-layer greedy training method. That is, use the original input to train the first
layer of the network, get its parametersW (1, 1),W (1, 2), b (1, 1), b (1, 2); then the first
layer of the network will. The original input is transformed into a vector of hidden
element activation values (assuming the vector is A), then A is used as the input of the
second layer, and training is continued to obtain the parameters of the second layer
W (2, 1), W (2, 2), b (2, 1), b (2, 2); Finally, the same strategy used for the following
layers, that is, the output of the previous layer is used as the input method of the next
layer in turn.
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4 Conclusion

In this paper, we discuss the big data-based diagnosis method in space range, we
develop the architecture and deep learning method to proceed with the space data.
Through deep learning, we can find out the source of the fault and adopt effective
operations to deal with the time-tolerance system.
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Abstract. Anomaly detection becomes increasingly important in hyperspectral
data exploitation due to the use of high spectral resolution to uncover many
unknown substances which cannot be visualized or known a priori. The RX
detector is one of the most commonly used anomaly detections algorithms,
where both the global and local versions are studied. In the double window
model of local RX detection, it is inevitable that there will be abnormal pixels in
the outer window where the background information is estimated. These
abnormal pixels will cause great interference to the detection result. Aiming at a
better estimation of the local background, a joint kurtosis–skewness algorithm is
proposed to smooth the background and get better detection results. The
skewness and kurtosis are three and four order statistics respectively, which can
express the non-Gaussian character of hyperspectral image and highlight the
abnormal information of the target. The experimental results show that the
proposed detection algorithm is more effective for both synthetic and real
hyperspectral images.
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1 Introduction

Anomaly detection (AD) has received considerable interest in hyperspectral image
processing. Due to the high resolution of the spectral bands, the hyperspectral images
can effectively detect small objects which cannot be found in multispectral images. The
global RX detector proposed by Reed and Yu is considered as the baseline of AD
algorithms. By calculating the martensitic distance between the current pixel and the
mean of the background data in the local sliding window, the local anomaly detection
(LAD) is proposed using a sliding dual window. LAD is more effective when the
anomaly targets are extremely small or only abnormal in a local background but buried
in the global background. However, it is often happened that there exist abnormal
pixels in the outer window, which will lead to an unfaithful estimation of the back-
ground and ultimately lead to a worse detection of the anomaly targets. To solve this
problem, this paper proposes an anomaly detection algorithm based on kurtosis–
skewness combined background smoothing to improve the local RX algorithm.

2 Traditional RX Algorithm

Traditional RX detector can be expressed as follows:

dRXðyÞ ¼ ðy� lÞT
X�1

b

ðy�lÞ � g H1

\g H0

(
ð1Þ

where y is the spectral vector to be detected, l is the background mean, R�1
b is the

background covariance matrix, and η is the decision threshold.
In practical applications, there exists a great variety of ground objects in one

hyperspectral imagery. And the targets could be abnormal in a local environment but
buried in the global data. In order to solve this problem, a local RX algorithm based on
local sliding dual window is proposed. As shown in Fig. 1, it is divided into outer
window and inner window. The pixel in the center represents the sample to be detected.
The outer window limits the range of the estimated background from the neighborhood,
which ensures sufficient information to estimate the local background. Local RX
(LRX) detector is as follows:

dLRXðyÞ ¼ ðy� lÞT
X�1

local

ðy�lÞ � g H1

\g H0

(
ð2Þ
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3 Local RX Detection Based on Background Smoothing

3.1 Problems of the Traditional Local RX Detection

As shown in Fig. 2, there exist some pixels in the outer window, whose characteristics
are similar to the target to be detected in the center, see pixels in dark red color. This is
of common occurrence that the background area is mixed with abnormal pixels. This
will cause great interference to the background estimation and have a great effect on the
detection performance.

3.2 Skewness and Kurtosis

The statistics parameters skewness and kurtosis are usually used as the statistics
description of the data distribution.

Fig. 1. Dual-windows RX detector

Fig. 2. Background anomaly schematic diagram
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Skewness is a measure of skewed direction and degree of statistical data distri-
bution and is a numerical characteristic of asymmetry of statistical data distribution.
The mathematical definition of skewness is as follows:

dS ¼ E X� lð Þ
r3

3

ð3Þ

Kurtosis is a state that measures the probability distribution of real number random
variables. The kurtosis K of a random variable is defined by the ratio of the four central
matrices of a random variable to the square of variance. The mathematical definition is
as follows:

dK ¼ E X� lð Þ
r4

4

� 3 ð4Þ

where E(x) is the expectation of random variable X, l is the mean of X, r is the
standard deviation of random variable X.

The larger the value of skewness, the more asymmetric the distribution of random
variables is.

3.3 Joint Skewness–Kurtosis-Based Background Smoothing of Local RX
Detection

For standard normal distribution, the larger skewness and kurtosis are, the more deviant
the distribution of random variables is, the more abundant the information is. In this
paper, the product of skewness and kurtosis coefficient, which is expressed in formula
(5), is used to decide whether the pixels in the background window should be included
for background estimation (named as Background Smoothing Local RX detector, BS-
LRX).

dBS ¼ dS � dK ð5Þ

In the outer window where the background is estimated, the larger the value of BS-
LRX, the more the pixel should be excluded in background estimation. After
restraining the T (the percentage of the excluded pixels in the background) in the
background of the outer window, we use the remaining pixels to construct the back-
ground statistics and use the LRX detection algorithm to detect the anomalies.

dBS�LRXðyÞ ¼ ðy� l0ÞT
X0�1

local

ðy�l0Þ
� g H1

\g H0

(
ð6Þ

where l0 is the background mean of the outer window pixels after excluding abnormal
pixels by formula (5) and R0�1

local is the corresponding covariance matrix.
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4 Experimental Results and Analysis

4.1 Experimental Data Description

In this paper, both synthetic and real hyperspectral images are used to verify the
performance of the proposed algorithm. The simulation environment is Matlab 2015b
software on WIN7 system with 3.4 GHz processor and 8G memory. The total size of
the synthetic hyperspectral image is 200 * 200 pixels with 189 bands. As for the real
hyperspectral image, the spatial size is 64 * 64 pixels with a total of 169 spectral
bands. The receiver operating characteristic curve (ROC) is used as an evaluation
criterion of the detection performance, where the area under curve (AUC) of ROC is
also calculated as the quantitative analysis to evaluate the average performance of
different algorithms.

4.2 Effect of Sliding Window Size on Detection Performance

In this section, the synthetic image is used to discuss the effect of sliding window size
on detection performance. Uniform band selection is firstly used on the synthetic data
and 10 bands are selected. In order to see how much the outer and inner window sizes
influence the detection results, the outer window is selected as 11 * 11, 15 * 15, and
the inner window is selected as 3 * 3, 5 * 5, and 7 * 7, respectively. Table 1 repre-
sents the AUCs of the traditional local RX algorithm for simulating hyperspectral data
under different windows. Combined with grayscale detection maps in Fig. 3, it could
be proved that the window size has a large impact. The selection of the size of the
double window model has great influence on the detection results; the detection per-
formance is accompanied by a large fluctuation.

Table 1. AUC in different window with simulated hyperspectral data

Window size 5, 11 3, 15 5, 15 7, 11 7, 15

AUC 0.5564 0.5468 0.5751 0.8341 0.8309

Fig. 3. Background local RX with different windows. a 3, 15. b 5, 15. c 7, 15. d Ground truth
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4.3 Performance Evaluation of the Proposed BS-LRX

In order to verify the validity of the proposed BS-LRX algorithm, real hyperspectral
image is used for experiment, where uniform band selection is also used (17 bands
selected in this experiment). Keep the size of the external window unchanged. The size
of the selected window is (3, 11), (5, 11), and (7, 11), respectively. According to the
AUC values in Table 2, from horizontal comparison of BS-LRX and LRX with the
same window sizes, it could be shown that the proposed BS-LRX algorithm gains
better detection performance than the traditional LRX algorithm. On the other hand, if
we compare vertically rather than horizontally in the first column of BS-LRX detection
results, it is clearly shown that different window sizes will result in different detection
performance. According to Table 2, the better detection results can be obtained when
the selected inner window is 3. Figure 4 also plots the ROC curves of the BS-LRX and
traditional LRX algorithms under different window sizes, for the purpose of comparing
detection powers under different false alarms.

Table 2. AUC in different window with real hyperspectral data

Window size AUC
BS-LRX LRX

3, 11 0.8707 0.8285
5, 11 0.8536 0.8251
7, 11 0.8684 0.8414
3, 13 0.8229 0.7378
3, 15 0.8095 0.6449
3, 9 0.8641 0.8110

Fig. 4. ROC of BS-LRX detection operator in different windows
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5 Conclusion

Based on the traditional local RX detection algorithm, a new joint kurtosis–skewness
background smoothing method is proposed for the purpose of excluding abnormal
pixels in the background area. This will result in a more accurate background esti-
mation in LRX algorithm. Through theoretical analysis and experimental discussion,
the effectiveness of the proposed BS-LRX algorithm is verified. The detection results
are better than the traditional LRX algorithm. Even if the size of the inside and outside
window is not exactly selected, it can still get a stable detection result.
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Abstract. Sub-band segmentation and reconstruction technology is the core
technology of the antenna array signal full spectrum combine scheme. Based on
the principle of complex exponential modulation filter banks, the sub-band
segmentation and reconstruction technique based on the Weighted OverLap-
Add-(WOLA)-structured filter bank is studied. A filter bank with a sub-band
number of 256 and an oversampling factor of 1.45 are designed. Compared with
the multiphase DFT-structured filter banks currently used, the filter can not only
realize the segmentation and reconstruction of performance and considerable,
but also break through the oversampling factor must be integer constraints, the
structure is more efficient and more flexible parameter settings.

Keywords: Sub-band segmentation and reconstruction � Filter bank �WOLA �
Wideband signal

1 Introduction

At present, the antenna array technology mainly adopts full spectrum combine (full
spectrum combining (FSC)) [1–4]. The FSC scheme includes two implementation
methods: time-domain combine and frequency-domain combine. The time-domain
combine method has the disadvantages of large hardware cost, low delay compensation
accuracy and time-delay estimation ambiguity [5, 6]. While the frequency-domain
combine method can effectively solve the above problems and fits well with the
development trend of large-scale broadband antenna arrays [7, 8]. Compared with
narrowband signals, the FSC scheme of broadband signals must consider the phase
non-coherence caused by the difference of phase frequency characteristics. Therefore,
the wideband signal is channelized, and the low sampling rate sub-band signal is
usually needed. Phase difference between different sub-band signals is obtained by
phase difference estimation algorithm. Then, estimate and compensate the residual
delay and residual phase between wideband signals and the signal of each antenna sub-
band is synthesized. Finally, through the reconstruction of the sub-band synthesized by
each antenna, the wideband synthetic signal with original sampling rate is restructured.

In the research of frequency-domain combine system, the complex exponential
modulation filter bank is the most original, which concept is directly derived from the
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sub-band segmentation and reconstruction of frequency domain, but its implementation
structure is complex and used only in theoretical research [9]. The sub-band seg-
mentation and reconstruction technology based on WOLA-structured filter banks was
first used by JPL. Meanwhile, few research institutions have studied the multiphase
DFT design and realization method of the filter bank structure, but the study of WOLA-
structured filter band has not been reported in the literature. The multiphase DFT-
structured filter bank and the WOLA-structured filter bank are all efficient imple-
mentations of the complex exponential modulation filter banks, but the former requires
that the oversampling factor must be an integer. The WOLA-structured can not only
achieve the equivalent sub-band segmentation and reconstruction performance, but also
break through the limitation that the oversampling factor must be an integer. The
structure is more efficient and the parameter setting is more flexible. The sub-band
analysis and reconstruction technologies based on WOLA-structured filter banks have
been studied and a filter bank with 256 sub-bands and a decimation rate of 1.45 has
been designed.

First, the basic principle of the complex exponential modulation filter bank is
introduced. Then, the design method of the WOLA structure filter bank is studied,
including the design of the analysis filter bank and the synthetic filter bank. Finally, the
design of the WOLA-structured filter banks is simulated and analyzed.

2 Principle of Complex Exponential Modulation Filter Banks

The complex exponential modulation filter bank consists of two parts: the analysis filter
bank and the synthetic filter bank. The former is used to divide the signal into multiple
sub-bands. The latter is used to integrate the sub-bands to reconstruct the input signal.
The overall block diagram is shown in Fig. 1.

Fig. 1. Overall structure block diagram of the complex exponential modulation filter bank
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In Fig. 1, x nð Þ indicates the input time-domain signal, usually the real signal. The
analysis filter bank is composed of K down-converter branch. Each down-converter
branch is cascaded by complex exponential exp �j2pkn=Kð Þ, prototype low-pass filter
h nð Þ, and R times decimation. The synthetic filter bank is composed of K up-converter.
Each up-converter branch is composed of R times interpolator, prototype low-pass filter
f nð Þ and complex exponential exp j2pkn=Kð Þ.

2.1 Analysis Filter Bank

The purpose of the analysis filter bank is to divide x nð Þ evenly into K frequency-
domain sub-band signal Xk mð Þ 0� k�K � 1ð Þ. The frequency range of the signal x nð Þ
is 0�Fs, and the normalized frequency is represented as 0� 2p. The processing of
filter banks can be divided into three steps.

• Step1 The input signal x nð Þ and the complex exponential exp �jxknð Þ multiplied.
From the frequency domain, this process makes the whole spectrum frequency
move �xk, so the frequency center of the sub-band k is below the zero frequency.

• Step2 The signal after the down conversion is filtered by low-pass filter, and the
filter is commonly called analytical filter whose cutoff frequency is xD=2 ¼ p=K.

• Step3 The filtered signal is extracted by R times, and the k sub-band signal Xk mð Þ
can be obtained.

According to the practical application, it is necessary to amend each sub-band to get
the modified sub-band signal X̂k mð Þ.

2.2 Synthetic Filter Bank

The purpose of the synthetic filter bank is to synthesize the k sub-band X̂k mð Þ and get
the reconstructed time-domain signal x̂ nð Þ. The integrated process can be regarded as
the inverse process of the analysis process, which can be divided into four steps.

• Step1 Interpolation of sub-band signals will result in spectral imaging at every 2p=R
frequency.

• Step2 A low-pass filter f nð Þ, which generally called a comprehensive filter, is used
to filter out the resulting image. After filtering, the reserved signal bandwidth is
xD=2, that is, p=K.

• Step3 The complex exponential exp jxknð Þ is used to modulate the sub-band signal
to its original frequency xk.

• Step4 By adding all the k sub-band signals, the reconstructed signal x̂ nð Þ can be
obtained.

2.3 Analysis of Filter Parameters

The sub-band number K determines the cutoff bandwidth xc of sub-band signal. The
larger the sub-band number K is, the closer the sub-band division is, the smaller the
cutoff frequency of the analytical filter and the synthetic filter. The extraction factor R
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determines the transmission bandwidth xs of the sub-band signal that xs ¼ 2p=R. The
larger the extraction factor R is, the narrower the bandwidth of the sub-band is, the
smaller the stopband frequency of the analytical filter and the synthetic filter. The
steepness of the filter transition zone is determined by the oversampling factor OS
OS ¼ K=Rð Þ. In fact, the decimation factor R can be selected in the range of R ¼ 1
(without extraction) to R ¼ K (critical sampling interval). It is independent of the
number of sub-band number K, so the value range of OS is 1�OS�K. In practical
applications, OS should be as small as possible to reduce the sub-band transmission
rate. However, when OS = 1 is used, the transition bandwidth of the filter is 0, which is
not feasible. Document [30] pointed out that when OS\1:2 filter cannot achieve higher
stopband attenuation, will cause larger aliasing distortion, and when OS[ 1:5, it will
not significantly reduce aliasing distortion, so the reasonable range of OS is 1.2–1.5.
Analyzing the filter length La and the synthetic filter length Ls determines the per-
formance of the filter. The larger the La and Ls, the higher the quality of filtering.
However, it will lead to larger filter delay and hardware consumption.

These parameters directly determine the stack, group delay, computation, and
bandwidth performance of mixed filter, so in the filter design, selection of these
parameters is the key to the design.

3 Design of WOLA-Structured Filter Bank

3.1 Analysis Filter Bank Implementation Structure

As shown in Fig. 1, the analysis procedure of the k sub-band signal can be described by
formula.

Xk mð Þ ¼ x nð Þe�jxkn
� � � h nð Þ n¼mRj ¼

X1
i¼�1

h mR� ið Þx ið Þe�jxk i ð1Þ

where xk ¼ 2pk=K, k ¼ 0; 1; . . .;K � 1. Variable substitution Formula (1), so that
q ¼ i� mR, has

Xk mð Þ ¼
X1
q¼�1

h �qð Þx qþmRð Þe�jxk qþmRð Þ = e�jxkmR~Xk mð Þ ð2Þ

According to Formula (2), Xk mð Þ can be regarded as the complex modulation of
~Xk mð Þ.

~Xk mð Þ ¼
X1
q¼�1

h �qð Þx qþmRð Þe�jxkq ¼
X1
q¼�1

xm qð Þe�jxkq ð3Þ

where xm qð Þ ¼ h �qð Þx qþmRð Þ. It can be seen from Formula (3) that ~Xk mð Þ is actually
the discrete Fourier transform of Xk mð Þ. When the m changes, analysis filter h �qð Þ is
unchanged, while the signal x qþmRð Þ changes in the form of a packet, each sampling
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point is R. For a fixed time m, the analysis filter h �qð Þ is multiplied with the signal
sequence x qþmRð Þ by point-to-point. Because the h �qð Þ coefficient is finite, the
number of points in the input sequence xm qð Þ of DFT is L. It should be noted that the
number of points in the output sequence of DFT at each time is K. According to this
characteristic, when K� L, the periodicity of e�jxkq (periodicity is K) can be used to
fold xm qð Þ into K point sequence. Thus, the efficient operation of FFT can be used (the
number of sub-bands usually takes an index of 2). Based on this, set q ¼ pþ lK, where
p ¼ 0; 1; . . .;K � 1 and l are integers, then

~Xk mð Þ ¼
XK�1

p¼0

X1
l¼�1

xm pþ lKð Þ
" #

e�jxkp ¼
XK�1

p¼0

~xm pð Þe�jxkp ð4Þ

where

~xm pð Þ ¼
X1
l¼�1

xm pþ lKð Þ ¼
X1
l¼�1

x mRþ pþ lKð Þh �p� lKð Þ ð5Þ

The implementation structure of the WOLA analysis filter bank can be obtained
from the above derivation process, as shown in Fig. 2.

From Fig. 4, it can be found that the analysis filter banks based on WOLA structure
process data in a piecewise manner. Input R sampling points at each time and output K
sub-band sampling points. Specifically, the whole analysis end signal processing flow
can be divided into five parts.

Fig. 2. Implementation structure of WOLA analysis filter bank
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Data segmentation
First, the single channel signal x nð Þ is divided into several segments according to the
sampling order, and the length of each segment is extracted factor R. So, each time
corresponds to R sampling points, and the data rate is reduced by R times. Then, a shift
register with a length of L is constructed. In every moment, there was a new data from
the end of the input shift register, and a piece of data from the other end of this out,
each operation preserves the previous time L� R sampling points.

Data weighting
At any time, the data of the shift register is multiplied with the prototype filter h �qð Þ
and then the data of the output is stored in the register.

Overlapping accumulation
According to Formula (5), the weighted L data is divided into a group of K samples and
each group is divided into L=K groups. Then, accumulate the L=K data and output K
sampling point data.

Circular shift
It is known by Formula (4) that ~Xk mð Þ is the K point DFT operation of ~xm pð Þ, so
signals Xk mð Þ and ~Xk mð Þ are both considered as frequency-domain signals, and
Xk mð Þ ¼ e�jxkmR~Xk mð Þ can be seen as a multiplying in the frequency domain.
According to the theory of signal processing, the complex modulation operation in
frequency domain can be equivalent to the cyclic shift operation in time-domain.

Y xð Þ ¼ X xð Þe�jxk0 , y kð Þ ¼ x k � k0ð Þmod K

� � ð6Þ

where, Y xð Þ and X xð Þ are frequency-domain signals corresponding to time series y kð Þ
and x kð Þ, respectively. The number of points in the sequence is K, and the k0 is the
shift. According to Formula (6), the operation Xk mð Þ ¼ e�jxkmR~Xk mð Þ can be equivalent
to the shift operation in time-domain. Specifically, the cyclic shift operation is per-
formed before FFT, and the number of shifted samples is the norm of �Rm and K.
Thus, the cyclic shift operation takes the place of the complex modulation operation
after FFT and has higher computing efficiency.

FFT
Because the number of sub-bands generally takes two of the index, the solution of a can
be realized by FFT. Considering that the input signal is generally a real number, the
output signal Xk mð Þ after FFT must be symmetric. So, we only need to intercept half of
the sequence data. Here, the sequence data k ¼ 0; 1; . . .;K=2� 1 is selected.
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3.2 Synthetic Filter Bank Implementation Structure

The process of integrating K sub-band signals into x̂ nð Þ can be described as follows:

x̂ nð Þ ¼ 1
K

XK�1

k¼0

Yk nð Þ � f nð Þ � ejxkn
� � ¼ 1

K

XK�1

k¼0

X1
m¼�1

X̂k mð Þf n� mRð Þejxkn ð7Þ

where

Yk nð Þ ¼ X̂k mð Þ; n ¼ mR

0; other

(
ð8Þ

Considering the length of the prototype low-pass filter is finite, so the range of the
value of m must be 0� n� mR� L� 1. Set n ¼ rþMR, where r ¼ 0; 1; . . .;R� 1,
and M is an integer. The range of the value of m is M � L=Rd e�m�M, where �d e
represents the smallest integer that is not less than L=R, and a ¼ L=Rd e, thus

x̂ rþMRð Þ ¼
XM

m¼M�a

f rþ M � mð ÞRð Þ 1
K

XK�1

k¼0

~̂Xk mð Þejxk rþ M�mð ÞRð Þ ð9Þ

where ~̂Xk mð Þ ¼ X̂k mð ÞejxkmR, and the formula corresponds to the inverse complex
modulation process of the analytical end [Formula (2)]. For the convenience of anal-
ysis, set

Um rþ M � mð ÞRð Þ ¼ 1
K

XK�1

k¼0

~̂Xk mð Þejxk rþ M�mð ÞRð Þ ð10Þ

Because of the periodicity of ejxk rþ M�mð ÞRð Þ (the period is K), so
ejxk rþ M�mð ÞRð Þ ¼ ejxk rþ M�mð ÞRð Þmod K , Formula 2 can be rewritten as

Um rþ M � mð ÞRð Þ ¼ 1
K

XK�1

k¼0

~̂Xk mð Þejxk rþ M�mð ÞRð Þmod K¼Um rþ M � mð ÞRð Þmod K

� �
ð11Þ

then

x̂ rþMRð Þ ¼ f rð ÞUM rð Þþ f rþRð ÞUM�1 rþRð Þmod K

� �
þ f rþ 2Rð ÞUM�2 rþ 2Rð Þmod K

� �þ � � � þ f rþ aRð ÞUM�a rþ aRð Þmod K

� �
ð12Þ

Because of r ¼ 0; 1; . . .;R� 1 and R�K, so r ¼ r mod K in Formula (12). The
implementation structure of the WOLA synthetic filter bank can be obtained from the
above derivation process, as shown in Fig. 3.
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Figure 3 shows that data processing in parallel based on group integrated WOLA
filter structure, and each time input K sub-band signal sampling, R output signal
reconstruction of sampling points. Specifically, the whole signal processing flow can be
divided into five parts.

IFFT
When the output of the analysis terminal is selected, only the sequence data of k ¼
0; 1; . . .;K=2� 1 is selected. Therefore, before the IFFT operation, X̂k mð Þ; k ¼
0; 1; . . .;K � 1 is needed to reconstruct the sequence according to the conjugate
symmetry properties of the spectrum.

Reverse circulation shift

This operation is used to implement ~̂Xk mð Þ ¼ X̂k mð ÞejxkmR, the points number of cyclic
shift is the norm of Rm and K.

Data weighting
First, copy L=K copies of the K points Um 1 : Kð Þ, the reverse cycle shift output, and
deposit in a register with a length of L.Then, the L data is multiplied with the prototype
low-pass filter f nð Þ point-to-point and output the L point data.

Overlapping accumulation
A shift register with length L is constructed. At eachm-time, the weighted L-point data is
first added to the L-point data in the shift register point-to-point. Then, all zero data of

Fig. 3. Implementation structure of WOLA synthetic filter bank
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length R is input from one end of the shift register, and R samples are removed from the
other end. The R sample points are the sampling points of reconstructed signal atm-time.

4 Simulation Results

The parameters of the WOLA-structured filter bank are shown in Table 1.
The typical signal in the frequency-domain synthesis system is the wideband BPSK

signal. The input BPSK signal is a real baseband signal without carrier modulation. The
source adopts bipolar code and obeys uniform distribution. The number of sampling
points per symbol is 2. The SQRT filter is used in the shaping filter, and the filter order
is 256, and the roll-off factor is 0.5.

Figure 4(left) gives the reconstructed signal after removing the previous sample and
compares it with the input signal, sWOLA ¼ 11; 088. For clear display, only the sam-
pling points in the 10,000–10,100 interval are intercepted here. It can be seen that the
reconstructed signal basically coincides with the input signal. To further investigate the
reconfiguration performance, subtract the two signals and get the difference signal
between them. Figure 4(right) shows the amplitude difference between the recon-
structed signal (after removing the delay sample) and the input signal. It can be seen
that the reconstruction error is 1� 10�3 within the scope and can be ignored. In
conclusion, the WOLA-structured filter banks have better reconstructed performance.

Table 1. Parameters of the WOLA-structured filter bank

Sampling rate Fs (MHz) 1280
Number of sub-band K 256
Extract factor R 176
Length of filter L 11,264
Oversampling factor OS ¼ K=Rð Þ 1.45
Roll-off factor a ¼ OS� 1ð Þ 0.45

Fig. 4. Reconstruction performance of wideband BPSK signal
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5 Conclusion

In this paper, sub-band segmentation and reconstruction techniques based on WOLA-
structured filter banks are studied. Compared with the multiphase DFT-structured filter
banks currently used, the WOLA structure has the following advantages: (1) after the
data grouped, the sampling rate of the whole structure is reduced by R times. (2) with
the help of efficient FFT operation, the hardware consumption of the system is reduced.
(3) there is no strict relationship between the extraction factor R and the number of sub-
bands K. The structure is more efficient and more flexible parameter settings.
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Abstract. Aiming at detecting cracks in photovoltaic images, a crack detection
algorithm of photovoltaic images based on Laplacian pyramid decomposition is
studied in this paper. Firstly, in order to suppress noise from the crack area, the
image is subjected to a filtering process and contrast enhancement operation.
Then, the multi-scale edge detection based on Laplacian pyramid decomposition
is applied to the processed image to extract the edge of the image. The results of
the extracted fractures are optimized to eliminate the influence of partial noise.
Through tests and comparisons, the algorithm is proved effective on crack
detection for photovoltaic image.

Keywords: Photovoltaic image � Crack � Filtering � Laplacian pyramid

1 Introduction

In today’s world, non-renewable resources are being consumed more and more, energy
reserves are getting less and less, and renewable resources are inexhaustible. Therefore,
replacing non-renewable resources with renewable resources has drawn great attention.
As one of the safe and clean energy sources, solar energy has received extensive
attention. Solar panels can convert light energy into electrical energy and achieve the
utilization of renewable resources, but there will be some defects due to various reasons
during the use of batteries, such as cracks, debris, and black edges. A defective solar
cell will seriously affect the quality of the solar cell and affect the efficiency of the
photoelectric conversion. Therefore, it is very important to realize fast and efficient
defect detection for solar cells. This paper is mainly about the research on the detection
algorithm for the crack defect of the electroluminescent solar cell. At present, there are
few research methods in this field. Most of the tests are detected by artificial naked eye,
which not only has low detection efficiency, but also is easy to leak detection. With the
development of computer and image processing technology, it is possible to make use
of the existing technology to automatically detect the crack of solar cell chip.
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At present, the crack detection algorithms are mainly aimed at the road surface
cracks, including the wavelet modulus maxima [1, 2], the tensor voting algorithm [3],
and so on. However, because the structure and surface characteristics of solar panels
are much more complex than those of the ground, it is not possible to extend these
algorithms directly to the detection of cracks in solar panels. In this paper, a crack
detection algorithm based on Laplacian pyramid [4, 5] decomposition is proposed. The
proposed algorithm is compared with the commonly used edge detection algorithm and
pavement crack detection algorithm, which shows the advantages of the proposed
algorithm in crack detection, especially for complex background situations.

2 Fracture Detection Algorithm Based on Laplacian
Pyramid Decomposition

Photovoltaic imaging crack detection algorithm is shown as Fig. 1, and the main steps
are as follows:

Step 1: Preprocessing of the photovoltaic image, including filtering, contrast
enhancement, and dividing the battery into small pieces [6].
Step 2: The image is decomposed by Laplacian pyramid [4], and the image subsets
at different scales are extracted.

Fig. 1. Flowchart of crack detection algorithm based on Laplacian pyramid decomposition
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Step 3: The edge of the processed image is detected, and the crack profile is
extracted [7].
Step 4: The results are optimized by edge, and the non-fractured region is removed.
Step 5: The use of regional growth to complete or disconnected edges [8].

2.1 Image Preprocessing

Because the near-infrared camera used for shooting does not achieve high cooling
function, the photovoltaic image taken (Fig. 2) is affected by a lot of noise. It is
necessary to de-noise the image before the crack detection is carried out on the image.
This paper mainly through the filtering operation of noise reduction, for some types of
random noise median filter has a very good noise reduction capability. In the noise
reduction processing, the noise point is directly ignored, and the noise reduction caused
by the fuzzy effect is low, so this paper selects the median filter [9] for noise reduction.
Meanwhile, in order to better detect cracks, we need to contrast the image after noise
reduction. After enhanced processing, the target area and background have higher
contrast, and the crack area is more obvious.

2.2 Laplacian Pyramid Decomposition

One of the difficulties in edge detection is the uncertainty of the image spatial scale.
Laplacian pyramid decomposed the image into subsets of different scales. Each size
image provided some edge information, so that we could achieve more precise edge
detection.

Laplacian pyramid image decomposition is implemented as follows:
First, the original image as the bottom image G0 (Gaussian pyramid layer 0), and

then the Gaussian kernel (5 � 5) is used to convolute G). Then, the image after the
convolution is down to be sampled (removing the even number of rows and columns)
to get the upper layer of the image G1. Taking this image as input, repeat convolution
and down-sampling operation to get a more advanced image and repeat it many times

Fig. 2. Photovoltaic images
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to form a pyramid-shaped image data structure, namely Gauss pyramid (Fig. 3). The
construction process is as follows:

Suppose Gauss pyramid’s layer l image is Gl:

Gl i; jð Þ ¼
X2
m¼�2

X2
n¼�2

~x m; nð ÞGl�1 2iþm; 2jþ nð Þ

0� l�N; 0� i�Rl; 0� j�Clð Þ
ð8Þ

where N is the Gauss pyramid top layer number; Rl and Cl are the number of rows and
columns of the Gauss pyramid layer l; ~x m; nð Þ ¼ h mð Þ � h nð Þ is a two-dimensional
detachable 5 � 5 window function, h is taken as Gaussian density distribution
function.

Subtracting the front image from image of each layer of Gaussian pyramid to get a
series of difference images is the Laplacian decomposition image.

The Gl is interpolated to get the magnified image G�
l , so that the size of the G

�
l is the

same as that of the Gl�1. The specific practice is:

Step 1: The image is expanded to two times in each direction, and the new rows and
columns are filled with 0.
Step 2: Using the previous kernel and the enlarged image to convolution to obtain
the approximate value of the “new pixel”

Fig. 3. Gauss’s pyramid demonstration
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Expressed as,

G�
l i; jð Þ ¼ 4�

X2
m¼�2

X2
n¼�2

~x m; nð ÞGl
iþm
2

;
jþ n
2

� �

0� l�N; 0� i�Rl; 0� j�Clð Þ ð9Þ

where,

G�
l

iþm
2

;
jþ n
2

� �
¼ Gl

iþm
2 ; jþ n

2

� �
; iþm

2 ; jþ n
2 2 Z

0; otherwise

�
ð10Þ

Z is an integer set, let,

LPl ¼ Gl � G�
lþ 1; 0� l\N

GN ; l ¼ N

�
ð11Þ

In the formula, N is the Laplacian pyramid top layer number, LPl is the l layer
image Laplacian pyramid decomposition. The Laplacian pyramid can be fused at each
level, the methods are as follows:

LP ¼
XN
i¼1

LPi ð12Þ

2.3 Edge Detection

In order to detect the crack defect of the photovoltaic image accurately, the edge
detection of the processed image is needed. In the image edge detection, the sup-
pression of noise and the precise location of the edge can’t be met at the same time, in
the image edge detection and suppression of accurate positioning noise and the edge is
not satisfied at the same time, some of the edge detection algorithm by smoothing filter
to remove noise and increase in edge location uncertainty, and improve the sensitivity
of edge detection operator on edge at the same time, but also improve the sensitivity to
noise. The Canny operator can accurately locate the edge at the same time, so the
Canny [7] operator is used for edge detection in this paper.

2.4 Edge Optimization

Because the result of edge detection is inevitably influenced by noise and other factors,
according to the results of detection and the analysis of the characteristics of cracks in
photovoltaic images, we can effectively remove the influence of noise and other factors,
operation is as follows:
Step 1: Before the need to optimize the edge of the edge detection results are an

expansion and refinement, connecting part of the edge off, to prevent
accidentally deleted edges and simultaneously eliminate parallel cracks.
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Step 2: In order to find edge endpoints, you need to disconnect the intersection point.
It traverses every pixel in the connected domain through 3 * 3 window.
Finally, count the number z of pixel points that each pixel (x, y) is an edge
point in 8(x �1, y � 1) neighborhoods inside the window, and when z > 2, it
indicates that the point is an intersection and the pixel in the point becomes 0,
Disconnect the edge.

Step 3: The threshold is set to remove the smaller edge of the length, and the
threshold is determined according to the actual situation.

Step 4: The two endpoints of each connected domain are obtained. A second step
method is used to find the point of the z = 1 in the pixel point, which is the
endpoint of the connected domain.

Step 5: Through the coordinates of the two endpoints, find the distance between two
points, through the distance and the number of connected pixels to compare,
when the two values close to that is approaching the vertical or horizontal
edge, remove it, When the distance is much less than the sum of the numbers,
the edge curvature is relatively large, and it is also cleared.

3 Results and Analysis

In order to prove the validity and accuracy of the proposed multi-scale crack detection
algorithm based on Laplacian pyramid decomposition, the algorithm proposed in this
paper is compared with the wavelet modulus maxima [10].

Multi-scale wavelet modulus maxima method of photovoltaic image for crack
detection result is shown in Fig. 4. Among them, the (a), (e), (i) is the photovoltaic
image segmentation into small pieces. (b), (c), (d), (f), (g), (h) and (j), (k), (l) are test
results of the diagram of the original image (a), (e), (i) under different scale s = 1, 2, 3.
It can be seen in both the noise and the edge of the integrity and so on, wavelet
modulus maxima method of photovoltaic image detection effect is not very ideal.

a Original 1 b s=1 c s=2 d s=3 

e Original 2 f s=1 g s=2 h s=3 

i Original 3 j s=1 k s=2 l s=3 

Fig. 4. Multi-scale wavelet modulus maximum method photovoltaic imaging crack test results
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The results of the crack detection in the multi-scale Laplace pyramid are shown in
Fig. 5, where (a), (f), and (k) are small pieces of the photovoltaic image. (b), (g), and
(l) are the results of direct detection of the edge detection by the original image. (c), (h),
(m) is the original image edge detection based on Laplacian pyramid decomposition of
image, (d), (I), (n) is on (c), (h), (m) for the optimized results. Comparing (b), (g),
(l) and (c), (h), (m), it can be seen that the proposed edge detection algorithm in
suppressing noise and the integrity of the edge detection has a better effect. Through the
(d), (I) and (n) as you can see, the edge optimization can effectively remove the noise,
the influence of such factors as remove mistakenly identified, make the detection more
accurate.

Compared with Figs. 4 and 5, when the two algorithms detect images, it is very
obvious that the image is affected by noise. The detection result of wavelet modulus
maximum method is very unsatisfactory. The algorithm proposed in this paper can
effectively suppress noise and the edge detection is complete.

Solar cells studied in this paper is provided by the Guangdong Testing Institute of
Product Quality Supervision, respectively, 30 pieces of photovoltaic images without
cracks and 30 pieces of photovoltaic images with cracks are selected. The statistical
results of the two groups of images are shown in Table 1.

It can be seen from the table that the methods proposed in this paper are missed and
false checked to a certain extent, but this method basically meets the requirements
without high accuracy.

a Original 1 b canny c Laplacian d optimization 

f Original 2 g canny h Laplacian i optimization 

k Original 3 l canny m Laplacian n optimization 

Fig. 5. Multi-scale Laplacian pyramid decomposition of photovoltaic image crack test results

Table 1. Result

Number of
pictures

Number
of cracks

Detection
number

Correct
detection

Error
detection

Missing
detection

Accuracy
rate (%)

False
rate (%)

30 35 31 24 7 11 69 20
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4 Conclusion

This paper presents a photovoltaic image crack detection method based on the
decomposition of Laplacian Pyramid, the image is decomposed into multi-scale image,
and achieve a reasonable balance between noise reduction and edge location, through
the experimental results show that the algorithm for the detection of PV image can
reach a high accuracy at the same time, the algorithm extended to the pavement crack
detection way detection can also very good face.
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Abstract. In this paper, we proposed a method to synthesizing a super-
resolution image with the given image and text descriptions. Our work
contains two parts. Wasserstein GAN is used to generate low-level resolu-
tion image under the guidance of a novel loss function. Then, a convolu-
tion net is followed to refine the resolution. This is an end-to-end network
architecture. We have validated our model on Caltech-200 bird dataset,
Oxford-102 flower dataset, and BSD300 dataset. The experiments show
that the generated images not only match the given descriptions well but
also maintain detailed features of original images with a higher resolu-
tion.

Keywords: Generative Adversarial Networks (GANs) · Semantics
images synthesis · Resolution refinement

1 Introduction

It is feasible to integrate pictures with natural language. Reed’s work [1] reveals
that the synthesis between images and text semantics through the neural net-
work is practical, but the results may contain noise and lose some details. Our
contributions can be divided into two parts. First, inspired by the loss function
proposed in [2], we propose a novel loss function to evaluate the output, which
made the network pay more attention to the details. Second, we introduced a
subnet to refine the generated images resolution. The results generated by the
network look more realistic. There are three parts in our network: generator G,
discriminator D, and enhancer E. The input of the generator is made up of the
origin image and text semantics, which encoded by a pretrained text model. The
goal of the generator is to decode the combined feature representations to a syn-
thesized image. Then, the discriminator judges the outputs legality. The legality
means whether the output has the features described by the text semantics. The
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enhancer’s goal is to improve the resolution of the output of the generator. How
to combine the image with other format of information is an important research
problem in computer vision. By adopting deep neural networks, a large number
of models have been developed to achieve this goal recently, such as variational
autoencoders (VAE) [3], autoregressive models and Generative Adversarial Net-
works (GANs) [4]. Zhang et al. [5] proposed StackGAN, which has successfully
generated the corresponding image with text semantics by decomposing the pro-
cess into two stages. Reed et al. [1] proposed a two-step method that can synthe-
size images by given query images and text descriptions, denoted style transfer
in their paper. Donahue et al. [6] proposed models that train the generator and
encoder network via adversarial learning. Larsen et al. [7] combined VAE and
GAN directly by collapsing the generator of GAN and decoder of VAE into one
network and replaced the element-wise metric of original VAE with feature-wise
metric imposed by the discriminator. Dong et al. [2] proposed a novel network
architecture by using residual network with conditional GAN. On their paper,
they achieve better results, but at some points, they lose some details.

2 Background

2.1 Generative Adversarial Networks

Generative Adversarial Network is proposed by Ian Goodfellow [4], which con-
sists of two networks: a generative network G and a discriminator network D.
The generator, or the generative network, generates fake samples G(z) from
noise z, and the discriminator, or the discriminative network, takes both real
samples x and fake samples G(z) and calculated probability D(x) or D(G(z)) to
distinguish them. Both generator and discriminator are trained mutually: The
generator attempts to fool the discriminator, while the discriminator attempts
distinguish between real data and fake samples synthesized by the generator.
This training process can be described mathematically by a minmax function
over the value function V (D,G):

minG maxD V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1 − D(G(z)))] (1)

2.2 Baseline Method

We will use the method proposed by Reed et al. [1] as a baseline approach. More
specifically, Reed’s method is that they trained a style encoder network S to
invert the generator network G, such that the synthesized images x generated
by G were mapped back to latent variable z.

3 Method

Our advanced model consists of three parts, a generator used to generate synthe-
sized image, a discriminator used to judge the output’s legality, and an enhancer
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used to refine the output through super-resolution. GANs, or specifically condi-
tional GANs, rely on two conditions, image and text descriptions. For generator
G, we applied an encoder–decoder architecture. The main goal of the encoder
is to extract the features in the image and text semantics, while the decoder’s
goal is to synthesize the features together and produce a sophisticated image.
The discriminator D judges whether the output meets the description of the
text. After the generation step, the well-performed image will be sent into our
enhancer E to refine the resolution. The enhancer can be trained parallelly on
different dataset.

3.1 Network Architecture

The architecture of our network is illustrated in Fig. 1. We can see from it that
the generator G is made up of three parts, encoder, residual blocks, and decoder.
The encoder is made up of three convolutional layers, which are used to extract
features in the input image. These three convolutional layers are critical to our
model performance, and their parameters need to be finely tuned. The input
image size is 64 * 64 * 3, while the size of output of the encoder is 16 * 16 *
512. ReLU activation function is used after every convolutional layer. And batch
normalization is performed in all layers except the first layer. Additionally, we
can also replace the encoder with a much deeper network, e.g., VGG-19. For
text descriptions, we use a pretrained text encoder φ to extract literal features.
We adopted the method by Zhang et al. [5], which performs a text embedding
augmentation method on φ(t). After the augmentation, we duplicate the text
embeddings to be 16 * 16 * 128 and concatenate it with the output of the encoder.
After the residual blocks, the synthesized features will be into decoder, which
will produce a synthesized image. The decoder’s structure is very symmetry
with the encoder. Similarly, ReLU activation function and batch normalization
strategy are performed on every layer except the last layer. During the training
process, the output of the decoder will directly go into the discriminator D,

Fig. 1. The architecture of our network
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rather than into enhancer E. This tactic will not only make the architecture
easier but also reduce the computational complexity. For discriminator D, we
use one convolutional layer to downsample the images. Then, we concatenate
the text embeddings with the downsampled feature representations. After that,
two convolutional layers are applied to produce judged probabilities.

3.2 Resolution Refinement Subnetwork

This enhancer is called ESPCN by Shi [8]. The structure of the enhancer is very
simple. From Fig. 2, enhancer consists of three convolution layers and a subpixel
convolutional layer. The first three layers will extract features and the current
output size is the same as the input size, but the number of feature channels
will be the square of the scale factor r. Thus, current shape of the output of
r2 · C · H · W . In the subpixel convolutional layer, we will use interpolation
method to convert the r2 · C · H · W features representations to C · rH · rW
output. Compared with the method that first converts into rH · rW shape,
then performs convolutional operations, this method achieves higher PSNR and
computes more efficiently.

Fig. 2. Structure of enhancer

3.3 Loss Function

In the proposed method, discriminator D is fed with four types of input pairs, and
outputs the independent probabilities of the input pair being real and matching
with the text:

Sr+ ← D(x, φ(t)),
Sw− ← D(x, φ(t̄)),

Ss− ← D(x̂, φ(t̂)),
Sd− ← D(x̂, φ(t))

(2)

Among them, Sr+ is a common input that adopted in vanilla cGAN, which is a
real image(represented as x) and corresponding text(represented as t). Sw− (pic-
tures and irrelevant text descriptions represented as t̄) is proposed by [5], which
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can greatly enhance the discriminator D to distinguish whether the text and the
image correspond to each other, further promoting generator G to synthesize an
image that better matches the text description. The term Ss−, proposed by [2]
(input pictures and relevant text represented as t̂ to G and then feed D with the
output of G and the text), cannot only reduce the generated image overfitting
the text, resulting in the loss of image details, but also reduce overfitting the
image, resulting in mismatching with the text description. We proposed Sd−,
that is, input pictures and corresponding text to G and then feed D with the
output and the text. Although [2] et al. argue that the corresponding text fed to
G in the training phase will cause G to overfit the image and lose the ability to
synthesize semantically consistent images. We think that their argument is only
established when the input of G is all Sd− or Sd− to some extent. We believe
that introducing Sd− to an appropriate degree will not overfit the image, but
will make the network generate more realistic images. Since in many cases, G fits
well to the text but loses the information of the original image, which accounts
for the synthesized images lost a lot of details and look fake. In order to make
the network converges faster and improve its robustness to G′s structure, we use
WGAN [9]. According to the discussion above, we formulate the loss function as
follows:

LD = E(x,t)∼Pdata
[D(x, φ(t))]

− E(x,t̄)∼Pdata
[D(x, φ(t̄))]

− E(x,t̂)∼Pdata
[D(G(x, φ(t̂)), φ(t̂))]

− λE(x,t)∼Pdata
[D(G(x, φ(t)), φ(t))]

LG = E(x,t̂)∼Pdata
[D(G(x, φ(t̂)), φ(t̂))]

+ λE(x,t)∼Pdata
[D(G(x, φ(t)), φ(t))] (3)

λ is the weight of Sd−, and it equals to 1 in all experiments. The loss functions
make the generator capable to fit the distribution of real data Pdata(x, t).

4 Experiment

4.1 Experimental Setting

For training, we use Caltech-200 bird dataset [10] and Oxford-102 flower dataset
[11] to train our GAN model. The Caltech-200 bird dataset has 11,788 images
with 200 classes of birds. We split it into 150 training classes and 50 testing
classes. The Oxford-102 flower dataset has 8189 images with 102 classes of flowers
and divides it to 82 training classes and 20 testing classes. To train the generator
and discriminator, we set initial learning rate of 0.0002. The learning rate is
reduced by 0.5 every 100 epochs. Batch size is 32, and the training epochs is
300.
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4.2 Qualitative Experiment

From Figs. 3 and 4, we can see that our model can handle much complex edges
and details. These details can be seen clearly after the super-resolution. Addition-
ally, we noticed that Reed’s result may mess the content and the background.
Due to our novel loss function, we could overcome this problem. Here is the
result.

Fig. 3. Qualitative comparison in Caltech-200 dataset

Fig. 4. Some examples of our proposed method

There is no quantified criterion that has been widely adopted for the eval-
uation of generative models. Inspired by [2], we conducted a human evaluation
to compare the baseline method with ours. We first randomly selected 20 differ-
ent text descriptions and original images from the test set. Then, we fed them
to the proposed method and the baseline to synthesize 20 images, respectively.
Ten volunteers of different ages and genders were recruited and presented with
former 20 synthesized image pairs without knowing which method they came
from. These volunteers were asked to score according to the following criteria:
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Table 1. Human judgement result

Baseline Ours

Pose 0.42 0.58

Background 0.32 0.68

Text matching 0.38 0.62

Average 0.37 0.63

(1 means better, 0 means worse). Then, we averaged the scores of the volunteers
on these three items and got the following results as shown in Table 1.

The results show that compared to the baseline, the proposed method syn-
thesizes more realistic and more semantically matching images while retaining
more background details.

4.3 Quantitative Experiment

Although human scores are very intuitively and effectively, this method has
introduced great randomness and uncertainty. To avoid this shortcoming, we
used inception score to measure the difference between the distribution of real
data and generated images. The inception score, proposed by [12], has been
widely adopted in the evaluation of GAN although existing controversial. Its
core idea is that good generated images should be a good representation of its
class while remain diversity. The inception score formulates as follows:

Inception Score : I = exp(ExDKL(p(y|x) || p(y)) (4)

where x is a generated sample, and y is its predicted label. Since the images
we synthesized are mainly flowers and birds, which fit well into ImageNet [13]
classes, we use the Inception model directly. The result is shown in Table 2.

Table 2. Inception score comparison

Inception score

Flowers Birds

Real data 2.97(0.48) 3.28(0.42)

Baseline 2.09(0.11) 2.28(0.47)

TGAN 2.13(0.27) 2.51(0.21)

TGAN(RF) 2.64(0.14) 3.02(0.18)

TGAN(SI) 2.30(0.26) 2.97(0.32)

TGAN(RF+SI) 2.81(0.18) 3.19(0.28)

As can be seen, the scores for the proposed method are closer to that of
real data distribution for both datasets, which demonstrate that the proposed
method outperforms the baseline.



Semantics Images Synthesis and Resolution . . . 619

More detailed experiments were carried out to prove the effectiveness of our
method. In Table 2, TGAN represents our method without refinement network
and Sd− input, TGAN(RF) is our method with refinement, TGAN(SI) is our
method with Sd− input, and TGAN(RF+SI) is our method with both tech-
niques. According to the results above, our bare network is slightly better than
the baseline. But when equipped with refinement network and Sd- input, the
proposed method outperforms the baseline with large advantage. Besides, on
Oxford-102(flowers), TGAN(RF) is greatly improved compared to TGAN. On
both datasets, TGAN(SI) and TGAN(RF+SI) have shown better performance
than those without Sd− input pairs.

5 Conclusion

In this work, we proposed an improved way to synthesize images based on text
description. Using multiple input pairs and a novel loss function, the proposed
network could generate more plausible images. Then through a resolution refine-
ment subnetwork, we further make a contribution on the generated images’ qual-
ity. Besides, higher resolution images could be generated as well. We evaluate our
model on Caltech-200 bird dataset and Oxford-102 flower dataset. The experi-
ment’s results reveal that our method achieves the desired results and outper-
forms the baseline method.

References

1. Reed S, et al. Generative adversarial text to image synthesis. In: International
conference on machine learning, 2016. p. 1060–9 (JMLR.org)

2. Dong H, Yu S, Wu C, Guo, Y. Semantic image synthesis via adversarial learning.
In: IEEE international conference on computer vision (ICCV). New York: IEEE;
2017. p. 5707–15.

3. Kingma D, Ba J. Adam: A method for stochastic optimization. In: ICLR, 2014.
4. Goodfellow IJ, et al. Generative adversarial nets. In: Neural information processing

systems, 2014. p. 2672–80.
5. Zhang, H, Xu, T, Li, H. StackGAN: Text to photo-realistic image synthesis with

stacked generative adversarial networks. In: International conference on computer
vision. New York: IEEE; 2017. p. 5908–16.

6. Donahue J, Krahenbuhl P, Darrell T. Adversarial feature learning. In: International
conference on learning representations, 2017.

7. Larsen, ABL, Larochelle, H, Winther O. Autoencoding beyond pixels using a
learned similarity metric. In: International conference on machine learning, 2016.
p. 1558–66 (JMLR.org).

8. Shi W, et al. Real-time single image and video super-resolution using an efficient
sub-pixel convolutional neural network. In: Computer vision and pattern recogni-
tion. New York: IEEE; 2016. p. 1874–83.

9. Arjovsky M, Chintala S, Bottou L. Wasserstein GAN. arXiv, 2017.
10. Wah C, et al. The Caltech-UCSD Birds-200-2011 Dataset. In: Advances in water

resources, 2011.



620 J. Han et al.

11. Nilsback M, Zisserman A. Automated flower classification over a large number of
classes. In: Indian conference on computer vision, graphics and image processing,
2008. p. 722–9.

12. Salimans T, et al. Improved techniques for training GANs. In: Neural information
processing systems, 2016. p. 2234–42.

13. Russakovsky O, et al. ImageNet large scale visual recognition challenge. Int J
Comput Vis. 2015;115:211–52.



Bat Algorithm with Adaptive Speed

Siqing You1(&), Dongjie Zhao1, Hongjie Liu2, and Fei Xue1

1 School of Information, Beijing Wuzi University, Beijing 101149, China
93028603@qq.com

2 Beijing Advanced Innovation Center for Future Internet Technology, Beijing
100124, China

Abstract. As a famous heuristic algorithm, bat algorithm (BA) simulates the
behavior of bat echolocation, which has simple model, fast convergence and
distributed characteristics. But it also has some defects like slow convergence
and low optimizing accuracy. Facing the shortages above, an optimization bat
algorithm based on adaptive speed strategy is proposed. This improved algo-
rithm can simulate the bat in the process of search based on adaptive value size
and adaptive speed adjustment. His approach can improve the optimization
efficiency and accuracy. Experimental results on CEC2013 test benchmarks
show that our proposal has better global searchability and a faster convergence
speed, and can effectively overcome the problem convergence.

Keywords: Heuristic optimization algorithm � Bat algorithm � Convergence �
Adaptive speed

1 Introduction

In order to solve complex computational problems in engineering optimization, com-
putational science and other fields, many heuristic optimization algorithms [1–3] are
proposed. According to the theory of the no free lunch theorem (NFL), it is shown that
all optimization algorithms can not deal with all optimization problems [4, 5].
Therefore, researchers continue to propose various new heuristic intelligent algorithms
[6–8].

In 2010, Yang proposed BAT algorithm based on bat echolocation behavior, which
has good parallelism and robustness [9, 10]. Bat algorithm has excellent performance,
but there are still some problems such as falling into local optimum and low accuracy.
A new bat algorithm with adaptive speed strategy is proposed in this paper. The
strategy can effectively prevent the algorithm from falling into local optimum and
improve the searchability. The CEC2013 test function [11] is used to test the proposed
algorithm, which shows that the proposed algorithm is more efficient than the other
three comparison algorithms.
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Other parts of this paper: Part 2 outlines the basic bat algorithm. Part 3 introduces
the adaptive speed strategy bat optimization algorithm proposed in this paper. Sec-
tion 4 gives the experimental conclusion. The last is the conclusion of the paper.

2 Standard Bat Algorithm

In order to make use of the bionic principle of bat echolocation, three idealized rules
need to be assumed in the basic bat algorithm [10]:

(1) All bats use echolocation to sense distances and distinguish between prey and
background obstacles.

(2) Each bat flies randomly at position xi
!ðtÞ at velocity vi

!ðtÞ, searching for prey at
fixed frequency fi, loudness AiðtÞ, and rate of emission pulse riðtÞ.

(3) The loudness changes from the maximum to the fixed minimum as the number of
searches increases (from Amax to Amin).

For bat i at time t + 1, the velocity vi
!ðtþ 1Þ and position xi

!ðtþ 1Þ show as follow:

xi
!ðtþ 1Þ ¼ xi

!ðtÞþ vi
!ðtþ 1Þ ð1Þ

vi
!ðtþ 1Þ ¼ vi

!ðtÞþ ð xi!ðtÞ � pi
!ðtÞÞ � fi ð2Þ

fi ¼ fmin þðfmax � fminÞ � b ð3Þ

where P
!ðtÞ is the global optimum position of time t, and b 2 ½0; 1� is a random

following the normal distribution.
The new location update formula of bat algorithm is as follows:

xi
!ðtÞ ¼ pi

!ðtÞþ eAmeanðtÞ ð4Þ

where e 2 ½�1; 1� is a random number and AmeanðtÞ is equal to the average of all
loudness at time t.

With the bats approach their target, the loudness A decreases and r increases. They
are following the formulas:

Aiðtþ 1Þ ¼ aAiðtÞ ð5Þ

riðtþ 1Þ ¼ rið0Þ½1� expð�ctÞ� ð6Þ

where rið0Þ is the initial value of pulse rate, c and a are constant.
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3 Bat Algorithm with Adaptive Speed

Bat individual will inherit the previous generation of speed, and the best individual
flight departing. When the algorithm progresses to the later stage, most bat individuals
fall into local optimization, and the bat’s speed cannot make it escape local
optimization. To solve this problem, we introduced the concept of average speed.

vt ¼
Xn
i¼1

vti ð7Þ

which vt represents the first generation of the average speed of all the bat, n ¼ 100 as
the number of the population, the standard algorithm bat sphere function as an example
of the change in average speed will be shown in Fig. 1.

In view of this shortcoming, we propose an adaptive algorithm bat speed. This
particular improvement is based on the fitness of each individual (optimal distance
from the closer adaptation higher the value, the lower the farther away) its speed plus a
weight in accordance with the right to a strategy. Obviously, if the individual is closer
to the optimal solution than others, its adaptation value is higher. We should slow down
the individual rapidly, so that the individual converges to the optimal solution. In this
case, we give a smaller weight value. On the contrary, if the individual’s adaptation
value is very low, it means that the individual is far from the optimal solution. We need
to give it a larger weight value.
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According to the above analysis, weight calculation method is designed as follows:

wt
i ¼

e
scoreti
i

escore1i þ escore2i þ � � � þ escoreni
ð8Þ

where the symbol escoreiðtÞi is defined as:

scoreiðtÞ ¼
1; if ðfworst ¼ fbestÞ

fworst�fi
fworst�fbest

; otherwise

�
ð9Þ

4 Simulation Results

To test the performance of ASBA, the CEC2013 test functions [11] are employed,
witch is a set of 28 shifted and rotated benchmark problems. In the laboratory, the
parameter a = 0.95, and the parameter c = 0.9. We set the population size of all
algorithms equal to 100 and the dimensionality equal to 30. The algorithms run
30 times independently in the test. The stop condition for all algorithms is that the
number of functions evaluated reaches a maximum of 50 dimensions.

Comparison results of the mean error at CEC2013 test functions with BA are
presented in Table 1. In this table, w means that ASBA better than BA on w functions,
l mean ASBA worse on l functions, t means that they are tied. From the results, ASBA
performs better than BA on 16 functions, while BA outperforms ASBA on 12
functions.

Table 1. Comparison of the CEC 2013 benchmark problems

Fun BA ASBA Fun BA ASBA

1 1.96E+00 1.37E+00 16 2.16E+00 1.98E+00
2 3.69E+06 1.07E+06 17 8.92E+02 4.11E+02
3 3.44E+08 3.70E+08 18 9.44E+02 3.50E+02
4 3.20E+04 1.43E+03 19 6.07E+01 2.54E+01
5 5.86E−01 3.03E−01 20 1.44E+01 1.42E+01
6 5.63E+01 5.00E+01 21 3.38E+02 3.13E+02
7 2.16E+02 1.77E+02 22 5.94E+03 5.88E+03
8 2.09E+01 2.09E+01 23 5.77E+03 5.99E+03
9 3.57E+01 3.52E+01 24 3.15E+02 3.22E+02
10 1.32E+00 1.12E+00 25 3.49E+02 3.53E+02
11 4.07E+02 5.13E+02 26 2.00E+02 2.30E+02
12 4.06E+02 5.35E+02 27 1.28E+03 1.28E+03
13 4.37E+02 4.92E+02 28 3.42E+03 4.22E+03
14 4.78E+03 4.82E+03 w/t/l 16\12\0
15 4.89E+03 4.93E+03
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Table 2 presents the Friedman test results, as we can seen, the ranks donate that the
performance of ASBA is better than BA. Table 3 is the p-value achieved by Wilcoxon
test; this can show that our proposal has better searchability.

5 Conclusion

This paper proposed an improved bat algorithm with adaptive speed strategy, which
can simulate the bat in the process of search based on adaptive speed adjustment. This
approach can improve the optimization efficiency and accuracy by providing a balance
between exploitation and exploration. Experimental results on CEC2013 test bench-
marks show that our proposal has better global searchability and a faster convergence
speed, and can effectively overcome the problem convergence. Furthermore, research
topics include some applications.

Acknowledgments. This work was supported by Beijing Key Laboratory (No: BZ0211) and
Beijing Intelligent Logistics System Collaborative Innovation Center.
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Abstract. This paper proposes a dual-domain compression sensing (DCS) data
collection scheme. The scheme requires only through some nodes for data
collection, and it uses the multi-user detection algorithm based on spatial sparse
compressive sensing to perform node active state and data detection at the
receiver, and then uses the sparsity of the frequency domain for information
recovery, thereby further saving the control overhead of the sink node’s
downstream sending address frame. Through the comparison of simulation
experiments, it is found that the scheme proposed in this paper is better than the
previous IDMA multiple access detection schemes in terms of bandwidth while
guaranteeing the reconstruction performance of the marine environment moni-
toring network.

Keywords: Compressed sensing � Underwater wireless sensor network �
Multi-user detection � Multiple access

1 Introduction

With the development of wireless communication technology and embedded systems,
the research of wireless sensor networks is promoted. In 1993, the United States Office
of Naval Research (ONR) established an intelligent underwater information collection
network for the physical characteristics of the marine environment and collected data
through autonomous underwater vehicles [1]. In recent years, some domestic univer-
sities and research institutions have achieved certain achievements.

For land-based sensor networks, it has matured, but its network framework cannot
be directly applied to underwater sensor networks. This is mainly due to the complexity
and particularity of the underwater communication channel environment. Most
underwater communication uses sound waves as the carrier. In view of characteristics
of the underwater sensor network, in general, such as route optimization and network
topology optimization, can be used to improve the efficient data collection and trans-
mission capabilities of the network. However, the area to be monitored by the
underwater sensor network is large, and it is necessary to distribute a large number of
sensor nodes to achieve complete information collection. Therefore, it is difficult to
fundamentally improve the system performance through routing and topology opti-
mization methods. The fundamental goal of the underwater sensor network is to obtain
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the ocean data. Therefore, how to use the structural characteristics of the original data
to improve the data collection and transmission rate, reduce the network energy con-
sumption and save bandwidth resources has become a problem that needs to be solved
[2].

In summary, this paper uses compressed sensing theory to guide a new type of
underwater sensor network information acquisition framework, including information
acquisition, transmission, and data reconstruction process [3]. Compressive sensing
theory fundamentally changes the way of the underwater sensor network obtains
information, greatly improves the utilization rate of the node’s collected data, reduces
the overhead of the information acquisition process, and reduces the amount of data
transmission and signal processing complexity of the sensor node [4, 5]. In addition,
the sensor theory can be combined with information acquisition methods, multiple
access, multi-user detection, and other technologies, which greatly promotes the
development and innovation of marine science.

The rest of this paper is organized as follows. Section 2 introduces the system
model. In Sect. 3, a marine environment information acquisition scheme based on dual-
domain compressed sensing (DCS) is proposed. System simulation results are shown in
Sect. 4 to help us look into the effectiveness of the algorithm. Finally, conclusions are
drawn in Sect. 5.

2 System Model

The basis of the marine environment monitoring sensor network is the underwater
wireless sensor network, which is composed of wireless sensor nodes and a sink node
in the monitoring area. In this paper, the sensor nodes are deployed in the underwater
two-dimensional plane, and the sink nodes are deployed in shallow seawater depths, as
shown in Fig. 1.

In Fig. 1, the sensor nodes are evenly distributed on the two-dimensional detection
plane to collect the required marine environment information and then transmitted to

Fig. 1. Underwater 2D planar sensor network
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the sink node through the uplink multiple access channel. Since the information
acquired by the sensor nodes has certain spatial correlation, the data of some sensor
nodes can be collected at the sink node according to the compressed sensing theory and
then the original data can be reconstructed. Therefore, this paper mainly studies an
efficient data acquisition and transmission scheme in a large ocean monitoring
underwater sensor network.

3 Proposed Scheme

In this chapter, we use the sparseness of sensor node data in frequency domain and
airspace and propose a marine environment information collection scheme based on
dual-domain compressed sensing (DCS). Through acquisition probability, some sensor
nodes are determined to participate in the acquisition. At the same time, the multi-user
detection algorithm based on compressed sensing is used to jointly detect the active
state of nodes and data at the receiver. The sink node can reconstruct the original
information by successfully receiving the information from the active nodes, which
greatly saves the control overhead of sending address frames in the downlink of the
sink node. In the proposed scheme, the sink node receives the superimposed signals
after each active node passes through the noise. Therefore, the aggregation node first
needs to recover the spatial sparse signal, that is, the identity information and data of
the active node through multi-user detection based on compressed sensing. Then
restore the ocean information through the compressed sensing reconstruction tech-
nology. The system block diagram of DCS scheme is shown as in Fig. 2.

4 Simulation and Analysis

This section systematically evaluates the reconstruction error and energy consumption
of the network bandwidth based on the dual-domain compressed sensing ocean envi-
ronment information collection scheme and compares it with the scheme proposed in
previous studies. This section uses actual measured data of oceanic currents in the
Monterey Bay area of the USA. Detection location 100 m from the water, the detection
range covers, the longitude [−122.8E, −122.6E], latitude [36.6N, 36.8N], and the
minimum resolution is 0.01 * 0.01. This section compares the IDMA-based CS
scheme proposed in [6–8] with the DCS scheme. Set the acquisition probability
pa ¼ 0:45, Eb=N0 ¼ 8 dB, RTT ¼ 5, under the different number of sub-frames, the
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Fig. 2. DCS system block diagram
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simulation curves of the minimum digital bandwidth and reconstruction error of the
underwater channels required by the two schemes are shown in Fig. 3.

From Fig. 3, we can see that when the accuracy of ocean information recovery does
not exceed 0.1, the DCS scheme requires a bandwidth of 274.6 Hz, IDMA-based CS
requires a bandwidth of 323.6 Hz, and so the DCS scheme saves about 15.14% of the
bandwidth resources.

5 Conclusions

Due to the complexity of the underwater environment, the underwater sensor networks
in the ocean have the characteristics of limited energy and bandwidth. This paper
studies multi-user detection based on compressed sensing theory in sporadic commu-
nication scenarios, continuously exploiting the sparseness of sensor nodes’ data in
frequency domain and airspace, proposes a dual-domain compressed sensing data
collection scheme to construct a high-efficiency multi-point stable communication
network. The simulation results show that the DCS scheme can not only ensure the
reconstruction error performance of the marine environment monitoring network, but
also outperforms the IDMA-based CS scheme in bandwidth performance. The design
of this paper is of great significance to the research and development of marine
environmental information monitoring and provides an important reference for the next
generation of large-scale, three-dimensional, high-resolution marine environment
monitoring sensor network construction. In the simulation of this paper, only the effects
of underwater acoustic attenuation and noise are considered. Therefore, the subsequent
study can further improve the underwater acoustic channel.
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Abstract. Frequency deviation incurred by sudden changes of frequency
introduces harmonics and inter-harmonics in the power system, which influ-
ences the accuracy of frequency estimation with the method of discrete Fourier
transform (DFT). A two-layered iterative DFT (TLI-DFT) with re-sampling was
presented to measure the frequency in non-steady states. A simple frequency
estimation method named exponential sampling is amended to calculate the
initial sampling frequency in the inner-layered process of the DFT iteration.
TLI-DFT can track the frequency in non-steady states that is contaminated by
decaying direct current offsets. Mean squared error of measured frequency and
rate of change of frequency indicate that the proposed algorithm is valid and
more accurate than the traditional one under a transient condition in the power
system.

Keywords: Phasor measurement � Frequency tracking � Transient condition �
DFT � Exponential re-sampling

1 Introduction

Protecting and controlling of the smart grid require accurate and timely estimation of
frequency. Measurement of frequency provides information of state estimation in the
power networks around the wide area measurement system. The signal in power
systems is easily to be distorted by harmonics, inter-harmonics, decaying direct current
(DC) offset and to be modulated in dynamic states. Therefore, methods of frequency
estimation and measurement should have the ability of frequency tracking under noisy,
distorted, and distributed circumstances.

In the past several decades, researchers have put emphasis on frequency mea-
surement and analysis, and kinds of frequency estimation methods have been reported,
such as zero crossing [1, 2], least error squares [3], Newton algorithm [4], Kalman filter
[5–7], prony approach [8], artificial neural networks [9], discrete Fourier transform
(DFT)/fast Fourier transform [1, 10, 11], and demodulation technique [1]. DFT algo-
rithm is the most well-known method for its capabilities of harmonics rejection and
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implementation of recursion. It is preferable for its availability, understandability, and
simplicity when it is implemented by advanced digital signal processing chips.

Full-cycle DFT is a kind of window-based method requiring integral samples in
each cycle. If the number of samples in a window is not an integer, which is common in
reality due to off-nominal components, DFT provided certain errors [12]. DFT is able
to approximate the instantaneous frequency continuously, suppress the harmonics, and
smooth the noise by least squares method [13] in steady state. Unfortunately, the
fundamental frequency may change and the signal would contain many off-nominal
components as listed above in a power system, especially the decaying DC offset,
which cannot be eliminated by simple DFT. The fixed sampling rates are adopted by
most data acquisition systems including the power system. It contains some drawbacks
in frequency estimation and measurement.

As a uniform sampling method, the sampling period of traditional DFT is constant.
A simple frequency estimation method via exponential sampling and dyadic rational
was provided in [14]. Other kinds of non-uniform samplings methods, e.g., long-time
sampling [15], extended staggered under-sampling [16], logarithmic sampling [17], and
near-optimal sampling [18] were introduced. These indicate that designing of phase-
locked loop is important [19, 20]. Methods such as higher-order lags of the sample
autocorrelation [21] and high-order Yule-Walker estimation [22] were utilized to cal-
culate the sinusoidal frequency, and a variable-window-based algorithm for frequency
tracking and phasor estimation was narrated in [23].

2 Frequency Estimation by DFT

2.1 Algorithm of DFT

DFT can provide the amplitude and phase angle of phasor and the frequency by way of
differentiating the phase angles. Suppose the nominal voltage or current signal of a
power system is

xðtÞ ¼ A cosðxtþu0Þ ð�1\t\1Þ ð1Þ

where A and x are the amplitude and angular frequency, respectively, x is supposed to
be 2pf0, f0 is the nominal frequency, and u0 is the initial phase angle. In order to carry
on DFT calculation, signal represented by (1) should be truncated and finite samples
are taken by certain kinds of windows. The simple rectangular window is adopted in
this paper. DFT converts these equally spaced and uniform samples into the list of a
finite combination of complex sinusoids, ordered by their frequency. According to the
DFT, phasor is calculated by

Xk ¼
XN�1

n¼0

xn� e�j2pN kn ð2Þ

where N is number of samples, xðnÞ ¼ A cosð2pn=Nþu0Þ, (n = 0, 1, 2, …, N − 1) are
the samples taken uniformly within the length of the rectangular window, k is the order
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of harmonic, and especially k = 1 stands for the phasor of the nominal component.
Amplitudes and phase angles of kth harmonics are given by

Xkj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXk realÞ2 þðXk imagÞ2

q

argðXkÞ ¼ atanðXk imagÞ=Xk realÞ
ð3Þ

where atan stands for the arctan function. Xk_real and Xk_imag are real part and imaginary
part of Xk. According to (2) and (3), for k = 1, the phasor of the nominal signal is
calculated by

X1 ¼ 2
N

XN�1

n¼0

xðnÞe�j2pN �n

X1 real ¼ 2
N

XN�1

n¼0

xðnÞ cos 2p
N

� n
� �

X1 imag ¼ � 2
N

XN�1

n¼0

xðnÞ sin 2p
N

� n
� �

ð4Þ

where X1_real is the real part of the phasor of nominal component, and X1_imag is the
imaginary part. The multiplier 2/N in front of the summation sign is used to generate
the normalized amplitude of DFT, i.e., 1 p.u. The phasor of nominal signal is
expressed as

X1 ¼ Aeju0 ð5Þ

2.2 Frequency Estimation by DFT

The synchronous phasor (synchrophasor) is defined as a complex number, representing
the fundamental frequency component of a voltage or current, with an accompanying
time-tag defining the time instant for which the phasor measurement is performed [24].
Serial synchrophasors can be calculated by shifting windows at each sampling time
tr= rTs, r = 0, 1, 2,…, +∞ where Ts is the sampling interval, Ts = 1/fs. A syn-
chrophasor at time tr is represented as

Xr
1 ¼

2
N

XN�1

n¼0

xðnÞe�j2pN �n � ej2pN �r

¼ Aejðu0 þ 2pr=NÞ ¼ X1ej2pr=N ; r ¼ 0; 1; 2; . . .; þ1
ð6Þ

Amplitudes of serial synchrophasor at steady state are A, if the signal is a nominal
one. The phase angles of serial synchrophasor are {u0, u0 + 2p/N, u0 + 4p/N,…,
u0 + 2pr/N,…}. In the following, we use Xr as the nominal phasor instead of Xr

1 for
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simplicity. Frequency is defined as the speed of rotation of a phasor. Then for two
consecutive measured phases, the frequency is calculated by

f r ¼ ðurþ 1 � urÞ=ð2pTsÞ ð7Þ

where ur is the phase angle calculated by DFT. If ur is not the nominal one, f r would
be inaccurate.

3 Iterative DFT with Re-sampling

3.1 Inner Layer DFT Iteration by Re-sampling

From the analysis above, the measured frequency fmeas would approach f0 + Df more
and more closely if we change the sampling frequency fs = Nfmeas consecutively.
Especially when the sampling frequency becomes close enough to N(f0 + Df), DFT
calculated iteratively would give a measured frequency fmeas as the input off-nominal
frequency f0 + Df exactly. It means that there are integral samples in one cycle of the
input frequency again. This process of iterative DFT algorithm within one cycle is
shown in Fig. 1.

In the first round of DFT calculation, the sampling frequency fs is set to be Nf0 and
two phasors are calculated to get the frequency fmeas. Then in the following rounds,
new f

0
meas is gotten according to the sampling frequency f

0
s ¼ Nfmeas, until the difference
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Fig. 1. Process of iterative DFT in one cycle
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of two successive frequencies f
0
meas and fmeas is less than a threshold d. The samples are

taken by a rectangular overlapping shifting window at time tr = rTs (r = 0 and 1).

3.2 Outer Layer DFT Iteration Between Cycles

3.2.1 Determination of Initial Frequency by Amended Exponential
Sampling
Exponential sampling is a kind of simple frequency estimation algorithm, which can
simplify the process of sampling by exponential sampling and needs only few samples
distributed exponentially along the time [14]. But in the dynamic states or under the
circumstance of low signal to noise ratio (SNR), the input frequency may change in
every cycle. It introduces lots of harmonics and spectrum leakage and also limits the
application of exponential sampling in such situation. Frequency is estimated based on
a modified exponential sampling method, which is amended to be used in unsteady
states. For traditional exponential sampling, the sample is taken exponentially at

tp ¼ 2p�Q�1 ðsÞ; p ¼ 1; 2; . . .; P ð8Þ

where P defines the bit accuracy, and Q defines the maximal frequency fmax = 2Q. The
samples are

xðtpÞ ¼ A cosð2p ftp þu0Þ ð9Þ

where f is the instantaneous frequency at tp in the dynamic state which is not a constant
anymore. According to [14], the signal is a sinusoidal signal. If the cosine signal is used
in accordance with (9), we have

sðtpÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� xðtpÞ2

q
ð10Þ

where symbols of “+” and “−” are taken according to the quadrants of phases of the
signal. To guarantee the frequency to be an accuracy of 2Q−P Hz, we get

fmeas ¼ fmax

XP
p¼1

bp2�p ð11Þ

where

bp ¼ 0; if sðtpÞ[ 0
bp ¼ 1; if sðtpÞ\0

�
ð12Þ

If s(tp) = 0 for some p = p0 � P, bp0 ¼ 1, (11) is rewritten as

fmeas ¼ fmax

Xp0
p¼1

bp2�p ð13Þ
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where p0 is a terminator of exponential sampling calculation. For example, a power
system with a nominal frequency of 60 Hz, and the dynamic frequency range is [−5,
+5] Hz. It indicates that off-nominal frequency may be 65 Hz > 64 = 26 Hz. Hence,
we set Q = 7, and P = 7 for an accuracy of 1 Hz. We get x(tp) = {−0.9809, 0.9239,
0.7071, 0, −1, 1, 1}, and suppose u0 = 0, s(tp) = {0.1951, −0.3827, −0.7071, −1, 0, 0,
0}, and b = {0, 1, 1, 1, 1, 0, 0} where p0 = 5 without noise.

Two factors influence the accuracy or even correctness of frequency estimation by
exponential sampling: First of all, if at the first sampling time t1 = 1/128 (s), the system
frequency is suddenly changed to 65 Hz, we have s(t1) = −0.0491, which means
b1 = 1 and introduces frequency estimation error of 2Q−1 = 64 Hz; secondly, if the
SNR is not big enough, values of samples may change from negative to positive (e.g.,
b2 = −0.3827 may change to a positive value because of noise), which introduces
frequency error of 2Q−2 = 32 Hz. So in the algorithm of amended exponential sampling
(AES), we set b0 = 0 and b1 = 1 constantly for P = Q = 7.

3.2.2 Frequency Tracking Cycle by Cycle
Flowchart of DFT iteration is shown in Fig. 2, where L is the total number of cycles to
be generated and f lmeas, l = 1, 2, …, L are the measured frequency in the lth cycle by
inner layer calculation. In the following, we named the algorithm as “TLI-DFT aidedc
by AES.” In Fig. 2, inner layer iteration processes are implemented by iterative DFT in
one cycle as shown in Fig. 1.

Fig. 2. Iteration process of TLI-DFT aided by AES

Frequency Estimation by Two-Layered Iterative DFT … 637



3.2.3 Rate of Change of Amplitude and Frequency
The rate of change of frequency (ROCOF) is calculated by taking the time-derivative of
the estimated frequency numerically

ROCOFðrÞ ¼ ðf rþ 1 � f rÞ=Ts ð14Þ

4 Simulation Results and Data Analysis

Traditionally, an adaptive sampling algorithm with varied sample interval Ts is adop-
ted. It is based on a feedback system until sampling frequency fs equals to the fre-
quency of the incoming signal, provided that the incoming signal does not fluctuate in
frequency [25]. New algorithm is compared with the traditional one. Parameters used in
simulation are listed in Table 1.

Weighted mean value of frequency f r in (15) is adopted by iteration process.
Several more complicated scenarios are considered to show the performance of these
algorithms in the following text.

f r ¼ 0:6� frþ 2 þ 0:3� frþ 1 þ 0:1� fr ðr� 0Þ ð15Þ

When a fault or a disturbance occurs, the current signal consists of exponentially
decaying direct current (DC) offsets in electrical power system. The decaying rates
depend on the time constants determined by the inductive reactance to resistance ratio
(X/R ratio) of the system. The larger the X/R ratio, the slower the DC component
decays. Signal with the nominal component and decaying DC offsets is represented as

Table 1. Parameters used in simulation

Symbol Quantity Value Unit

f0 Fundamental frequency 60 Hz
x Angular frequency of fundamental signal – radian
A Amplitude of fundamental signal 1 p.u.
u0 Initial phase angle 0 degree
N Number of samples per cycle 12 –

fs Sampling frequency – Hz
Ts Sampling interval – second
L Length of signal (in cycles) 1000 cycles
T Length of one cycle 0.0167 second
Df Shifting frequency off the nominal one [−5, 5] Hz
SNR Signal to noise ratio [10, 40] dB
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xðtÞ ¼ A cosð2p f0tþu0Þ �
XNDC

i¼1

Iie�t=si þNnoise ð0� t� TDCÞ ð16Þ

where NDC is the number of DC offset components, Ii and si are the amplitude and time
constant, respectively, of the ith DC offset component. TDC is the effecting period of
decaying DC offsets, since the decaying DC offsets last only in several cycles and then
disappear. DC offset is a non-periodic signal, and its frequency spectrum encompasses
all the frequencies and cannot be removed by anti-aliasing low pass filter.

A digital mimic filter was proposed to suppress the effect of decaying DC offsets
over a broad range of time constants [26, 27]. This kind of filter needs exact values of
the time constants for eliminating DC offsets. It is usually impractical in power system.
Kalman filter also needs the time constants exactly to obtain a good performance of
filtering [5–7, 28]. DFT-based techniques are generally used for removal decaying DC
offset from phasor estimation. On the other hand, the decaying DC component affects
the accuracy of the DFT algorithm greatly. Different windows have been suggested,
and half-cycle DFT was used to get the phasor in the case of decaying DC offsets. Full-
cycle DFT is still the most widely adopted one. Suppose there are two decaying DC
offset components (i.e., NDC = 2). Their parameters are listed in Table 2. Speed of
decaying of DC offset 1 is faster than that of DC offset 2. But the absolute value of
amplitude of DC offset 2 is smaller.

In Fig. 3, SNR = 20 dB is about the point of inflexion, although curves of MSE are
not as smooth as desirable owing to the limitation of number of estimated frequencies
(i.e., TDC = 10 cycle). MSE of our proposed algorithms would not obtain much more
gain when the number of iterations is more than 3 or 4 in Fig. 3b.

Frequency tracking and ROCOF by TLI-DFT are plotted in Fig. 4. Performance of
algorithm TLI-DFT aided by AES is almost the same as that of TLI-DFT, because AES
is used only once in the initial frequency estimation of inner layer iteration in the first
cycle.

Table 2. Parameters of decaying DC offset components

Number Amplitude Ii (p.u.) Time constant si (cycle)

1 −1 0.5
2 −0.125 5
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5 Conclusions

A new approach of two-layered iterative DFT is proposed to track the input frequency
in dynamic states. Inner-layered DFT iteration is adopted in every cycle, and frequency
estimated in the previous cycle is used as the initial frequency in the following one.
And in a simple and fast method, exponential sampling is amended to adapt the non-
static states. This algorithm is more accurate than the traditional one. New algorithms
are tested with different simulation parameters, such as different SNR and maximal
numbers of iteration predefined to stop the iteration process.

In practical, variable sampling algorithms are highly connected with phase-locked
loop (PLL) of the frequency generator and the digital signal processor. Multiple-rated
structure of adaptive PLL and time-varying PLL-based sampling methods is the main
work for implementation of the proposed TLI-DFT algorithm.

Acknowledgments. This work was supported by Hainan Provincial Key R. & D. Projects of
China (ZDYF2016010 and ZDYF2018012) and the National Natural Science Foundation of
China (No. 61661018).

(a) MSE vs. SNR (Iteration process stops at 3)     (b) MSE vs. Number of iteration (SNR=20dB)

Fig. 3. Performance of three algorithms with decaying DC offsets (considering the time
constants of two decaying DC offsets. TDC = 10 cycle)

(a) Frequency measured cycle-by-cycle -by-cycle(b) ROCOF calculated cycle

Fig. 4. Frequency tracking and ROCOF of TLI-DFT with decaying DC offsets
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Abstract. The paradox of huge volume with high sparsity of rating data in
collaborative filtering (CF) system motivates the present paper to utilize infor-
mation underlying sparsity to reduce the dimensionality of data. This difference
in user experiences resembles factor underlying widely used term frequency
weighting scheme in information retrieval. Hypothesis of Rational Authorities
Bias (H-RAB) is proposed, supposing that higher prediction accuracy can be
attained to emphasize referential users with higher experiences. Dimension
reduction suggests pruning all referential users with less experience than a given
maturity threshold. Empirical results from a series of experiments on three major
public available CF datasets justify the soundness of both modifications and
validity of H-RAB. A few open issues are also proposed for future efforts.

Keywords: Collaborative filtering recommender � Sparsity � Rater maturity �
Rational Authorities Bias � Dimension reduction

1 Introduction

The present paper concerns with two of the major problems encountered by memory-
based CF algorithms in the case of annotation-in-context:

(1) Prediction Accuracy

For annotation-in-context recommender, prediction accuracy is the quality of how
precisely the predicted ratings for items match the true ratings. A well-known
weighting scheme in IR community, term frequency—inverse document frequency
(TF-IDF) [1], is a source of inspiration for improving the prediction accuracy. Inverse
user frequency (IUF) weighting scheme is the counterpart of IDF in CF context,
proposed in [2], leading to fairly good improvements.
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While mapping the TF part from IR to CF context, the frequency of a specific term
present in documents transforms to item amount a user rated. This factor is generally
known as user experience. The term “user experience” has two different meanings in
human–computer interaction: (a) user knowledge and familiarity, built-up through a
series of interactions; (b) user’s psychological activity such as feelings and impressions
while using the system, which is the case in McLaughlin and Herlocker [3]. To avoid
confusion, in the present paper, “rater maturity” is used to represent above factor,
bearing the first meaning of “user experience.” The motivation of utilizing rater
maturity comes from following phenomena: As the number of rated items increases for
a given user, the user is more experienced in using the CF system, more familiar with
subtle intended meaning of rating scales, and with more background knowledge of
items. Then, the users with more frequent rating actions would have more confidence in
the rating scores they gave. This leads to an intuition to give higher weight to votes
from more experienced users while predicting ratings. The present paper is intended to
empirically justify a counterpart scheme of TF in CF context, viz. to take account of
rater maturity, so as to achieve higher accuracy than standard memory-based
algorithms.

(2) Scalability for Huge Volume of Data with High Sparsity

In realistic CF applications, it is common for there to be tens of thousands of users
voting on several thousands of items, which make two aspects of a paradox: The
existing data volume is huge, usually on a million scale; on the other hand, the number
of rated items rated by a single user is quite small, leading to very sparse rating matrix.

In memory-based CF systems, the response time is crucial, for the user is waiting
online, whereas huge data volume makes it hard to achieve. This calls for dimension
reduction techniques in multivariate data analysis, such as principal component anal-
ysis (PCA) and singular value decomposition (SVD). PCA is applied in Eigentaste to
implement a constant time model-based CF algorithm in [4]. SVD is used to implement
Latent Semantic Indexing (LSI) [5, 6], which is influential in IR communities.
LSI/SVD is used to solve dimension reduction in CF-based systems in Billsus and
Pazzani [7].

A syndrome of high sparsity is that only a few commonly rated items are present
when evaluating the similarity between two users. An extreme example is: When there
is only one item co-rated by user1 and user2 with the same rating, the system may
conclude that user1 and user2 are most similar. Significance weighting [8] makes use of
implicit information underlying the sparsity to alleviate above negative influence; in
this case, the information is the number of commonly rated items. This motivates the
authors of the current paper to consider a way to take full advantage of implicit
information underlying sparsity to achieve both high accuracy and performance.
Apparently, the sparsity is a natural result when most of the users rated only a few
items, viz. most of the users has low rater maturity. The dimension reduction methods
based on PCA and SVD both involve latent variables/components, which are not
explicitly explained with concrete features of data. The present paper aims to utilize the
rater maturity to explicitly reduce the dimensionality of dataset.
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2 Rater Maturity and Dimension Reduction

It is not uncommon, in using a CF-based recommender system, such as MovieLens,
that the users are required to give sample ratings to a small number of movies when
they register and log on for the first time (the number is 15 for MovieLens). This is a
way to solve cold start problem. Then, appropriate recommendations can be made
based on similarities of their sample ratings to existing ratings from other users. This
measure is not pleasant for newcomers, for a great deal of patience is needed for them
to browse tens of pages to find movies they ever watched in the randomly given film
lists, not to say to further choose from the watched ones 15 times to give ratings, in a
totally unacquainted system. This may lead to a rush and restless action by arbitrarily
voting on any movies with random ratings, even if they never knew about them.

Despite the widely existed reluctance, in real CF systems, there are still some users
who contribute to substantial portion of the total votes. As the number of votes from
one rater increases, the user becomes more and more familiar with operations on the
specific CF system and the subtle meaning of rating scales and builds up considerable
background knowledge on the items being rated, all of which give rise to rater maturity
with respect to the system. And more mature, the user has more confidence in their
ratings to items.

Since CF mechanism is based on the premise that rating correlation reflects user
similarity in personality or interest, if the rating is given in an unconfident status, the
deviation of final similarity may be distorted to an unexpected extent. User experience
is quantified as simple rater maturity, SRM.

Three public available CF datasets are frequently used in the literature for exper-
iments, including EachMovie, MovieLens, and Jester. Figure 1 illustrates global dis-
tributions of SRM in above datasets.

We aim to empirically validate Hypothesis of Rational Authorities Bias (H-RAB):
Due to familiarities with the system behavior and strong background knowledge, it is
more credible and rational to emphasize ratings from more mature referential users in
making prediction for active users. RAB-aware dimension reduction (RAB-DR) is
defined as: For a specified maturity threshold hð Þ, the users are classified as mature and
immature. The prediction takes account of votes from only a subset of the n referential
users to m items. It is equivalent to prune votes from immature raters; hence, the
dimensionality of the original n-by-m rating matrix is reduced to n1-by-m, where n1 is

Fig. 1. Histograms for SRM distributions in the three datasets (EachMovie, MovieLens, Jester)
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the number of mature users with respect to h. The set of mature raters in the reduced
matrix is referred to as a top rater selection (TRS):

pa;k ¼ �ra þ j
X

ui2TRS
wða; iÞðrik � �riÞ ð1Þ

3 Experiments

3.1 General Experiment Settings

3.1.1 Test Bed
A public available MATLAB implementation for CF methods, C/MATLAB toolkit
contributed by Guy Lebanon, is modified to incorporate RAB-aware designs proposed
in former sections. Since C/MATLAB toolkit is a well-known implementation in CF
community, the original results for memory-based algorithms can be credibly used as a
baseline to identify improvements brought by RAB-aware modifications.

3.1.2 Baselines and Success Criteria
For the original CF methods, based on the type of similarity, there are two generic
methods, called Generic PCC (G/PCC) and VSS (G/VSS) in the present paper.
Effectiveness of above two generic CF methods is evaluated in original C/MATLAB
by comparing with non-CF-based approaches, such as average prediction (AP). AP
makes prediction with the average value of existing ratings from current active user,
without taking account of any information from referential users. Improvement ratio for
values of mean absolute error (MAE) brought by generic CF methods with respect to
AP can be regarded as a baseline ratio for evaluating salience of subsequent
modifications.

For RAB-DR, CF algorithms are expected to benefit from it on two perspectives, to
achieve higher prediction quality in less processing time. To be rigorous, success
criteria for RAB-DR are required to achieve salient progresses on both accuracy and
efficiency. However, it should be reminded that even if only marginal accuracy
improvement is attained, RAB-DR is still desirable when processing time is reduced
substantially.

As a metric used in original version of C/MATLAB, the half-life utility metric, rank
score, is also calculated and analyzed in the experiments. Since rank score focuses on
special systems where the user behavior is characterized by the half-life pattern, it is
sensitive to operational context and not used as widely as MAE to evaluate quality of
CF algorithms [9]. It is desirable for RAB-aware version of CF algorithms to improve
rank score, which is not adopted as an essential requirement for the validity of H-RAB.
On the other hand, the observed properties presented by rank score in experiments may
give rise to new issues that deserve future efforts.

In each test, the users in subset of datasets are split into 50% active users and 50%
referential users. For active users, GivenHalf protocol is used to withhold half of each
active user’s existing votes, and the other half is used to calculate similarity, viz. PCC
and VSS with referential users. Then predicted ratings are compared to the withheld
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votes to evaluate metrics. For rank score metric, there are two more arguments to set:
coefficient a as 0.5 and half-life parameter k as 10. This valuation would not affect
validity/invalidity of H-RAB in terms of MAE.

3.2 Results

In the stepwise exploration of RAB-DR, performances of G/PCC and G/VSS on each
of the first 21 TRS are shown in Fig. 2. It should be reminded that TRS_0 stands for the
entire set of 5000 referential users, performance on which is the baseline calculated in
unmodified algorithms in original C/MATLAB.

As expected, MAE for G/PCC in subfigure a of Fig. 2 decreases for the first nine
TRS (TRS_0 to TRS_8) and then increases but it does not exceed the baseline value
until the last TRS in the test. Upon baseline presented on TRS_0, it means any TRS in
the range of TRS_1 to TRS_19 can achieve no worse MAE. Such range is referred to as
favorable range. MAE for G/VSS does not benefit from RAB-DR so much as G/PCC,
where TRS_1 to TRS_15 is the favorable range.

To highlight the improvement brought by RAB-DR, from the stepwise exploration,
a fairly good TRS (FG_TRS) can be identified in the favorable range, on which there is
the lowest MAE. The SRM for the lower boundary of FG_TRS is the approximate

(b) Rank Score on TRS 

(c) Processing Timeon TRS (d) User/Vote  Coverage of TRS

(a) MAE on TRS

Fig. 2. Positive test of RAB-DR on 10,000-user EachMovie
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value for maturity threshold. As in this case, for G/PCC, FG_TRS is TRS_8, with
approximation for MT = 160; for G/VSS, FG_TRS is TRS_5, with approximation for
MT = 100. The concrete improvements are shown in Table 1. With one-sixth of
original processing time, G/PCC on TRS_8 achieves 8.44% improvement ratio on
MAE. The accuracy further attained 4.63% (8.44−3.81%) by RAB-DR is salient
enough compared to the baseline ratio 3.81%. With one-third of processing time,
G/VSS achieves higher prediction accuracy too. The effectiveness of RAB-DR is far
more impressive than that of Naïve RAB-WS, where the latter is regarded as only fine
tuning to original algorithms.

Rank score for G/PCC in subfigure (b) increases for the first five TRS, and it is not
worse than the baseline value until TRS_10. Similar desirable pattern persists for rank
score of G/VSS.

In Fig. 3, results for negative tests on RRS corresponding to user percentage of first
six TRS are visualized. The fluctuation of MAE does not show the pattern presented in
RAB-DR (nor does rank score). This denies the false hypothesis that the accuracy
comes from purely decreasing coverage of referential users.

Table 1. Improvements on FG_TRS for RAB-DR on EachMovie

Method MAE Rank score Processing time (PAU)
Value Imp. ratio Value Imp. ratio Value (ms) Imp. ratio

AP 1.1050 Baseline 4.2684 Baseline – –

G/PCC on TRS_0 1.0629 3.81% 4.7775 11.93% 466.11 Baseline
G/PCC on TRS_8 1.0117 8.44% 4.7886 12.19% 78.95 83.06%
G/VSS on TRS_0 1.0480 5.16% 4.7539 11.37% 453.5 Baseline
G/VSS on TRS_5 1.0246 7.28% 4.7645 11.62% 150.37 66.84%

Fig. 3 Negative test of RAB-DR on 10,000-user EachMovie. a MAE/Rank score on RRS.
b User/Vote coverage of RRS

648 B. Chen et al.



Comparing the above three results on different datasets, the accuracy further
achieved is not as good as the other two datasets. A reasonable interpretation is that in a
more mature system where more mature raters present, the baseline prediction is more
accurate with generic methods, leading to less margin for subsequent improvement. It
should not be interpreted as a simple consequence of average SRM, since this mea-
surement for Jester is 48.62, which is similar to that of EachMovie, 45.90. Normalized
system maturity (NSM), proposed in Definition 3, is more applicable.

To compare prediction accuracy on different datasets with drastically dissimilar
rating scales, the normalized mean absolute error (NMAE) proposed in Goldberg et al.
[4] can be used. The comparison in Table 2 shows, for datasets with higher normalized
system maturity, the initial accuracy (e.g., G/PCC on TRS_0) is better. This is one of
the causes lying behind the lower improvement ratio of Jester.

4 Concluding Remarks

The overwhelming data volume in CF-based recommenders has been a bottleneck for
memory-based CF algorithms to be efficient. Based on the empirical results in last
section, there is a simple but nontrivial idea to alleviate the problem: Since no worse
accuracy can be achieved on a subset of referential users, RAB-DR is reasonable to be
a standard preprocessing step to reduce the actual referential data used online, not to
mention that the experimental results also display salient progresses for accuracy.

As emphasized, the efforts of the present paper are in an explorative manner, to
validate the existence of Rational Authorities Bias in various datasets. Some detailed
deviations from expectations in empirical results and open issues are left for future
investigations, including:

– Differences and their causes in RAB sensibility for methods on PCC and VSS.
– Differences and their causes in RAB sensibility for different evaluation metrics.
– More effective heuristics or methods, compared to the stepwise exploration in this

paper, to determine optimal value for maturity threshold for RAB-DR.
– Definition of more intricate maturity measures than SRM and more effective

modifications.
– Applying RAB-aware modifications to systems with implicit rating, where the

ratings are not given explicitly, represented by user interaction with the system,
such as browsing, ordering, or canceling an item.

Table 2. Influence of NSM to prediction accuracy

EachMovie MovieLens Jester

rmax−rmin 5 4 20
NSM 0.0229 0.0419 0.4862
NMAE of AP 0.2127 0.2020 0.1933
NMAE of G/PCC on TRS_0 0.2060 0.1994 0.1803
NMAE of FG_TRS 0.1969 0.1949 0.1763
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– Applying RAB-aware modifications for model-based CF algorithms, e.g., to train
the model with data from TRS.

– Theoretically justification H-RAB and identification of relationships between
explicit RAB-aware approach with latent factors.

One precaution is mentioned as the last concluding remark. Since the item-based
CF algorithms are proposed in Sarwar et al. [10], the symmetry of user and item is
widely used to establish new CF methods. The counterpart of rater maturity centered on
items is the item popularity. Matrix composed of more popular items would surely have
higher density, but it is not preferred to prune items in a brute force way, since it would
lead to undesirable bias to ignore less rated items, eventually decrease coverage of
recommended items.
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Abstract. The radar system and communication system in the military and
civilian are developing to millimeter-wave band; in order to coordinate the
frequency use of communication system and the radar system in this band, it is
necessary to analyze the electromagnetic compatibility between them. In this
paper, the LFM pulse compression radar in the 35 GHz band is taken as an
example and the interference system model is constructed to analyze the elec-
tromagnetic compatibility with digital cellular mobile communication system in
the same frequency band. The physical-layer simulation is carried out on the
millimeter-wave radar and the communication system, and the corresponding
interference limits are obtained by combining the path loss, bandwidth, and
equipment space distribution of the specific system. Then, an effective link-level
interference evaluation model is established, thus obtaining the system trans-
mission power threshold and equipment distribution isolation distance threshold
reference value. The research results can provide some technical references for
the relevant departments of radio management in China.

Keywords: Millimeter wave � Radar � Electromagnetic compatibility �
Physical layer

1 Introduction

With the millimeter-wave band having good prospects in terms of bandwidth, detection
capability, transmission quality, security, etc., modern communication systems and
radar systems are developing to the millimeter-wave band [1–4]. Electromagnetic
compatibility analysis of the existing communication systems and radar systems is
analyzed at low frequency bands [5–9]. There are two general ideas. One is to analyze
from the perspective of power antagonism, according to the mutual interference power
of radar and communication systems to get the result. This method is only from the
power point of view, skimming the specific features of the system, and the result is
often not ideal. And another idea is to analyze the electromagnetic compatibility issues
from the perspective of the modulated signal waveform. However, this analysis does
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not take into account the signal amplitude, signal transmission, and reception tech-
nologies, and it cannot necessarily accurately simulate the overall interference of the
system. In this paper, the BER of the system is calculated by comparing the sending
sequence and the receiving sequence one by one, and the transmission quality of the
communication system is represented by the BER.

2 Simulation Model

2.1 Millimeter-Wave Communication System Simulation Model

In this paper, the millimeter-wave communication system in physical-layer simulation
model is shown in Fig. 1, and the details of the system parameters are summarized in
Table 1.

Generate a 
random send 

sequence
Additional CRC Channel coding

(LDPC encoding) Scrambling QPSK modulation

MIMO precodingOFDM signal
Carrier multi-

antenna 
transmission

User receiver

Millimeter wave 
channel

OFDM 
demodulation MIMO decoding

Get the send 
sequence CRC decoding Channel decoding Descramble

QPSK 
demodulation

BER statistics 
module

Fig. 1. Millimeter-wave communication system model in physical layer

Table 1. Millimeter-wave communication system parameters

Symbol Parameter Value

fc Carrier frequency 35 GHz
N Number of pulses 3240
Df Subcarrier separation 125 kHz
Tp Pulse repetition period 8 us
T Pulse width 1 us
B Total signal bandwidth 400 MHz
Pt Transmit power 19 db
Gt Transmit antenna gain 20 dbi
Gr Receive antenna gain 20 dbi
d Distance of BS and MS 100 m
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2.2 LFM Radar System Simulation Model

The LFM signal is selected here, and signal expression is shown in (1).

SðtÞ ¼ rect
t
s

� �
ej2pðf0tþ

1
2ut

2Þ ð1Þ

where s is the pulse width and f0 is the carrier frequency. rectðtsÞ is a rectangular signal,
and u ¼ B

s is the modulation slope.
The ideal echo expression of the radar signal is shown in (2).

srðtÞ ¼ A0rect
t - ti
s

� �
ej2pðf0 t�tið Þþ 1

2u t�tið Þ2Þ � expðjwÞ

A0 ¼
XM
i¼1

ri
1
2ð PtG2

t k
2

ð4pÞ3R4
i Lsp

Þ12
ð2Þ

where M represents the number of targets, ri is the radar cross-sectional area of the ith
target, ti is the time between the speed of the light and the radar and the target, Ri is the
relative distance between the ith target and the radar, and Pt is the radar The transmit
power Gt is the radar transmit antenna gain, k is the wavelength, Lsp is the decline of
the radar signal, and w is the phase shift when the signal is reflected by the target.

Radar system simulation model is shown in Fig. 2.
The radar system is widely used in the 35 GHz frequency band, and the typical

LFM radar system parameters are shown in Table 2. This paper mainly analyzes the
electromagnetic compatibility of the same frequency band communication system with
four typical radar systems in the table.

Radar signal LFM modulation Radar transmitter

Radar receiverQuadrature 
demodulation

Matched filter 
FFT

Pulse 
compression

display

LFM signal

Targets

A/D I/Q signal

FFT IFFT

reflex

Fig. 2. Radar system simulation model in physical layer
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3 Research Communication System’s Interference to Radar

3.1 Separation Distances of Communication and Radar Systems

Under the premise of determining radar system parameters and communication system
parameters, the relationship between different separation distances and radar peak-to-
average ratio between the two systems can be analyzed, and the minimum separation
distance between the systems can be obtained without affecting the normal operation of
the radar. The changes in the peak-to-average ratio of the signals of the A, B, C, and D
radars at different separation distances are shown in Fig. 3.

It can be seen from Fig. 3 that without affecting the normal working conditions of
the radar, the type A radar needs to be separated from the base station at a minimum
distance of 15 km, the type B radar needs to be separated by 8 km, the type C radar has
a minimum distance of 12.5 km, and the type D radar needs an interval of 9 km.

Table 2. Typical radar parameters in the 35 GHZ band

Radar type Model A Model B Model C Model D

Peak power (kW) 100 10 200 300
Antenna gain (dbi) 43 50 46 50
Pulse width (ls) 1 10 0.5 2
Duty cycle (%) Max 0.2 Max 0.1 Max 0.5 Max 1
Working distance (km) 8 8 9 14

Fig. 3. Relationship between radar peak-to-average ratio and separation distance
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3.2 Research Base Station Power’s Interference to Radar System

When the separation distance between the base station and the radar system and the
corresponding radar system parameters are selected, the transmission power of the base
station can be changed to ensure the normal operation of the radar system. Assuming
that the radar system and the communication system are deployed at a separation
distance of 20 km, the peak-to-average ratio changes of the A, B, C, and D radars at
different base station transmission powers are shown in Fig. 4.

From Fig. 4, it can be seen that when the transmission power of the base station is
greater, the peak-to-average ratio of the radar target signal is smaller, and the proba-
bility of a missed radar is greater. When the deployment interval is 20 km, in the
normal working range of the radar, type A radar allows the maximum transmit power
of the base station to be 22 dB, type B is 30 dB, type C is 24 dB, type D is 26 dB. If
the base station gradually increases from the radar, then the radar allows the maximum
transmission power of the base station to gradually increase.

4 Research Radar System’s Interference to Communication
System

4.1 Separation Distances of Communication and Radar Systems

To ensure the normal operation of the communication system, the threshold of the radar
system will also be analyzed from the two main aspects: distance between systems and
power. When the communication parameters are certain, the change in communication
bit error rate of the A, B, C, and D radars at different separation distances is shown in
Fig. 5.

Fig. 4. Relationship between radar peak-to-average ratio and transmit power
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In this paper, when the bit error rate is higher than 10−3, it is considered that the
radar signal constitutes an effective interference to the communication signal. From
Fig. 5, we can see that when guaranteeing the normal operation of the communication
system, the minimum separation distance between type A radar and communication
systems is 170 km, type B is 80 km, type C is 460 km, and type D is 530 km.

4.2 Research Rader Power’s Interference to Communication System

When the separation distance of systems and the corresponding communication system
parameters are selected, the radar transmission power can be changed to ensure the
normal operation of the communication system. Assuming that the radar system and
the mobile station are deployed at a separation distance of 20 km, the bit error rate
changes of the signals of the A, B, C, and D radars at different radar transmit powers
are shown in Fig. 6.

As can be seen from Fig. 6, when the transmission power of the radar is larger, the
bit error rate of the system is bigger. Under the same conditions, because type A radar
has the least antenna gain, it has the least interference to the communication system,
and the type D radar has the largest. When the bit error rate of the communication
system is 10−3, type A radar transmission power needs less than 26 db, type B is
26.5 db, type C is 27 db, and type D is 32 db.

5 Conclusion

Figures 3 and 5 comprehensively analyze the minimum distance between the two.
When the transmission power of the base station is 19 db, the minimum distance
between the typical radar and the base station should be obtained when both the radar
system and the communication system work normally, as shown in Table 3.

Fig. 5. Relationship between bit error rate and separation distance
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Figures 4 and 6 comprehensively analyze the transmission power of the base sta-
tion. When the distance between the base station and the radar is 20 km, the power
distribution of the base station and radar when the communication system and the radar
system coexist is shown in Table 4.

The coexistence of the lightning system and the communication system can be
realized by increasing the separation distance between the base station and the radar or
appropriately reducing the transmission power of the radar according to the demand.

Fig. 6. Relationship between bit error rate and radar transmit power

Table 3. Minimum separation distance when coexist

Radar type Model
A (km)

Model
B (km)

Model
C (km)

Model
D (km)

The minimum distance required for normal
radar operation

15 8 12.5 9

Minimum distance required for normal
operation of communication systems

170 80 460 530

Minimum separation distance when radar and
communication systems coexist

170 80 460 530

Table 4. Base station and radar power when radar and communication systems coexist

Radar type Model
A (dB)

Model
B (dB)

Model
C (dB)

Model
D (dB)

Radar normal work allows the maximum
power of the BS

22 30 24 26

Radar maximum power for normal operation
of the communication system

26 27.5 27 32
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Comprehensive analysis shows that radar and communication systems that do not have
an integrated design for radar communications require a high level of coexistence. The
coexistence of radar communication systems can be achieved by further studying radar
communication integrated waveform design.
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Abstract. A new synthetic aperture radar (SAR) image denoising method
based on fast weighted nuclear norm minimization (FWNNM) is proposed. SAR
image is firstly modelled by a logarithmic additive model for modelling of the
speckle. Then, the non-local similarity is used for image block matching. Next,
according to the framework of the low-rank model, randomized singular value
decomposition (RSVD) is introduced to replace the singular value decomposi-
tion (SVD) in weighted nuclear norm minimization (WNNM) for approximating
the low-rank matrix. Finally, the gradient histogram preservation (GHP) method
is employed to enhance the texture of the image. Experiments on MSTAR
database show that the proposed approach is effective in SAR image denoising
and the edge preserving in comparison with some traditional algorithms.
Moreover, it is three times faster than WNNM method.

Keywords: Image denoising � Synthetic aperture radar � Nuclear norm �
Singular value decomposition

1 Introduction

Synthetic aperture radar (SAR) image is inherently affected by speckle noise, which
reduces radiometric resolution and affects the tasks of human interpretation and image
analysis. In recent decades, scholars have designed a lot of algorithms to remove
speckle noise, representative conventional methods are Lee filter, Frost filter, Kuan
filter and GammaMAP [1] and so on. They all have a problem of losing texture details
because of over-smoothing effect. Then, wavelet transform has been applied to SAR
image denoising [2], however, which cannot effectively express the image edge
information. In 2005, Buades applied non-local model to image denoising and designed
non-local means denoising method [3], which is not effective in image edge area.
Subsequently, K.Dabov proposed a block matching and 3D filtering algorithm, which
has good denoising effect but has a high complexity [4]. In 2006, Terrence Tao pro-
posed low-rank matrix approximation [5] and brought it into image denoising. Low-
rank matrix approximation can be achieved by nuclear norm minimization (NNM) [6].
There are many similar image blocks which have similar features and data structure in
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SAR image. So the matrix composed of similar image blocks is considered as
approximately low rank [7]. Hence, NNM is able to be used for SAR image denoising.

However, NNM treats singular values as equivalents in the calculation process,
which would cause deviations in practical application. To suppress deviations, spatially
adaptive iterative singular value thresholding (SAIST) [8] is proposed, and the WNNM
denoising method is also proposed [9]. Nevertheless, WNNM algorithm requires SVD
in each iteration and consumes a lot of time. In addition, WNNM will over-smooth
texture details.

This paper presents a fast WNNM (FWNNM) method to despeckle SAR images.
SAR image is firstly modelled by a logarithmic additive model for modelling of the
speckle. Then, the non-local similarity is used for image block matching. Next,
according to the framework of the low-rank model, randomized RSVD [10] is intro-
duced to replace the SVD in WNNM for approximating the low-rank matrix. Finally,
GHP [11] method is employed to enhance the texture of the image. Experiments on
MSTAR database show that the proposed approach is effective in SAR image
denoising and the edge preserving in comparison with some traditional algorithms.
Moreover, it is three times faster than WNNM method.

2 Proposed SAR Image Denoising Approach

The proposed approach is carried out in three steps. Figure 1 shows the process chart.

2.1 Weighted Nuclear Norm Minimization (WNNM) Algorithm

The purpose of image denoising is to reconstruct the original image x from the noise
image y = x + n, where n is assumed to be additive Gaussian white noise, whose mean
value is 0, variance is rn

2. Recently, the pioneering contribution of non-local self-
similarity (NSS) [3] has led to extensive research on the method of denoising based on
non-local self-similarity images. NSS reveals that there are many similar structures in a
natural image, and the aggregation of non-local similar blocks to a given block can help
to reconstruct a given block.

Iteration regularized

SVD

Approximate the 
low-rank matrix

RSVD

Image block resetWNNM

Block matching

Modelling by a 
logarithmic additive 

model

SAR image

FWNNM

GHP

Fig. 1. Process chart of the proposed approach
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For the local block yj in noise image y, the non-local similar block can be searched
in the image by block matching. These non-locally similar blocks are superimposed
into a matrix and can be expressed as Yj= Xj+ Nj, where Xj and Nj are the original
image block and the noise block matrix, respectively. In fact, Xj should be an
approximately low-rank matrix, and the low-rank matrix approximation can be
implemented by NNM method. Therefore, the WNNM algorithm is able to be used for
low-rank matrix recovery. WNNM can be described as follows

bX j ¼ argmin
Xj

1
r2n

Y j � Xj

�� ��2
F þ Xj

�� ��
w;� ð1Þ

where Xj

�� ��
w;�¼

P
i

wiriðXjÞ
�� ��

1, w ¼ ½w1; . . .; wn�, wi � 0 is a non-negative weight

assigned to riðXjÞ: Equation (1) can be decomposed by SVT to obtain the global
optimal solution

URVT¼svdðbX jÞ ð2Þ

Kw ¼ SwðRÞ ¼ maxðriðXjÞ � w; 0Þ ð3Þ

The calculation formula of weight wi is as follows

wi ¼ c
ffiffiffi
q

p
=ðriðXjÞþ eÞ ð4Þ

where c > 0 is a constant, q is the number of similar blocks in Yj and e = 10−16 is the
number that avoids being divided by zero.

Assuming that noise is uniformly distributed in U and V subspaces, ri(Xj) can be
estimated by

riðXjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxðr̂iðY jÞÞ � nr2n; 0

q
ð5Þ

where ri(Yj) is the ith singular value of Yj, rn
2 is the noise variance.

The WNNM algorithm has the disadvantages of low efficiency, over-smooth image
edge and texture details. In order to overcome these disadvantages, FWNNM is pro-
posed in this paper.

2.2 Randomized Singular Value Decomposition (RSVD)

SVD is performed in every iteration of the WNNM algorithm. The complete SVD has a
large amount of calculation and takes a long time. And the sum of the first 10% or even
1% singular values accounts for more than 99% of the sum of all the singular values.
So in practical applications, it is usually only necessary to truncated SVD [12]. To
further improve the operation speed while ensuring the accuracy of the operation, a
faster RSVD is proposed to replace the truncated SVD in [10]. Therefore, RSVD is
introduced to replace SVD in the WNNM algorithm which can greatly increase the
speed of operation.
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The decomposition of the random matrix mainly includes random sampling algo-
rithm that extracts a number of columns or rows from the original matrix for decom-
position and random projection, in which the high-dimensional matrix is projected into
a low-dimensional decomposition operation. For RSVD, the second random projection
algorithm is more suitable [13].

RSVD algorithm based on randQB [14] process is an efficient algorithm. The
algorithm firstly generates a n � l-dimensional Gaussian random matrix X, and l is far
less than the smaller values of m and n. To construct an m � l-dimensional sample
matrix Y = AX, and X is multiplied by a matrix A of m � n dimensions to be
decomposed. Then, QR decomposition is performed on Y to obtain an orthogonal
matrix Q of m � l dimensions. Then, construct an l � n-dimensional matrix
B = QT � A and finally perform SVD on B, that is

B ¼ SRVT ð6Þ

Let QS = U to get the SVD of A,

A ¼ URVT ð7Þ

Since the number of rows of the matrix B is much smaller than the smaller value of
m and n, the time spent on the SVD of B is less than the time consumed for the SVD of
the matrix A.

2.3 Texture Enhanced Image Denoising via Gradient Histogram
Preservation

The WNNM algorithm has the disadvantage of over-smoothing the image texture
details and reducing the visual quality of the image. The denoising effect is better if the
gradient of the denoised image is closer to original image. So a texture enhancement
method based on GHP is proposed in [11]. This algorithm first estimates the gradient
histogram hr of the original image x as a reference gradient and takes the updated
image as close as possible to the reference gradient histogram as a constraint and finally
obtains the resulting image. Among them, the formula of the gradient histogram hr is as
follows,

hr ¼ argmin hy � hx � hg
�� ��2 þ d � RðhxÞ

n o
ð8Þ

where c is a constant, and R(hx) is a regularized term based on the prior information of
the natural image gradient histogram. g ¼ rn is the gradient of noise n. hx and hg are
the histogram of the original image and the gradient g, respectively.

To make the gradient histogram of the denoising image approximate to the refer-
ence histogram hr, the denoising model based on GHP is as follows
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hr ¼ argmin
hx

hy � hx � hg
�� ��2 þ l � RðhxÞ

n o
ð9Þ

x̂ ¼ argmin
x;F

1
2r2n

y� xk k2 þ kRðxÞþ

l FðrxÞ � rxk k2

8><
>:

9>=
>; s:t: hf ¼ hr ð10Þ

where r is gradient operation. F is an odd function that is increasing monotonically in
(0, +∞). hF represents the gradient image after transformation F rxð Þj j histogram, hr
represents the histogram of the original image, R(x) denotes the regularization term and
k is a positive constant.

The texture enhancement method based on GHP is introduced into the iterative
regularization term of WNNM algorithm, which improves the shortcomings of over-
smoothing texture detail in WNNM algorithm.

3 Fast SAR Image Denoising Method Based on FWNNM

SAR image is firstly modelled by a logarithmic additive model for modelling of the
speckle. Then, the non-local similarity is used for image block matching. Next,
according to the framework of the low-rank model, randomized RSVD is introduced to
replace the SVD in WNNM for approximating the low-rank matrix. Finally, GHP
method is employed to enhance the texture of the image. The steps of the fast denoising
method for SAR image based on FWNNM are as follows

Algorithm: Fast Weighted Nuclear Norm Minimization (FWNNM)
Input: Noise image z, the number of iterations K

Output: Clean image ~xðKÞ

Main Iterations:

1: Logarithmic transformation of noise image z to get image y
2: Initialize x̂ð0Þ ¼ y; yð0Þ ¼ y
3: for k = 1: K

GHP texture enhancement introduced iterative regularization
yðkþ 1Þ ¼ x̂k þ dðy� x̂ðkÞÞ þ l FðrxÞ � rxk k2 s:t: hf ¼ hr

4: for each patch yj in y(k) do
5: Find similar patch group Yj

6: Estimate weight vector w
7: Randomized singular value decomposition [U; R; V] = rsvd(Yj)
8: Get the estimation: X̂j ¼ USwðRÞVT

9: Aggregate Xj to form the clean image ~xðkÞ

10: end for
11: Output: Clean image ~xðKÞ
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4 Experimental Results and Discussion

In order to evaluate the denoising ability of the proposed method for SAR image, this
paper introduces the other two methods to despeckle the image. These two methods are
SAIST [8] and WNNM [9]. We use the moving and stationary target acquisition and
recognition (MSTAR) three-class public dataset. The dataset consists of X-band SAR
images with 0.3 m � 0.3 m resolution of multiple targets, with the polarization mode
is HH polarization, and the detection azimuth is 360°. We use a typical three classes of
ground targets: BTR70_SNC71 (armoured vehicle), BMP_SN9563 (armoured vehicle)
and T72_SN132 (main battle tank).

We chose two experimental SAR images. The first one is the artificially simulated
image, which is obtained by adding Gaussian white noise with variance 50 to a clean
image. The second one is a SAR image (MSTAR). The noise image is denoised by
SAIST, WNNM and the proposed FWNNM method. Figure 2 shows the denoised
results of the SAR image of BTR70_SNC71 after denoising by three algorithms.

As shown in Fig. 2, compared with the WNNM and the SAIST algorithm, the
FWNNM algorithm can better preserve the edge and texture details of the target and
has better visual effects.

In order to more accurately describe the effect of despecking objectively, we
introduce peak signal-to-noise ratio (PSNR), equivalent number of looks (ENL), and
the edge preserve index (EPI). The higher PSNR shows stronger denoising ability. The
larger ENL means the better the visual effect of the denoised image. With larger EPI,
the algorithm has stronger edge-keeping ability. Table 1 shows the results of three
objective evaluation data after three kinds of denoising algorithms.

From Table 1, compared with the other two algorithms, the PSNR of the image
denoised with FWNNM is improved significantly, which shows that the denoising
ability of FWNNM is relatively stronger. The ENL of image denoised with FWNNM is
improved, which indicates that the visual effect of the image denoised by FWNNM is
better than the other two algorithms. The EPI of the image after denoising by FWNNM
is higher than the other two algorithms, which shows that the algorithm’s edge-keeping
ability is obviously better than the other two algorithms.

Fig. 2. Denoising results of the BTR70_SNC71 image. a Original image, b SAIST, c WNNM,
d proposed approach
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Experiments were carried out in MATLAB R2014a using the MatConvNet tool-
box, with an Intel Core CPU at 2.50 GHz. Interestingly, once the testing is over,
FWNNM exhibits the lowest run-time complexity as shown in Table 2.

From Table 2, to the same target, the denoising speed of the FWNNM algorithm is
four times faster than the SAIST algorithm, three times faster than the WNNM algo-
rithm, and the denoising efficiency is improved significantly.

5 Conclusion

In this paper, a new synthetic aperture radar image denoising method based on
FWNNM is proposed. First, SAR image is modelled by a logarithmic additive model
for modelling of the speckle. Then, the non-local similarity is used for image block
matching. Next, according to the framework of the low-rank model, RSVD is intro-
duced to replace SVD in WNNM for approximating the low-rank matrix. Finally, the
GHP method is employed to enhance the texture of the image. Experiments on
MSTAR database show that the proposed approach is effective in SAR image
denoising and the edge preserving in comparison with some traditional algorithms.
Moreover, it is three times faster than WNNM method.

Table 1. Performance comparison of three denoising algorithms

Target Denoising method PSNR/(dB) ENL EPI

BMP_SN9563 SAIST 29.37 3.18 0.26
WNNM 29.43 2.43 0.32
FWNNM 29.51 3.24 0.38

BTR70_SNC71 SAIST 30.12 1.65 0.29
WNNM 30.14 1.70 0.36
FWNNM 30.16 1.76 0.48

T72_SN132 SAIST 31.32 1.22 0.35
WNNM 31.27 1.21 0.44
FWNNM 31.37 1.28 0.46

Table 2. Run-time comparisons for despeckling an image of size 128 � 128 (t/s)

Target SAIST WNNM FWNNM

BMP_SN9563 55.0 40.0 12.6
BTR70_SNC71 55.0 40.7 12.6
T72_SN132 55.2 40.9 12.5
Average 55.1 40.5 12.5
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Abstract. Compressed sensing (CS) theory describes the signal using space
transformation to obtain linear observation data selectively, breaking through
the limit of the traditional Nyquist theorem. In this paper, we aim at accelerating
the current approximate message passing (AMP) and propose an approach
named real-valued AMP (RAMP) for faster and better inverse synthetic aperture
radar (ISAR) imaging reconstruction. The azimuth dictionary is first processed
with real. We then use matrix processing to solve the AMP vector iterative
method, by utilizing the relation between the quantification of matrix product
and the Kronecker product. The experimental results are presented to demon-
strate the validity of this method.

Keywords: Inverse synthetic aperture radar (ISAR) � Image compressed
sensing � Approximate message passing

1 Introduction

CS theory includes sparse representation of signals, construction of perceptual matrix,
and reconstruction method [1–4]. Radar data can usually meet the requirements of
sparseness of CS theory [5]. Therefore, CS method is possible to be applied to ISAR.

Numerous CS algorithms have been applied to reconstruct images, including
greedy iterative method, convex optimization method, the one based on Bayesian
framework, etc. Orthogonal matching pursuit (OMP) is the most commonly used,
which belongs to greedy iterative methods. Smoothed l0 norm (SL0) proposed by [6] is
a kind of convex optimization method. Compared with the traditional methods, AMP
proposed by Donoho et al. [7–10] reduces the complexity of the method and has higher
reconstruction quality by utilizing the central limit theorem and the Taylor expansion.

AMP is based on complex operation, the main drawback of which is heavy
computation [11]. To solve this problem, we propose RAMP by introducing the ISAR
echo azimuth compression sensing model. Simulation results of the middle of the
trajectory show that the proposed RAMP performs favorably in terms of computation
and speed.
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2 Azimuth Compressed Sensing Model

The target imaging is equivalent to the turntable model. Let the radar slow time series
contain M elements, and P is the number of Doppler sequences. CS uses the azimuth
sensing matrix U 2 RQ�M to project the signal into the low-dimensional space,
resulting in a series of measured values. When the random noise is introduced, the
observation set matrix Y can be expressed as:

Y ¼ US ¼ UWhþN ð1Þ

where S 2 RM�N is a reconstructed two-dimensional super-resolution echo matrix, and
W 2 RM�P is an azimuth dictionary matrix.

3 Proposed ISAR Image Reconstruction Approach

Compared with the complex number operation, the real-valued processing can reduce
the amount of calculation and improve the speed of signal processing. In this paper, the
unitary transformation method is used for the modifiability. The steps are as follows:

(a) In order to facilitate real-valued processing, the slow sampling time zero is placed
in the middle.

(b) The azimuth dictionary is modified in real-valued. Pre-multiplying the azimuth
dictionary W by a real matrix Q 2 RM�M , we can obtain:

�S ¼ QWh ¼ Ah ð2Þ

where �S 2 RM�N is a real-valued modified super-resolution matrix.
Substituting (2) into (1) gives:

Y ¼ UQWhþN ¼ UAhþN ¼ U�SþN ð3Þ

Before reconstructing the echo, it is necessary to do the vectorization. vec(A) rep-
resents the quantization of the matrix A, and the sign � represents the Kronecker
product. Vectorizing (3), we can obtain:

vec(Y) ¼ vec U�SþNð Þ
= vec U�Sð Þþ vec(N)

= I �Uð Þvec(�S) + vec(N)

ð4Þ

Let A0 ¼ I �U, s = vec(�S), n ¼ vec(N), and y = vec(Y). The vector s is sparse
and the matrix A satisfies the isometric constraints, so the problem of sparse recon-
struction can be expressed as:
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argmin
s

k sk k1 þ
1
2

y� A0sk k22
� �

ð5Þ

Supposing that s obeys the Laplace distribution of the parameter k, the corre-
sponding edge probability problem is simplified by the cross-product information
transfer method. With product messaging method to simplify the edge of the corre-
sponding probability problem, AMP iterative can be obtained after the approximation
and the processing of vectorization. By utilizing the relationship between the quan-
tification of matrix product and the Kronecker product, we have:

Xt ¼ UHU0t�1 þUt�1

U0t ¼ y�UUt�1 þU0t�1 1
2d

@ReðaÞ
@r

ðXt; ctÞ
� �

þ @ImðaÞ
@i

ðXt; ctÞ
� �

2
6664

3
7775

Ut�1 ¼ aðXt; ctÞ

8>>>>>>><
>>>>>>>:

ð6Þ

where t represents the number of iterations, U denotes the node message mean matrix
Xt ¼ Ut�1 þA0�U0t�1, and r and i are, respectively, the real part and imaginary part of
each element of Xt.

The method flowchart of RAMP is shown in Fig. 1.

Sparse Problems Solution

Real Number Processing

Real Number Sparse Solution

Edge Probability 
Distribution Solution

Sum Product Messaging

Message Approximation

AMP Iteration

Matrix Processing

RAMP I teration

Fig. 1. Process chart of the proposed approach
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4 Experimental Results and Discussion

To evaluate the performance of the proposed methods, we use Fig. 2 as the refactoring
object. The proposed method is compared to OMP, SL0, and AMP.

We select the sampling rate of 0.3, 0.35, 0.4, 0.45, and 0.5, and the simulation is
performed according to the different reconstruction method. Taking the sampling rate
of 0.4 as an example, Fig. 3 shows the imaging results.

Figure 4 shows the relationship between the computing time of the four recon-
struction methods and the entropy value of the imaging results versus different sam-
pling rates.

From Figs. 3 and 4, it is clear that the entropy of OMP and SL0 is larger, and the
imaging effect is poor, while AMP and RAMP are opposite.

We select the SNR of 2, 4, 6, 8, and 10 dB in turn, and the simulation is performed
according to the different reconstruction method. Taking the SNR of 6 dB as an
example, Fig. 5 shows the imaging results.

Figure 6 shows the relationship between the reconstruction time of the four
reconstruction methods and the entropy value of the imaging results versus different
SNR.

It can be seen from Figs. 5 and 6 that the larger the SNR is, the better the imaging
effect is. Vs. the same SNR, OMP has a long reconstruction time, while RAMP takes
the least time. From the perspective of imaging, OMP and SL0 have higher entropy
value, which is difficult to distinguish when the SNR is low. While the reconstructed
image of RAMP is significantly better than the first two.

Fig. 2. ISAR imaging results of midcourse target
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(a) OMP (b) SL0

(c) AMP (d) RAMP

Fig. 3. Imaging results of four reconstruction methods

Fig. 4. Computing time and entropy versus different sampling rates
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(a) OMP
  

(b) SL0

(c) AMP

  

(d) RAMP

Fig. 5. Imaging results of four reconstruction methods versus different SNR

  (a) Computing time (b) Entropy 

Fig. 6. Computing time and entropy versus different SNR
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5 Conclusions

Compression sensing can reconstruct sparse signals through less observational data.
This paper proposes an improved method based on the AMP reconstruction using real-
valued processing and matrix calculation. The method reduces the computation of
matrix calculation by means of real-valued processing of complex matrix. The matrix
processing step is added to the traditional AMP iterative method to further improve the
speed of the method reconstruction. Finally, the simulation data show significant
improvements in the speed and imaging effect, compared with OMP, SL0, and AMP.
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Abstract. Inverse synthetic aperture radar (ISAR) imaging based on the range-
Doppler (RD) imaging algorithm has been proved to be effective at the case of
the target moves smoothly. However, for the maneuvering target, due to the
Doppler frequency of the received signals, which can be regarded approximately
as chirp signals, is time-varying, the conventional RD imaging algorithm is not
appropriate anymore. In consideration of the fractional Fourier transform
(FRFT) having an advantage in concentrating the energy of the chirp signal, a
novel technique of ISAR image formation of the maneuvering target through
exploiting the FRFT is proposed. Different from the traditional Wigner–Ville
distribution (WVD) and other bilinear time–frequency distributions, the FRFT is
a linear operator so that it cannot be affected by the cross-terms for the multi-
component signals. The validity of the introduced method is validated with the
results of ISAR imaging for simulated and real data.

Keywords: Inverse synthetic aperture radar (ISAR) � Maneuvering target �
Fractional Fourier transform (FRFT) � CLEAN technique

1 Introduction

ISAR technique is widely investigated for its capability of forming the target’s radar
images with high resolution [1–3]. It could be supposed that the target moves uniformly
within the observation time, the Doppler frequency shift of the received signals is
constant and the classical method RD technique could be utilized to obtain 2-D high-
resolution image. Specifically, high-range resolution is achieved by the wideband
transmitted signal, while the high cross-range resolution is obtained via the accumu-
lation of echoes in the azimuth domain [4]. However, when the target has a maneu-
vering flight, the Doppler frequency becomes time-varying, and namely the assumption
that the conventional RD method depends on is invalid. Therefore, the RD algorithm
cannot be applied to achieve high-quality images anymore and the alternative method
named as the range-instantaneous-Doppler (RID) algorithm has been presented con-
sequently. For the RID technique, the time–frequency transform is applied to replace
the Doppler analysis, mainly including the time–frequency representation (TFR) [4],
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the Wigner–Hough transform [5], and the signal decomposition technique [6]. Here, a
novel algorithm for ISAR image formation of the target with non-uniform movement
by exploiting the FRFT is proposed. This algorithm is effective especially under the
condition that the backscattered signal of each scatterer can be modeled as the chirp
signal, and the FRFT is adopted to achieve the parameters of a chirp signal. For
multicomponent signals, the CLEAN technique is utilized to separate the different
components. For its linear property, the FRFT cannot be affected by the interferences
for the multicomponent signals [7], which indicates that the FRFT has an advantage
compared with the Wigner–Ville distribution in the ISAR image formation. Results of
ISAR imaging for simulated and real data illustrate the performance of the novel
method.

2 The Date Model of Non-uniform Rotating Scatterers

Consider a special scatterer as an example, and the cross-range coordinate is yi.
Assumed that the scatterer is rotating non-uniformly, and the initial velocity is c0, the
acceleration is c1. The radial velocity vrðtÞ can be represented as:

vrðtÞ ¼ ðc0 þ c1tÞyi ð1Þ

Therefore, the Doppler frequency is:

xiðtÞ ¼ 4p
k

vrðtÞ ¼ 4p
k
yiðc0 þ c1tÞ ð2Þ

where k denotes the wavelength. Specially, if c1 ¼ 0, Eq. (2) turns to the circumstance
of smooth rotation, and the Doppler is constant.

It can be assumed that there are k scatterers in a range cell, the complex envelope
for the backscattered signal of ith scatterer is Ai ði ¼ 1; 2; . . . kÞ, and then the
backscattered signal within the range bin is the sum of the backscattered signals from
all scatterers:

sðtÞ ¼
Xk
i¼1

Ai exp j
4p
k
yiðc0tþ c1t

2Þ
� �

ð3Þ

Equation (3) denotes the echo of rotation with acceleration, and it can be seen that
it is the sum of complex chirp signals. Therefore, the FRFT combined with the CLEAN
technique is utilized to achieve the estimated value of multiple chirp signals with the
aim to yield the clear ISAR images simultaneously.
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3 The FRFT and Its Application in ISAR Imaging

3.1 The Definition of FRFT

The FRFT of the signal sðtÞ is shown in [8] as

s‘ðlÞ ¼
Zþ1

�1
K‘ðt; lÞsðtÞdt ð4Þ

and

K‘ t; lð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�j cot#

2p

q
ej

1
2l

2 cot#�lt csc#þ 1
2t
2 cot#ð Þ # 6¼ np

d tþ lð Þ # ¼ 2nþ 1ð Þp
d t � lð Þ # ¼ 2np

8><
>: ð5Þ

where ‘ denotes the FRFT order, # ¼ p‘=2 denotes the rotation angle, and n is an
integer.

3.2 The Application of the FRFT for the Chirp Signals

For a chirp signal, when # is identical with the slope angle on the time–frequency
plane, the FRFT gets the maximum value. This is the principle for the FRFT to detect
chirp signals and estimate the parameters of them, which can be illustrated by the
relationship of FRFT and the Radon–Wigner transform (RWT), as shown in Fig. 1.

The RWT of the signal sðtÞ is given as

Dsðl; #Þ ¼
Zþ1

�1
Wsðl cos#� v sin#; l sin#þ v cos#Þdv ð6Þ

where Wsð�Þ is the WVD of the signal sðtÞ.

Fig. 1. Illustration of RWT
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For a LFM signal exp jðmt2�2þx0tÞ
� �

, the RWT gets the maximum value at
ðm;x0Þ.

Let

m ¼ � cot#; x0 ¼ l=sin# ð7Þ

owing to

t ¼ l cos#� v sin# ð8Þ

We obtain

dv ¼ � csc#dt ð9Þ

Therefore,

Dsðl; #Þ ¼ csc#
Zþ1

�1
Wsðt;x0 þmtÞdt

¼ csc#
Zþ1

�1

Zþ1

�1
Wsðt; lÞdðx� x0 � mtÞdtdx

ð10Þ

According to the WVD of the LFM signal exp jðmt2�2þx0tÞ
� �

, we obtain

Dsðl; #Þ ¼ 2p csc#j j
Zþ1

�1
sðtÞe�jð12mt2 þx0tÞ

������
������
2

ð11Þ

Based on the definition of FRFT, we obtain

spðlÞj j2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j cot#

2p

r�����
�����
2 Zþ1

�1
sðtÞejð12t2 cot#�lt csc#Þdt

������
������
2

¼ 1
ð2pÞ csc#j j

Zþ1

�1
sðtÞe�jð12mt2 þx0tÞdt

������
������
2������ m ¼ � cot#

x0 ¼ l= sin#

ð12Þ

From Eq. (12), it is obvious that the chirp signal parameters can be evaluated
through the FRFT. The procedure is as follows:
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Step 1: ‘ 2 ½�1; 1�, and # 2 ½�p=2; p=2�; find the peak of FRFT of the signal and
note the peak position as ðl; #Þ.

Step 2: The parameters of the chirp signal can be calculated by

m ¼ � cot# ¼ � cotð‘p=2Þ ð13Þ

x0 ¼ l=sin# ¼ l=sinð‘p=2Þ ð14Þ

3.3 The Application of the FRFT in ISAR Imaging

The technique to detect themulticomponent chirp signal and estimate the parameters of its
sub-signal has been presented. But in reality, different sub-signals usually have different
energies, and sub-signals with weak energy can often be submerged by sub-signals with
strong energy. To deal with it, a new imaging technique using the FRFT method com-
bined with the CLEAN method is proposed. The detailed process is shown as:

Step 1: Initialize i that represents the number of the scatterers in Eq. (3) by letting
i ¼ 1, and sðtÞ denotes the data of each range cell as Eq. (3).

Step 2: Calculate the FRFT of the signal sðtÞ, then find the position of the peak of it,
and assume it is ðl; #Þ. Thereby, the coefficients of the ith component are
m̂i ¼ � cot#, x̂0i ¼ l=sin#.

Step 3: Construct a band-pass filter around x̂0i to remove the narrow spectrum, then
execute the inverse Fourier transform, and the ith LFM component can be
separated as

siðtÞ ¼ IFFTfwindowiðxÞ � FFT½sðtÞziðtÞ�g � z�i ðtÞ ð15Þ

where windowiðxÞ ¼ 1 x1\x\x2

0 else

	
is a band-pass filter to pass the

narrow spectrum whose center frequency is within the frequency range from
x1 to x2, and FFT½�� and IFFT½�� stand for the fast Fourier transform
(FFT) operator and inverse FFT operator, respectively. Moreover,
ziðtÞ ¼ exp �jm̂it2

�
2


 �
.

Step 4: Compute the residual signal as

sriðtÞ ¼ IFTf½1� windowiðxÞ�FFT½sðtÞziðtÞ�g � z�i ðtÞ ð16Þ

Step 5: Let sðtÞ ¼ sriðtÞ, and repeat step 1 to step 3 as long as the termination
condition that the energy of the remaining signal is bigger than a threshold is
satisfied.
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With the aim to obtain the ISAR image of the maneuvering target, after translation
compensation of the echo signals, the FRFT could be adopted as an efficient tool to
yield the clear radar images.

4 Experimental Results

The simulation results through the simulated and real data are given to verify the
effectiveness of the new method.

4.1 The Simulation Based on B727 Data

The B727 data has 256 pulses, the bandwidth is 150 MHz, and the center frequency is
9 GHz. The translation compensation has been executed on the backscattered signals.
Figure 2a is the WVD of a range resolution bin without separating operation, and the
interferences are obvious. Figure 2b is the WVD of each component separated by the
FRFT, and the interferences have been reduced greatly.

Figure 3 is the ISAR images of B727. Figure 3a denotes the ISAR image with the
RD technique, while Fig. 3b, c is obtained with the FRFT algorithm presented in this
paper. It is obvious that the image acquired with RD algorithm is blurred seriously and
the resolution of the ISAR image acquired with FRFT is improved prominently. What’s
more, the gesture change of the target is illustrated clearly by comparing the images in
Fig. 3b, c.

Fig. 2. Time–frequency distributions of a range resolution bin: a WVD of a range resolution
without separating operation and b WVD of each component separated by the FRFT
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4.2 The Experiments Based on the Raw Data of Yark-42 Plane

Part of the raw data of Yark-42 plane is selected. The ISAR image in Fig. 4a is
generated by the RD technique while that in Fig. 4b, c is generated by the FRFT
algorithm. Figure 4a shows that the Yark-42 plane cannot be recognized in the ISAR
image formed with the RD technique. On the contrary, the images in Fig. 4b, c are
much clearer and the outline of the plane can be identified readily.

Fig. 3. ISAR images of B727: a the image yielded by the RD method. b The instantaneous
image yielded by the FRFT algorithm at t ¼ 0. c The instantaneous image yielded by the FRFT
algorithm at t ¼ 0:0032 s
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4.3 The Experiments Based on the Raw Ship Data

The raw data of a ship is utilized here. The radar works at X-band, and the experiment
results are listed in Fig. 5, where Fig. 5a denotes the image through the RD method and
Fig. 5b, c shows the instantaneous image through the FRFT approach. The conclusion
we can get from Fig. 5 is similar to that obtained from Fig. 4; namely, the proposed
method improves the performance greatly when compared with RD algorithm.

5 Conclusions

An ISAR image formation method of the maneuvering target is proposed. The echo
signal is modeled as a multicomponent chirp signal, and the FRFT method incorpo-
rating the CLEAN technique is adopted to evaluate the coefficients of each component.

Fig. 4. ISAR images of Yark-42 plane: a The image yielded by the RD method. b Instantaneous
image yielded by the FRFT method at t ¼ 1:344 s. c Instantaneous image yielded by the FRFT
algorithm at t ¼ 2:496 s
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The results based on the simulated and real data illustrated the superiority of the
technique in this paper.
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Abstract. In order to make up the shortcomings of the traditional CFAR
detection algorithm, a ship target detection algorithm based on information
theory and Harris corner detection for SAR images is proposed in this paper.
Firstly, the SAR image is pretreated, and next, it is divided into superpixel
patches by using the improved SLIC superpixel generation algorithm. Then, the
self-information value of the superpixel patches is calculated and the threshold
T1 is set to select the candidate superpixel patches. And then, the extended
neighborhood weighted information entropy growth rate threshold T2 is set to
eliminate false alarm detection results of the candidate superpixel patches.
Finally, the Harris corner detection algorithm is used to process the detection
result, the number of the corner threshold T3 is set to filter out the false alarm
patches, and the final SAR image target detection result is obtained. The
effectiveness and superiority of the proposed algorithm are verified by com-
paring the proposed method with the results of CFAR detection algorithm
combining with morphological processing algorithm and information theory
combining with morphological processing algorithm on the experimental high-
resolution ship SAR images.

Keywords: SAR image � Ship detection � CFAR � Superpixel � Information
theory and Harris corner

1 Introduction

Synthetic aperture radar (SAR) imaging is not limited by weather, illumination, or
other conditions. To carry out research on ship SAR target detection is very important
for marine monitoring management and timely military information acquisition [1].

There are many methods for ship target detection, but the CFAR detection algo-
rithm is most widely used [2]. Scholars have proposed some detection methods based
on different statistical distribution models of sea clutter in SAR images, including the
Rayleigh distribution model, Weibull distribution model, and so on [3].

CFAR detection methods are based on pixel-level detection, and they have some
shortcomings. After the concept of superpixel is proposed, the target detection in SAR
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images based on superpixel has developed rapidly [4]. It uses the superpixel instead of
the pixel as the processing unit, and it can obtain a better detection result [5]. Some
researchers have used the method based on multiscale variance weighted entropy
method to detect the ship targets in the complex background SAR images [6], it can
detect the true targets successfully, and however, the original morphology of the ship
targets cannot be well preserved.

Aiming to make up the shortcomings of some existing ship target detection algo-
rithms for high-resolution SAR images, a ship target detection algorithm based on
information theory and Harris corner detection for high-resolution SAR images is
proposed in this paper.

2 Detection Algorithm in This Paper

The proposed algorithm consists of three stages, including global detection, local
detection, and Harris corner detection, as illustrated in Fig. 1.

Input a SAR image

Detection result

Superpixel generation

Count the self-information 
of the superpixel patches

Clutter suppression

Land shielding

Whether the SAR 
image is with land or 

not

Yes

No

1
( )n n

n

H S u T− >
δ

Normal value

Yes

No

Candidate
superpixel patches

Global
detection

Computing the neighborhood 
weighted entropy of expanded

regions

The neighborhood 
weighted entropy growth 

rate
2T≥

Background
superpixel patch

No

Yes

Target superpixel patch

SAR image detection results

Harris corner detection

Local
detection

Corner number
3T≥

No False alarm 
target

Yes

Target

Corner
detection

Fig. 1. Flowchart of the proposed ship target detection algorithm
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2.1 Superpixel Generation Algorithm

At present, the superpixel generation algorithms such as watershed algorithm mean
shift algorithm and K-means algorithm are widely used in the optical image processing.
For ship target detection in SAR images, the subsequent processing will be easier if the
edge of the superpixel patches can coincide or almost coincide with the edge of the
targets in the SAR image. The simple linear iterative clustering (SLIC) superpixel
generation algorithm [7] which is based on clustering can meet the requirement
mentioned above. However, because the SLIC algorithm is used for optical image
processing, without considering that the SAR image is the gray image, so the color
distance of an optical image must be adjusted to the gray scale. The other steps are the
same as the SLIC algorithm.

2.2 Self-information of SAR Image

In the information theory, the self-information of a random event ei is defined as [8]:

HðeiÞ ¼ � logm pðeiÞ ð1Þ

Among the expression, p(ei) is the occurrence probability of the random event ei,
and the variable i represents the ith possible event.

For any superpixel patch Sn in SAR image I, assuming that the superpixel patch is
composed of a � a pixels, the intensity distribution model of Sn can be expressed by
the following formula.

r
pðrÞ

� �
¼ 0; 1; . . .; 255

pð0Þ; pð1Þ; . . .; pð255Þ
� �

ð2Þ

Among the expression, the variable p(r) represents the probability of the pixel
whose grayscale intensity value is r. The likelihood function is used to express the
probability of each superpixel patch. Its conditional probability value is:

PðSnjIÞ ¼ P
a2

k¼1
PIðSnðkÞÞ ð3Þ

In the expression, PIð�Þ is the probability distribution of the SAR image I, and
Sn(k) is the corresponding gray value of the kth pixel. Because the order of pixels in
superpixel patches is not considered, the upper expression can be rerepresented by the
probability distribution of superpixel patch Sn.

PðSnjIÞ ¼ P
255

i¼1
PIðiÞPSnðrÞ�a2

� �
ð4Þ

Substituting Eq. (4) to Eq. (1), the corresponding self-information of the superpixel
patch Sn can be obtained, as illustrated in the following expression:
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HðSnjIÞ ¼ � logmðPðSnjIÞÞ ¼ � logm P
255

r¼0
ðPIðrÞPSn ðrÞ�a2

� �

¼ �a2 �
X255

r¼0

PSnðrÞ � logmðPIðrÞÞð Þ
ð5Þ

A definition is made that if PSnðrÞ 6¼ 0, PSnðrÞ ¼ 1. Then, it can be obtained that

H
0 ðSnjIÞ ¼ �a2 �

X255

r¼0

logmðPIðrÞÞ ð6Þ

In this way, the self-information of any superpixel patch Sn can be calculated by
using the probability distribution of the grayscale intensity value for the whole image.

2.3 Outlier Detection and False Alarm Filtering

2.3.1 Outlier Detection
The self-information of all the superpixel patches is counted, and the corresponding
distribution histogram is established firstly. The outlier detection expression for the
self-information of the superpixel patches is shown as follows:

HðSnÞ�un
dn

[ T1; n 2 ð1; 2;. . .wÞ;HðSnÞ is outlier
HðSnÞ�un

dn
\T1; n 2 ð1; 2;. . .wÞ;HðSnÞ is normal

(
ð7Þ

In the expression, H(Sn) is the self-information of the superpixel Sn and assume that
the number of superpixel patches is w. The variables un and dn are, respectively, the
mean and variance of the histogram distribution of the self-information corresponding
to the n superpixel patches, and the variable T1 is the detection threshold. After the
global detection, there may be some background superpixel patches in the candidate
superpixel patches, and they can be filtered by using the following methods.

2.3.2 The False Alarm Filtering Method Based on Weighted Information
Entropy
By using ST as the center, the four extended 3� 3 neighborhoods ST(d) in the vertical
direction, horizontal direction, right diagonal direction, and left diagonal direction can
be obtained. The extended neighborhood areas are shown in Fig. 2.

The information entropy reflects the average amount of information in the image,
and it can be expressed as:

H ¼ �
X255

r¼0

pðrÞ log pðrÞ ð8Þ
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When p(r) = 0, let p(r) logp(r) = 0. Among the expression, p(r) represents the
appearance probability of the pixels whose grayscale intensity value is r. The weighted
information entropy of the testing superpixel patch ST can be expressed as follows:

EðSTÞ ¼ �
X255

r¼0

ðr � rV Þ2PST ðrÞ log2ðPST ðrÞÞ ð9Þ

The variable rV is the mean grayscale intensity value. The weighted information
entropy E(ST(d)) of the extended neighborhood ST(d) in four directions can be
expressed as follows:

EðSTðdÞÞ ¼ �
X255

r¼0

ðr � rERðdÞÞ2 � PST ðdÞðrÞ log2ðPST ðdÞðrÞÞ ð10Þ

In the equation, rERðdÞ represents the mean grayscale intensity value, and PST ðdÞðrÞ
is the probability of the pixel whose grayscale intensity value is r. The weighted
entropy difference between the candidate superpixel patch and the extended neigh-
borhood is:

VðSTÞ ¼ argminðEðSTðdÞÞÞ � EðSTÞ ð11Þ

Fig. 2. Four extended neighborhoods
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Then, the growth rate of weighted entropy can be represented by VðST Þ
EðST Þ. Compare it

with the second threshold T2 to determine whether the candidate superpixel patch
belongs to the target area or the background area, so that the false alarm superpixel
patches can be removed.

VðST Þ
EðST Þ [ T2; ST belongs to the target area
VðST Þ
EðST Þ\T2; ST belongs to the background

(
ð12Þ

2.3.3 The False Alarm Filtering Method Based on Harris Corner
Detection
Harris corner detection algorithm is often used in optical image detection; however, it is
seldom used for target detection in SAR images [9]. The high-resolution marine ship
targets often have some corners, and they can be detected. The Harris corner algorithm
is used to detect the corner of ship targets in high-resolution SAR images. Then, the
corner number threshold T3 is set to further filter out the false alarm patches and the
final target detection result in SAR images can be obtained.

3 Simulation Experiment and Result Analysis

A high-resolution marine ship SAR image with land is selected, as shown in Fig. 3.
The resolution is 1:25 m � 1:25 m, and its size is 961� 762; moreover, the SAR
image contains 17 ships.

Fig. 3. Original SAR image
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Firstly, Otsu’s method combining with the morphological processing method is
used to shield the land area in the ship SAR image [10], and the land shielding result is
shown in Fig. 4a. Then, the improved SLIC superpixel segmentation algorithm is used
to process it. The STEPSIZE of the patch area is set as 13 pixels, and the superpixel
generation result is shown in Fig. 4b.

The self-information of the superpixel patches is calculated, then set the outlier
parameter T1 as 1.4, and the candidate superpixel patches are shown in Fig. 5a. There
are some false alarm superpixel patches in the graph. Then, set the growth rate of the
neighborhood weighted information entropy T2 as 20%, and the detection result is
shown in Fig. 5b.

Fig. 4. a Land shielding result and b superpixel segmentation result

Fig. 5. a Candidate superpixel patches and b the weighted entropy filtering result

Ship Target Detection in High-Resolution SAR Images Based … 691



Carry out the Harris corner detection on the filtering result as shown in Fig. 5b, and
the detection result is shown in Fig. 6a. Then, set the threshold T3 as 1; after filtering
out the two false alarm targets, the final detection result can be obtained as shown in
Fig. 6b.

Compare the detection performance of the proposed algorithm with other two
detection algorithms, and all experiments are conducted in the same MATLAB R2014a
environment and in the same HP Pavilion G4 notebook computer. The detection results
based on two detection algorithms for comparison are shown in Fig. 7.

In Fig. 7, the correctly detected target and the false alarm targets are marked by the
red rectangle box and the yellow rectangle box, respectively. The targets whose form is

Fig. 6. a Harris corner detection result and b the final detection result

Fig. 7. a Detection result based on CFAR combined with morphological processing and
b detection result based on information theory combined with morphological processing
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seriously distorted are marked by the red round box, and the missing targets are marked
by the blue round box in their corresponding position of the original ship targets. The
figure of merit (FoM) is defined as a quality factor of the detection performance, and
FoM ¼ Ntt

Ngt þNfa
. In the equation, Ntt, Nfa, and Ngt represent the number of correctly

detected targets, the number of false alarm targets, and the number of real targets,
respectively. The newly defined detection distortion rate is the ratio of the distorted
target number to the total number of ship targets. The performance of the three
detection algorithms is shown in Table 1.

It can be seen that the detection result of the proposed algorithm has a higher
detection rate and a lower missing detection rate, and the false alarm rate and detection
distortion rate are both lower. In addition, the proposed detection algorithm has a
higher operation efficiency, the original shape of the ship targets can be completely
retained, and the ship targets in the SAR image can be generally located.

4 Conclusion

A ship target detection algorithm based on information theory and Harris corner
detection for SAR images is proposed in this paper. A self-information-based global
detection and a weighed entropy-based local detection can almost separate the ship
targets from the background; moreover, the Harris corner detection algorithm is used to
further filter out the false alarm targets. By setting three thresholds and making the
subsequent double false alarm filtering, the final detection result can be obtained. The
simulation experiments verify the effectiveness and superiority of the proposed algo-
rithm. In subsequent further research, we will combine other features of the ship targets
to improve the algorithm for ship target detection in SAR images with the larger scene
and richer information.

Table 1. Comparison of detection performance between the three detection algorithms

Detection
algorithm

Number of
correctly
detected
target

False
alarm
number

Number
of
missing
targets

Number
of
distorted
targets

Detection
distortion
rate (%)

FOM Time (s)

CFAR combined
with morphology

14 8 2 5 29.41 0.560 169.3256

Information
theory combined
with morphology

15 1 2 2 11.76 0.833 189.6531

The proposed
algorithm

16 0 1 0 0 0.941 131.6881
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Abstract. In this paper, we propose sense-through-foliage target
detection approach based on Hidden Markov Models (HMMs). Sepa-
rate Hidden Markov Models are trained for signals containing target
signature and no target (clutter), respectively. Less correlated features
are selected as input of Hidden Markov Models for training and testing.
Foliage data is collected from three different UWB radar locations, and
experimental results show that position 1 data gives the best detection
result. All three locations have above 0.8 AUC from the ROC curves.

Keywords: Radar target detection · Foliage · UWB · HMM

1 Introduction

Target detection is an important topic in both military and civilian research and
applications. Clutter echoes returned from non-target objects may contain higher
power thus obscure the real target and made the detection difficult. For exam-
ple, in battleground, enemies could utilize background clutter such as foliage,
ocean and other environmental obstacles as covers to avoid detection. There-
fore, improving target detection accuracy could potentially eliminate such hostile
activities.

Foliage is known as a challenging environment when performing such detec-
tion task. Foliage has non-stationary nature since the motion of tree branches
and leaves can cause severe doppler shift. Also, multi-path effect exists and may
have negative impact on detection performance. In this work, our object is to
detect target in the strong foliage clutter using ultra-wideband (UWB) radar.
Further, we consider data collected from UWB radar has poor signal quality
which is caused by using low-amplitude transmitting pulses during the data
collection.
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Hidden Markov model (HMM) is a statistical approach used for temporal
data modeling such as speech recognition [1,2], machine translation [3], and
text classification [4,5]. Since radar signal is also temporal, we propose to apply
HMM-based approach to radar target detection using real-world UWB data. We
construct HMMs for target and non-target cases using training data and validate
the detection results using testing sequences as input of pretrained models.

The rest of this paper is organized as follows: In Sect. 2, we briefly introduce
Hidden Markov Models. In Sect. 3, we present data measurement and collec-
tion. In Sect. 4, we describe HMM-based target detection approach. In Sect. 5,
experiment results and analysis are provided. In Sect. 6, we draw the conclusion.

2 Introduction to Hidden Markov Models

HMM consists of two random processes. The first process is on-time dimension
which is essentially a first-order Markov chain and at each time t (t ∈ {1, T})
the system is in state qt with N possible finite states choices:

S = {S1, S2, . . . , SN} (1)

In the second random process, each state produces an observation result which
is directly visible. However, the states are “hidden” and not observable. In other
words, we cannot directly tell the exact state where the observation occurs. The
T observation symbols are

O = {O1, O2, . . . , OT } (2)

A basic HMM is characterized by three sets of parameters, and we use vt to
represent the observation symbol at time t:

1. Initial state probability matrix π = {πi}, where each element πi = P (q1 =
Si), 1 ≤ i ≤ N is the probability that the system is in state i at initial time
t = 1.

2. State transition probability matrix A = {aij}, where aij = P (qt = Sj | qt−1 =
Si), 1 ≤ i, j ≤ N is the probability that the system is in state j at time t
given that the system is in state i at time t − 1.

3. Observation probability matrix B = {bj(t)}, where bj(t) = P (vt = Ot | qt =
Sj), 1 ≤ j ≤ N, 1 ≤ t ≤ T is the probability that the output observation
symbol is Ot given the system is in state j at time t.

The notation λ = {A,B, π} denotes a complete parameter set of HMM. In
addition, if the observation symbol probability density function is discrete, an
HMM is called discrete Hidden Markov Model. Otherwise, it is called continu-
ous Hidden Markov Model. For continuous case, the state transition probability
density functions are typically represented as a form of Gaussian mixtures [6].
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3 Sense-Through-Foliage Data Measurement

Sense-through-foliage data set is from Air Force Research Laboratory [7]. For
UWB radar data collection, “good”-quality signal refers to the data collection
using high-amplitude transmitting pulses and enough reflected signals are aver-
aged to produce each collection. “Poor”-quality signal refers to data collection
using low-amplitude transmitting pulses, and fewer reflected signals are averaged
to produce each collection. Some previous work based this data set can be found
in [8–13].

In this experiment, poor signal quality data set is used for sense-through-
foliage target detection task. Multiple radar positions data are available. We
choose three radar locations data, and each set contains 35 radar echoes in both
target and no target scenarios.

4 Hidden Markov Model-Based UWB Radar Target
Detection

In this work, we use signals collected by UWB radar to perform this detection
task. Firstly, standard Baum–Welch algorithm is applied to both target and no
target training sequences to construct HMMs for each case. After models are
trained, we use testing sequences to get a likelihood score of each HMM. Based
on the obtained likelihood scores, we classify a certain sequence as target or no
target and compare to the ground truth. In the training stage, we extract signal
features as a vector input of each HMM. Assuming the UWB radar signal is the
observation results of an underlying Markov chain state transitions, we evenly
divide the signal into K windows which are shown in Fig. 1. Therefore, K cor-
responds to the number of observations and each window with a corresponding
state is assumed. Within each window, time–frequency features are extracted, for
example, mean, variance, skewness, kurtosis, entropy, Dickey–Fuller test, peak-
to-peak ratio, crest factor, energy, RMS, number of abrupt changes, number of
small changes, mean frequency. We use such features to form a feature vector.
The feature vector of ith window is denoted as Xi = (Xi

1,X
i
2, . . . , X

i
L)T , and L

is the total number of extracted features. To make sure each element of feature
vector has comparable magnitude, they are normalized to [−1, 1] before using
the Baum–Welch algorithm.

For the obtained feature set of the signal, redundancy features may exist.
For example, two features could be mutually correlated and using both of them
is not efficient. In this work, we eliminate such redundancy features by looking
at their covariance matrix

Σij = cov(Xi,Xj) =
E[(Xi − μXi

)(Xj − μXj
)]

σXi
σXj

> ψ (3)

where ψ is the predefined threshold. Based on this criteria, l features are selected
with less cross-correlations. Mutual information can also be used to evaluate
feature correlation [14].
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Fig. 1. Signal is evenly divided into K windows, and L features are extracted with
respect in each window

Selected feature vectors of each signal window X = {X1,X2, . . . ,XK} are
more effective representation of the original signal thus treated as distinctive
observation sequences for HMM training. In this work, we implement continuous
HMM assuming that the observation sequences are drawn from a mixture of M
l-dimensional multivariate Gaussian densities.

For poor quality signal, with a priori knowledge that target on-site location
is around 14,000 sample with an approximate duration of 250 samples, we select
a wider range of 400 samples around the target location as the area of inter-
est without losing any target information. These 400 samples are subsequently
divided into 20 windows. Finally, by comparing cross-correlation of extracted
features, we select 13 most non-relevant features to represent the original signal.

At each location, a total number of 35 reflected echoes are collected by the
UWB radar. In this experiment, 20 radar echoes are used as training set and left
15 echoes are used as testing set. Two HMMs for target and no target denoted
as λTar and λNotar are trained via Baum–Welch algorithm.

For testing phase, log-likelihood of each sequence Otest is calculated using
both pretrained models: L1 = log P (Otest | λTar) and L2 = log P (Otest |
λNotar), the decision rule of judging whether a sequence belongs to target or
no target category is the following:

H0 :
L1
L2

< δ No target (4)

H1 :
L1
L2

> δ Target (5)
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where δ is a predefined threshold. The Baum–Welch training algorithm needs an
initial guess of model parameters. These initial parameters can be obtained from
uniform distributions. However, different initializations could lead to slightly dif-
ferent trained model parameters which affect the detection probability. There-
fore, during the training phase, 100 Monte Carlo simulations are performed to
average out the initialization effect.

5 Experimental Results

Table 1 shows the confusion matrix of sense-through-foliage target detection
results for three different positions. The hypothesis test threshold δ is chosen to
be 1. From Table 1, we can see that position 1 has 88% probability of detection
and 0.07% false alarm rate. For position 2 and position 3, lower probability of
detection (82.43 and 72%) and higher false alarm rate (24 and 18%) are observed.
Figure 2 shows the receiver operating characteristic (ROC) curves of three loca-
tion detection performance. From the ROC curve, we observe that location 1
has 0.99 area under the curve (AUC), while the other two locations have around
0.80 and 0.83 AUC, respectively. The lower detection performance could result
from low radar cross section of these two positions. The experiment is conducted
using poor signal quality radar echoes with lower transmitting power. To further
improve the detection accuracy, diversity combing schemes could be applied to
enhance signal quality.

Table 1. Sense-through-foliage target detection results of three radar positions

Position 1

No target Target

No target 99.03% 0.07%

Target 11.33% 88.67%

Position 2

No target Target

No target 76% 24%

Target 17.57% 82.43%

Position 3

No target Target

No target 82% 18%

Target 28% 72%
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Fig. 2. ROC curve of sense-through-foliage target detection results

6 Conclusion

In this work, we propose HMM-based sense-through-foliage target detection app-
roach and experiment on real-world UWB radar data. Radar signals are divided
into windows for feature extraction. In each window, feature vector serves as
distinctive observation for HMM’s training and testing. Detection results show
that position 1 data gives the best performance in terms of probability of detec-
tion and false alarm rate. All three locations radar data have above 0.80 AUC
observed from ROC curves.
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Abstract. With the increasing resolution of synthetic aperture radar (SAR), the
traditional SAR image target detection methods used for medium-low resolution
are not suitable for high-resolution SAR images, which contain detailed infor-
mation about structure, shape, and weak echoes that are hardly detected in
traditional ways. In this paper, we proposed a new method, Superpixel-Random
Forest Technique, to detect ships in high-resolution SAR images. The method
combines superpixel and random forest algorithms. The superpixel is adopted to
divide images into many subregions properly, and the random forest is used for
unsupervised clustering these subregions into ships or others. The experimental
results show that the algorithm can accurately detect the ship targets.

Keywords: SAR � Ship detection � Superpixel � Random forest � Clustering

1 Introduction

Synthetic aperture radar (SAR) can provide real-time earth observations, no matter in
what kind of weather condition [1]. Different ground objects have different backscatter
properties, and SAR images can provide such discriminative features for scene
understanding and interpretation. With the increasing resolution, SAR images appear to
contain more structure and shape information and weak scatters, which are hard to
detect according to traditional ways. Therefore, it is necessary to develop new inter-
pretation algorithms to detect targets efficiently from high-resolution SAR images [2].

As an important maritime application, ship detection has been widely studied.
Constant false alarm rate detection (CFAR) is the most traditional SAR image ship
detection technology [3]. It is based on the hypothesis testing and attempts to get a self-
adaptive threshold on the basis of the background distribution, so that the false alarm
rate is maintained at the preset level. CFAR detector performance depends on the
design of the sliding window structure, the distribution of the clutter statistical model
and the model parameter estimation [4].

In order to detect ship targets accurately, we use the superpixel principle to divide
images before clustering and random forest model to measure the rarity of each sub-
region. The entire working flow of the proposed method is shown in Fig. 1.
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2 Superpixel Segmentation

Image segmentation is an important step in our method, because we need to process SAR
image piece by piece. Superior segmentation algorithms for optical imagery are widely
studied, such asmean shift [5] and statistical regionmerging (SRM) [6]. The simple linear
iterative clustering (SLIC) algorithm adopts k-means clustering to generate superpixels
[7], which is simple to use and understand. The SLIC consists of three basic steps [8]:

(1) Initialization of the cluster centers;
(2) Local k-means clustering;
(3) Postprocessing.

Generally, k is the only parameter of the algorithm and also the expected number of
superpixels with roughly equal size. The clustering procedure starts with an initial-
ization step where k initial cluster centers Ci = [li ai bi xi yi]

T are sampled on a regular
grid spaced S pixels apart, in terms of color images in the CIELAB color space [7]. To
produce roughly equally sized superpixels, the grid interval is S ¼ ffiffiffiffiffiffiffiffiffi

N=k
p

. To avoid
seeding a center on an edge or a noisy pixel, the center should be moved to the location
that is corresponding to the lowest gradient position in a 3� 3 neighborhood.

In the next local k-means clustering step, each pixel i is assigned to the nearest
cluster center according to the distance measure. Similar pixels searching is done in a
region 2S� 2S around the superpixel center, because an expected superpixel area size
is close to S� S.

After each pixel has been assigned to the nearest cluster center, the clustering
procedure is completed. However, influenced by the noise, the pixels in the same
cluster may be not connective. Therefore, it is necessary to have a postprocessing step
to improve connectivity by reassigning the disjointed pixels to nearby superpixels.

Some experiments about superpixels generated by SLIC show that the superpixels
can express the image subregions well both in an optical image and a SAR image
[7, 8], so we use the SLIC to divide the SAR image for subsequent ship target
detection.

SAR images
Split the image into 

superpixel regions by 
SLIC.

Remove some superpixels.

Create random forest for 
clustering.

Select the leaf node which 
contains the least superpixel 

regions of each tree.

Combine the result 
of each tree.Result 

Fig. 1. Working flow of the proposed method
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3 Random Forest

Random forest, a classical ensemble learning model, has been successfully used in
many classification and regression problems [9]. In classification regression analysis,
the random forest aims to make the elements in each leaf node as pure as possible, and
the best condition is that a leaf node contains only one class. Classification and
regression are mostly conducted under supervised conditions, which means that a large
amount of training data is required. In the unsupervised way, the problem of data
volume is not considered any more.

Here, we exploit random forest clustering function to divide the image into several
groups and make elements in the same group have similar features. By this way, the
rare ship target regions are connected with the number of elements contained in the
same group. The smaller the number, the more likely the node will contain the ship
targets and vice versa.

In the proposed method, the random forest is formed of a number of trees and each
tree clusters the superpixels by randomly choosing features to compare. To reduce the
computational burden of constructing forest, some superpixels will be removed before
building the forest. Fist, the mean of each superpixel is calculated according to formula

mi ¼ 1
Xij j

X
x2Xi

X
y2Yi

Iðx; yÞ ð1:1Þ

mi is the mean of superpixel i; Xi and Yi are coordinate sets of superpixel i. I(x,y) is
the pixel value at position (x,y). Then, threshold T is set. If the mean of a certain
superpixel mi is greater than T, the superpixel is reserved for subsequent random forest
correlation calculation. Otherwise, the superpixel is removed.

According to Sect. 2, a SAR image is segmented by SLIC. We store the grayscale
values of all the pixels contained in a superpixel in a column vector, and this vector is
defined as the corresponding feature of the superpixel. Denote the set of superpixel
regions by S ¼ fs1; s2; . . .; sNg and their corresponding feature vectors by
F ¼ ff1; f2; . . .; fNg; i ¼ 1; . . .;N. Then, we will build a random forest that makes up of
several trees based on this feature space. The main process is as follows:

1. Generate two numbers from 1 to p randomly, e.g., a1 and a2; p is the minimum
dimension of the feature vectors in F.

2. Calculate average feature difference in dimensions a1 and a2 among all the elements
in S. F(a1,i) is the value of F in row a1 and column i, Sj j is the number of elements
in node S.
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dða1; a2Þ ¼ 1
Sj j
X
si2S

Fða1; iÞ � Fða2; iÞ½ � ð1:2Þ

3. Split the root node S into left and right child nodes, according to the following
formula:

si 2 Sl if Fða1; iÞ � Fða2; iÞ� dða1; a2Þ
Sr otherwise

�
ð1:3Þ

where Sl is left child node and Sr is right child node.
4. Repeat Steps 1, 2, and 3 until reaching the depth of the tree.

Once a tree is built up, we choose the leaf node whose elements number is smallest
as the group that may contain ship targets and then synthesize the smallest leaf nodes of
other trees as the final test result. Generally, the random forest has a better accuracy
than a single tree.

4 Results

We use two high-resolution SAR images to validate the efficiency of the proposed
method and compare it with the constant false alarm rate (CFAR) detection. All the
experiments in the following are conducted on a desktop with a 3.0-GHz CPU and 4.0-
GB RAM, and our code is written in Python 3.5.

Figures 2a and 3a show two 3-m-resolution TerraSAR images with size of 226�
292; 467� 150 pixels, respectively. They were captured in the Strait of Gibraltar,
England. Figure 2b is obtained by segmenting Fig. 2a into 1775 superpixel regions.

Figure 2d is the result of our method. It is shown that all nine ship targets are
detected correctly, without any false detection. However, CFAR has some error
detection due to the effect of background clutter, as shown in Fig. 2c.

In the previous, the effect was pretty good when the proposed method is applied to
a simple sea scenario. In the following, the experiment is more challenging because the
sea background is more complicated and there are several land areas. Figure 3b shows
1923 superpixel regions generated by SLIC. All 4 ships are detected by our method in
Fig. 3d, without any noise points. However, the result of CFAR appears too much error
detection as shown in Fig. 3c.
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5 Conclusion

In this paper, we put forward a method, which is suitable for ship target detection in
high-resolution SAR images via superpixel and random forest. The method firstly
produces superpixels using SLIC and then establishes the random forest to cluster ship
targets. Experiments above show that our method can detect the ship targets accurately.
However, when the number of ships increases dramatically and the ships are densely
distributed, the performance of the proposed method will decrease because a superpixel
may contain both the ship and the ocean background, and a ship may be divided into
more than one superpixel.

Fig. 2. a Strait of Gibraltar SAR image 1; b result of superpixel segmentation; c result of CFAR
based on Rayleigh distribution model (Pfa = 0.001); d result of the proposed method
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Abstract. The detection of vital signs by the ultra-wideband (UWB)
radar sensor does not require touching the body. The UWB radar sen-
sor has shorter detection time and less radiation than X-rays. Consid-
ering that heartbeat signals and respiratory signals are non-stationary,
this paper uses the empirical mode decomposition (EMD) algorithm and
the variational mode decomposition (VMD) algorithm to process them.
Both respiratory and heartbeat characteristics are obtained with non-
contact detection in the paper. The Hilbert transform of vital signs is
conducted to reflect the time–frequency information of vital signs. Exper-
imental results show that a highly accurate detection of vital signs can
be achieved using the proposed methods.

Keywords: UWB radar sensor · Human detection · Mode
decomposition · Hilbert transform

1 Introduction

The UWB radar sensor can be widely applied in special patient monitoring,
rescue after the earthquake, and other fields due to its excellent features [1–
3]. Features of heartbeat and respiratory are part of healthcare. They are two
important diagnostic foundations for clinical diagnosis. Igor Immoreev and Teh-
Ho Tao applied the UWB radar sensor to non-contact patient monitoring and
designed a detection system [4]. The system has been tested in the hospital in
Moscow [5]. Kumar et al. [6] used the UWB radar sensor to measure the distance
for the human target and detected respiratory characteristics. Domenico Zito
et al. developed a wearable respiration detection system [7]. Its detection accu-
racy is close to the contact-type life monitor [8,9].
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However, these studies failed to detect both respiratory and heartbeat char-
acteristics using UWB radar sensors. It is necessary to process echo signals with
modal decomposition algorithms to obtain the characteristics of respiratory and
heartbeat at the same time. This paper successfully extracts heartbeat signal
and respiratory signal from original signals via a UWB radar sensor. The con-
tributions of this paper are as follows:

1. A detection system for the human body based on the UWB radar sensor
PulseOn 440 is designed and original-type omnidirectional dipole antennas are
replaced with quasi-Yagi antennas. The use of quasi-Yagi antennas reduces the
inherent antenna coupling noise.

2. Both respiratory and heartbeat motions are obtained from signals that
have been preprocessed. Moreover, the respiration detection error between the
UWB radar sensor and electrocardiogram (ECG) is less than 1 per minute. In
addition, the time–frequency information got by the Hilbert transform verifies
that using the VMD algorithm to process echo signals can effectively separate
the respiratory and heartbeat motions.

The rest paper is organized as follows: Section 2 describes the processing of
echo signals. It includes preprocessing and mode decomposition. Preprocessing of
echo signals is used to remove coherent background noise and clutter. Vital signs
can be acquired by using modal decomposition algorithms. Section 3 is about the
experiment carried out in the hospital and the analysis of experimental results.
The experiment includes detection based on the UWB radar sensor and ECG.

2 Signals Processing for Human Detection

The flow diagram of signal processing for human detection is shown in Fig. 1.
Firstly, establishing a detection system to collect original echo signals. Secondly,
preprocessing original echo signals considering the influence of scene noise and
clutter. Then, EMD and VMD algorithms are used to extract respiratory and
heartbeat signals. In addition, the Hilbert transform can be used to find time–
frequency information.

2.1 Echo Signals Preprocessing

Due to the influence of the measuring environment and auxiliary equipments,
the original echo signals are not ideal. The signals detected by the UWB radar
sensor need to be preprocessed. The preprocessing methods include coherent
background noise removal and clutter filtering.

2.1.1 Coherent Background Noise Removal The background noise of
the measurement environment can be eliminated or reduced by using coherent
background noise removal. Then, the effect of UWB radar sensor detection can
be improved. Collecting environmental detection echo signals Ab without human
bodies firstly. Then, gathering echo signals Ao when the human body is present.
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Fig. 1. Signals processing for human detection

Finally, we can get the human target echo signals A by deleting the scene infor-
mation from the original echo signals (1). A is constructed from N scans and
the length of each scan is M .

A = Ao − Ab (1)

2.1.2 Clutter Elimination Generally speaking, signals of vital signs are
weak because of the presence of background clutter. Background clutter usu-
ally consists of low frequency, DC components, and some linear slowly changing
trends. This paper uses range profile subtraction method to eliminate the con-
stant part of signals. Adiff is a M by (N − 1) matrix.

A =

⎛
⎜⎝

s11 . . . s1n

...
. . .

...
sm1 · · · smn

⎞
⎟⎠ (2)

Adiff =

⎛
⎜⎝

s11 − s12 . . . s1(n−1) − s1n

...
. . .

...
sm1 − sm2 · · · sm(n−1) − smn

⎞
⎟⎠ (3)

This method is simple and effective for clutter elimination.
Signals of vital signs are stronger than those without preprocessing. Noise

can be reduced using coherent background noise removal and clutter can be
eliminated using range profile subtraction method.
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2.2 Echo Signals Processing Algorithms

In order to acquire respiratory and heartbeat signs, the echo signals after pre-
processing should be processed by mode decomposition algorithms. Since EMD
and VMD algorithms are suitable for non-stationary signals, it is appropriate to
use them to extract respiratory and heartbeat signals. EMD algorithm has been
successfully applied to marine, mechanical vibration, and other fields.

Different from the EMD algorithm, the VMD algorithm is based on the math-
ematical theory. Two signals with similar frequency can be successfully separated
by VMD algorithm [10]. The steps of the VMD algorithm are constructing the
variational problem and solving the variational problem:

Constructing the variational problem:

min
{uk},{ωk}

{∑
k

∥∥∥∥∂t

[(
δ (t) +

j

πt

)
∗ uk (t)

]
e−jωkt

∥∥∥∥
2
}

(4)

where, {uk} is the intrinsic mode function. {uk (t)} = {u1, . . . , uk}. {ωk} is the
corresponding center frequency. {ωk} = {ω1, . . . , ωk} .

∑K
k=1 is the sum of all

intrinsic mode functions. The definition of uk (t) is as (5).

uk (t) = Ak (t) cos (ϕk (t)) (5)

We can clearly see that the intrinsic mode function is an amplitude modulation-
frequency modulation signal. The change velocities of envelope Ak (t) and instan-
taneous frequency ωk (t) = dϕk(t)

dt are far less than those of phase ϕk (t).
Solving the variational problem:

L ({uk} , {ωk} , λ) = α
∑

k

∥∥∥∥∂t

[(
δ (t) +

j

πt

)
∗ uk (t)

]
e−jωkt

∥∥∥∥
2

+

∥∥∥∥∥s (t) −
∑

k

uk (t)

∥∥∥∥∥
2

+

〈
λ (t) , s (t) −

∑
k

uk (t)

〉 (6)

where α is the penalty coefficient. λ (t) is the lagrangian multiplier. s(t) is the
echo signal. The alternating directions method of multipliers is used to get the
optimal solution of the (6).

2.3 Time–Frequency Information

Frequency of vital signs can be obtained after preprocessing and processing. In
addition, time–frequency information of vital signs is presented form the Hilbert
spectrum because it can describe the change rule of the data sequence in real
time.

Z (t) = uk (t) + jũk (t) = ak (t) ejθkt (7)

where ak (t) =
√

u2
k (t) + jũ2

k (t), θk (t) = arctan ũk(t)
uk(t)

.
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Z (t) is the complex sequence and ũk (t) is the Hilbert transform of uk (t).
ωk (t) = dθk(t)

dt is the instantaneous frequency. So, echo signals can be represented
as s (t) = Re

∑n
k=1 ak (t) ej

∫
ωk(t)dt. Because ωk (t) is the function of time, the

Hilbert spectrum can describe changes in the time-domain.

3 Detection Experiment and Result Analysis

3.1 Detection Experiment

As Fig. 2 shows, the experiment to detecting vital signs was carried out in
the hospital of UESTC. In the experiment, the PulsOn 440 Monostatic Radar
Module (P440-MRM) was used to transmit and receive signals. P440-MRM can
provide UWB Gaussian monopulse signals whose center frequency is 4.3 GHz,
and the bandwidth is 2.2 GHz. It collects echo signals at a sampling rate of
16.4 GHz. The number of data points in a single scan is 480. Pulse repetition
rate is 10.1 MHz.

Fig. 2. Experiment for human body
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Broadband planar quasi-Yagi antennas replaced original-type omnidirec-
tional dipole antennas in the measurement. The group delay of broadband planar
quasi-Yagi antennas is not more than 0.82 ns. The antennas have good directivity
and wide frequency band. Broadband planar quasi-Yagi antennas can effectively
reduce the coupling noise of echo signals compared with original-type omnidirec-
tional dipole antennas. As shown in Fig. 3, coupling noise of broadband planar
quasi-Yagi antennas starts to decrease at 2 ns, while the coupling noise of original
omni-dipole antennas begins to decrease at 4 ns. Echo signals begin to appear a
large amount of information around 9 ns because of the use of 1 m SMA coaxial
cable.

Time (ns)

(b) The Broadband Planar Quasi Yagi
Antenna

(a) The Omnidirectional Dipole
Antenna
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ag
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tu
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Fig. 3. Comparison of radar receipt signals

The experiment conducted 481 scans via the P440-MRM. The human target
was 0.822 m away from the antennas. First, choosing the maximum range gate of
each scan. The range gate is a 1 by (N −1) vector, and it is the signal that should
be processed by processing algorithm. The parameters of VMD algorithm are
set as follows: The number of “K” is 4, and it represents the number of intrinsic
modes. τ is the dual ascending step length, and it is 0. “DC” is 1 because the first
mode is low frequency. “Init” is 0 to initialize the center frequency. Set “Tol” as
10−5 and “Tol” is the condition of convergence. α is the convergence rate, and
it is 2500.

Processing the collected echo signals using preprocessing and modal decom-
position methods, the results of Sect. 3.2 can be obtained.

3.2 Result Analysis

The results of detection of vital signs based on the UWB radar sensor PulseOn
440 are shown in Fig. 4.
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(a) The Time Domain Waveform (b) The Respiratory and Heartbeat
Rates Based on EMD

(c) The Respiratory Rate Based on

VMD

(d) The Heartbeat Rate Based on
VMD

Fig. 4. Detection results of vital signs

In the experiment, the respiratory rate is 18 beats per minute and the heart
rate is 65 beats per minute for the human body detected by ECG. As can be
seen from these figures, the respiratory frequency based on EMD and VMD is
0.3906 Hz, which corresponds to 17.58 times per minute. The heartbeat frequency
based on EMD and VMD is 1.001 Hz which is equivalent to 60 times per minute.
So, we can find that the precision of respiratory is very high and the error
is less than one time per minute. The error of heartbeat is less than five times.
However, from Fig. 4b, the detection based on the EMD algorithm appears modal
aliasing. The respiratory motion is obvious, but the heartbeat motion is hidden
in the noise. Analyzing Fig. 4c, d, the heartbeat motion is successfully separated
from the respiratory motion. Comparing Fig. 5a with Fig. 5b, the EMD-based
Hilbert spectra present modal aliasing, while the Hilbert spectra based on the
VMD algorithm do not appear. This demonstrates the superiority of the VMD
algorithm again.
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(a) Hilbert Spectrum Based on EMD

(b) Hilbert Spectrum Based on VMD

Fig. 5. Time–frequency information
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4 Conclusion

In this paper, the respiratory and the heartbeat motions are detected clearly via
the UWB radar sensor. The accuracy is very high, so the detection based on the
UWB radar sensor is reliable. The detection system contains PulseOn 440 and
broadband planar quasi-Yagi antennas and other equipments. The use of broad-
band planar quasi-Yagi antennas can reduce the echo signals’ coupling noise
effectively. Heartbeat signals based on the VMD algorithm can be successfully
separated from respiratory signals and other harmonics. Hilbert spectra based
on two algorithms show the time–frequency information of vital signs detected
by the UWB radar sensor.

The non-contact detection of vital signs via a UWB radar sensor is verified in
this paper. As future work, vital signs in different motion states can be detected
by the UWB radar sensor. Due to the superiority of the UWB radar signal,
detection for multiple human bodies can be conducted in the future.
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Abstract. Intra-pulse modulation recognition is one of the radar recon-
naissance key technologies; it is especially a hot point of recent research-
ing under low SNR. This thesis propounds a novel way for radar intra-
pulse modulation characteristic recognition based on machine learning
means of extreme learning machine (ELM), which is widely applied in
the region of pattern recognition. As a novel learning framework, the
ELM attracts increasing draws in the regions of large-scale computing,
high-velocity signal processing, and artificial intelligence. The aim of the
ELM is to break the barriers down between the biological learning mech-
anism and conventional artificial learning techniques and represent a
suite of machine learning methods in which hidden neurons need not to
be tuned. This algorithm has a trend to provide perfect generalization
performance at staggering learning rate. This article focuses on the high
frequency (HF) channel environment and Wavelet transform algorithm
with the lower computational complexity. The simulation results imply
that the ELM could reap a perfectly satisfactory acceptance performance
and therefore supplies a substantial ground structure for dealing with
intra-pulse modulation challenges in inadequate channel conditions.

Keywords: Automatic modulation recognition · Radar signal · HF
channel · Wavelet transform · Machine learning

1 Introduction

The complex intra-pulse radar signal automatic modulation recognition is a
major task for the electronic warfare (EW) receivers in recent decades. Intra-
pulse modulation identification is one of radar reconnaissance key technologies.
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The process primary bottlenecks lie in the computational complexity of the clas-
sifier and the noisy signal conditions. The shortage of a priori knowledge about
interest waveform establishes modem EW receiver design with real-time recog-
nition even more challenging.

For the radar signal automatic modulation recognition, there are two ordinary
categories of algorithms, likelihood-based (LB) and feature-based (FB) algo-
rithms [1], respectively. The LB ways are based on the likelihood function and
construct a decision by comparing the likelihood ratio against a set threshold.
The LB algorithms make the results optimal in a quantity of sense, but suffer for
computational complexity. On the other hand, in the FB algorithms, several fea-
tures are commonly utilized for recognition. When designed decently, it is ordi-
narily simple to be applied with sub-optimal performance. For practical applica-
tions, a lot of positive results have been yielded for the intra-pulse modulation
with several FB schemes. The researchers have made great efforts to discover
new features to improve the performance of FB under poor environments. In [2],
the authors present the means systematically applying the Rihaczek distribution
and Hough transform features to classify the radar signals. In [3], the author did
some research for the AMC of radar signals, exploiting wonderful features based
on Choi–Williams time–frequency distributions and Wigner while the SNR is
more than 6 dB. In [4], the authors deliver a rapid recognition algorithm to rec-
ognize three types of intra-pulse modulation signals, and this algorithm works
comfortably when the SNR is above 0 dB. Lopez-Risueno recommended some
methods to distinguish four kinds of radar signals, and his algorithms play well
around 0 dB for most types of signals [5–7]. In [8], a novel method based on
first-order and second-order phase contrast was evolved for intra-pulse modula-
tion recognition; this method need not disclose the phase ambiguity and can get
good result around 6 dB. In [9], the author used the spectrogram time–frequency
to estimate the instantaneous frequency, and abstracted some characteristic fea-
tures to separate amplitude shift-keying, FSK and PSK signals around 2 dB.
However, how to classify the classical radar signals under negative SNR and
decreasing the computational complexity are still challenging problems.

Pattern recognition and machine learning have drawn a lot of researchers’
attention. From [10], we can get their geneses in engineering which can be viewed
as the same field’s two aspects, while machine learning originated from computer
science. They all have also suffered considerable evolution during the past ten
years. Extreme learning machine (ELM), as a novel learning framework, draws
increasing attractions in the regions of large-scale computing, high-velocity signal
processing, artificial intelligence, etc.. The aim of ELM is to break the barriers
down between the biological learning mechanism and traditional artificial learn-
ing techniques and represents a suite of machine learning techniques in which
hidden neurons need not to be tuned. Algorithms about ELM theories suggest
that “random hidden neurons” capture the essence of some brain learning mech-
anisms as well as the intuitive sense that brain learning’s efficiency need not
depend on computing neurons power. Thus, in comparison with support vector
machine and traditional neural networks, ELM provides considerable advantages



Bind Intra-pulse Modulation Recognition based on Machine Learning . . . 719

such as fast learning velocity, comfort of implementation, and minimum human
intervention. Because of its implementation efficiency and remarkable generaliza-
tion performance, ELMs have created tremendous improvements. Following the
reference materials, the ELM has been evidenced an effective and efficient learn-
ing mechanism for regression and pattern classification [11,12]. Distinct from
the existent works, we cover radar signal classification’s challenges in following
parts:

– This thesis adopts the HF channel with Doppler shift and multipath time
delay into the modulation identification. In this model, the negative effect
eroded by the HF channel makes the radar signal modulation recognition more
complex. To tackle the instance, in the classifier selection procedure the ELM,
SAE-ELM algorithms are fortuitously implied to radar signal recognition.

– The ELM algorithms’ advantage lie in the random feature mapping, that is,
generating the bias and input weights randomly to fulfill what the network
require. The ELMs guarantee the real time of the identification system.

– In the feature extraction part, we utilize the wavelet transform to construct
the datasets. All the selected features can ensure the differences among all
the signals.

The rest of the paper is organized as follows: Section 2 defines the system model
and the Watterson channel model. Section 3 presented the proposed modulation
identification algorithm, and Sect. 4 concentrates on the recognition simulation
results. Finally, conclusions and perspectives of the research work are presented
in Sect. 5.

2 System Model and Preliminaries

In this section, the signal model is defined; this paper introduced four types of
the radar signals: linear frequency modulation (LFM), nonlinear frequency mod-
ulation (NLFM), two-phase/four-phase coded (BPSK/QPSK), and frequency
encoding (2FSK/4FSK). The signal model is introduced below.

2.1 Signal Model

The radar signal model can be portrayed using the following equation:

s(t) = a(t) exp{j[2πf0t + ϕ(t) + φ0]} (1)

For which the ϕ(t) stands for the coding function, f0 is the carrier frequency,
φ0 is a constant phase, and a(t) is the envelope of the pulse defined by:

a(t) = Arect(t/T ) (2)

where A is the pulse magnitude, T is the pulse span, and the function rect(t/T )
is defined to be:

rect(t/T ) =
{
1 t � T0 otherwise (3)

we can change the ϕ(t) to form the different modulation type.
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3 Proposed Modulation Identification Algorithms

The Watterson channel makes the signal corrupting their properties and leads
to negative simulation results. Our intentions are to abstract the radar signal
modulation type via the pattern recognition and machine learning. The machine
learning part should acquire the signal attributes intelligently and separate the
signal in real time.

3.1 Features Extraction

The fundamental features for modulation classification in pattern recognition
method should be elected. These features ought to own robust properties of
sensitive with the signal kinds and insensitive with SNR variations [13]. The
continuous wavelet transform (CWT) of a signal x(t) is defined as:

WTf (a, b)= |a|−1/2

∫ +∞

−∞
f(t)ψ∗(

t − b

a
)dt =

∫ +∞

−∞
f(t)ψ∗

a,b(t)dt = 〈f(t), ψa,b(t)〉
(4)

where 〈f(t), ψa,b(t)〉 stands for dot product. ψ(t) is the mother wavelet.

3.2 The Machine Learning algorithm

In [14,15], our previous research has present the machine learning algorithm.
In this part, this section attempts to summarize the key issues for the ELM
and SAE-ELM process. Overall, signal recognition based on ELM involves the
following stages

– Step1: Given a training set{X,Y} = {xi,yi}Ni=1 , activation function g(x)
and hidden node number Ñ .

– Step2: Randomly assign input weight wi and bias bi, i = 1, . . . , N .
– Step3: Calculate the hidden layer output matrix H.
– Step4: Calculate the output weight β = HTT. Where T = [t1, . . . , tN ]T .
– Step5: Test the performance of ELM.

In conclusion, signal recognition based on SAE-ELM consists of the following
steps:
Step1. Initialization

A set of NP vectors where each one includes all the network hidden node
parameters are initialized as the populations of the first generation.

θk,G = [wT
1,(k,G), . . . ,w

T
L,(k,G), b1,(k,G), . . . , bL,(k,G)] (5)

where wj and bj (j = 1, . . . L) are randomly generated, G represents the itera-
tions generation and k = 1, 2, . . . , NP.
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Step2. Calculations of output weights and RMSE
Figure the network output weight matrix and root mean square error (RMSE)
in regard to each population vector with the following equations, respectively.

βk,G = H†
k,GT (6)

RMSEk,G =

√∑N
i=1 ‖ ∑L

j=1 βjg(wj,(k,G), bj,(k,G), xi) − ti ‖
m × N

(7)

where Hk,G is demonstrated in Eq. 8, and H†
k,G is the MP generalized inverse of

Hk,G.

Hk,G =

⎛

⎜
⎝

w1,(k,G), b1,(k,G), x1 . . . wL,(k,G), bL,(k,G), x1

...
. . .

...
w1,(k,G), b1,(k,G), xN . . . wL,(k,G), bL,(k,G), xN

⎞

⎟
⎠ (8)

θk,G+1 =

⎡

⎢
⎢
⎣

uk,G+1ifRMSEθk,G
− RMSEuk,G+1 > εRMSEθk,G

uk,G+1if |RMSEθk,G
− RMSEuk,G+1 | < εRMSEθk,G

and ‖ βuk,G+1
‖<‖ βθk,G

‖
θk,G else.

(9)

In the first generation, the population vector with the nicest RMSE is stored as
θRMSandbest,1 Eθbest,1 .
Step3. Mutation and Crossover
Similar to the [16], for each objective vector in the prevailing generation, the
trial vector generation strategy is selected from a candidate pool that is created
by a number of strategies according to possibility.
Step4. Evaluation
All the trial vectors uk,G+1 produced at the G + 1th generation are measured
employing Eq. 9 where ε is the preset little certain tolerance rate. Steps 3 and 4
are restated till the preset aim is gotten or the maximal learning iterations are
finished.

4 Performance Result and Discussion

The proposed algorithm was verified and validated for the radar digital modu-
lation schemes. In our simulations, we consider the following configurations: (1)
In the signal choice, we choose the mixed signals: LFM, NLFM, BPSK/QPSK,
2FSK/4FSK. (2) Radar signals transmit though channel with the SNR differs
from −10 to 10 dB stepped by 2 dB in interval. (3) The symbol rate was 200 bps,
sampling frequency is 1000 Hz. (4) For the Frequency encoding signal, we set the
starting frequency to 200 Hz, maximum frequency interval is 50 Hz, the biggest
change bandwidth is 100 Hz. (5) Watterson channel maximum Doppler frequency
is 10 Hz, the multipath parameters was set to 2, the time delay was set to 0.001 s.
(6) A total of 800 groups of signals of radar modulation scheme are generated;
each dataset is separated into two no overlapped datasets: the training and the
validation datasets.
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4.1 Performance Results of Wavelet transform

Figures 1, 2, 3, 4, 5, and 6 show the characteristics of radar signal features. From
the cD1, cD2, cD3, cD4, cD5, cA5, we can draw some conclusions. For any SNR,
the six signal characteristics can reflect the differences perfectly, even if in some
features, the distinction was not obvious, we can get good results with other
feature help.

Fig. 1. cD1

4.2 Blind Classification Performance for the Mixed Signals in the
Watterson Channel

For the mixed signal, we reveal the performance results of identification prob-
ability for the radar system; we produce signal feature sets to be prepared for
the experimentation. Then randomly chose 800 groups of features to train ELMs
neural network to obtain the parameters which are necessary for the subsequent
testing. In the testing procedure, we randomly pick 800 groups. The system,
however, does not realize which kind they belong to. We keep the right results
to establish a comparison with the testing ones to acquire the precision rate. Fig-
ures 7 and 8 illustrate the results of SAE-ELM and the ELM. From the Figs. 7
and 8, we can gain the following conclusions: (1) For the mixed modulation recog-
nition in the Watterson channel. The ELM and SAE-ELM algorithms present
a good result, take the ELM as a example, and when the SNR is −10dB, the
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Fig. 2. cD2

Fig. 3. cD3
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Fig. 4. cD4

Fig. 5. cD5
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Fig. 6. cA5

Fig. 7. Blind identification probability with ELM
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Fig. 8. Blind identification probability with SAE-ELM

probability of the system identification reaches more than 86%; when the SNR
is 4dB, the probability of identification will reach their upper bound, more than
93%. As a whole, the ELM method, applied to the Watterson channel system
identification, obtains an acceptable result, but not perfectly. (2) The contrast
of the SAE-ELM and the ELM in a similar way has visually been emerged.
From the numeric consequences, the established SAE-ELM model is relatively
effective for blind modulation recognition. Utilizing the SAE-ELM algorithms,
identification probability is superior to the ELM apparently, specially under the
low SNR.

4.3 The Delay Effect for the Radar Signals in the Watterson
Channel

Figures 7 and 8 have verified that ELM algorithms are an effective method for
signal recognition and the derivative SA-ELM can resolve the puzzle for low SNR
case. This section introduces the distinction while we alter the delay parame-
ter. In this simulation, we determine the SNR = 0dB adjust the time delay to
[0.01,0.03,0.05,0.08,0.10]; in this method, select the ELM algorithm as the clas-
sifiers. The performance is pointed out in the Fig. 9. From the results, we can
well arrive at the conclusion that when the delay time grows, the right classifi-
cation probability declines. When the delay time was 0.01 s, the probability of
the correct classification reaches 93.9%; this upper bound limitation is serious
in the SNR = 0, and the identification performance will not transcend the upper
bound; it was as a result of effect caused by the Doppler shifts and noise.
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Fig. 9. Blind identification probability versus delay time in the SNR=0

Fig. 10. Blind identification probability versus Doppler shifts in the SNR=0

4.4 The Doppler Effect for the Radar Signals in the Watterson
Channel

From the Fig. 9, we have gotten some conclusions that the delay time will worsen
the classification performance. This thesis ought to be devoted to Doppler shifts.
In this simulation, we lay the SNR = 0 dB and adjusted the Doppler shifts to
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[5,10,15,20,25] Hz. When the Doppler shift is 5 Hz, we can obtain some excellent
results. From Fig. 10, with Doppler shifts’ growth, ELM algorithm has turned
to be progressively inefficient. When the Doppler shift is 25 Hz, the right clas-
sification’s probability is over 90%. From the results, we can easily reach the
conclusion that the Doppler shifts have a negative impact on the radar signal
identification, with the rise of the Doppler shifts. Across the board, the ELMs
supply joint robustness against the Doppler shifts.

5 Conclusions

At present, signal classification, particularly the complex radar signals, has
become the most important bottleneck of signal processing in electronic recon-
naissance. Extracting the signal’s intra-pulse features is an effective approach
to solve and sort the complex radar’s problem signals’ recognition. In this the-
sis, recognition and sorting of intra-pulse modulation signals based on WT is
researched. We make use of pattern recognition and machine learning for the
radar modulation identification. The ELM and SAE-ELM algorithms outper-
form in all investigated scenarios with a lower computational complexity and
faster convergence with no iterative tuning. The suggested algorithms are exam-
ined through Watterson channels, and they illustrate a extremely impressive
capability of identifying different radar modulation schemes with admirable pre-
cision.
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Abstract. Transmitting beampattern synthesis is of great importance in colo-
cated MIMO radar since the system demands a flexible power transmitting.
However, most research focuses on the optimization of transmitting waveform
covariance matrix and the design of transmitting waveform with the requirement
of arbitrary waveform generators. In this paper, a transmitting beampattern
synthesis method based on pulse-to-pulse coding is proposed. The waveform
diversity is obtained in Doppler domain since each transmitting signal is
modulated to a different Doppler frequency. Then by selecting the additional
phase properly, the transmitting beampattern is synthesized to emit power to
specific region. This proposed method could reduce the cost of system hardware
since all transmitting signals are identical except the phase. Comparing to
conventional transmitting beampattern synthesis method, the system complexity
and computation complexity are reduced. Simulation results verify the efficiency
of our proposed method.

Keywords: Beampattern synthesis � Colocated MIMO Radar � Pulse-to-pulse
coding

1 Introduction

Multiple-input and multiple-output (MIMO) radar emits orthogonal waveform via its
transmitting array and receives target echoes via its receiving array simultaneously,
thus improving the performance of target detection and parameter estimation. Basi-
cally, there are two categories of MIMO radar system judging by the configuration of
system array, the former is separated MIMO radar system [1] and the latter is colocated
MIMO radar system [2].

In MIMO radar system, the first problem is to generate orthogonal transmitting
waveform. Existing waveform design methods can be classified as two types, intra-
pulse coding [3] and pulse-to-pulse coding [4]. The second problem is to synthesize the
transmitting beampattern to emit power into specific regions [5, 6]. These two problems
are coupled since the waveform covariance matrix R determines the transmitting
beampattern directly. Thus the problem can be summarized as a two-step constrained
optimization. The first step is to synthesize a waveform covariance matrix to achieve
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the desired beampattern and the second step is to design the transmitting waveform
corresponding to the covariance matrix. Meanwhile, as a covariance matrix, the first
constraint is this matrix R should be positive semidefinite. And the second constraint is
all diagonal elements should be equal so that multiple radio frequency amplifiers can
work at its best efficiency.

Notice that most research in waveform design is implemented in the intra-pulse, or
fast-time domain. With all these strict constraints satisfied, the system requires multiple
arbitrary waveform generators and digital receivers, which is unacceptable in some
cases. To achieve waveform diversity with lower complexity, a MIMO radar imple-
mentation based on pulse-to-pulse, or slow-time coding, is introduced in [7]. The
orthogonality of transmitting waveform is obtained in slow-time domain by a series of
additional phase on each transmitting antenna. Since all transmitting waveforms share
the same signal envelope, the constraints above are obviously satisfied.

In this paper, we focus on the design of colocated MIMO radar system based on
pulse-to-pulse coding and its angle estimation performance. We propose a method to
achieve the desired transmitting beampattern by selecting proper additional phase and
the waveform diversity is obtained by several band-pass filters in slow-time domain,
i.e., Doppler domain. Furthermore, the angle estimation performance is analyzed. This
slow-time MIMO radar system surpasses the conventional MIMO radar system with
lower system complexity and flexibility in transmitting beampattern synthesis. Simu-
lation results verify the efficiency of proposed method.

The rest of this paper is organized as follows. The signal model of MIMO radar
based on pulse-to-pulse coding is given in Sect. 2. The transmitting beampattern
synthesis method is proposed in Sect. 3. In Sect. 4, several simulations are demon-
strated to evaluate the proposed method. And finally, Sect. 5 concludes this paper.

2 Signal Model

Consider a colocated MIMO radar system with L transmitters spacing at dt and N
receivers spacing at dr. The carrier frequency is f0. Assume that there are M pulses
during coherent integration, and each antenna transmits the same LFM signal upðtÞ with
an additional phase ulm; l ¼ 1; 2; . . .; L andm ¼ 1; 2; . . .;M, as shown in Fig. 1.

The whole phase matrix is denoted by U, where

U ¼
u11 u12 � � � u1M
u21 u22 � � � u2M

..

. ..
. . .

. ..
.

uL1 uL2 � � � uLM

0
BBB@

1
CCCA ð1Þ

The pulse recurrence time (PRT) is represented by Tr, and w ¼ ½wt1;wt2; . . .;wtL�T
denotes the transmitting antenna weight vector, where ð�ÞT is the transpose operator.

Consider a far-field direct-path scatterer located at ht with Doppler shift ft, so the
signal received at this target SðtÞ at time t is given by
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SðtÞ ¼
XL
l¼1

wtle�jð2p=kÞldt sin ht
XM
m¼1

upðt � ðm� 1ÞTrÞej2pðf0tþulmÞ ð2Þ

and the received echo of this target at the nth receiver and slow-time m is given by
Xtf gnm ¼ cte

jð2p=kÞndr sin htej2pftmTrSðtÞ, where ct represents the target radar cross-section
(RCS) and k denotes the working wavelength.

After carrier demodulation and pulse compression, the XXX matrix is vectorized as
represented by

vec Xtð Þ ¼ cta htð Þ �
XL
l¼1

v ll þ ftð ÞTrð Þ� wtlbl htð Þð Þ ð3Þ

where

a htð Þ ¼ 1; e�j2pk dr sin ht ; . . .; e�j2pk ðN�1Þdr sin ht
h iT

b htð Þ ¼ 1; e�j2pk dt sin ht ; . . .; e�j2pk ðL�1Þdt sin ht
h iT

v ftTrð Þ ¼ 1; ej2pftTr ; . . .; ej2pðM�1ÞftTr
h iT

ð4Þ

and bl htð Þ means the lth element of b htð Þ. Here we assume that the additional phase
satisfies ulm ¼ llmTr, and � denotes Kronecker product.

Obviously, v ll þ ftð ÞTð Þ indicates the process of frequency spectrum shifting
corresponding to each transmitting antenna in Doppler domain. If ll is chosen properly,
then transmitting waveform diversity can be achieved by a series of band-pass filters in
Doppler domain. Moreover, these slow-time modulations shift every L pulse to dif-
ferent Doppler domain. To simplify the process, we assume that M=L is an integer, so
that each Doppler domain shares the same amount of MIMO channels. So after the

Fig. 1. Transmitting waveform with pulse-to-pulse coding (left) and receiving data cube after
waveform diversity (right).
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Doppler domain filtering, M columns’ echoes on each receiver are broken into a
M=L� L matrix, corresponding to L transmitters.

This is the operation of waveform diversity based on pulse-to-pulse coding. And
the steer vector now is denoted by X ¼ a htð Þ � v ftTrð Þ � w� b htð Þð Þ, where
v ftTrð Þ ¼ ½1; ej2pftTr ; . . .; ej2pðM=L�1ÞftTr �T, and � denotes Hadamard product.

Notice that the Doppler domain is L times smaller than conventional MIMO radar,
which implies that the performance of target velocity estimation is degraded. The
design of ll will determine the Doppler shift for each transmitter directly. Meanwhile,
this additional phase modulated on the transmitting array can cause a periodic influence
on the transmitting beampattern. In the following section, we will discuss the problem
of designing ll considering waveform diversity and beampattern synthesis.

3 Pulse-to-Pulse Coding Method for Colocated MIMO Radar

Notice that the design of ll leads to a Doppler shift for each transmitter with period of L
pulse. Consider the transmitting signal at mth pulse, m ¼ 1; 2; . . .; L, then we can
rewrite (2) as

SmðtÞ ¼
XL
l¼1

wtle�jð2p=kÞldt sin ht up t � m� 1ð ÞTrð Þej2pðf0tþulmÞ

¼
XL
l¼1

wtle�jð2p=kÞldt sin htej2pulmup t � m� 1ð ÞTrð Þej2pf0t
ð5Þ

or equivalently SmðtÞ ¼ ðw� bðhtÞÞTUðtÞ,where

bðhtÞ ¼ ½ej2pu1m ;e�j2pk dt sin ht ej2pu2m ;. . .;e�j2pk ðL�1Þdt sin ht ej2puLm �T ð6Þ

Assume that ll ¼ lfshift and put it into (6), we get bðhtÞ ¼ bðhtÞ � b�ðhshiftÞ,where
sin hshift ¼ mTrfshift kdt, and ð�Þ� means conjugate operator. This implies there is a
transmitting beam pointing shift related to the pulse number m and Doppler shift value
fshift. The beam pointing offset is determined by fshift and the beam point shift period is
determined by m. In real system, the Doppler frequency ranges from �1=2Tr to 1=2Tr,
and the process of frequency spectrum shifting in Doppler domain starts from the center
of Doppler domain, i.e., the zero Doppler frequency.

So clearly this is a two-way modulation, to avoid misunderstanding, it is necessary
to declare a new parameter m0 ¼ m� L=2,

sin hshift ¼ m0Trfshift
k
dt
; m0 ¼ �L=2þ 1;�L=2þ 2; . . .; L=2 ð7Þ

For an uniform linear array (ULA) spacing at half the wavelength,
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sin hshift ¼ 2m0Trfshift ð8Þ

Furthermore, we have

fshift 	min
1

2m0Tr

� �
¼ 1

LTr
ð9Þ

when the equation in (9) is satisfied, the whole Doppler domain with Doppler fre-
quency ranging from �1=2Tr to 1=2Tr is uniformly divided into L subset with its
frequency ranging from �1=2LTr to 1=2LTr, thus MIMO transmitting waveform
diversity can be obtained by a series of band-pass filters in Doppler domain, as shown
in Fig. 1.

Without losing generality, make fshift ¼ 1
�
~LTr thus sin hshift ¼ 2m0

~L
and ~L
 L. This

equation indicates all the transmitting beam pointings for a colocated MIMO radar based
on pulse-to-pulse coding. Apparently, the smaller fshift is, the more beam pointing exists.
And it is possible to select specific beam pointing when the beam pointing is redundancy
due to the design of fshift. Although this could sacrifice the scope of measuring velocity,
when it comes to the problem of slow speed target detection, this disadvantage is
acceptable, not to mention the ability of synthesizing transmitting beampattern precisely.

4 Simulation Result

In our simulations, we assume a colocated MIMO radar system with 4 transmitters and
8 receivers. Table 1 summarizes the parameters used in this section.

4.1 Doppler Shifting and Waveform Diversity

In simulation 1, let the spacing of transmitting array and receiving array be half the
working wavelength, and ~L ¼ 8. The frequency spectrum shifting should appear in 4
different Doppler frequencies, thus creating four peaks in the range-Doppler plane of
every receiver. All peaks share the same range bin but different Doppler bin due to the
Doppler shifting. Figure 2a gives the profile of receiver result with 160 pulses after
carrier demodulation, pulse compressive and coherent integration. And in Fig. 2b, the
Doppler slice of this single scatterer is denoted by blue line, we also provide the cutoff
frequency corresponding to all band-pass filters with red line. To obtain waveform

Table 1. Simulation system parameters.

Parameter Value

Transmitter number L ¼ 4
Receiver number N ¼ 8
Pulse number M ¼ 160
PRT Tr = 42 ls
Carrier frequency S band
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diversity, just utilize these band-pass filters after signal processing for every receiver.
One of the waveform diversity results is demonstrated in Fig. 2c, which represents the
result of first transmitter and first receiver. The measurement of target velocity and
range are 9.02 m/s and 3002 m, respectively.

From Fig. 2a, c, we must notice that the valid scope of velocity measurement is
reduced for about 4 times after the process of Doppler filtering. However, this disad-
vantage can be ignored since the radar system is designed for low-speed target
detection.

4.2 Transmitting Beampattern Synthesis

In simulation 2, we first discuss the transmitting beam pointing shift problem and the
array configuration is exactly the same as simulation 1. From Fig. 3a, b, notice that 4
transmitting beampatterns appear every 4 pulses periodically, and each beampattern
corresponds to one particular Doppler frequency shifting which can be found in Fig. 2.
The sin value of ideal beam pointing shift should be �0:5 and �1. In Fig. 3a, the
existing beam pointing is clearly �30 �, 0 �, and 90 �. The sidelobe level of overlapping
region is about −3.7 dB, thus the transmitting beampattern can be regarded as a wide
beam with equal gain at slow-time domain.

Then we increase the spacing of transmitter to 2 times the working wavelength.
Obviously grating lobes will be created, but a denser transmitting beampattern is
obtained, as presented in Fig. 3c, d. This leads to the elaborate beampattern synthesis.
Notice that although grating lobes are created in transmitting beampattern, the overall
beampattern is free from angle ambiguity with the corresponding virtual array being a
full-array uniform linear array.

As mentioned before, to obtain enough beam pointing, the value of Doppler
shifting fshift should be small. In Fig. 3e, this value is decreased four times as before.
And four particular beam pointings are selected to generate special transmitting
beampattern. If the location of noncorrelation target is prior known, we can synthesize
the transmitting beampattern to reduce the power emits to this region, thus improving
the system performance. Figure 3f utilizes a −20 dB Chebyshev taper window to
control the sidelobe.

(a) (b) (c)
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Fig. 2. Doppler shifting and waveform diversity result. a Profile of range-Doppler result.
b Doppler slice of single target. c Profile of range-Doppler result after filtering.
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5 Summary

In this paper, a colocated MIMO radar transmitting beampattern synthesis method
based on pulse-to-pulse coding is proposed. By utilizing an additional phase on each
pulse, the transmitting antennas can work at different Doppler frequencies so that
waveform diversity is obtained. This could reduce the cost of system hardware since
there is no need to apply arbitrary waveform generators. Furthermore, by designing this
phase matrix at slow-time domain, the transmitting beampattern can be synthesized to
emit power to specific region, thus enhance the system performance. The only disad-
vantage of this proposed method is the scope of velocity loss, which is acceptable when
it comes to the slow speed target detection. Simulation results verify the efficiency of
our proposed method.
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Abstract. In this paper, an effective approach of ship target recognition is
proposed. This method based on the theory of transfer learning aims at using
labeled ships with different imaging angles and different resolutions to help
identifying unlabeled ships in a fixed angle. Since training ship samples and test
ship samples are imaging in different angles, they obey different distributions.
However, in traditional machine learning method, training data and test data
obey the same distribution. In order to solve this problem, we proposed a
method called mapped subspace alignment (MSA) which is different from other
domain adaptation methods. While maximizing the difference between different
categories, it first uses Isometric Feature Mapping (Isomap) to generate subspace
and uses objective functions to spatial alignment and probabilistic adaptation.
This paper focuses on the identification of three types of ships which are
destroyers, cruisers, and aircraft carriers basing on MSA. The experimental
results show that this method is better than several state-of-the-art methods.
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1 Introduction

Ships, as important transportation carriers and military targets at sea, have an important
significance for recognition. With the increase of the number of satellites, the amount
of data based on optical satellite remote sensing images for ship target recognition is
increasing. However, the acquisition time, weather conditions, imaging angles and
image spatial resolution of the ships in the optical image are usually different. Although
the quantity of ship images has increased with the development of the world, the data
with labeled is scarce. What’s more, labeling data is time-consuming. Therefore, it is
necessary to study how to automatically identify the ship target-based few labeled data.

There are many methods of ship recognition. Zhu et al. [10] extracted shape and
texture features and classified them using support vector machines. Du et al. [2] used
the Hull moments and ART coefficients to extract eigenvalues for the regional shape of
the ship targets, classified by KNN. There are also some methods using deep learning.
For example, Tang et al. [1] combined compression domain with the deep neural
network to classify. Gong et al. [4] used wavelet coefficients extracted from com-
pression techniques and deep neural networks.
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However, traditional machine learning methods assume the training data and the
test data under the same distribution, but the distribution is always different in the real
world. This paper focuses on the identification of three kinds of ships at different
imaging angles and resolutions. We propose a novel method called mapped subspace
alignment (MSA), which firstly maps the source and target domains to the subspace
using the Isometric Feature Mapping (Isomap) [8]. Then, we align the source and target
domains in the subspace and maintain the differences between different categories in
the target domain and the source domain at the same time. There are two main dif-
ferences between the proposed method and others: (i) MSA first uses the Isomap
method to map the source and the target domain data to the corresponding subspace
and then aligns the spatial distribution to achieve a better recognition effect. (ii) The
variances of the samples in the source and target domains are kept to a maximum, and
the alignment is implemented by using probability distribution adaptation. Experi-
mental results show that the method proposed in this paper is superior to the state-of-
the-art methods.

2 Related Work

At present, domain adaptation methods can be divided into two categories. One is to
perform probability distribution adaptation. For example, Pan et al. [7] proposed
transfer component analysis (TCA) which matched marginal distributions in the source
and target domains. Long et al. developed [6] joint distribution adaptation (JDA),
which adapted both marginal and conditional data distributions. Another approach is to
map the source and target domains to a low-lattice subspace and then find the trans-
formation matrix for spatial alignment. For example, geodesic methods [5] find a path
along the subspace manifold. In subspace alignment [3, 9], the subspaces can be
aligned by computing the linear map that minimizes the Frobenius norm of the dif-
ference between them.

3 Mapped Subspace Alignment Method

MSA maps the source and target domains to the subspace by Isomap and aligns two
domains in the subspace. It maintains the distinguishability of different kinds of ships,
so that the same kind of target in the mapped space is more similar.

Supposing the labeled source domain data is Xs 2 R
D�ns , the unlabeled target

domain data is denoted as Xt 2 R
D�nt , where D is the dimension of features, and ns and

nt are the numbers of ship samples in the source and target domains, respectively.
Because the source and target domains are ships under different angles, they have
different distributions. PsðXsÞ and PtðXtÞ are distributions of the source domain and the
target domain, respectively. Then, the source domain is fðxi; yiÞgnsi¼1, xi 2 R

D and
the target domain data is fðxjÞgntj¼1, xj 2 R

D. We want to learn the labels of ships in the
target domain by using the data in the source domain.
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3.1 Feature Subspace Generation

After extracting the HOG feature which is robust to the effects of variations of ships,
the Isomap method is used to generate the feature subspace. Isomap is a kind of
manifold learning which is often used to identify faces with different angles. In order to
achieve a better recognition effect, firstly we use Isomap to get the feature subspaces of
the source and target domains. There are four main steps. Firstly, construct neigh-
borhood maps. Secondly, calculate the shortest path. Thirdly, calculate d-dimensional
embedding. In this paper, the HOG features in the source and target domains are
mapped to the d-dimensional subspace, respectively, using the Isomap method, and
then subspace alignment is performed.

3.2 Feature Subspace Alignment

In order to keep the category distinguishability maximum, we should keep the distance
between class maximum in the source domain and variance maximum in the target
domain which has no labels. Hence, the distance between classes and the variance
maximization can be achieved as follows.

L ¼ max
Ts

TrðTT
s SbTsÞþ max

Tt

TrðTT
t StTtÞ ð1Þ

where Ts and Tt are projection matrixes, Sb ¼
PC

c¼1 n
ðcÞ
s ðuðcÞs � �usÞðuðcÞs � �usÞT is the

between-class scatter matrix of the source domain data, St ¼ XtMtXT
t is the target

domain scatter matrix, uðcÞs ¼ 1
nðcÞs

PnðcÞs
i¼1 x

ðcÞ
i , �uðcÞs ¼ 1

ns

Pns
i¼1 xi, n

ðcÞ
s is the number of the

source samples in class, and Mt ¼ It � 1
nt
1t1Tt is the centering matrix.

MMD distance has been a popular method that is used in many transfer learning
approaches [6, 7]. Because the target domain has no labels, we use the class conditional
distribution PtðXT jytÞ to approximate PtðytjXTÞ [6]. And we minimize the joint
probability between domains.

DðXs;XtÞ ¼ min
Ts;Tt

XC
c¼0

1

nðcÞs

X
xi2XðcÞ

s

TT
s xi�

1

nðcÞt

X
xj2XðcÞ

t

TT
t xj

������
������
2

F

ð2Þ

By mathematical principles of matrix and regularization, Eq. (2) can be formalized
as follows.

DðXs;XtÞ¼min
Ts;Tt

Tr TT
s TT

t

� � Ks Kst

Kts Kt

� �
Ts

Tt

� �� �
ð3Þ
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where

Ks ¼ Xs Ms þ
XC
c¼1

MðcÞ
s

 !
XT

s ; Ms ¼ 1
n2s

1s1Ts ; MðcÞ
s

	 

ij
¼

1

nðcÞsð Þ2 xi; xj 2 XðcÞ
s

0 otherwise

(

Kt ¼ Xt Mt þ
XC
c¼1

MðcÞ
t

 !
XT
t ; Mt ¼ 1

n2t
1t1Tt ; MðcÞ

t

	 

ij
¼

1
ðnðcÞt Þ2 xi; xj 2 XðcÞ

t

0 otherwise

(

Kst ¼ Xs Mst þ
XC
c¼1

MðcÞ
st

 !
XT

t ; Mst ¼ � 1
nsnt

1s1Tt ; MðcÞ
st

	 

ij
¼ � 1

nðcÞs nðcÞt

xi 2 XðcÞ
s ; xj 2 XðcÞ

t

0 otherwise

(

Kts ¼ Xs Mts þ
XC
c¼1

MðcÞ
ts

 !
XT

t ; Mts ¼ � 1
nsnt

1t1Ts ; MðcÞ
ts

	 

ij
¼ � 1

nðcÞs nðcÞt

xj 2 XðcÞ
s ; xi 2 XðcÞ

t

0 otherwise

(

Therefore, we use different mapping matrices to maximize the difference between
different categories and use joint probabilistic adaptation to perform edge and condi-
tional probabilistic adaptations. At the same time, we use the F norm to make the
mapped space as similar as possible. It can be expressed as follows.

DðTs;TtÞ ¼ min
Ts;Tt

TT
s � TT

t

�� ��2
F ð4Þ

Our objective function is to maximize the following formula:

F ¼ maxL= D Xs;Xtð ÞþD Ts;Ttð Þð Þ ð5Þ

Our goal is to find a mapping matrix that meets the requirements.

F ¼ max
Ts;Tt

Tr TT
s TT

t

� � Sb 0
0 Kt

� �
Ts

Tt

� �� �
=Tr TT

s TT
t

� � Ks Kst

Kts Kt

� �
Ts

Tt

� �� �
ð6Þ

where I 2 Rd�d is the identity matrix. To optimize (5), we rewrite Ts Tt½ � as T . By
mathematical principles of matrix and regularization, the objective function and cor-
responding constraints can be written as:

max
W

Tr TT Sb 0
0 Kt

� �
T

� �
s:t:Tr TT Ks Kst

Kts Kt

� �
T

� �
¼ 1 ð7Þ

The Lagrange function of (7) is

Z ¼ Tr TT Sb 0
0 Kt

� �
T

� �
þ Tr TT Ks Kst

Kts Kt

� �
T � I

� �
U

� �
ð8Þ

where U ¼ diagðk1; . . .; kkÞ. By setting the derivative @Z
@T ¼ 0, we can get the optimal

transformation matrix T including Ts and Tt can be obtained by solving this equation
and finding its k eigenvectors.
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4 Experiment and Analysis

In this section, we conduct experiments with our state-of-the-art methods and analyze
the results. We compare our approach MSA with six related methods for image clas-
sification. They are 1 nearest neighbor classifier, transfer component analysis (TCA) [7]
+1NN, joint distribution adaptation (JDA) [6] +1NN, geodesic flow kernel (GFK) [5]
+1NN, subspace alignment (SA) [3] +1NN, and our proposed method without
Isomap. In order to explore the role of Isomap, we set up the controlled trial which is
MSA method without Isomap.

The data sources are ships with different angles under different imaging conditions
obtained from Google Maps. There are one hundred destroyers, one hundred cruisers,
and one hundred aircraft carriers with different views (angled offset) and different
resolutions in the source domain. There are forty destroyers, forty cruisers, and forty
aircraft carriers with no angle offset in the target domain. We use the labeled images in
the source domain to identify the unlabeled images in the target domain. Part of images
in data set are shown in Fig. 1. Ships are imaging in a fixed angle in the first line and
have different angles in the second line. It can be seen that there are great differences
between the sample data under different angles.

For all the methods proposed above, some of these methods have parameters which
can be determined through fivefold cross-validation and the best results will be
admitted. In this paper, these methods involve subspace bases k or d. We set k =
d = 100 to take experiments. The iteration number is set to be T = 15. Then, we can get

(b) (c)(a)

Fig. 1. Part of images in data sets. a Aircraft carriers. b Cruisers. c Destroyers
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the results. We use MMD distances and classification accuracy which is calculated as
the ratio of the number of correctly identified samples to the total number of sample
input in the target domain to describe the performance of approaches. The results of all
methods acting on the ship data sets are illustrated in Table 1. For better interpretation,
the results are visualized in Fig. 3.

From Table 1 and Fig. 2, we can observe that MSA achieves much better perfor-
mance than the other six methods on statistical significance. What is more, based on
Table 1, the average classification accuracy of the seven methods is 95, 90, 85.83, 84.1,
81.6, 79.1, and 65%, respectively. First of all, the average classification accuracy of
MSA on the three ships is 95% and the performance improvement is 5% compared to
the method JDA. And JDA performs better than the other methods. So, our method has
the best performance in different views and different resolution problems. Next, the
average classification accuracy of MSA without Isomap is 85%. Compared to MSA,
we can see Isomap plays an important role in the proposed method. Due to the different
angles of the samples, Isomap, the nonlinear dimensionality reduction, can map HOG
features in the source and target domains to a better feature space.

Table 1. Classification accuracy

Classification Cruiser (%) Destroyer (%) Aircraft carrier (%)

MSA 95 92.5 97.5
JDA 90 87.5 92.5
MSA without Isomap 85 82.5 92.5
SA 85 80 87.5
GFK 80 77.5 87.5
TCA 77.5 75 85
1 NN 65 62.5 72.5
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In order to further verify the effectiveness of MSA, we discuss their performance by
MMD distances. It has shown the MMD distance and the accuracy of these methods
with increasing iteration in Fig. 3.

The results are shown in Fig. 3, based on which we can draw the following
observations. Firstly, the distance between source domain and target domain is large
when only using 1NN. Secondly, the transfer learning approaches can reduce the MMD
distance. And the MMD distance of MSA is obviously smaller than JDA and the other
methods, since MSA that we proposed achieves the best performance for cross-domain
problems.

5 Conclusion

In this paper, we proposed an MSA approach for transfer learning problem. MSA not
only aligns the space between source domain and target domain but also minimizes the
marginal and conditional distribution discrepancy. At the same time, the differences
between categories are maintained to achieve better classification results. Thus, it can
significantly improve the accuracy of cross-domain target recognition problems.
Extensive experiments demonstrate that MSA is effective in cross-domain problems
and performs better than the state-of-the-art adaptation methods. In the future, we will
continue to explore cross-domain identification issues, for example, transfer knowledge
from images of different sources, such as SAR images and hyperspectral images.
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Abstract. Through wall human detection based on ultra-wideband
(UWB) radar is a challenging task due to the complex environment. In this
case, it is not enough for the research sample that is only with high cost. In this
paper, we propose a novel algorithm named support tensor machines (STMs). It
avoids the overfitting in pattern recognition. We conduct two groups of
experiments on high-dimensional and small-sampling data. The experimental
results prove that our method not only achieves the desired results, but also
saves plenty of computation time.

Keywords: Support tensor machines (STMs) � Through wall human
detection � Alternating projection algorithm � High-dimensional and small-
sampling data

1 Introduction

Through wall human detection has important applications in anti-terrorism, post-
disaster search, rescue and other occasions [1]. In the past decades, many researchers
have been focusing on studying human detection approaches. M. Chia used UWB radar
with the FCC’s mark to acquire the non-invasive sensing of heartbeat and breathing
rate [2]. In [3], the fast Fourier transform (FFT) and S transform are used to detect and
identify the human’s vital signs. In [4], a continuous-wave subsurface radar was uti-
lized to describe the theoretical approach and experiments. M Jelen, EM Biebl pre-
sented a low-cost method by using Doppler radar sensors to solve the issue.
Experimental results showed that the presence of people and the frequency of breathing
and heartbeat can be well detected [5].

However, the training samples with high cost and high-dimensional characteristic
are not enough due to the special conditions. Through wall human detection becomes a
challenging task that might cut down the success ratio for the hostage rescue. To
alleviate the problem, the support tensor machines (STMs) algorithm is proposed for
through wall human detection.

The paper is organized as follows. Section 2 briefly introduces theoretical tensor
knowledge. In Sect. 3, the support tensor machines are presented in detail. Numerical
experimental process and results are described in Sect. 4. Finally, Sect. 5 concludes the
paper.
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2 Theory

2.1 Tensor Theory and Representation

Tensor was first proposed by Woldemar Voigt in the 1790s [6]. Einstein used tensor to
study general relativity. This makes tensor received extensive attention and recognition.
Nowadays, tensor has been widely used in many fields such as physics, engineering,
and computer science. Mathematically, defined a multidimensional array as a tensor,
which is expressed as A 2 RL1�L2�;...;LN . The sequence of the tensor A is N. For
instance, the zero-order tensor is regarded as a scalar, the first-order tensor is consid-
ered as a vector, and the second-order tensor is seen as a matrix in the sense of
isomorphism. This paper briefly reviews the relevant concepts for matrices and tensors
in multilinear algebra.

Definition 2.1 (Tensor Product) The tensor product X � Y of a tensor X 2
RI1�I2�;...;�IN and another tensor Y 2 RI 01�I 02�;...;I 0M is defined by:

ðX � YÞi1;i2;...;iN ;i01;i02;...;i0M ¼ xi1;i2;...;iN yi01i02;...;i0M : ð1Þ

for all values of the indexes.

Definition 2.2 (Inter Product) The inner product of two same-sized tensors X; Y 2
RI1�I2�;...;�IN is presented as the sum of the products of all the same elements:

X; Yih ¼
XL1

I1¼1

. . .
XLN

IN¼1

XI1�I2�;...;IN YI1�I2�;...;IN ð2Þ

Definition 2.3 (Mode-d Product) The Mode-d product is a tensor A 2 RL1�L2�;...;�LN

and a matrix U 2 RLd�L0d operation, defined by

ðA�d UÞl1�l2�;...;ld�1�l0d�ldþ 1�;...;�lN ¼
X

l0d

ðAl1�l2�;...;ld�1�ld�ldþ 1�;...;�lNUl0d�ld Þ ð3Þ

where l1; l2; . . .; lN represent the index of each mode. It is necessary to mention that the
size of tensor A in d-th mode is equal to the size of the matrix U in the second mode.
The mode-d product should be seen as incorporating the message of input matrix and
tensor. In the meantime, as the first mode size of U changes, dimension-reduction and
data filtering should be implemented by the operation. Figure 1 shows a visual illus-
tration of mode 1 product between a matrix and a third-order tensor.
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2.2 Tensor Decomposition

Generally speaking, there are two particular tensor decompositions using on higher-
order extensions of the matrix singular value, which are Tucker decomposition and
CANDECOMP/PARAFAC (CP) decomposition. Herein, the CP decomposition shows
that a tensor can be expressed as the sum of rank-one tensors. And the Tucker
decomposition is an advanced principal component analysis that expresses a tensor as a
core tensor multiplied by a matrix along each pattern. Besides, tensor decompositions
include PARAFAC2, INDSCAL, CANDELINC and so on. The paper introduces the
CP decomposition as a concrete instance.

Given a third-order tensor X 2 RI�J�K , we want to write it as

X �
XR

r¼1

ar � br � cr ð4Þ

Here, R presents a positive integer, and
ar 2 RI ; br 2 RJ ; and cr 2 RK ; for r ¼ 1; . . .;R
Elementwise, (4) is written as

xijk �
PR

r¼1
airbjrckr, for i ¼ 1; . . .; I; j ¼ 1; . . .; J; k ¼ 1; . . .;K

As is illustrated in Fig. 2.

Fig. 1. Visual illustration of the mode-d product.

Fig. 2. CP decomposition of a three-way array
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3 Support Tensor Machine Algorithm

The proposed algorithm for the high-dimensional and small-sampling data issue is
described in [support tensor machine algorithm]. In this paper, we choose second-order
tensor as the instance.

Algorithm Support tensor machine algorithm
Input: Split the training samples T ¼ fðX1; y1Þ; ðX2; y2Þ; . . .; ðXl; ylÞg, where Xi 2

Rn1�n2 is a second-order tensor and the associated with class label
yiðyi 2 f�1gÞ; i ¼ 1; 2; . . .; l.

Output: Testing for the accuracy.

1. Initialized the vector u is the unit row vector. Let b1 ¼ uk k2 and xi ¼ XT
i u.

2. Solve the parameter v:
The solution of v can be solved by the following least squares support vector
machine.

min
v;b;n

1
2
b1 vk k2 þC

Xl

i¼1

ni

s:t: yiðvTxi þ bÞ� 1� ni; ni � 0; i ¼ 1; . . .; l:

3. Solve the parameter u: After obtaining the parameter v, we let b2 ¼ vk k2 and
~xi ¼ Xiv. Then according to formula of the quadratic programming problem getting
the parameter u.

min
u;b;n

1
2
b2 uk k2 þC

Xl

i¼1

ni

s:t: yið u; xih iþ bÞ� 1�ni; ni � 0; i ¼ 1; . . .; l:

4. Alternately iterative calculate the parameter of u and v. Using the formula W ¼ uvT

to obtain the parameter W. This first of all satisfies the following conditions:
ui � ui�1k k	 e; vi � vi�1k k	 e and bi � bi¼1k k	 e iterations stop. Among them, e

is a very small number close to 0. Otherwise, we need to repeat steps 2 and 3.
5. End loop

4 Experimental Process and Results

The section aims at verifying the feasibility and effectiveness of the support tensor
algorithm for human target detection. The unmanned data is regarded as the normal
data. The status of some people after the wall is regarded as abnormal data. All the
samples were normalized and selected certain attribute value. The experiments were
implemented in MATLAB (version 2012a) software on a Windows 7 personal com-
puter (Intel(R) Core(TM) i5-4250U CPU (1.30 GHz), memory 4 GB).
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To evaluate the effectiveness of the proposed method, we compare it with SAE.
Specifically, we performed a similar test in which human target detection for one group
is 50 test samples, and another group is with 110 test samples. Generally, people focus
on the accuracy and the efficiency of human detection. In this paper, the optimal
parameter C is calculated by cross-validation. Besides, the range of parameter C is
{2−6, 2−5, 2−4, 2−3, 2−2, 2−1, 20, 21, 22, 23, 24, 25, 26}. We need to initialize the vector
of u and v. The results are presented in Table 1.

5 Conclusions

In this paper, we have demonstrated the STM algorithm used in through wall human
detection. Numerical experiment shows that it has been widely explored on a variety of
high-dimensional and small-sampling data sets and helps in better detecting human
targets. Compared with SAE algorithm, it can compute using less time.

In the future, we will explore other effective methods to identify human target
through the wall. Not only track the human targets but also can identify human’s
motions more accurately and efficiency.
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Table 1. Experimental results of STM and SAE under the same conditions

The number of
training data

The number of test
data

STM SAE

Positive Negative Positive Negative Accuracy
(%)

Time
(s)

Accuracy
(%)

Time
(s)

40 5 40 10 86 0.12 100 0.82
10 96 0.12 100 0.87
15 98 0.11 100 0.92

100 5 100 10 91.82 0.35 100 3.38
10 96.36 0.36 100 3.50
15 97.27 0.34 100 2.99
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Abstract. To solve the problem of the low recognition rate of the exist-
ing methods at low signal-to-noise ratio (SNR), we propose a novel
method of radar signal waveform recognition. In this method, we extract
the time-frequency images (TFIs) of radar signals through Cohen class
time frequency distribution. Then, we introduce convolutional denoising
autoencoder (CDAE) to denoise and repairs the TFIs. Finally, we build a
convolutional neural network (CNN) to identify the TFIs of radar signals.
Simulation experiment shows that the proposed method can identify 12
kinds of radar signal waveforms, and the overall probability of successful
recognition (PSR) is 95.4% when the SNR is −7 dB.

Keywords: Radar signal recognition · Cohen class time frequency
distribution · Convolutional denoising autoencoder · Convolutional
neural network

1 Introduction

Radar signal waveform recognition has very important significance for electronic
reconnaissance and anti-reconnaissance [1,2]. However, with the advent of LPI
radars, it is very difficult to identify radar signal waveforms using traditional
methods. At present, there are two difficult problems in radar signal waveform
recognition. First, the signal-to-noise ratio (SNR) of the received signal is getting
lower and lower, while the threshold of the SNR of the traditional recognition
method is higher. Second, the waveform of radar signal is more and more diverse,
which requires the method to identify more types of radar signals.

For these reasons, some scholars have proposed some new radar signal wave-
form recognition methods. In [3], the Rihaczek distribution (RD) and the Hough
transform (HT) are used to extract the features of radar signal, including the
ratio of the minimum to the maximum of the HT and the peak number of the
HT of the real part of the RD, to identify radar waveforms. This method can
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recognize linear frequency modulation (LFM), frequency shift keying (FSK),
binary phase shift keying (BPSK) and monopulse (MP) signals. However, this
method requires manually extracting recognition features which are limited and
have poor generalization performance. In order to achieve automatic recognition
of radar signal waveforms and improve recognition performance, some scholars
have introduced deep learning for radar signal waveform recognition. In [4], a
deep neural network model composed of multiple restricted Boltzmann machines
is designed for radar signal recognition. It has good performance for eight kinds
of radar signals (CW, PSK, DPSK, FSK, MP, LFM, and NLFM). In [5], con-
volutional neural network (CNN) is introduced to identify the time-frequency
images (TFIs) of radar signal for radar signal waveform recognition. However,
these methods have unstable performance at lower SNR. Therefore, how to fur-
ther reduce the impact of noise and improve the recognition performance of the
method is a problem that needs to be studied.

In this paper, we propose a novel method of radar signal waveform recogni-
tion. The proposed method introduces the convolutional denoising autoencoder
(CDAE) to denoise and repair the TFI of radar signal, which largely removes
the effects of noise on signal waveform recognition. Therefore, it is easy to build
a CNN to recognize the TFI of radar signal and complete radar signal wave-
form recognition at lower SNR. The method can identify 12 types of radar sig-
nal waveforms, including LFM, sinusoidal frequency modulation (SFM), 2FSK,
4FSK, dual frequency modulation (DLFM), even quadratic frequency modula-
tion (EQFM), multiple linear frequency modulation (MLFM), BPSK, QPSK,
MP and composite modulation (LFM-BPSK, 2FSK-BPSK). Simulation results
show that the proposed method achieves an overall probability of successful
recognition (PSR) of 95.4% when the SNR is −7 dB.

2 Technical Background

2.1 Radar Signal Model

The received radar signal is composed of a modulated signal and noise. Its model
can be written as

s (t) = x (t) + n (t) (1)

where s (t) and x (t) are received signal and modulated signal, respectively. n (t)
is random noise, which is generally assumed to be additive white Gaussian noise.

The modulated signal s (t) is given by

x (t) = Arect (t/T ) exp [−j (2πfct + φ (t) + φ0)] (2)

where A is the amplitude and T is the pulse width. fc and φ0 are the carrier
frequency and the initial phase, respectively. φ (t) is the phase function, which
determines the modulation type of the signal.
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2.2 Cohen Class Time Frequency Distribution

Cohen class time frequency distribution is a kind of time-frequency analysis,
which can effectively extract the time-frequency images of the signal. It has
strong anti-noise performance and high time-frequency resolution. In this paper,
we will use Cohen class time frequency distribution to extract the time-frequency
images of the received signals. Cohen class time frequency distribution is defined
as

C (t, ω) =
1

4π2

∫∫
AF (τ, v)φ (τ, v) exp (−jvt − jωτ) dvdτ (3)

AF (τ, v) =
∫

x
(
u +

τ

2

)
x∗

(
u − τ

2

)
exp (jvu) du (4)

where x (u) is the received signal. AF (τ, v) is the ambiguity function. τ and v are
the time delay and the frequency shift, respectively. φ (τ, v) is a kernel function.

In this paper, the kernel function is designed as

φ (τ, v) = exp
[− (

ατ2 + βv2
)]

(5)

where α and β are two parameters that can adjust the shape of the kernel
function. In this paper, α = 0.0005, β = 0.001.

In the actual signal processing, the signal is discrete, so we use the following
method to calculate C (n, k). The discrete autocorrelation function of the signal
is expressed as

R (m,n) = x (n + m) x∗ (n − m) (6)

Thus,
AF (m, k) = FFTn {R (m,n)} (7)

In (7), FFTn denotes the Fourier transform integral of the variable n.
Through (6) and (7), we can obtain C (n, l).

C (n, l) = FFTm {IFFTk {FFTn {x (n + m) x∗ (n − m)} · φ (m, k)}} (8)

Using (8) to calculate C (n, l) can avoid convolution in time domain, and use
fast Fourier transform to reduce computation.

3 Convolutional Denoising Autoencoder

3.1 Denoising Autoencoder

Autoencoder is a kind of neural network. After training, it can try to copy the
input to output. Its basic structure is shown in Fig. 1.

In Fig. 1, x and y represent input and output, respectively. Autoencoder has
a hidden layer h. The process of mapping from x to h is called encoding and is
represented as h = f (x). The process of mapping from h to y is called decode
and is represented as y = g (h). The purpose of autoencoder is to make output
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Fig. 1. Basic structure of autoencoder.

equal to input as much as possible. Its calculation method is the same as feed-
forward neural network. The learning process of autoencoder can be described
as minimizing a loss function L.

min L (x, g (f (x))) (9)

In general, the mean variance function is selected as the loss function L.
Thus,

L (x, g (f (x))) = ‖g (f (x)) − x‖22 (10)

Through gradient descent method to optimize (9), autoencoder will be
trained and it is often able to learn the useful features of data.

If the input of autoencoder is replaced with x̃, that is formed by adding
some noise to x, and the output is replaced with x, it becomes a denoising
autoencoder. The purpose of denoising autoencoder is to recover clean data x
from the noise data x̃. Therefore, the learning process of denoising autoencoder
can be expressed as

min L (x, g (f (x̃))) (11)

However, if it is used for image denoising, there will be problems with large
amount of calculation and long training time. If the connection mode between
layer and layer of denoising autoencoder becomes a convolution operation, it
becomes a convolutional denoising autoencoder, which can greatly reduce the
amount of calculation and improve the denoising performance [6]. In this paper,
we will use the convolutional denoising autoencoder to remove the noise of the
TFIs of radar signals.

3.2 Convolutional Network

Convolutional network has an excellent performance in image classification,
speech recognition, object detection, and so on. Convolution operation and pool-
ing operation are the most important parts of the convolutional network.
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The output resulting from the convolution operation is called a feature map.
The activity of feature map a in layer k is given by

Ik,a = f

(∑
b

wk,ab ⊗ Ik−1,b + θk,a

)
(12)

where Ik−1,b are feature maps that provide input to Ik,a and b denotes the b-th
feature map. ⊗ denotes the convolution operation. The function f is the activity
function, which is the ReLU f (x) = max (0, x) in this paper. θk,a is a bias
parameter.

Pooling operation is called downsampling, that is, in a region to take a specific
value as the output value. Its mathematical expression is as shown in Eq. (13).

Ik,a = down (Ik−1,b) (13)

where down (·) is a downsampling function, usually using average downsampling
or maximum downsampling.

Convolution and pooling operations will be used in convolutional denoising
autoencoder and convolutional neural network designed in this paper. There
is also an operation called deconvolution or upsampling, which is the converse
operation of the convolution operation. We will use it in the CDAE.

4 Radar Signal Waveform Recognition Based
on Convolutional Denoising Autoencoder

The framework of the method of radar signal waveform recognition based on
convolutional denoising autoencoder has been given in Fig. 2. First, the received
radar signal is transformed into the time-frequency domain by Cohen class time
frequency distribution, and the TFI of the signal is extracted. Then, the TFI of
the signal is resized to 64 × 64 and normalized. Next, CDAE is used to denoise
and repair the TFI, eliminating the effects of noise. Finally, use a CNN to classify
radar signal waveform.

In Fig. 3, we give the structure and parameters of CDAE designed for denois-
ing and repairing TFI. The CDAE includes three convolutional layers and three
deconvolution layers. Its convolution kernel size is 3×3. Each convolutional layer
is followed by a batch normalization layer that can speed up the training of the
network and prevent the gradient from disappearing.

Figure 4 shows the structure of the CNN used in this paper. CNN has four
convolutional layers and a fully connected layer and its output layer is 12 types.
Its convolution kernel size is 3 × 3.

5 Simulation and Analysis

In this section, the performance of the proposed method will be analyzed. There
are 12 types of simulated signals, including LFM, MP, SFM, BPSK, QPSK,
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Fig. 2. Framework of the method proposed in this paper.

2FSK, 4FSK, DLFM, EQFM, MLFM, LFM-BPSK, and 2FSK-BPSK. When
the SNR varies from −6 to 10 dB, each type of signal generates 100 samples per
SNR as a training set sample. When the SNR varies from −10 to 10 dB, each
type of signal generates 100 samples per SNR as a test set sample.

5.1 CDAE Denoising Performance Analysis

In Fig. 5, we show the effect of this CDAE on the processing of the TFI of 4FSK
signal. From the figure, it is easy to see that when the TFI of 4FSK signal is
processed by the CDAE, the noise is removed and the TFI is repaired. This shows
that the CDAE can effectively remove the noise of TFI and can also effectively
repair the distortion of TFI caused by noise. This has greatly improved the
anti-noise performance of the method proposed in this paper.

5.2 PSR of the Proposed Method

In Fig. 6, the relation curve between the PSR of signal and the SNR is given.
From Fig. 6, it can be clearly seen that the PSR of signal is positively correlated
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Fig. 3. Structure of CADE designed for denoising and repairing the TFI of radar signal.

with the SNR. When the SNR is greater than or equal to −3 dB, the proposed
method achieves a PSR of 100% for the recognition of 12 types of signals. When
the SNR is greater than or equal to −6 dB, the proposed method achieves a PSR
of more than 90% for 12 types of signals. With the further reduction of SNR,
the proposed method still maintains more than 90% of PSR with SNR of −8 dB
for SFM, 2FSK, MLFM, LFM-BPSK, and 2FSK-BPSK signals. This shows that
the proposed method has good anti-noise performance and good generalization
performance.

In order to further analyze the performance of this method, we compare the
method with Ref. [5]. The average PSRs of the proposed method and Ref. [5]
method for 12 types of signals are shown in Table 1. From Table 1, it can be seen
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Fig. 4. Structure of CNN designed to identify the TFI of radar signal.

that the average PSR of the reference [5] method is lower than 90% when the
SNR is less than −2 dB. In comparison, the proposed method still maintains an
average PSR of 96% at a SNR of −6 dB. This shows that the proposed method
is effective with strong anti-noise performance and high recognition rate.
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(a) Before denoising. (b) After denoising.

Fig. 5. Effect of CDAE on the TFI of 4FSK signal when the SNR is −6 dB.

Fig. 6. Relation curve between the PSR of signal and the SNR.

Table 1. Average PSR for 12 types of signals

Method SNR (dB)

−10 −8 −6 −4 −2 0

Reference [5] (%) 15.3 27.8 50.6 81.2 92.7 95.7

This paper (%) 40.4 84.3 96.2 98.3 100 100
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6 Conclusion

In this paper, we propose a method of radar signal waveforms recognition based
on convolutional denoising autoencoder. This method can effectively identify 12
types of radar signals at low SNR. It has strong anti-noise performance and
generalization performance. In addition, this paper introduces CDAE to denoise
and repair the TFI of signal, which provides a new method for the denoising and
repair of TFIs. It can be used to preprocess the TFI of signal in similar method,
which can significantly improve the performance of the method.
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Abstract. This paper proposed a new method to classify soil pH based
on long short-term memory (LSTM) via ultra-wideband (UWB) radar
echoes. The main contribution of this paper is to provide a solution by
incorporating the LSTM into the field experiment related to UWB based
on soil pH echoes. Five types of UWB soil echoes with different pH values
are collected and investigated using LSTM approach. Finally, the anal-
ysis of results shows that LSTM method presents a good classification
performance with a short execution time and the data features do not
need to be extracted manually. The high accuracy rate also shows that
LSTM method is beneficial to the study of other soil parameters.

Keywords: Soil pH · UWB radar echoes · LSTM

1 Introduction

The emerging of the precision and smart agriculture calls for the requirement
of the advanced and automatic retrieval of the soil parameters, and one of the
categories is the soil pH. The investigation about the mapping between soil pH
and remote sensing signals has been investigated for decades and a common
method is to analyze soil reflected echoes[1–3]. In 2004, Lambot [1] proposed a
ground-penetrating radar (GPR) model in soil parameter retrieval via the UWB
radar echos, which is one of the most significant studies about soil parameters
retrieval. From this, the hidden information of soil pH can be collected by col-
lecting soil reflected echoes. Different soil pH values contribute to different soil
electric properties. Analyzing the signal inversion in the frequency domain, the
soil electric properties are identified from GPR signals [2]. Liu [3] discussed the
soil channel model based on different soil pH values and statistical signal pro-
cessing results show that soil pH can affect the UWB radar signal propagation
and the echoes’ textures of soil with different pH values are diverse.

However, these previous work did not provide a specific way to obtain the
value of soil pH directly, just like [4], X. Liu used ANN (artificial neural network)
to analyze soil reflected echoes and retrieved the specific values of soil moisture.
Many studies are needed for more information about the soil pH classification
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than before from UWB echoes to push the development of the precision and
smart agriculture. Therefore, in our work, the LSTM method is proposed to
solve the problem. Our contribution has been summarized as follows:

– We collected five types of UWB soil echoes with different pH values and
2000 samples for each pH are gathered as raw data. The soil pH values are
measured manually as the labels and the raw data are preprocessed.

– LSTM is applied on soil pH classification different from the previous study and
outstanding classification performance is attained. The curve reflecting the
predicted results of training data converges fast and achieves a high accuracy
rate.

The rest of the paper is arranged as follows. In Sect. 2, the field experiment
is introduced and the instruments for our work are described. In Sect. 3, the
processing of raw data sets is described and the classification method LSTM is
proposed. In Sect. 4, we analyze the LSTM layers and the training performance.
Finally, we conclude in Sect. 5.

2 Field Experiment

The field experiment is carried out continuously from March 2018 to April 2018
in Chengdu, Sichuan province of China. We selected bare soil with the area of
approximate 50 m2 in the west of Chengdu as shown in Fig. 1a. We took the flat
area as field experiment environment to ensure that there is no obvious change
in terms of the roughness of the surface of the bare soil. In the experiment, the
values of pH are adjusted manually by adding acetin or caustic soda in order
to change the soil pH gradually, with the auxiliary data alignment from the pH
meter (set as the ground truth data for reference).

The UWB radar module P440 is applied in soil echoes collection due to its
portable, low energy consumption and good penetration performance [5]. We
mounted the P440 module on the shelf and the antennas are 0.9 m away from
the bare soil surface [6]. The two antennas are paralleled to the ground which can
make the UWB signal propagates perpendicular to the ground. The apparatus
setting is demonstrated in Fig. 1b.

The reflected signals from the surface of the soil were combined in a rake
receiver structure and then it was loaded into PC via the USB port. The unit
sample in the signal is spaced at a 61 ps increment. As no direct relation can
be obtained between the UWB radar echoes and the soil pH value, specifical
calibration is necessary. For each UWB radar measurements, we labeled the
UWB signal with the pH data collected by the pH 3000. The pH 3000 is employed
to measure the soil pH, which is shown in Fig. 1c. There are two reagents, pH
4.0 and pH 7.0, which are used for verifying the probe. During a experiment, we
collected different lumps of soil and thin them up, then plugging the probe in
diluent. Finally, we obtained the soil pH from the pH 3000’s screen. The main
parameters of the pH 3000 are listed in Table 1.
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During our experiment, we collected 10,000 groups of UWB soil echoes for
five different soil pH values (i.e., pH = 5.00, pH = 7.23, pH = 8.19, pH = 8.95 and
pH = 11.00), 2000 groups per pH. The discrete time length of each echo is 480 ns.

Fig. 1. a Field environment; b P440-MRM; c pH 3000

Table 1. The specifications of pH 3000

Parameters Values

Range 0–14 pH

Precision 0.01 pH

Power Requirements 9V

Probe Special inserted glass probe

3 LSTM in Soil pH Classification

3.1 Data Preprocessing

The UWB signal propagates 0.5 m in soil, therefore, we set the discrete time
length of each echo 480 ns, which is enough for us to carry out our experiment,
but the length of each echo is not all the soil surface reflecting echo. We calculated
the efficient propagation time and three fragments of the reflected echoes are
required to be trimmed as follows. The overall situation is shown in Fig. 2.

The first is the part related to the antenna coupling effects and the propa-
gation in the air. In the air, the propagation speed v is the same as the speed of
light c and the propagation distance s is the distance from UWB to soil surface-
0.9 m. The time delay τ of two sample points is 61 ps. Using (1) and (2), we can
compute the accuracy count m of sample points about the first fragment.

t =
2s

v
(1)
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Fig. 2. Complete UWB reflected signal (pH = 7.23 of the bare soil as the example).

m =
t

τ
(2)

The second is the efficient fragment, which is used for simulation. According
to [7], the relative dielectric constant of soil εr is between 4 and 40 when the
UWB is working. The propagation speed of UWB signal is updated, shown in
formula (3). The propagation distance s under soil is 0.5 m. The same as the
first computation process, we can get the number m of sample points about
the second fragment. Through computering, the efficient fragment is calculated,
from the time index 99 to 398. For each case, the data are normalized as follows
(4).

v =
c√
εr

(3)

x(t) =
x(t) − mean(X)

std(X)
(4)

3.2 LSTM Algorithm for Soil pH Classification

LSTM is a special RNN, which is an effective tool to simulate the process of
selective reading, writing, and forgetting by the gated control mechanism [8].
The LSTM framework used in our model consists of three modules (input, for-
get, and output) [9–11]. The input module is inspired by selecting the type of
information we want to update. The forget module is a selective loss mechanism,
for reducing the contribution to the learning task [12]. The output module is a
output for current state information. Figure 3 shows the detailed information of
LSTM framework.

In the figure, t stands for the current time and t−1 stands for the past time.
it, ft, ot are the output parameters of input module, forget module, and output
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Fig. 3. LSTM framework

module and st is the state of unit. ht moves forward through time and gt moves
backward through time. σ is the sigmoid function σ(x) = 1

1+e−x and φ is the

hyperbolic tangent function, φ(x) = ex−e−x

ex+e−x . During our simulation, the input
data xt are the soil echoes and the parameter setting of the LSTM layers are
listed in Table 2.

Table 2. The parameter setting of LSTM

Layer Parameter

Sequence input 300 dimensions

BiLSTM 100 hidden units

Fully connected 5 fully connected layer

Softmax Softmax function

Classification output Crossentropy

The number of features of the data set, 300, is taken as the size entered
by the LSTM and y is a categorical vector of labels “1”, “2”, “3”, “4”, “5”,
which correspond to the five categories echoes with different pH values. Specify
a bidirectional LSTM layer with 100 hidden units and output the last element
of the sequence. The softmax function is used for the output layer, mapping a
scalar output to a probability output, which can be written as follows:

σ(z)j =
ezj

∑K
i ezi

(5)

The cross-entry is a loss function for estimate the multi-class case. Let there
be K classes and the target variable y ∈ 1, 2, . . . ,K, by leveraging the softmax
function, consider the estimation of the distribution for data sets of K classes,
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the discrete multi-category loss function can be expressed as follows:

J(θ) = − 1
M

⎡

⎣
M∑

i

K∑

j

I{y(i) = j}log
eθT

j x(i)

∑K
l eθT

l x(i)

⎤

⎦ (6)

Where M stands for M dimension, I stands for the indicative function, when
the value in parentheses is true, the function returns 1, otherwise 0.

4 Simulation and Analysis of Soil pH Classification

In this section, we consider all of the five scenarios with different soil pH values.
Figure 4 displays five types of soil echoes with different pH values. For each case,
we collect 2000 collections and each collection is the sequence with length of
300 ns after data preprocessing. We use the ratio of 80%: 20% as the train-test
split, and we input the normalized data as the input and treat the problem as
the five-category classification.

Fig. 4. The time index of soil signal with different pH values a pH= 5.00; b pH= 7.23;
c pH= 8.19; d pH= 8.95; e pH = 11.00

The running time of code is 28 s and the training progress is shown in Fig. 5.
From the figure, we can see that the curve converges at around 440 iterations
(or around 11 epoch) and the accuracy rate of training is 97%. The iteration is
one-time training using the batch size 100 of the training set, while an epoch is a
full pass through the entire training data set. The detail classification accuracy
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rates of testing for each pH value are listed in Table 3. The accuracy rate is
calculated by the list equation:

Accuracy(%) =

∑M
i I{yi

real = yi
predict}

M
∗ 100% (7)

Fig. 5. The training progress

Table 3. The testing accuracy rates of each pH value

pH value 5.00 7.23 8.19 8.95 11.00

Accuracy rate (%) 100 98.77 93.46 100 80

5 Conclusion

In this paper, a soil pH classification method is proposed. We totally investigated
five values of soil pH and the raw data after normalized are classified by utilizing
LSTM. The LSTM approach plays a role that extracts the features of UWB soil
echoes for five soil pH values and using these features to classify UWB soil echoes.
We collected 2000 groups of UWB soil echoes for per soil pH value and used the
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ratio 80%:20% as train-test split. The classification results show that the accu-
racy rates of soil echoes with different pH values are 100% (pH = 5.00), 98.77%
(pH = 7.23), 93.46% (pH = 8.19), 100% (pH = 8.95), and 80% (pH = 11.00). In
the future work, this approach can be extended for the complete soil parameters
retrieval task and applied to the real-time in situ application.
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Abstract. This paper investigated the compressed sensing (CS) of
ultra-wideband (UWB) soil echo signals. When CS is used in the trans-
mission of UWB signals, sampling rate can be effectively reduced and
sparse signals can be reconstructed from fewer observations. Therefore,
how to apply CS into UWB soil echo signals is of great importance. The
proposed approach reveals that UWB signals can be expressed by linear
combinations of many atoms from a proper dictionary. In this paper,
K-singular value decomposition (KSVD) dictionary and three types of
Gaussian pulse dictionaries are designed, and the probability of success-
ful reconstruction can reach 0.95. It is shown that Gaussian first-order
derivative dictionary is the most suitable; the root-mean-square error
(RMSE) of UWB signals and reconstructing signals is lower than 0.12.

Keywords: Compressed sensing · Sparse dictionary · UWB signals

1 Introduction

According to Nyquist–Shannon theory, sampling UWB signals with a maximum
frequency of 10.6 GHz requires a sampling rate of 21.2 GHz. However, the sam-
pling rate of microcontrollers is less than 2 GHz with the current technology.
Therefore, the transmission of UWB signals has a great deal of difficulty. Pre-
cision agriculture is a new trend of agricultural development in the world [1],
the key is collecting soil information, and UWB system is used to collect and
transmit soil echo signals. It is urgent to find a method of signals’ sampling to
meet the UWB systems’ requirements [2].

According to the theory of compressed sensing, UWB signals can become
sparse in some transformation basis domains, which is referred to as dictionar-
ies. Then Gaussian matrix is used to compress the sparse signals. Finally, by
using orthogonal matching pursuit (OMP) algorithm, the original signals can
be reconstructed with a high probability. Therefore, the sampling rate can be
effectively reduced [3].

This paper focuses on designing proper dictionaries of UWB soil echo signals.
KSVD dictionary and three types of Gaussian pulse dictionaries are designed,
and the reconstruction errors of several methods are analyzed.
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2 UWB Soil Channel Data Acquisition

2.1 Equipment and Measurement Environment

The radar sensor, Time Domain P410 is used to collect data. P410 is a radar
module with small size, and the pulse sampling interval is 61 ps. As shown in
Fig. 1, P410 is secured in the holder and 0.8 m away from the ground. At each
point of measurement, 400 sets of data are measured and the sequence length of
each data is 480.

Fig. 1. Equipment and measurement environment.

2.2 Data Acquisition

A vegetable field and a sandy land were selected as experimental site; the exper-
iment began in December 2017 and continued through March 2018. Measure-
ments were made in ten locations with moisture values of 0.084, 0.141, 0.164,
0.186, 0.269, 0.289, 0.294, 0.354, 0.369, and 0.395. See Fig. 2 for parts of the
waveform. It can be seen from the figures that the amplitude of signal has an
obvious attenuation.
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Fig. 2. Received signals’ waveform diagram contains two types of moisture values. a
0.084 and b 0.186.

3 Design of Sparse Dictionary

According to the theory of compressed sensing, UWB signals can be expressed
by a linear combination of atoms from the sparse dictionary, which contains
all the information of the signals. In this section, four types of dictionaries are
designed.

3.1 KSVD Learned Dictionary

KSVD dictionary is trained from some signals and contains information of the
signals. The KSVD algorithm is divided into two steps: sparse representation
and dictionary updating. First, set up an initialization dictionary D and use
orthogonal matching pursuit (OMP) [4] algorithm to make sparse representation
of the given data, and then get the coefficient matrix X. So that the original
signal can be expressed as:

Y =DX (1)

Second, update the dictionary D according to X. The update of the dictio-
nary D is carried out by column.

‖Y − DX‖2F =

∥
∥
∥
∥
∥
∥

Y −
∑

j

djx
j

∥
∥
∥
∥
∥
∥

2

F

(2)

In the process of updating dictionary, the coefficient matrix X and the dic-
tionary D are fixed. What is going to be updated is the dk of the dictionary.
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∥
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∥
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Then, we can get the error matrix:

Ek =

⎛

⎝Y −
∑

j �=k

djx
j

⎞

⎠ (4)

In order to ensure the sparsity of the matrix X, we only preserve the nonzero
values in the coefficients and then make singular value decomposition [6]. Then
we can obtain the updated dictionary.

Last, use the updated dictionary to update signals again and use the signals
to update the dictionary. Finally, the dictionary will be obtained.

3.2 Gaussian Pulse Function Dictionary

The soil echo signals are composed by Gaussian pulse and its derivatives, so
we use them to construct dictionaries. The Gaussian pulse is as follows; a is
pulse-shaping factor.

p (t) =
√

2
a

e− 2πt2

a2 (5)

The time shifts of the pulse are atoms of dictionary. The dictionary is gen-
erated by shifting with step k. The pulse can be seen as follows:

dj (t) = p (t − jk) (6)

Then the dictionary is obtained:

D = {d0 (t) , d1 (t) , d2 (t) , . . . ,} (7)

First-order derivative and second derivative of the Gaussian pulse are also
used to construct dictionaries, so there are three types of Gaussian pulse dictio-
naries.

4 Performance Analysis of Dictionaries

In the previous section, four types of dictionaries are obtained. In this section, the
dictionaries and OMP algorithm [4] are used to obtain the sparse representation
of signals.

x = As (8)

A is the dictionary, x is the UWB soil echo signal, and s is the sparse signal.
Then, the sparse signals are multiplied by the measurement matrix (C), which
is Gaussian random M ∗ N -dimensional matrix [7]. As M is less than N , the
dimension of y is less than s.

y = Cs (9)

Finally, another type pf OMP algorithm [5] is used to restructure the signals
from y.

ŝ = arg min ‖x‖0 s.t. Ms = y (10)
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4.1 Performance Analysis of Dictionaries

Root-mean-square error (RMSE) between the initial signals and reconstructed
signals is calculated to analyze the performance of different dictionaries.

RMSE=

√
∑n

i=1 (xi − x̂i)
2

n
(11)

Figure 3 is relationship between the moisture value and RMSE of different
dictionaries.
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Fig. 3. Relationship between moisture value and RMSE.

In Fig. 3, the Gaussian1 of curve represents Gaussian first-order derivative
pulse dictionary and Gaussian2 represents Gaussian second derivative pulse dic-
tionary. It can be seen that when using three Gaussian dictionaries, RMSE
showed a downward trend with the moisture value rises. On the whole, Gaussian
first-order derivative pulse dictionary is more suitable than others. The curve of
KSVD dictionary is unstable because the dictionary is more suitable for the
signals it has learned from. In conclusion, Gaussian first-order derivative pulse
dictionary is most suitable for UWB soil echo signals, and the RMSE is lower
than 0.12.

4.2 Relationship Between Sparseness and RMSE

In this paper, dictionaries are used to obtain the sparse representation of UWB
signals. Proportion of nonzero values in the signals (k/N) has a great impact
on the result of reconstruction. Sparseness k is the nonzero number of sparse
signals’ sequences. The length of the sparse signals is N . Figure 4 is relationship
between proportion of nonzero values in the signals (k/N) and RMSE.
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Fig. 4. Relationship between proportion of nonzero values and RMSE.

When the proportion is less than 0.16, KSVD dictionary is better than others.
With the increase of proportion, RMSEs of all the dictionaries are lower than
0.02. Gaussian first-order pulse dictionary is more suitable than others. The
result shows that the UWB signals are formed by the time shift of Gaussian
pulse.

4.3 Probability Analysis of Successful Reconstruction

Sparse signals can be reconstructed from fewer observations, and the number of
observations will affect the result. In order to analyze relationship between suc-
cess reconstruction and compression ratio, the program experiments are repeated
500 times and probability of successful reconstruction is calculated. When the
error satisfies the following equation, the signal is considered to be successfully
restructured.

‖g − ĝ‖22 ≤ 0.01 ‖g‖22 (12)

The relationship between probability of successful reconstruction and com-
pression ratio is depicted in Fig. 5. When the compression ratio is higher than
0.65 for KSVD dictionary and 0.46 for Gaussian first-order derivative pulse dic-
tionary, the probability will reach 0.95. Gaussian first-order derivative dictionary
can satisfy the requirements for probability of successful reconstruction.
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Fig. 5. Probability of success reconstruction for four different dictionaries.

5 Conclusion and Future Work

This paper investigated the compressed sensing for UWB soil echo signals. Four
types of sparse dictionaries have been designed and analyzed. When using Gaus-
sian first-order derivative pulse dictionary, root-mean-square error (RMSE) of
UWB signals and reconstructing signals is lower than 0.12 and probability of
successful reconstruction can reach 0.95 with compression ratio of 0.46. RMSEs
of other dictionaries are higher than 0.15, and the probability of successful recon-
struction is lower than 0.8 at the same compression ratio. It can be concluded
that Gaussian first-order derivative pulse dictionary is the most suitable for
UWB signals. In the future, we will investigate the improved dictionary algo-
rithms and more compressed sensing algorithms which are suitable for UWB soil
echo signals.
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Abstract. ISAR imaging of dynamic target is very significant in real applica-
tions. Plenty of available outcomes have been acquired by the scholars in the
near years. Considering the accuracy and the computational complexity, the
radar echo can be described as multicomponent QFM signal after envelope
alignment with initial phase calibration. Many parametric algorithms in this case
have been developed recently. This paper provides a comprehensive summa-
rization of the ISAR imaging approach with QFM signal model in recent years,
with the aim to introduce the research progress of it to the researchers and
interested readers.

Keywords: ISAR � Complex motion � QFM signal

1 Introduction

ISAR imaging of dynamic target has great meaning in the military or civilian uti-
lizations [1–4]. The range direction resolution is decided by the radar signal bandwidth,
and the azimuth direction resolution is determined by the accumulated imaging interval
and the rotational velocity of the target. Before radar imaging course, the translational
compensation, which involves the envelope alignment and initial phase calibration,
should be operated. Some mature methods have been proposed for the motion com-
pensation [5–10]. Then, the ‘turntable’ target can be obtained for the ISAR imaging,
and the classical Fourier transformation is adopted to finish the azimuth processing to
yield a high-quality ISAR image. This is the well-known Range-Doppler (RD) ap-
proach, and this mature method is widely used in the past decades [11, 12]. The RD
algorithm is effective under the condition of uniform rotation after movement com-
pensation for the dynamic target. Thus, the echo signal can be depicted as multi-
component sinusoidal signal. The condition will be matched for the big size and
smooth movement target. Considering the target with a complicated motion, such as
the ship with three-dimensional (3D) movement (yaw, roll and pitch), the Doppler
frequency has obvious time-varying property. Hence, the Fourier transformation is
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Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 516,
https://doi.org/10.1007/978-981-13-6504-1_94

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_94&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_94&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_94&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6504-1_94


unsuitable to analyze this kind of nonstationary signals. Then, the radar echo should be
considered as multicomponent polynomial phase signal (PPS), and the Range-
Instantaneous-Doppler (RID) technique should be adopted in order to yield a good
quality ISAR image at arbitrary time instant. The nature of RID technique is the
instantaneous frequency estimate of multicomponent PPS model. Many effective ISAR
imaging algorithms with the RID technique have been proposed in the references [13–
51].

We can divide the aforementioned algorithms into two types. One is the non-
parametric method, and the high-concentrated time-frequency representation
(TFR) with free cross-terms is used in the azimuth processing. The high-quality radar
image could be generated consequently. The prevalent TFR includes the Cohen class
distributions and some high order distributions [13–20]. The tradeoff of the TFR
methods is the high-concentration and the cross-term elimination, and it is still a
problem which has not been solved completely. The other is the parametric method; in
this case, the radar echo is depicted as the PPS model with a certain order. When the
target has a common maneuverability, such as the target has an accelerative rotation
with the radar, the radar echo can be depicted as multicomponent linear frequency
modulation (LFM) signal. With the parameter estimation for it, we can yield a clear
radar image associated with the RID approach. Plenty of radar imaging methods via the
LFM signal model have been presented in the past decades, and these algorithms are
effective and efficient under some certain conditions [21–23]. In general, the target
would have a severe maneuverability; thus, it is not practical to yield a high-quality
radar image with LFM signal because of the low accuracy. In this situation, the QFM
signal is appropriate, where the third order coefficient for the radar echo is introduced,
which has great influence on the azimuth focusing quality. With the QFM signal model
in each range cell, the image quality will be enhanced obviously. The ISAR imaging
technique via the QFM signal has been a main issue recently, such as the technique in
[24–51]. In this paper, the authors would like to provide a comprehensive summa-
rization of the ISAR imaging methods with QFM signal model in recent years, with the
aim to introduce the research progress of it to the researchers and interested readers.

The paper is constructed as follows. The QFM signal is established in Sect. 2;
Sect. 3 is the principle of ISAR imaging method via the QFM signal model; Sect. 4
brings reference overview of some ISAR imaging methods via the QFM signal model,
and the conclusion for the paper is provided in the last section.

2 QFM Signal Construction for the Radar Imaging

2.1 Construction of Radar Echo Model

The translational compensation is the chief step before the radar imaging process. This
involves the envelope alignment and initial phase calibration. The envelope alignment
could be implemented by some existing methods, such as the maximum correlation
method, the minimum entropy method and the global method. The phase calibration
could be operated by the phase gradient approach and the phase error reduction method
[5–10]. Then, the imaging geometry is defined in Fig. 1.

Research Progress of Inverse Synthetic Aperture Radar (ISAR) … 779



First, the compensation for the radar echo should be implemented, and then we can
assume the distance between the radar and imaging target geometric center O is
Rref tmð Þ. The arbitrary point scatterer on the target with coordinates xi; yið Þ is consid-
ered, and the range between it and radar at a slow time tm is R tmð Þ.

It is supposed that the radar transmits LFM signal as follows:

s ~tð Þ ¼ rect
~t
Tp

� �
exp j2p fc~tþ 1

2
k~t2

� �� �
ð1Þ

where rect ~tð Þ ¼ 1; ~tj j � 1=2
0; ~tj j[ 1=2

�
, Tp denotes the pulse width, ~t denotes the fast time, fc

denotes the central frequency, and k denotes the chirp rate. The radar echo for the point
xi; yið Þ could be obtained as

s ~t; tmð Þ ¼ r tmð Þrect ~t � 2R tmð Þ=c
Tp

� �
exp j2p fc ~t � 2R tmð Þ

c

� �
þ 1

2
k ~t � 2R tmð Þ

c

� �2
" #( )

ð2Þ

where c denotes the light velocity, and r tmð Þ denotes the reflection amplitude.
In order to reduce the sampling rate for the radar echo, the reference signal could be

constructed in the radar receiver with the same form as (2), and it is listed as follows:

Fig. 1. Radar imaging geometry
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sref ~t; tmð Þ ¼ rect
~t � 2Rref tmð Þ=c

Tp

� �
exp j2p fc ~t � 2Rref tmð Þ

c

� �
þ 1

2
k ~t � 2Rref tmð Þ

c

� �2
" #( )

ð3Þ

Then, by the stretch technique with the reference signal, the radar echo can be
dechirped

sv ~t; tmð Þ ¼ r tmð Þrect ~t � 2R tmð Þ=c
Tp

� �
exp j

4p
k

Rref tmð Þ � R tmð Þ½ �
� �

� exp j
4pk
c

~t � 2Rref tmð Þ
c

� �
Rref tmð Þ � R tmð Þ½ �

� � ð4Þ

where we have neglected the residue video phase term 4pk R tmð Þ � Rref tmð Þ½ �2
.
c2.

Take the Fourier transformation of (4) with ~t, we will achieve the high-resolution range
profile as follows [24]:

sv r; tmð Þ ¼ r tmð ÞkTpsinc 2kTp
c

r � DR tmð Þð Þ
� �

� exp j
4p
k
DR tmð Þ

� �
ð5Þ

where DR tmð Þ ¼ Rref tmð Þ � R tmð Þ, sin c �½ � has the form of sinc xð Þ ¼ sin xð Þ=x, and r
denotes the range bin.

For the target with complicated movement, DR tmð Þ could be approximated as
follows [24]:

DR tmð Þ ¼ a0 þ a1tm þ a2t
2
m þ a3t

3
m ð6Þ

where a0, a1, a2 and a3 denote the undetermined coefficients.
Thus, the radar echo could be shown as:

s tmð Þ ¼
XQ
q¼1

rq exp j
4p
k

a0;q þ a1;qtm þ a2;qt
2
m þ a3;qt

3
m

� 	� �
ð7Þ

where Q denotes the scatters number, and rq denotes the amplitude of the qth point.
Hence, the multicomponent QFM signal model could be constructed, where the

third order coefficient is introduced, which has great influence on the azimuth focusing
quality. With the aim to yield the ISAR images with good quality in this situation, the
parameter of multicomponent QFM signal should be evaluated with high precision.

2.2 Some Experimental Results

With the aim to illustrate the validity of QFM signal, some experimental results are
listed here for the better illustrations.

A set of raw data for the airplane with high maneuverability is adopted here, and the
bandwidth is B ¼ 400 MHz, which means the range solution is 0:375 m. Now, we
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calculate the Wigner–Ville distribution (WVD) for the echo in 140th and 150th range
cells, respectively. The corresponding results are shown in Fig. 3. It is easy to conclude
the nonlinear time-varying character for the radar echo. This means that the QFM
signal is appropriate in this situation (Fig. 2).

The ISAR imaging results by the RD method is given in Fig. 3. This image is
defocused in the azimuth direction for the complicated movement. Hence, the RD
method is inappropriate to yield a good quality image, and some suitable methods have
been proposed to solve this problem.

Fig. 2. WVD for the echo: a 140th range cell, b 150th range cell

Fig. 3. ISAR image by the RD method
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3 Approach of ISAR Imaging via QFM Signal Model

Here, the principle of ISAR imaging approach via QFM signal model is validated in
Fig. 4. After motion compensation of the radar echo, we can model it as multicom-
ponent QFM signal, as listed in (7). Thus, we can yield the instantaneous ISAR image
with high quality via the RID approach.

4 Overview of the ISAR Imaging Method via the QFM
Signal Model

In this part, we will overview and analyze some ISAR imaging methods via the QFM
signal model, which were proposed in the references recently. These methods are
founded on the parameter estimation of multicomponent QFM signal model, and the
accuracy and computational load are different. Here, we summarize these algorithms as
follows:

4.1 Parameter Estimation by the Matched-Phase Transform

This kind of algorithms is based on the matched-phase principle, and the phase
coefficients are estimated by the one-dimensional (1D) or two-dimensional (2D)
searching procedure. The typical algorithms involve the maximum-likelihood approach
[25], the product generalized cubic phase function (PGCPF) method [26], the product
high-order matched-phase transform (PHMT) [27], the match Fourier transform
(MFT) [28], the local polynomial Wigner distribution (LPWD) and integrated high-
order ambiguity function (IHAF) [24, 29], the modified cubic phase function (MCPF)
[30], the integrated generalized cubic phase function (IGCPF) [31], the scaled Fourier
transform (SCFT)-based method [32], the integrated cubic phase function (ICPF)
method [33], the TC-DechirpClean method [34] and the discrete chirp-Fourier trans-
form [35], etc. These algorithms are efficient to evaluate the parameter of QFM signal

Fig. 4. Principle of ISAR imaging method via QFM signal model
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with reduced computational load, and via RID method, the ISAR images with good
quality can be generated. The drawback of these kinds of methods is that the phase
coefficients are estimated gradually, and the error propagation phenomena cannot be
avoided. Furthermore, the searching procedure should be implemented by the prede-
termined range of value for the estimated parameters, and the searching step is another
factor to influence the computational load and estimate accuracy.

For the matched-phase transform, the authors also consider the case of QFM signal
with time-varying amplitude. The phenomena could be occurred when the target has
dihedral or trihedral components or the migration through resolution cell (MTRC)
induced by the complicated movement. Some efficient methods for the parameter
estimation of time-varying amplitude QFM signal have been proposed in [36, 37], and
corresponding ISAR image quality can be increased consequently.

4.2 Fast Parameter Estimation Algorithms

In [38–45], Jibin Zheng et al. proposed a series of fast parameter estimation algorithms
for multicomponent QFM signal. These algorithms are based on the fast Fourier
transform (FFT) and nonuniform fast Fourier transform (NUFFT) technique, and the
computational cost can be reduced greatly with high parameter estimation accuracy.
Furthermore, such as the chirp rate-quadratic chirp rate distribution method in [39], the
searching procedure can be avoided and the anti-noise performance is high. Hence, this
kind of fast parameter estimation algorithms is very efficient in the ISAR imaging of
target with complicated movement.

4.3 Parameter Estimation Algorithms in Low SNR Environment

In [46, 47], Dong Li et al. proposed a set of parameter estimation algorithms for the
multicomponent QFM signal in low signal-to-noise-ratio (SNR) situation. These
algorithms are based on the coherently integrated modified cubic phase function
(CIMCPF) and the coherently integrated modified high-order ambiguous function
(CIMHAF), or the coherently integrated generalized cubic phase function (CIGCPF)
and the coherently integrated cubic phase function (CICPF). By the coherent integra-
tion and NUFFT, these algorithms have good property in the low SNR condition with
reduced computational cost, and the corresponding ISAR imaging method in the low
SNR conditions was proposed by the authors consequently.

4.4 Parameter Estimation Algorithms with the Signal Decomposition
Technique

The signal decomposition technique is an efficient way to analyze the multicomponent
amplitude modulated and frequency modulated (AM-FM) signal. The most commonly
used method for the signal decomposition is the adaptive Chirplet decomposition,
where the Chirplet atom has the format of Gaussian envelope chirp signal. Some ISAR
imaging methods via the Chirplet decomposition were proposed in [48, 49]. For the
multicomponent QFM signal model, the cubic Chirplet decomposition has been pro-
posed to match the complicated signals with higher precision, and the corresponding
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ISAR imaging methods were presented in [50, 51]. The signal decomposition method
is appropriate for the analysis of nonstationary signal, but the implementation process is
complicated for the multi-parameters optimizations.

5 Numerical Results for the Raw Data

In this part, the IGCPF approach presented by the authors in [31] is adopted as the
example to enhance the quality of radar image for the real data in Sect. 2.2. The
corresponding ISAR imaging results at two-time positions are listed in Fig. 5a, b.

The image quality has been enhanced by the comparison with Fig. 3, and the shape
of target can be well identified by the radar images. This is very important for the target
classification and recognition. Furthermore, the imaging results in Fig. 5 also validate
the superiority of the QFM signal model for the echo.

6 Conclusion

The contribution of this paper is the overview of the ISAR imaging algorithms with
QFM signal model in recent years, and some efficient algorithms are introduced and
analyzed. The ISAR imaging method via the QFM signal model is very important, and
it has received much attention for the scholars in the world. For the target with

Fig. 5. Instantaneous images via IGCPF method in [31]: a ISAR image at t ¼ 0:54 s, b ISAR
image at t ¼ 0:94 s
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complicated motion, the traditional RD method or the RID algorithm based on the LFM
signal is not precise. Thus, the QFM signal is more accurate, and the imaging method
can be carried out with high efficiency.
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Abstract. The compressive sensing (CS) technique has been introduced to the
field of synthetic aperture radar (SAR) imaging procedure to reduce the amount
of measurements. In this letter, a novel algorithm for bistatic SAR imaging
based on the CS technique is proposed. The range profile is reconstructed by the
Fourier transform, and the azimuth processing is implemented by the CS method
consequently. The proposed algorithm can realize the high-quality imaging with
limited measurements efficiently for the missing bistatic SAR radar echoes.
Results of simulated data demonstrate the validity of the novel approach.

Keywords: CS technique � Bistatic SAR � Limited measurements

1 Introduction

The main idea for bistatic SAR image formation is designing a two-dimensional
matched filter. The time domain method is a direct matched filtering of the baseband
signal which uses the echo signal at each position [4]. The point target spectrum is the
key step for most efficient processing methods applying in the two dimensional.
However, the derivation of the point target for bistatic SAR imaging exist some dif-
ficulties. The echo of the bistatic SAR can be expressed as a double root formula,
which makes the computation of the point target spectrum much more complicated and
intensive. To simplify the process of bistatic SAR imaging, the bistatic SAR imaging
procedure can be equal to the baseline midpoint SAR imaging method and the tradi-
tional SAR imaging technique can be used in this case.

Bistatic SAR imaging based on the concept of compressed sensing (CS) technique
has attracted much attention for the scholars all around the world. This method can
obtain high-resolution imaging from fewer measurements than the Nyquist sampling
theorem requires [1–3]. In general, the two-dimensional (2D) undersampling can fur-
ther reduce the amount of measurement. Hence, a novel algorithm for bistatic SAR
imaging based on the CS technique is proposed in this paper. The range profile is
reconstructed by the Fourier transform, and the azimuth processing is implemented by
the CS method consequently. The proposed algorithm can realize the high-quality
imaging with limited measurements efficiently for the missing radar echoes.
Bistatic SAR imaging results for simulated data demonstrate the effectiveness of the
algorithm in this paper.
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2 The Bistatic SAR Method Based on Baseline
Midpoint SAR Imaging

The general model of the bistatic SAR is shown in Fig. 1 as follows.

Consider the length of the baseline between the transmitter and the receiver is L.
The two antennas move at the same speed V along the y direction. At time t ¼ 0, it is
assumed that the transmitter platform T locates at ðXT0; YT0; ZT0Þ, and the receiver
platform R locates at ðXR0; YR0; ZR0Þ. The distance between the transmitter and the
arbitrary point scatterer P x; y; zð Þ is RT0, and the distance between the receiver and the
arbitrary point scatterer P x; y; zð Þ is RR0. The midpoint for the baseline at t ¼ 0 is M0,
and the distance between M0 and P x; y; zð Þ is RM0. The angle between the baseline at
t ¼ 0 and M0P is a0. At time t, the transmitter platform T locates at ðXT ; YT ; ZTÞ, while
the receiver platform R locates at ðXR; YR;ZRÞ. It is assumed that M is the midpoint for
the baseline TR. Then, the instantaneous range from the transmitter to the receiver for
the point target can be shown as:

RðgÞ ¼ TPj j þ RPj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� XTÞ2 þðYT þVt � yÞ2 þðz� ZTÞ2

q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� XRÞ2 þðYR þVt � yÞ2 þðz� ZRÞ2

q ð1Þ

From (1), according to the cosine theorem, we obtain

TPj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL=2Þ2 þ MPj j2�L MPj j cos a

q

RPj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL=2Þ2 þ MPj j2 þ L MPj j cos a

q

8
><

>:
ð2Þ

Fig. 1. General mode of bistatic SAR
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We assume that

TPj j þ RPj j ¼ 2a ð3Þ

Then, from (2) and (3), we can see that

MPj j ¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4a2 � L2

4a2 � L2 cos2 a

r

� a� sin2 a
8a

L2 ð4Þ

If L\\a, the formula above can be simplified as follows.

TPj j þ RPj j ¼ 2a � 2 MPj j þ sin2 a
4a

L2 ð5Þ

We can see that the instantaneous range is equivalent to the middle point of the
baseline distance with the distance fluctuation. From the derivation results, we can see
that this term is not fixed. With the movement of the antenna, the location between the
antenna and the target is constantly changing. In the synthetic aperture time, a and a are
also changing. When the synthetic aperture is much smaller, and the mapping belt is
narrow, it can be considered a as a constant. At this point, a can be approximated as a0.
In addition, a can also be approximated by the average distance of the center scene a0.
So we can simplify (1) as follows.

RðgÞ � 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� XmÞ2 þðYm þVt � yÞ2 þðz� ZmÞ2

q
þ sin2 a0

4a0
L2 ð6Þ

where Xm ¼ ðXT þXRÞ=2; Ym ¼ ðYT þ YRÞ=2; Zm ¼ ðZT þ ZRÞ=2.
According to the above equivalent, as long as the compensation for the system

delay, the bistatic SAR method based on baseline midpoint SAR imaging can be used
for the processing.

• Simulation1

It is assumed that the carrier frequency for the transmitted signal is 9 GHz, the
bandwidth is 50 MHz. The height of transmit platform and receive platform is 4000 m.
The two platforms move at the same speed of 100 m/s. The baseline distance between
the two platforms is 500 m. The bistatic SAR imaging results are shown in Fig. 2a, b,
respectively. From the simulation results, we can see that the proposed method is
suitable for the bistatic SAR imaging.
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3 Sparse Signals Reconstruction by Compressive Sensing

The compressive sensing is a new theory of signal processing. In recent years, it has
been widely concerned. The research of compressive sensing theory is expected to
solve the problem of data storage and transmission in imaging radar system. A signal is
sparse if the nonzero number of coefficients is much lower than the number of zero
samples [5]. Sparse signals can be obtained from a few set of measurements. Com-
pressive sensing is applied to deal with sparse signal reconstruction. In general signal
processing problems, signal samples can be considered as observations of linear
combinations with transformation coefficients in a transformation domain. Compres-
sive sensing can reduce the measurements of signals while reserving the useful
information of the signal.

There exist various algorithms for reconstruction of sparse signals from a reduced
set of measurements. The orthogonal matching pursuit (OMP) method is one of the
commonly used algorithms.

The discrete time signal x nð Þ with N samples can be represented by a N � 1 column
vector with notation x ¼ ½x 0ð Þ; x 1ð Þ; . . .; x N � 1ð Þ�T. Its transform coefficients can be
defined as X kð Þ ¼ T x nð Þ½ �. If the number of nonzero coefficients is far less than
samples of the signal then the signal x nð Þ is sparse in this transformation domain. If the
signal can be shown as follows:

x ¼
XN

i¼1

wisi ¼ Ws ð7Þ

Then, the signal is sparse or compressible on the base W, the base W is defined as
the sparse base of the signal. In general, the signal itself is non-sparse, but some
transform domain is likely to show the sparsity, and the orthogonal dictionary trans-
form domain is a special transform domain which is used frequently.

In general, the sparsity measure minimization is the key for the reconstruction
algorithm. Nonzero transform coefficients computation is the simplest sparsity measure
[6]. Then, the calculation can be implemented from the mathematical form named as
the l0 norm [4]. The signal reconstruction problem is considered as

Fig. 2. Imaging results of the bistatic SAR: a the simulation results of single point target and
b the simulation results of multiple point target
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min Xk k0 subject to y ¼ AX ð8Þ

In (8), the matrix A is the measurement matrix. In general signal transforms, it
corresponds to the inverse transformation matrix where the rows corresponding to the
unavailable samples are omitted [2]. Although there are some methods to reconstruct
the signal using (8), it is an NP-hard combination optimization problem. That is why
using the closest l1 norm of the signal to transform instead the l0 norm in the opti-
mization process, just as follows:

min Xk k1 subject to y ¼ AX ð9Þ

• Simulation2

The compressive sensing algorithm is applied to the simulation data and the measure
data processing to verify its effectiveness. In the following simulation processing, the
sparse base of the signal is selected from the Fourier orthogonal basis, the signal
reconstruction algorithm is based on the orthogonal matching pursuit method. The
selected signal is constituted by the four sinusoidal signals with the frequencies are 50,
100, 150, and 200 Hz, respectively. The sampling frequency is 800 Hz. The signal
sampling point is 256, while 64 of them are selected for the signal reconstruction. The
corresponding results are shown in Fig. 3.

Fig. 3. Sinusoidal signals reconstruction by compressive sensing: a original signal waveform in
time domain, b recovery signal by compressive sensing in time domain, c original signal
waveform in frequency domain, and d recovery signal by compressive sensing in frequency
domain.
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The relative error of signal reconstruction is 1:5129� 10�14. For the sinusoidal
signal with few signal components, the compressive sensing can restore the original
signal accurately. In order to verify the effectiveness of the compressive sensing, the
radar echo signals will be selected. The number of measurements is 256. The corre-
sponding results are shown in Fig. 4.

The reconstructed error of the signal is 0.6969, so the compressive sensing algo-
rithm can reconstruct the radar signal accurately.

• Simulation3

When the radar azimuth signals are missing, the compressive sensing technique can be
used for the signal recovery, which can obtain the high-resolution images. Here, we
uniformly select 50 samples from the total 1024 samples in the azimuth domain in
simulation 1. The Fourier sparse base is used for the azimuth reconstruction by the
compressive sensing technique, and the bistatic SAR imaging results are shown in
Fig. 5a, b, respectively.

Figure 5a is the bistatic SAR imaging results by the Fourier transform. We can see
that when the radar azimuth signals are missing, the corresponding SAR image is
defocused by the Fourier transform. However, by using the compressive sensing
technique in the SAR imaging process, the image quality can be improved, as shown in
Fig. 5b. The simulated results demonstrate the effectiveness of the method proposed in
this paper.

Fig. 4. Radar echo reconstruction by compressive sensing: a original signal waveform in time
domain, b recovery signal by compressive sensing in time domain, c original signal waveform in
frequency domain, and d recovery signal by compressive sensing in frequency domain.
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4 Conclusion

The bistatic SAR imaging can be equivalent to the baseline midpoint SAR imaging in
some simple cases, which can simplify the calculation complexity of the algorithm.
Then, the compressive sensing approach can be applied to obtain high-quality images
for the situation of the bistatic SAR imaging with missing azimuth signals. The results
of simulated data demonstrate the effectiveness of the algorithm proposed in this paper.

Acknowledgments. This work was supported in part by the National Natural Science Foun-
dation of China under grant 61471149 and 61622107, and the Fundamental Research Funds for
the Central Universities.
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Abstract. Video synthetic aperture radar (ViSAR) as a new imaging mode has
received more attention in recent years. In this mode, ViSAR system needs to
persistently form a sequence of images while collecting data. For ViSAR, the
frame rate needs to exceed 5 Hz to track maneuvering ground targets. Therefore,
ViSAR system generally works in terahertz band. To avoid the 2-D interpolation
of the polar format algorithm (PFA), a ViSAR imaging method is proposed in
this paper. Based on the small synthetic angle characteristic of THz ViSAR, this
method decomposes 2-D interpolation into range and azimuth interpolation,
which is implemented by chirp Z-transform (CZT). The effectiveness of this
method is validated by the simulation results in 0.3 THz.

Keywords: ViSAR � CZT � PFA � Terahertz

1 Introduction

Video synthetic aperture radar (ViSAR) is a new imaging mode. In this mode, the
antenna beam invariably points to the center of the scene when radar platform circles
the region of interest (ROI) [1]. ViSAR system forms a sequence of images while
collecting data. Generally, the frame rate of ViSAR should exceed 5 Hz to track
maneuvering ground targets. A sequence of images is continuously formed at the
ViSAR frame rate, the process of which is viewed as forming a video. This is the origin
of the name of ViSAR.

For the ViSAR frame rate of 5 Hz, it requires that the process of forming each SAR
image needs to be accomplished within 0.2 s or less. Therefore, the processing effi-
ciency plays a key role in ViSAR system. In general, there are two algorithms which
are applied to form SAR images of circular flight path are the polar format algorithm
(PFA) and the backprojection algorithm (BPA), respectively. The PFA is more com-
putationally effective than the BPA [2], which result in the consequent that the PFA is
more suitable for the reconstruction of ViSAR images. However, the 2-D interpolation
of the PFA causes the imaging process to begin after the data collection of each frame
is accomplished. It wastes time between each pulse. Therefore, the traditional PFA
should be improved to adapt to the ViSAR imaging process in real time. Utilizing the
small synthetic angle characteristic of THz ViSAR, we assume that the azimuth wave
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numbers are evenly distributed after range resampling. Based on the assumption, the 2-
D interpolation is decomposed into range and azimuth resample. This method can
complete range resampling after receiving each pulse to improve the real-time per-
formance of the algorithm. Meanwhile, this method implements the range and azimuth
resampling using CZT, which reduces the complexity of the algorithm to improve the
processing speed on the hardware, such as DSP, FPGA.

The remainder of this paper is organized as follows. In Sect. 2, the signal model of
ViSAR is introduced. Section 3 presents the proposed imaging method of THz ViSAR.
Sections 4 and 5 present the simulation results and the conclusion of the study,
respectively.

2 Signal Model

Figure 1 illustrates the typical geometry of ViSAR where the flight path is circular with
the radar beam providing continuous surveillance over a region of interest [3]. As
shown in Fig. 1, ra denotes the slant distance between the antenna phase center and the
center of the scene, u denotes the elevation angle, and h denotes the azimuth angle.

y

z

x
Target

θ

ϕ

ar

Fig. 1. ViSAR geometry with the platform traveling along a circular flight path.
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Suppose that the radar transmits linear frequency-modulated (FM) signal at a
constant linear FM rate and then the received de-chirped echo after removing the
residual video phase from a point target is

sð̂t; tÞ ¼ rect
t̂ � 2RðtÞ=c

Tr

� �
e�jKr RðtÞ�rað Þ ð1Þ

where t̂ and t denote the fast and slow time, respectively.RðtÞ is the instantaneous range
between the radar and the target. Tr denotes the sweep time, c denotes the speed of
light. Kr is the signal wavenumber, and it is defined as

Kr ¼ 4p
c

fc þ ĉtð Þ ð2Þ

where fc is the carrier frequency and c is the chirp rate of the transmitted pulse.
Ignore some higher-order error terms and the range difference quantity RðtÞ � ra

can be expanded to

RðtÞ � ra � �x0 cos u cos h� y0 cos u sin h ð3Þ

where ðx0; y0Þ is the spatial coordinates of the point target. We can define the range and
azimuth wavenumber components as

Kx ¼ Kr cos u cosðhþ pÞ
Ky ¼ Kr cos u sinðhþ pÞ ð4Þ

And the signal can be rewritten as

sð̂t; tÞ ¼ rect
t̂ � 2RðtÞ=c

Tr

� �
e�j x0Kx þ y0Kyð Þ ð5Þ

For the phase history data, the inverse Fourier transform to yield a spatial image
would be

Iðx; yÞ ¼
Z1

�1

Z1

�1
sð̂t; tÞej xKx þ yKyð ÞdKxdKy ð6Þ

When dealing with the sampled phase history data, the 2-D inverse fast Fourier
transform is the efficient method for inverse Fourier transformation. However, the 2-D
inverse Fourier transforms require uniformly spaced samples on a rectangular grid [4].
Therefore, it is necessary for the 2-D wavenumber domain data to interpolate from the
polar grid to a rectangular grid as shown in Fig. 2.
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3 ViSAR Image Algorithm Based on CZT

For the spotlight mode with the linear flight path, the 2-D resampling in the PFA can be
decomposed as the range and azimuth 1-D interpolation in order. For every interpo-
lation, the phase history data are uniformly spaced samples on the range and azimuth
wavenumber grid, respectively. In [5], the authors proposed an imaging method using
CZT to replace the interpolation for the linear spotlight mode. The method is totally
free of interpolation, for the sake of reducing the algorithm complexity.

However, the phase history data are non-uniformly spaced samples on the azimuth
wavenumber grid after the range resampling. For the small spread of polar angles, we
can approximate [6]

cosðnDhþ p
2
Þ � �nDh ð7Þ

where Dh is the azimuth angular increment in h between pulses, and n
�N=2� n�N=2� 1ð Þ is the index of pulse number, N is the number of pulses.

Fortunately, the synthetic angle is small that the approximation is accurate enough
for terahertz band. However, the approximation will fail horrible with the wavelength
of the radar increasing as shown in Fig. 3.

xK

yK

O

Polar Samples

Rectangular Samples

Flight Path

Fig. 2. Two-dimensional resampling process from polar to rectangular grid.
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Figure 3 shows the azimuth profiles of point target located at (80, 80) in 10 GHz
and 340 GHz, whose resolution is 0.2 m, using CZT to implement azimuth resampling
based on the assumption of (5). Comparing with the result of azimuth non-uniform
interpolation, the azimuth imaging quality almost the same with it in 340 GHz, unlike
the imaging quality drops seriously in 10 GHz.

The CZT is the Z-transform along a spiral contour. Unlike the FFT, the CZT can
perform a spectral zoom operation that the spectral zoom can start and end at any
arbitrary frequency defined by A and W .

A ¼ expðjxsÞ; W ¼ expð�jDxÞ ð8Þ

where xs donate the start digital frequency and Dx is the digital frequency increment in
the CZT output digital frequency. Therefore, the CZT is often used for implementation
of resampling from uniform grid to uniform grid.

The corresponding relation between the digital frequency and the range
wavenumber is shown in Fig. 4. From the relationship, it is easy to gain xs and Dx.
Then, the parameters of range CZT can be yield

Ar ¼ exp j 2p� 2p
Kymin

�
cosðhþ pÞ � Kymin

Kymax � Kymin

� �� �

Wr ¼ expð�j
DKy

cosðhþ pÞ
�2p

Kymax � Kymin
Þ

ð9Þ

where Ky is the range wavenumber, it can be defined by

Ky ¼ 4p
c

fc þ ĉtð Þcosu ð10Þ

Kymin and Kymax donate the minimum and maximum, respectively. DKy ¼ 4p
c

B
M is

the range wavenumber increment and M is the number of samples, B is the signal
bandwidth.

Fig. 3. Azimuth profiles of point target.
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Similarly, the azimuth CZT parameters can be obtained through the corresponding
relation. A conclusion is given here, and the process of derivation is no longer repeated.

Aa ¼ exp j
Ky

Kyc
p

� �

Wa ¼ exp j
Ky

Kyc

2p
NI

� � ð11Þ

where Kyc ¼ 4pfc
c cosu is the range center wavenumber and NI is a scalar that specifies

the length of CZT.
Therefore, the complete flow of THz ViSAR imaging algorithm is shown in Fig. 5.

4 Simulation Results

The simulation parameter is listed in Table 1, where q donates the image resolution.
The position of point targets is shown in Fig. 6. Figure 7a, b shows the imaging result
with different center angle. From these imaging results, we can see that the position
relationship between every point target is not in accordance with the actual position
relationship. It is caused by the plane wave assumption in (3). It has been described in
many related papers and it can be compensated by 2-D resampling in the spatial image
domain, such as [7]. Therefore, we do not repeat the discussion and ignore it.

2πy minK
cos( )

y minK
θ π+

yKΔ

y maxK 0

y

cos( )
K
θ π

Δ
+

Fig. 4. Relationship between the digital frequency and range wavenumber.
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Fig. 5. Flow diagram of THz ViSAR imaging algorithm.

Table 1. Simulation parameters.

fc u ra q

340 GHz 45� 3 km 0.3 m

Fig. 6. Position of the point targets.
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For the convenience of observation imaging results, we zoom in the point target
imaging result located in the edge of ROI. The zoomed imaging results illustrate that
point targets have an excellent imaging performance and it verifies the effectiveness of
the THz ViSAR algorithm based on CZT.

5 Conclusion

A THz ViSAR imaging algorithm is proposed in this paper. Utilizing the feature of
THz ViSAR, the 2-D resampling is decomposed into twice 1-D resampling. In this
method, we use the CZT to realize 1-D resampling, which results that the method is
totally free of interpolation to reduce the algorithm complexity. In the end, the simu-
lation verifies the effectiveness of the proposed method.
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Abstract. For quarter wave vertical antenna in high-frequency band, a ground
screen system is indispensable. The ground screen is laid to reduce the effects by
earth whose conductive is nonuniform and poor. High-frequency surface wave
radar (HFSWR) system demands antenna directivity stricter than the radio
station, so the system needs a high-quality ground screen system. This work
examines the performance of the ground screen system for high-frequency
antenna and finds applicable size and shape for antenna fabrication. Different
ground screen sizes, densities and shapes are compared in the simulation for a
9.8 m tall monopole antenna in 7 MHz. The simulation results show that the size
and density of the ground screen are important parameters for antenna, and
radial ground screen performs better than latticed when the size of the ground
screen is large. To find appropriate ground screen parameters for HFSWR, the
analysis takes the effect of sea and coast into account. Furthermore, the results
may provide guidance for ground screen laying in practical applications.

Keywords: High-frequency surface wave radar � Ground screen system �
Antenna directivity

1 Introduction

High-frequency surface wave radar (HFSWR) operates in 3–30 MHz, with the corre-
sponding radio wavelength 10–100 m. In HFSWR, vertically polarized monopoles are
generally utilized. Theoretically, the conductive coast or sea water is considered as the
reflect plane of the antenna. In practical, however, the conductivity of the dry coast or
rocks is inhomogeneous and poor. In order to reduce the effects on antenna perfor-
mance by the resistance of earth, ground screen system (GSS) is indispensable.

Brown [1] analyses the GSS and presents a system consisting of 120 radial wires,
each one-half wave long, is desirable as early as 1937. Bekefi [2] gives the theoretical
derivation and numerical solving method of impedance of the ground plane. Benjamin
[3] shows that a GSS with 120 radials is a very conservative design, smaller systems
can also produce acceptable performance. Trainotti [4, 5] analyses the effect of GSS
with a practical situation in theoretical arithmetic. Jin [6] discusses the inhomogeneous
ground’s effect on the dipole antenna radiation field and gives a formula applied to
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complicated structure. Christman [7] designs a transmitting antenna for commercial
medium wave broadcast stations.

However, limited by the technique, these works can only appropriately analyse the
performance in theory or in actual measurement. Along with the development of
computer technology, we can conveniently analyse the antenna performance by sim-
ulation for more aspects of the GSS in different situations.

For monopole antenna, infinite perfect electric conduction ground plane is required
in theory, but in practice, we can only fabrication a ground screen in finite space and
resources. According to the engineering experience of the radio station, the ground
screen should consist of 60–120 radial electric conduction wires whose lengths are half
of wavelength. In some specific scene which needs higher quality of antenna radiation
such as radar, the engineering experience maybe not reliable enough. To make antenna
performance better in finite resource, analysis of ground screen is necessary.

In this paper, we analyse the GSS in aspects of screen sizes, densities and shapes,
for a simulated system whose parameters is the same with a real HFSWR. The rest of
the paper is organized as follows. In Sect. 2, we introduce the geometry structure of the
system. Section 3 provides the simulation results. Conclusions are given in Sect. 4.

2 Geometry

The simulations performed by HFSS consider a monopole antenna that is 9.8 m height,
whose radius is 10 cm, and material is PEC, operating in 7 MHz. The antenna is on the
infinite ground plane, whose conductivity is 0.003 S/m, and relative dielectric constant
is 4. Several electrical wires with 6 mm radius are laid on the ground constructing the
GSS. The electrical wires length L changes from k/16 to k, and the number of wires
N changes from 8 to 72. Figure 1 shows the HFSS model.

In an ideal condition, the ground should be a perfect electric conductor, in which
case, the radiation field in theory is

jEj ¼ 60IA
r sin kh

cosðkh sin hÞ � cos kh
cos h

ð1Þ

Fig. 1. 9.8 m monopole antenna and 48 wires radial GSS model in HFSS
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where IA is the current fed into the antenna, r is the distance from antenna, h is the
height of the antenna. The antenna directivity can reach about 5 dBi when h ¼ k=4.
However, in practice, due to the soil impedance, displacement currents that flow
between the antenna and the ground terminal of the monopole are very large which
obviously reduces the performance of the antenna. The GSS provides a low-impedance
return path to reduce the currents.

3 Results

3.1 Effect of Ground Electrical Parameters

Table 1 shows common geology electrical parameters, including dry soil, wet soil,
freshwater and sea water. In different conditions of the ground, the antenna exerts
different performance. Figure 2 is the antenna gain in different conductivity conditions
without GSS, which indicates that as conductivity increasing the antenna gain also
increases, but the increasing speed is decreasing.

When conductivity is 1 S/m or 4 S/m, the antenna gain values are similar to ideal
condition, in these parameters, the ground can be regarded as perfect electricity
conductor.

3.2 Effects of Ground Wire Length

The simulated directivity from the model constituted by 48 wires radial GSS is shown
in Fig. 3, which indicates that the effect of ground wire length approaches an inverse
proportional function. When wire is longer than 3/4 of wavelength, the effect becomes
negligible.

The reflection coefficient variation shows some periodicity in the simulation, as
shown in Fig. 4. When the wire length equal to 3/8 of the wavelength, the reflection
coefficient performs the best.

3.3 Effects of Ground Wires Number

The density, which can be described as wires number, is another factor effecting
antenna performance. Figure 5 shows the antenna directivity that changes with dif-
ferent number of ground wires. When ground wire length is short, wire number does

Table 1. Common geology electrical parameters

Geology Relative dielectric constant Conductivity (S/m)

Dry soil 4 0.003
Wet soil 80 0.03
Freshwater 80 0.001
Sea water 80 4
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not work well, wire density has no influence on the directivity of the antenna. While,
when ground wire length increases, GSS with less wires number reaches the limitation
earlier. In other word, the number of ground wires determines the upper limit value.
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Fig. 2. Different conductivity impact on antenna pattern

Fig. 3. Directivity affected by ground wire length
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GSS with eight wires supports −1 dBi directivity in maximum, in spite of the wire
length, while 48 wires support more than 1 dBi directivity when length is longer than
3/4 wavelength.

Fig. 4. Reflection coefficient affected by ground wire length

Fig. 5. Directivity affected by ground wire number
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Combined with ground wire length and number, a function to describe the variety
trend can be found with curve fitting tool in MATLAB. Equation (2) shows the result,
where D is the antenna directivity, x is the ratio between wire length and wavelength.
The wavelength in high frequency is 10–100 m, which means that the antenna with
GSS needs more than 200 m2 for an ideal directivity performance. A half wavelength
GSS can offer about 0.5 dBi directivity at most. In this condition, 48 wires are enough
according to Fig. 5.

D ¼ 4:98x� 2:002
xþ 0:4694

ð2Þ

3.4 Latticed GSS

In some scene, latticed GSS is also usually used, since it fabricates easier. However,
simulation shows that, in the same area and wire length, radial GSS has better per-
formance than latticed GSS. These two GSSs have same performance when wire length
is small, but the performance of latticed GSS is limited by density when GSS size
enlarged. For seam space, latticed GSS needs higher density. When wire number is 72,
latticed GSS only gets −2 dBi directivity, while radial GSS can get more than 1 dBi
directivity.

Fig. 6. Comparison between radial GSS and latticed GSS
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3.5 Effects of Sea

According to Sect. 3.1, sea water can be considered as good conductor, which means
that the sea can be regarded as a part of the GSS. Considering the effects of the sea, the
performance of the antenna improves significantly, since the size of sea much larger
than radio wavelength (Fig. 6).

Figure 7 shows the model that consists of antenna, GSS, ground and sea. The
antenna is 15 m far from the sea on the coast. In this model, the conductivity of sea
water is 4 S/m, and the relative dielectric constant is 81. Considering that the moisture
of soil near the sea is high, the conductivity of soil is 0.03 S/m, relative dielectric
constant is 80. The GSS is constructed by 48 wires, whose radius and length are 6 mm
and quarter wavelength, respectively.

Fig. 7. HFSS model consists of antenna, GSS, ground and sea
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Fig. 8. Horizontal plane pattern considering the effects of sea
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Sea water leads to inhomogeneous of the ground system; therefore, the antenna
pattern has changed. As shown in Fig. 8, 0° is the direction from the antenna to the sea.
Antenna pattern is a circle when neglecting the effects of the sea, while the value of
pattern increases when considering the effects of the sea. The increment in the direction
of the sea is 3 dB while the negative direction increases 1 dB.

Fig. 9. Directivity affected by ground wire length and sea

Fig. 10. Directivity affected by ground wire number and sea
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In different ground wire length, antenna directivity changes as shown in Fig. 9.
Compared with results in Sect. 3.2, the directivity increases about 2 dB.

Recalculating all condition of ground wire length and number, we have Fig. 10.
Comparing with Figs. 5 and 10 illustrates that the effect of the sea improves the
performance of almost all condition in 2 dB, while the trend of curves still the same.
When the wire length and number is large, the result may be inaccurate because of the
lack of computing resource.

4 Conclusion

In this paper, we have analysed the parameters that influence the performance of the
GSS. Based on the results, we can conclude that, in order to gain a higher antenna
directivity, larger GSS size is preferred. For HFSWR, it is extremely difficult to reach
the theoretical value, due to the limited field. In finite space, excessive increasing
density makes no sense. The maximum of directivity in different GSS size is given by
(2). In practice, for an area in which the ground wire length less than a half wavelength,
a GSS with 48 wires is satisfied. Considering the effect of the sea, the GSS with 48
wires in a half wavelength offers 2 dBi antenna directivity.
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Abstract. In view of characteristics of channel parameters changing with time
and space of underwater acoustic channel, a rateless transmission scheme for
adaptive transmission over underwater acoustic channels is studied in this paper.
The scheme utilizes the characteristics of LT coding without fixed coding rate,
and the communication efficiency is further improved through single-carrier
frequency-domain equalization. Simulation results show that the scheme we
proposed can effectively reduce the computational complexity compared to the
rateless coding system under classical time-domain equalization. With achieving
the same reliable information transmission in the same underwater acoustic
channel, the redundancy required by the proposed scheme is about 1/3 of the
classical retransmission method, which improves the efficiency of information
transmission.

Keywords: Underwater acoustic channel � Adaptive transmission �
Single-carrier frequency-domain equalization � LT coding � Redundancy

1 Introduction

Underwater acoustic communication is known as to be very difficult telecommunica-
tion, which also is faced with problems such as low signal-to-noise ratio and time-
varying and space-variant problems of the underwater acoustic channels. Additionally,
the condition of the feedback channel is the cause of that the communication efficiency
is seriously affected by the long propagation distance and the long feedback delay time.

The problems existing in the above underwater acoustic channels are generally
improved by time-domain retransmission [1] method, but the communication efficiency
is not high in many cases. At the same time, the network of underwater acoustic
communication has become a trend [2] with the development of underwater acoustic
communication. A higher encoding rate flexibility and a lower correlation with the
channel and the communication nodes are required in the encoding scheme applied to
the underwater acoustic communication network. The traditional methods are difficult
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to meet the requirements, and then, the emergence of rateless coding provides a new
way to solve this problem. In 1998, Byers et al. [3] proposed the concept of rateless
codes. In 2002, Luby [4] proposed the first LT coding that is consistent with the
concept of rateless codes and has practical value.

Existing studies are generally directed at rateless codes in time-domain equalization
(TDE) underwater acoustic systems [5, 6]. However, the frequency-domain equalization
(FDE) technique has much less computational complexity than the TDE technique under
underwater acoustic communications. Therefore, the single-carrier frequency-domain
equalization (SC-FDE) technique is used in this paper to replace the classical TDEmethod,
and the scheme improves the efficiency of communication while introducing the advan-
tages of LT coding, also improves the reliability of underwater acoustic communication.

1.1 System Model

The system mode is illustrated in Fig. 1. At the transmitter, the information bit data is
sent in LT encoding, and then, the symbol mapping is performed to complete modu-
lation, the modulated data xn is subjected to modulation conversion and a cyclic prefix
(CP) is inserted in each data block, and finally, the signal x0n is transmitted.

The signal x0n passes through the underwater acoustic channel and arrives at the
receiver. At the receiver, the received signal y0n is first subjected to remove cyclic prefix.
Then, after the cyclic prefix is removed for each data block yn is converted to the
frequency domain for equalization processing. After equalization is completed, the
signal ZK is converted to the time-domain demodulation and to obtain the final data
after decoding. The following will describe the system mode mathematically. In the
description process, let the length of the signal block be N, the transmission rate is 1/T,
the transmission signal adopts the form of adding the cyclic prefix, the signal of the
receiving end is expressed as

yn ¼ hn � xn þ vn; n ¼ 0; 1; . . .;N � 1 ð1Þ

Remove 
CP

PSK 
Demodulation

LT
Decoding

yn
FFT equalizer IFFT

YK ZK znyn

LT
Coding

PSK 
Modulation

Insert 
CP Channel

xn xndata

(a) The transmitter

(b) The receiver   

data

Fig. 1. Transmission system mode
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where hn represents the impulse response of the channel, and vn represents additive
white Gaussian noise with a mean of zero and a variance of n2. Convert the above
equation to the frequency domain,

YK ¼ HK � XK þVK ; k ¼ 0; 1; . . .;N � 1 ð2Þ

Set the FDE coefficient to WK , then the signal after FDE can be expressed as,

ZK ¼ YK �WK ¼ HKXKWK þVKWK ð3Þ

Using minimum mean square error (MMSE) equilibrium,

WK ¼ H�
k

HKj j2 þ r2=P
; k ¼ 0; 1; . . .;N � 1 ð4Þ

where P is the power of the signal.

1.2 Rateless Transmission Scheme

Underwater acoustic channel is a typical multipath channel, the system performance
improvement is restricted because the complexity of the time-domain equalizer is
proportional to the maximum delay spread of the channel in practice. Previous studies
have shown that the SC-FDE technique effectively combines the advantages of single-
carrier modulation and OFDM modulation [7], which gives it a very broad application
prospect in the future of high-speed underwater acoustic communication. On this basis,
we have proposed an LT coded scheme based on SC-FDE for underwater acoustic
communication.

1.2.1 Encoding LT Codes
Assume that the existing k symbols are to be transmitted. Then, each LT code symbol is
generated as follows.

1. According to the distribution of degrees, an integer d greater than 0 is generated as
the degree of the current encoding by using a random generator;

2. With another generator, d integers between 1 and k are uniformly distributed, which
is the sequence number of d information;

3. According to the d number, select the corresponding symbol and perform XOR
operation to obtain the code symbol to be sent.

1.2.2 Adaptive Frequency-Domain Equalizer
For the linear equalization mode (MMSE) described above, the channel needs to be
relatively accurately channel estimated, and then, the equalization coefficient is cal-
culated based on the estimated value to compensate for the signal, and the adaptive
equalizer can quickly generate the appropriate equalization coefficients according to
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the change of the channel. The adaptive frequency-domain equalizer is an adaptive
algorithm that incorporates signal processing in the design of the equalizer.

The least mean square (LMS) algorithm [8] is a more commonly used adaptive
iterative algorithm. The specific process of the adaptive frequency-domain LMS
algorithm is as follows: The input signal xðnÞ and the desired signal dðnÞ form an N-
point data block and then perform an N-point fast Fourier transform (FFT) and the
output of each FFT is composed of N complex points XðKÞ and DðKÞ, and the output
of the time-varying equalizer is YðKÞ,

YðkÞ ¼ XðkÞWðkÞ ð5Þ

In the simulation, the overlap retention method can be used to implement FFT. In
this method, the length of the overlapped portion can be set to an arbitrary value, but
the 1/2 overlap is the highest computational efficiency. Since 1/2 data overlap is the
most effective, that is, M zeros are added after the M-point equalizer tap coefficients,
and then, N-point FFT is performed, where N = 2M, i.e.,

WTðkÞ ¼ W0ðkÞ; . . .;W2M�1ðkÞ½ �
¼ FFT WTðkÞ; 0; . . .; 0� � ð6Þ

Let XðKÞ be the diagonal matrix formed by the 2M (i.e., N) point FFT after
inputting the k−1th block and the kth block, i.e.,

XðkÞ ¼ diag FFT xðkM �MÞ; . . .; xðkM � 1Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ðk�1Þth

; xðkMÞ; . . .; xðkMþM � 1Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

kth

2

64

3

75

8
><

>:

9
>=

>;
ð7Þ

yTðkÞ ¼ yðkMÞ; . . .; y kMþM � 1ð Þ½ �
¼ IFFT XðkÞWðkÞ½ � ð8Þ

The output value of the kth block is the last M term of formula (8). Because the first
M elements are circularly convolved, only the last M elements need to be retained. The
kth block expectation response vector is,

dðkÞ ¼ dðkMÞ; dðkMþ 1Þ; . . .; dðkMþM � 1Þ½ �T ð9Þ

The corresponding error function is,

eðkÞ ¼ dðkÞ � yðkÞ
¼ eðkMÞ; eðkMþ 1Þ; . . .; eðkMþMþ 1Þ½ �T ð10Þ

In the process of linear convolution in (8), the starting M elements have been
discarded from the output, and the error function eðkÞ vector can be transformed into
the frequency domain,
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EðkÞ ¼ FFT 0; . . .; 0|fflfflffl{zfflfflffl}
M

; eTðkÞ
2

4

3

5

T8
<

:

9
=

;
ð11Þ

Since linear correlation is actually a form of operation similar to linear convolution,
memory retention methods can be used in vectors wðkÞ, it can be calculated using the
first M terms of the IFFT Eq. (12).

wðkÞ ¼ IFFT X�ðkÞEðkÞ½ � ð12Þ

Finally, the frequency-domain weight vector adjustment formula is,

Wðkþ 1Þ ¼ WðkÞþ 2lFFT wðkÞ; 0; . . .; 0½ �T
n o

ð13Þ

Therefore, the flowchart [1] of the adaptive LMS frequency-domain block algo-
rithm is shown in Fig. 2.

1.2.3 Decoding LT Codes
The decoding of the LT code needs to start with a code symbol with a degree of 1, and
the specific process is as follows:

1. When the user receives n (� k) coded symbols, look for coded symbols of degree 1
among the n coded symbols;

input
Concatenate

x(n)

X(k) Y(k)

W(k)

W(k+1)

u

X*(k) E(k)

e(n)

Known
Sequence

d(n)

Output

y(n)
FFT IFFT Save last 

block

Delay

+

Gradient
constraint

conjugate

FFT +

FFT

IFFT

Append
Zero block

Delete
last block

Fig. 2. Flowchart of the adaptive LMS frequency-domain block algorithm
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2. If a code symbol with a degree of 1 can be found, all code symbols of the degree 1
are recovered from the corresponding seed, and the coded symbols of degree 1 are
deleted; otherwise, go to section 1;

3. The encoded symbols that have not been decoded are XORed to remove the
recovered symbols; the encoding symbol whose degree is 1 continues to be sear-
ched, and goes to section 2; if there are no encoded symbols and there are unre-
covered transmitted symbols, then to section 4, otherwise it is successful decoding,
then stop.

4. Continue to receive more code symbols;
5. For the newly received code symbol, remove the recovered symbol from the code

symbol by XOR operation according to the recovered symbol and then transfer to
section 2.

1.3 Simulation Results

Simulation is built on BELLHOP underwater acoustic channel model. The carrier
frequency is 12 kHz. The distance between transmitter and receiver is 100 m, and they
all located at a depth of 10 m. Wave height is 0.2 m. The basic system parameters are
set as follows: The source is 0, 1-bit data stream, one packet is 1000 bits, and 100
packets are sent; using BPSK modulation data, the front and back of each frame are,
respectively, inserted with a unique word of length 64.

First, we compare the performance of the LT coding system with FDE and the
system with TDE in the existing research. On the one hand, the BER performance of
the two is compared, and the simulation results are shown in Fig. 3. It can be seen that
two methods can achieve reliable decoding and the minimum required input-to-noise
ratio for both is about 6 to achieve BER low at 10−3, which means that there is not
much gap in the error performance of the two methods.

On the other hand, we compare the performance of the two algorithms by analyzing
the computational amount. Calculating the calculation amount of two equalizer algo-
rithms by using real multiplication as the standard, the ratio of the computational
complexity of the LMS algorithm with FDE and the time-domain LMS algorithm can
be expressed as

f ðNÞ ¼ 5N log2 2Nþ 16N
2N2 ¼ 5 log 2Nþ 13

N
;

where N is the number of points for each input sequence. According to the formula, the
simulation curve is shown in Fig. 4, and it can be found obviously that the compu-
tational complexity with FDE is much less than TDE with lager N. However, the
required filtering order is large under underwater acoustic channel, so the FDE is more
suitable for underwater acoustic communication. In summary, the scheme proposed in
this paper is more suitable for underwater acoustic channel than the system under
classical TDE in existing studies.

In order to further verify the performance of rateless coding transmission scheme in
terms of coding flexibility and communication reliability, rateless coding transmission
scheme and classical time retransmission method are compared. A sufficient number of
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LT encoding symbols are transmitted at different SNRs, and the minimum number of
LT encoding symbols required with an error rate of less than 10−5 is recorded at each
SNR.
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In order to be more intuitive, the redundancy (number of transmitted bits/effective
number of bits) is used in the simulation to measure the performance. The minimum
coding redundancy comparison is shown in Fig. 5. It can be seen that the rateless
coding scheme in FDE can achieve reliable transmission of information by sending
fewer codes compared to the traditional retransmission method in the underwater
acoustic channel. The redundancy required by the proposed method is about 1/3 of the
classical time-domain retransmission method, which improves the transmission effi-
ciency of information.

2 Conclusion

Based on the status of the research on underwater acoustic communication, we propose
an LT coding adaptive transmission scheme based on SC-FDE. Simulation results
show that the proposed method has greater performance advantages than the traditional
time-domain equalization system and retransmission method and is more suitable for
underwater channels with the characteristics of channel parameters varying with time
and space and multipath delay spread.
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Abstract. The variation of rotary joint is one of the primary reasons that result
in dynamic deviation of ZDR and UDP as polarimetric parameters, and external
instruments are needed to detect and calibrate to ensure the amplitude and phase
consistency for dual-polarization weather radar. This paper analyzes the impact
of rotary joint of dual-polarization weather radar on ZDR and UDP, and it pro-
poses a detection and calibration method using external instrument based on
baseline curve of deviation. Then this method is used to test and calibrate a S-
band dual-polarization weather radar produced by Beijing Metstar Radar Co.,
Ltd., and the results are analyzed. It is shown that ZDR and UDP deviation
introduced by rotary joint can satisfy requirement of relevant technical speci-
fications, and this method can reduce deviation of amplitude and phase through
calibration to enhance the reliability of radar observation data effectively.

Keywords: Rotary joint � ZDR � UDP � Detection � Calibration

1 Introduction

Dual-polarization weather radar transmits horizontal and vertical polarized wave
alternately or simultaneously and adopts various signal processing methods to echo
signals in two polarized direction to get several polarimetric parameters such as dif-
ferential reflectivity (ZDR), differential propagation phase (UDP), linear depolarization
ratio (LDR), correlation coefficient (qHV) [1, 2]. These polarimetric parameters reflect
features of hydrometeor particles in the air such as size, shape, phase, and orientation,
which promotes the development of research area such as hydrometeor classification
and quantitative precipitation estimation [3]. Compared with routine Doppler weather
radar, dual-polarization weather radar enhances the ability of quantitative precipitation
estimation and hydrometeor classification, and it is also an important tool in fields such
as weather modification, aviation warning, and disaster monitoring [4–8]. However, the
quality of dual-polarization radar data is affected by different factors such as beam
blockage, system internal and environmental noises, and signal attenuation. It is nec-
essary to evaluate the data quality before application [9].
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Polarimetric variables such as ZDR and UDP are primary parameters for reflecting
targeted features of the cloud and rain, and it has wide application in fields such as
quantitative precipitation estimation and hydrometeor classification. The accuracy of
ZDR and UDP is greatly significant to dual-polarization weather radar. For instance,
when the consistency deviation of dual channel for ZDR is controlled within 0.2 dB, the
error of quantitative precipitation estimation is controlled within 18%. When the
consistency deviation of ZDR is within ±0.1 dB, the deviation of light precipitation
measurement is also controlled between 10 and 15%. At the same time, only when the
deviation of UDP is controlled within 3°, the data have higher reliability [10, 11].

In recent years, many routine Doppler weather radars in China, European and USA
have been upgraded to dual-polarization weather radar, and some scholars have made
numerous studies to the deviation calibration of dual-polarization data. In 1999, Gor-
gucci, et al. adopted light rain method to calibrate system deviation of ZDR and UDP

caused by the whole channel including transmitter, antenna and receiver, but this
method must be applied under the condition of stratiform precipitation with very little
rain intensity [12]. In 2002, Hubbert, et al. suggested a method of deviation calibration
to ZDR with natural scattering echoes, and the essence of the method is calibrating
receiving channel of dual-polarization radar with echo data produced by solar radiation
[13]. At the same time, it can also calibrate transmitting channel with cross-polar
measurement. But as a signal source, the signal-to-noise ratio of the sun is low, and the
calibration result of ZDR and UDP is not satisfactory, and it can only be applied in a
limited period of time every day [14].

In 1996, Scarchilli, et al. suggested that Z, ZDR, and UDP have strong self-
consistency in precipitation, and any one of these polarization parameters can be
represented by the other two polarization parameters [15]. That is to say, one parameter
can be calibrated by the other two polarization parameters. However, in 2003,
Vivekanandan, et al. indicated that the condition of using this calibration method is that
the deviation of two polarization parameters must be controlled within 0.5–1 dB [16].

After dual-polarization upgrade of WSR-88D weather radar, the front end of the
receiver moves up. RF signal is down-converted to IF, through rotary joint, it enters
digital intermediate frequency receiver in machine room for A/D conversion, and then
it is sent into RVP processor. The advantage of the method is that the effect cable and
joint on IF signal transmission is small. The amplitude consistency of antenna, feeder,
and receiver is calibrated with solar testing method periodically (every month). The
deviation of dual-channel of the receiver (RCB) is calibrated online through internal
signal between two consecutive volume scans, so that the consistency of the dual-
channel can be guaranteed better. In the WSR-98D and CINRAD/SA dual-polarization
after being upgraded in China, the receiver is located in the machine room, and this
configuration can reduce the disturbance of environment temperature to radar signal;
thus, it is helpful to keep the consistency of the amplitude and phase of dual channel of
the receiver, but the deviation of the amplitude and phase consistency for dual channels
will be affected by rotary joint.
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This paper proposes a detection and calibration method using external instrument
based on baseline deviation curve and applies the method in a S-band dual-polarization
weather radar produced by Beijing Metstar Radar Co., Ltd. to test, calibrate and
analyze the deviation caused by rotary joint. It is shown that ZDR and UDP data
accuracy after being calibrated are improved obviously.

2 Analysis on Systematic Deviation of ZDR and UDP

2.1 Analysis of ZDR and Its Systematic Deviation

Dual-polarization weather radar transmits horizontal and vertical polarized wave and
obtains horizontal and vertical reflectivity factors ZH and ZV , respectively, while dif-
ferent reflectivity factor ZDR can be expressed as:

ZDR ¼ 10 � log ZH
ZV

� �
ð1Þ

It can be known from the Eq. (1) that ZDR is related to the size and axis ratio of
hydrometeor particle (axis ratio is defined as a/b, and a is the radius of horizontal axis,
and b is the radius of vertical axis of particle). It reflects physical information of
hydrometeor particle such as the size and shape [17, 18]. At the same time, ZDR is
obtained from horizontal and vertical polarized wave signal, and the data precision is
closely related to dual-channel consistency of dual-polarization weather radar.

Data precision of polarimetric variable ZDR is not only related to noise inside radar
system and interference between signals, but also related to hardware of radar system,
so it has significance in calibrating deviation produced by radar hardware [19]. An
important function of dual-polarized weather radar is enhancing the capacity of
quantitative precipitation estimation. Currently, the most common formula of quanti-
tative precipitation estimation from dual-polarized radar is proposed by NOAA
National Severe Storms Laboratory, and it is applied in JPOLE observation experiment
in USA [11]. The algorithm is:

R ¼
R Zð Þ=f1 ZDRð Þ R Zð Þ\6 mmh�1

R KDPð Þ=f2 ZDRð Þ 6\R Zð Þ\50 mmh�1

R¼R KDPð Þ R Zð Þ[ 50 mmh�1

8<
: ð2Þ

R Zð Þ ¼ 1:7010�2Z0:174 ð3Þ

R KDPð Þ ¼ 44:0 KDPj j0:822sign KDPð Þ ð4Þ

f1 ZDRð Þ ¼ 0:4þ 5:0 Zdr � 1j j1:3 ð5Þ

f2 ZDRð Þ ¼ 0:4þ 3:5 Zdr � 1j j1:7 ð6Þ
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It can be seen from the above equations that rainfall rate is calculated only through
reflectivity factor Z in case of light rain, while ZDR and KDP are used to calculated
rainfall rate in case of small to moderate rain, and only KDP is used to estimate rainfall
rate in heavy rain.

Rainfall rate and precipitation accumulated estimate deviation brought by Z and
ZDR can be evaluated from the Eq. (2) by the differential algorithm, and it can be
written as:

e1¼aDZ bð Þ � bDZ bð Þ
DR ð7Þ

e2¼� b2DZ
bð Þ
DR ð8Þ

a ¼ 1
RðZÞ

dRðZÞ
dZ

ð9Þ

b1;2 ¼
1

f1;2 ZDRð Þ
df1;2 ZDRð Þ
dZDR

ð10Þ

Evaluating deviation of rainfall rate can be divided into two parts, including sys-
tematic deviation and standard deviation, which means:

d2 ¼ e2 þ r2 ð11Þ

The value of standard deviation is mainly decided by factors such as the variation
rate of disdrometer and statistic error of radar variable, and the value is obtained under
the condition that Z and ZDR are calibrated completely.

For JOPLE data system, if the rainfall rate is lower than 5 mm, the standard
deviation is 68%; if the rainfall rate is larger than 5 mm but lower than 30 mm, the
standard deviation is 38%; if the rainfall rate is larger than 30 mm, the standard
deviation is 22%. It can be deducted from Eq. (7) that when the deviation of ZDR is
within ±0.2 dB, the estimate deviation of quantitative precipitation estimation can be
controlled below 18%. When the deviation of ZDR is within ±0.1 dB, the deviation of
precipitation measurement of light rain can be controlled within 10–15%.

2.2 Analysis of UDP and Its Systematic Deviation

Differential propagation phase is defined as

UDP ¼ UHH � UVV ð12Þ

In the formula, UHH and UW are the two-way phase angle in a certain distance in a
round trip to antenna when radar signal is in horizontal and vertical polarization. In
nature, they are the phase difference caused by different propagation phase constant of
horizontal and vertical polarized wave in different precipitation regions. In a real
observation process, meteorological target environment and its own disturbance as well
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as instability in radar system will impact UDP [20]. Most deviations of UDP caused by
antenna and feeder are fixed which can be measured through external instruments
regularly.

Rotary joint links static and dynamic waveguide end face through axis to realize
flexible turning and microwave signal transmission. The coaxiality of static and
dynamic waveguide end face has a large impact on conductive property of microwave.
In operation, especially with the increasing of operating time and wearing of
mechanical bearings, coaxiality of two-end faces change dynamically in one cyclic
period, which causes that deviations of UDP (ZDR deviation) caused by rotary joint are
dynamically changing and uncertain. It needs to adopt external instrument to detect and
evaluate for long term to ensure the reliability of observation data of dual-polarization
weather radar.

3 Detection Analysis and Calibration Method of the Impact
of Rotary Joint Amplitude and Phase Consistency

S-band dual-polarization weather radar produced by Beijing Metstar Radar Co., Ltd.
adopts “simultaneous horizontal and vertical transmission and reception” mode
(SHV) that is transmitting and receiving horizontal and vertical polarized wave simul-
taneously. This mode avoids the problem that high-power ferrite microwave switch is
affected by environment. Under the condition of guaranteeing the same data precision, it
can enhance the rotating speed of antenna, which is favorable for observation of the
weather process that is changing rapidly, and the correlation of observation target is good.
But there is cross-coupling between horizontal and vertical channels, so it requires that
isolation of dual channels has to be better than −40 dB [21].

The dual-channel receivers of this radar are located inside the machine room, so it is
impossible to detect the influence of the antenna and feeder, especially the double-
channel rotary joint on the amplitude and phase consistency by using the internal
signal. Therefore, it must detect and calibrate through external instrument. There are
two kinds of detection and analysis methods for the impact of the rotary joint to of the
amplitude and phase consistency: one is receiver chain method, and the other is whole
transmitting and receiving chain method. The principles of these two methods are the
same: which is to adopt continuous wave baseline testing signal of stable amplitude and
phase generated by high-performance radio frequency signal source, injecting into
receiving feeder, or whole transmitting and receiving chain, then select specific scan-
ning mode to control the moving or static of azimuth rotary joint and elevation rotary
joint while signal passes, and acquire and process the output signal of receiver, whose
amplitude and phase is compared with baseline testing signal, to analyze the dynamic
change of amplitude and phase. In the chain of transmitting and receiving feeders, other
feeders or devices can seldom introduce a dynamic change of amplitude and phase
except for rotary joint, so dynamic change of amplitude and phase of receiving feeder
chain or whole chain is the effect of the rotary joint.
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3.1 Receiving Chain Detection and Analysis Method

The method is to inject testing signal above antenna elevation rotary joint with external
instrument, through attenuator, power divider, and cross-directional coupler to dual-
channel waveguide (the signal-to-noise ratio entering LNA is about 67 dB) which is to
test the impact of the rotary joint on ZDR and UDP with the change of azimuth and
elevation. Without high voltage on transmitter, VCP21D (apply elevation of 0.5° and
azimuth of 0–360° data in analyzing) and RHI (azimuth of 0° and elevation of 0–20°)
scanning mode are operated in RCW. These two scanning modes save base data
separately. Then the changes of ZDR and UDP are calculated according to dual-
polarization parameter in different azimuths (different elevations for RHI) to test the
impact of azimuth and elevation rotary joint on the amplitude and phase consistency
and make an analysis of the data before and after calibration. The principle of the
detection and analysis method is shown in Fig. 1.

3.2 Whole-Chain Detection and Analysis Method

The soft waveguide at the upper end of elevation rotary joint is disconnected, instead it
is connected with waveguide coaxial conversion and short circuit, then a continuous
wave testing signal from external signal source is injected from the reverse port of the
upper coupler 1DC1 above the transmitter. The test signal is reflected through the
transmitting branch by the waveguide coaxial converter at the elevation rotary joint
port and the reflected signal is injected into receiving channel, which can simulate the
whole chain of transmitting and receiving branch (without antenna and radome). At
reverse port of directional coupler 1DC1, a signal with 0 dBm is injected (signal-to-
noise ratio entering LNA is about 70 dB). Without high voltage on transmitter,
VCP21D (applies elevation 0.5° and azimuth 0–360° in analysis) and RHI (azimuth 0°
and elevation 0–20°) scanning mode are operated, and these two scanning modes store
base data separately. Then the changes of ZDR and UDP are calculated according to
dual-polarization parameter in different azimuths (different elevations for RHI), to test

Fig. 1. Principle chart of receiving chain method for testing the impact of rotary joint on the
amplitude and phase consistency
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the impact of the rotary joint of under whole-chain working condition on amplitude and
phase consistency, and analyze data before and after the calibration. In addition, at
reverse port of directional coupler 1DC1, a continuous wave signal with 0 dBm is
injected (signal to noise ratio entering LNA is about 70 dB) to test the impact of the
rotary joint on the amplitude and phase consistency for 24 h. The principle of testing
and analyzing method is as shown in Fig. 2.

3.3 Amplitude and Phase Calibration Method

External signal source is used to detect the impact of rotary joint on ZDR and UDP with
the change of azimuth (PPI scanning) and elevation (RHI scanning). Baseline deviation
curves of ZDR and UDP are obtained according to the testing result, and the actual data
of ZDR and UDP are calibrated with baseline deviation curve. The specific method is to
inject baseline testing signal and then control radar to operate in VCP21D scanning
mode, collect and store base data. The stored base data are read; the amplitude and
phase deviation of the fixed range bin are obtained according to azimuth and elevation
and stored as baseline deviation curve of ZDR and UDP. When radar operates normally,
baseline deviation is subtracted from observation data, to eliminate systematic devia-
tion, and to realize calibration of ZDR and UDP. Baseline deviation curve is generated at
calibration initialization. In addition, it also needs to consider the quality control of
radar, and abnormal data processing, etc.

Figure 3 is the curve of baseline deviation of differential reflectivity (DZn−m) and
differential propagation phase (Dun−m). PPI in each elevation layer in radar volume
scan corresponds to a curve of baseline deviation. The correction formula of differential
reflectivity and differential propagation phase is:

Z0DRðn�mÞ ¼ ZDRðn�mÞ � DZn�m ð13Þ

u0DPðn�mÞ ¼ uDPðn�mÞ � Dun�m ð14Þ

Fig. 2. Principle chart of whole-chain method for testing the impact of rotary joint on the
amplitude and phase consistency
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In the formula, Z′DR(n–m), u′DP(n–m) are calibrated ZDR and UDP, ZDR(n–m) and uDP(n–

m) are uncalibrated ZDR and UDP, and DZn−m and Dun−m are baseline deviation
respectively. N is the number of elevation layer, number is indexed from low-elevation
angle to high-elevation angle starting from 1, that is, n = 1, 2, …, N, the value n is
different in various scanning modes. M is the number of azimuth index in different
radial direction of every PPI. The 0° azimuth radial is numbered as 1 and number is
indexed from low angle to high angle along the PPI circle, that is m = 1, 2, …, M. The
value of m is different for different beam widths.

4 Impact of Rotary Joint on Amplitude and Phase
Consistency and Calibration Test

4.1 Test and Calibration of Receiving Chain Method

As shown in Fig. 1, the method injects external signal with 0 dBm (signal-to-noise
ratio entering LNA is about 67 dB) to dual-channel waveguide to test the change of
ZDR and UDP caused by rotary joint.

Fig. 3. Baseline deviation curves of differential reflectivity (DZn−m) and differential propagation
phase (Dun−m)
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4.1.1 Change of ZDR and UDP Caused by Azimuth Rotary Joint
and Calibration
The change of ZDR and UDP with azimuth before and after calibration is as shown in
Fig. 4. Before the calibration, the maximum changing range of ZDR is 0.07 dB, and the
standard deviation is 0.0108 dB; the maximum changing range of UDP is 2.58°, and the
standard deviation is 0.7254°. After the calibration, the maximum changing range of
ZDR is 0.04 dB, and the standard deviation is 0.00464 dB; the maximum changing
range of UDP is 0.18°, and the standard deviation is 0.0187°.

4.1.2 Change of ZDR and UDP Caused by Elevation Rotary Joint
The change of ZDR and UDP with elevation before and after calibration is as shown in
Fig. 5. Before calibration, the maximum changing range of ZDR is 0.02 dB, and the
standard deviation is 0.0051 dB; the maximum changing range of UDP is 0.12°, and the
standard deviation is 0.0266°. After the calibration, the maximum changing range of
ZDR is 0.02 dB, and the standard deviation is 0.0025 dB; the maximum changing range
of UDP is 0.04°, and the standard deviation is 0.0145°.

Fig. 4. Change of ZDR and UDP with azimuth before and after calibration
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4.2 Whole-Chain Method Detection and Calibration

As shown in Fig. 2, a testing signal with 0 dBm is injected into the reverse power
measurement port 1DC1 above the transmitter (the coupling ratio is about −36 dB)
(signal-to-noise ratio entering LNA is about 70 dB), to detect the effect of the rotary
joint on ZDR and UDP.

4.2.1 Change of ZDR and UDP Caused by Azimuth Rotary Joint
and Calibration
The change of ZDR and UDP with azimuth and angle before and after calibration is as
shown in Fig. 6. Before the calibration, the maximum changing range of ZDR is
0.02 dB, and the standard deviation is 0.0071 dB; the maximum changing range of
UDP is 2.62°, and the standard deviation is 0.8656°. After the calibration, the maximum
changing range of ZDR is 0.02 dB, and the standard deviation is 0.0011 dB; the
maximum changing range of ZDR is 0.06°, and the standard deviation is 0.0121°.

4.2.2 Change of ZDR and UDP Caused by Elevation Rotary Joint
The change of ZDR and UDP with elevation before and after calibration is as shown in
Fig. 7. Before the calibration, the maximum changing range of ZDR is 0.01 dB, and the
standard deviation is 0.0047 dB; maximum changing range of UDP is 0.06°, and the
standard deviation is 0.0165°. After calibration, the maximum changing range of ZDR is
0.01 dB, and the standard deviation is 0.0047 dB; the maximum changing range of ZDR
is 0.04°, and the standard deviation is 0.0108°.

Fig. 5. Change of ZDR and UDP with elevation before and after calibration
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Fig. 6. Change of ZDR and UDP with azimuth before and after calibration

Fig. 7. Curve of the change of ZDR and UDP with elevation before and after calibration
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5 Stability Analysis of Amplitude and Phase Consistency

The result shows that it can greatly reduce the deviation of amplitude and phase
brought by rotary joint through calibration, and it can realize better correction to
deviation of amplitude and phase caused by rotary joint in short term. After calibration,
the effect of rotary joint can be neglected, but the stability of amplitude and phase
consistency still needs to be tested for 24 h, and stability of standard deviation of ZDR
and UDP shall be analyzed through base data. Figure 8 is the testing result of ZDR and
UDP when radar operates for 24 h continuously, in which, the maximum changing
range of the standard deviation of ZDR is 0.0057 dB, while the maximum changing
range of the standard deviation of UDP is 0.0274°.

6 Conclusion

This paper analyzes the impact of the rotary joint on the amplitude and phase con-
sistency of dual-polarization weather radar, and it conducts detection and calibration to
the deviation of ZDR and UDP introduced by rotary joint through adopting receiving
chain method and all chain method. The result shows that:

(a) Deviation of amplitude and phase introduced by azimuth and elevation rotary joints
can satisfy requirements of no more than 0.2 dB and 3°, respectively.

(b) The impact of azimuth and elevation rotary joints on amplitude and phase has
periodical characteristics.

(c) After calibration, the impact of azimuth and elevation rotary joints on amplitude
and phase is very small, which can be neglected.

Fig. 8. Curve of the change of ZDR and UDP within 24 h
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(d) Continuous testing result for 24 h indicates that the stability of amplitude and
phase is good.

(e) Dual-polarization weather radar hasn’t realized online detection of rotary joint with
internal calibration signal. It is suggested to add the function to detect the operating
status of rotary joint real time to avoid polarimetric data quality degradation caused
by wearing of rotary joints due to long-term operation.
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Abstract. Pulse ultra-wideband technology uses narrow pulse as the informa-
tion carrier, occupies a very wide frequency bandwidth, and has many charac-
teristics such as high transmission rate, large capacity and strong multipath
resistance. Chaotic signals are stochastic and sensitive to initial values, so they
are widely used in secure communication systems. In this paper, the chaotic
sequence of quadratic chaotic map is generated by matrix method. The new
digital chaotic sequence after binary quantization is applied to the direct
sequence spread spectrum UWB system. It reduces the influence of quantization
on the randomness and ameliorates the dispersion of UWB signals power
spectrum, making the interference with other systems lower. The simulation
shows that the chaotic direct sequence spread spectrum UWB system based on
chaotic matrix quadratic mapping has better system coexistence.

Keywords: Direct sequence spread spectrum UWB system � Chaotic matrix �
Power spectral density

1 Introduction

Ultra-wideband wireless communication is a typical high-speed broadband access
technology, with extremely low power spectral density hidden in the noise, and
coexists with communication system in an overlapping and sharing manner. As a
result, scarce spectrum resources improved. Literature [1] studies the performance of
direct sequences. Chaotic sequences contain plenty of advantages, such as a large
number of sequences, strong confidentiality, excellent correlation characteristics and
easy to emerge, making the design of chaotic spreading codes in DS-UWB systems
more and more important. Literature [2, 3] analyzes the multiple access performance of
DS-UWB based on chaotic spread sequences. In order to enhance the multi-access
performance, an intermediate extraction truncation digital binary chaotic sequence
method is proposed and used in DS-UWB [4]. The literature proposes a composite
sequence of double logistic map [5].
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2 Chaotic Matrix

In this paper, the chaotic matrix mainly studies a quadratic map based on Logistics and
Chebyshev. First, N iterations of the logistics are performed to get a chaotic sequence
of length N � 1. The sequences of the parameters satisfy the full map condition. Take
this column as an initial value of Chebyshev for M iterations. The last iteration of the
matrix X is shown in Eq. (2.1). Each row is Chebyshev chaotic sequence, but each
column is a sequence generated by Logistics and Chebyshev. Take the Nth column of
X mn for research, which mn ¼ x1n; x2n; x3n; . . .; xmnð Þ.

X ¼
x11 � � � x1n
..
. . .

. ..
.

xm1 � � � xmn

2

64

3

75 ð2:1Þ

3 Chaotic Matrix Direct Sequence UWB System

The information sequence is repeatedly coded by the repeat encoding module, and the
repeatedly coded sequence is encoded by the column vector mn emerged by the chaotic
matrix. What needs to be noted is that the second chaotic sequence mn is real-valued
and needs to be binarized before being applied to the chaotic coding. After the
information encoded, it is sent to the PAM modulation module and former module for
transmission. The transmission model is shown in Fig. 1. The resulting signal can be
expressed as Eq. (3.1):

s tð Þ ¼
Xþ1

j¼�1
ajmjp t � jTsð Þ ð3:1Þ

4 Analysis of Simulation Results

4.1 Correlation Analysis

Before correlation performance analysis, binary quantization of the generated column
vector is required. In the case of changing the parameter k, the Nth column vector of

Fig. 1. DS chaotic matrix-UWB transmission model
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the chaotic matrix mn is extracted and the correlation analysis is performed. The
autocorrelation and cross-correlation functions are shown in Figs. 2 and 3. Then
change the length of the sequence to record the balance as shown in Table 1. Due to its
excellent autocorrelation and cross-correlation performance, the interference among
users may be minimized by these chaotic sequences.
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Fig. 2. Autocorrelation
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Fig. 3. Correlation

Table 1. Balance

Length Balance (%)

2000 3.8
3000 0.367
4000 0.6
5000 1.72
6000 0.73
7000 0.014
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Figure 2 shows that the value of the sequence except for the zero delay is basically
0 and is similar to an impulse function. In Fig. 3, the cross-correlation of the sequence
is basically 0 when the delay is 0.5 ns, indicating that the sequence has better cross-
correlation and autocorrelation. In Table 1, as the length of the sequence increases, the
number of “0” and “1” of the sequence is gradually similar. When the sequence length
is 7000, the number of “0” and “1” of the sequence is basically the same, and the
balance performance is perfect.

4.2 Power Spectral Density Analysis

Set the parameter of sampling frequency 50 ns, average transmitted power −30 dBm,
number of bits generated by the source 50 bits, pulse duration 2 ns, number of pulses
per bit map 20, pulse duration Tm 0.5 ns, the l, Logistics 4, the k of Chebyshev 4,
shaping factor for the pulse 0.25 ns, and the initial value of the Logistics sequence
0.8400.

Figure 4 shows the power spectral density of the DS-UWB transmitted signal for
the second-mapped digital chaotic sequence. The envelopes of the graph have the shape
of a basic pulse Fourier transform and the peaks of the graphs in Fig. 4 are low, and the
spectral lines are concentrated, which also prove the concealment better.

5 Conclusion

In this paper, the experimental results show that the digital chaotic sequence after
secondary map has good autocorrelation and cross-correlation, which can be applied to
multiple users. It has better confidentiality, easier generation, lower power spectral
density and more in line with the standards of UWB low power spectrum.

Acknowledgments. This work is supported by Heilongjiang University Talent Innovation
Special Project of Heilongjiang Province Universities Basic Scientific Research Business
(No. HDRCCX-201605).
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Abstract. Due to the limited energy of nodes and the harsh working envi-
ronment in underwater sensor networks, designing energy-efficient routing
algorithms to achieve data acquisition is particularly important. Using the cor-
relation of original signal in underwater sensor networks, in this paper, an
uneven-layered, multi-hop routing based on distributed compressed sensing
(DCS-ULM) is proposed to achieve data collection. The simulation results show
that DCS-ULM can effectively prolong the lifetime of networks while ensuring
the reconstruction accuracy of original data.

Keywords: Compressed sensing � Underwater wireless sensor network �
Three-dimensional routing � Energy consumption

1 Introduction

At present, the design of routing protocol for underwater sensor networks is primarily
focused on the research of data transmission mode, and it is necessary to propose
energy-efficient data fusion measures to extend the network lifetime. The compression
perception theory (CS) proposed by Candès, Romberg, Tao, and Donoho in 2004 has
revolutionized the field of signal processing [1]. The application of CS technology
effectively reduces the energy cost and data processing complexity of information
acquisition, and provides a good opportunity for large-scale development and appli-
cation of marine monitoring sensor network. If combined with the design of proper
routing protocol, the energy consumption of nodes can be greatly reduced.

In the current research field, a large number of CS technologies have emerged in
wireless sensor networks’ (WSNs) [2–4] data collection method research. In this paper,
CS technology is applied to the data acquisition process of three-dimensional under-
water sensor network and combined with the design of routing protocol, which can
effectively prolong the lifetime of the network while ensuring the accuracy of the
original data reconstruction.
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2 System Model

Considering the node fixed in the three-dimensional static underwater sensor network
with different depths, n underwater nodes and a water surface sink node are distributed
randomly, which can be used to realize real-time monitoring of underwater environ-
ment[5–7]. Assume that each node has the ability to locate and has a unique node ID.
The node packet format adopted in this paper is shown in Fig. 1, and N is the raw data
quantity; the selection of projection coefficient /ij of nodes in this paper is as follows:

/ij ¼
þ 1; p ¼ 1

2

�1; p ¼ 1
2

8
><

>:
ð1Þ

As shown in Fig. 1, the data packet contains a node ID of i, 2, 9, and the fused data
is,

yi¼/i;ixi þ/i;2x2 þ/i;9x9 ð2Þ

In addition, in this paper, introduces the mechanism of uneven stratification into the
design of routing algorithm. We transform the layered mechanism based on depth into
horizontal layering. Firstly, the three-dimensional underwater communication network
is classified according to uneven-layered spacing r, 2r, 3r, 4r, and so on, and r repre-
sents the network base radius. Secondly, the node determines the rank according to its
geographical location and completes the next-hop node selection.

3 Proposed Scheme

First of all, each node needs to judge the rank according to the location information, if
the location information of the current node satisfies the formula,

i,iφ i,2φ i,9φ ……… ………i 2 9 0.125

Packet header date

Projection 
coefficient(1bit）

Node ID (log2N )bit Fusion data (64bit)

Fig. 1. Data packet format
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Xn2�1

i¼1

i � r�D\
Xn2

i¼1

i � r ð3Þ

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xi � Xsinkð Þ2 þ Yi � Ysinkð Þ2

q
ð4Þ

where X is the actual horizontal axis value of the node, and Y is the actual ordinate
value of the node, and the rank is n2.

The process of DCS-ULM algorithm can be described as: (1) at the opening stage
of each round data transmission, the underwater node completes the information col-
lection and initializes the packet. (2) On the data transmission phase, each node gen-
erates a random number q between ð0; 1Þ by equipping an independent, uniformly
distributed Bernoulli generator. p is the access probability, if q� p, this node will be
used as a routing open node and participates in data transmission. (3) The open node
participating in data transmission is i, judged by its initialization rank, if the rank of
node i is 1, the packet would be forwarded directly to the surface sink node. (4) After
receiving the broadcast packets, the node j in the broadcast range compares its location
information with the source node i to determine whether it can be the next-hop node.
(5) Source node i completes information extraction based on received answer packets.
(6) After the next hop node j receives the data packet, according to its own data packet,
determine whether the data fusion can be carried out. (7) If the number of nodes
satisfying the conditions in the step 6 is n3 ¼ 0, then node i selects the answer node
with the rank n2 as the next-hop node set, and then completes the next-hop node
judgment based on the value of W in the node set. (8) Finally, the surface sink node
uses the received data packets to extract the observed value y, and constructs the
measurement matrix U according to the node ID and the random coding coefficient /ij,
and then realizes the effective reconstruction of the original data x.

4 Simulation and Analysis

Random deployment of 2000 underwater nodes in an interval with longitude [238.8°E,
239.18°E], latitude [32.5°N, 32.88°N], and depth ½0; 800 m� to complete collection and
reconstruction the temperature data on September 3, 2012, in the Gulf of Southern
California, USA, the original amount of data is N = 8000.

It can be seen from the Fig. 2 that compared with DCS-HLM algorithm, DCS-
ULM algorithm starts to appear death nodes when the number of rounds r = 35, and
the dead nodes appear the last time, but the death rate of the nodes is faster than that of
DCS-HLM. Using the n-of-n criterion, DCS-ULM algorithm can effectively prolong
the network life cycle.

It can be seen from the Fig. 3 that when the number of rounds of network execution is
the same, the maximum energy consumption of nodes in DCS-ULM algorithm is the
lowest.When themaximum energy consumption of the node is greater thanE0, the node’s
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maximum energy consumption of the network will not change due to the failure of the
dead node. Therefore, DCS-ULM algorithm can effectively save network energy
consumption.

5 Conclusions

For the three-dimensional underwater sensor networks with limited node energy, a data
collection algorithm based on distributed compressed sensing (DCS-ULM) is proposed
in this paper. The algorithm integrates data compression and transmission, and com-
bines compressed sensing technology with the design of three-dimensional routing
algorithm. Using real data as experimental processing object, the results show that
DCS-ULM algorithm effectively solves the “hot spot” problem in the process of data
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transmission, and prolongs the lifetime of three-dimensional underwater acoustic
sensor network while ensuring the accuracy of original data reconstruction.
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Abstract. Ultra-broadband system uses extremely short pulse transmission
information, occupies extremely wide bandwidth, and has very low power
spectral density. Because of its low power consumption, low interception rate,
and the characteristics of good benefit against multi path fading, UWB system is
especially suitable for short-distance wireless communication. To a great extent,
the development of ultra wide band system depends on the effective multiple
access technology, mainly to solve how to let more users share limited spectrum
resources. The maximum system capacity is achieved by reasonably allocating
and using the given spectrum. In this paper, we mainly study the multiple access
technology of direct sequence spread spectrum UWB system based on digital
chaotic sequence, and compare it with the real random sequence direct sequence
spread spectrum ultra wide band system. The simulation results show that the
DS-WWB system with digital chaotic sequence spread spectrum multi-access
distribution is close to the actual random sequence system in terms of user
capacity and bit error rate (BER). The real random sequence cannot be copied,
and the digital chaotic sequence is easy to be produced and copied, so it has
stronger physical realizability.

Keywords: DS-UWB � Multiple-access technology � Digital chaotic
sequence � Multiuser interference

Multiple access technology is a key technology in UWB communication system.
Compared with the traditional wireless communication system, the UWB multi access
system has the characteristics of small network coverage, fewer users, and overlap
ofmultiple network coverage areas [1, 2]. The bandwidth of the UWB system is very
wide, and if broadband is used to transmit all information data, the bandwidth uti-
lization is very low. For UWB system, in order to improve spectrum utilization,it is
necessary to transmit multi channel data information on the same band, that is, to
improve multi address capability. Because UWB adopts direct pulse transmission
technology, all users work within the same frequency range, so it is suitable to adopt
the spread-spectrum technology.

The selection of spread-spectrum codes is a very important technical problem in
spread-spectrum multiple-access communication system, whose characteristics directly
affect the complexity, synchronization time, system performance, and system capacity
of multiple-access communication systems. In all current candidate codes, the most
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commonly used are linear sequences such as M sequence and Gold sequence. M
sequence and Gold sequence as the linear sequences, their implementation are rela-
tively simple, and have good auto correlation properties. But they have a limited
number of spread spectrum codes, and some cross-correlation performance is limited.
With the development and maturation of nonlinear chaos theory, chaotic sequences are
used as address codes in UWB systems. As a sequence of spread spectrum, chaotic
sequence has the advantages of high initial value sensitivity, goodcorrelation, large
quantity, arbitrary length, good confidentiality, easy to produce and copy. Therefore,
the sequence to spread-spectrum modulation technology has become the research hot
spot of UWB system gradually.

1 Generation of Digital Chaotic Spread-Spectrum Sequences

The generation method of the digital chaotic sequence in this paper is shown in Fig. 1.

The proper nonlinear equation was selected, and the system parameters were rea-
sonably adjusted to keep the system in the chaotic state interval, and the real-valued
chaotic sequence was generated by nonlinear iteration [3]. Logistic mapping was used
in this paper.

Logistic mapping is defined as follows.

xkþ 1 ¼ lxk 1� xkð Þ x 2 0; 1ð Þ ð1Þ

The mapping is in a chaotic state when 3:57\l� 4.
Logistic mapping is distributed on the interval (0.1). The decimals in this region

can be quantified in binary terms, which can be quantified as a binary dual-polarity
sequence X.

X ¼ 1 x[ 0:5
�1 x� 0:5

�
ð2Þ

X corresponds to the decimal x one by one, and the actual calculation shows that the
sequence produced by quantization still has chaotic characteristics.

Fig. 1. Generation of digital chaotic sequences
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2 Chaotic Direct-Sequence Spread-Spectrum UWB System

The generation process of chaotic direct-sequence spread-spectrum UWB signal is as
follows. The information sequence of rate Rb ¼ 1=Tb is converted into a bipolar binary
sequence after repeated Ns times by repeated encoder. It is amplified by a digital
chaotic sequence of length Np, usually assuming that Np is equal to integer multiples of
Ns. The amplified sequence passes through the PAM modulator to produce a unit pulse
sequence with a rate of RP ¼ Ns=Tb ¼ 1=Ts (pulse/s). After forming a filter with
impulse response pt, the pulse sequence outputs a chaotic direct-sequence spread-
spectrum ultra-broadband signal sðtÞ, where pt is an impulse with a duration far less
than Ts.

The output signal sðtÞ can be expressed as follows:

sðtÞ ¼
Xþ1

j¼�1
djp t � jTsð Þ ð3Þ

where dj is the sequence after amplification.
The output waveform is a typical PAM waveform. Since there is no time shift, the

pulse appears at regular intervals [4].
It is assumed that the useful signal ru tð Þ of the receiver is the signal after the delay

and attenuation of the transmitting signal s tð Þ, i.e.,

ru tð Þ ¼ as t � sð Þ ð4Þ

The channel gain a and channel delay s are all dependent on the transmission
distance D between transmitter and receiver [5].

The best receiver for AWGN channel consists of two parts: correlator and detector.
The correlator changes the received signal into a set of decision variables Zf g, and the
detector determines which signal waveform is sent based on the observed value. When
sending bits are distributed independently, the average error rate Prb is:

Pr
b
¼ 1

2
erfc

ffiffiffiffiffiffiffiffi
ERX

N0

r� �
ð5Þ

where ERX ¼ a2ETX is the receiving energy per pulse.
Assuming that the transmitter and receiver are fully synchronized, each pulse is

limited to a specific time interval and the duration of the pulse itself is limited. Ideally,
there is no interference (ISI) in a transmission signal, but after the actual channel
transmission, due to the presence of multipath, the pulse may experience a variety of
different time delays. Moreover, in the case of multiple users, pulses from other
transmission links may collide with pulses sent from the reference transmission link,
resulting in interference noise called multiuser (MUI).

Performance Research of Multiuser Interference … 849



3 Performance Analysis of Chaotic Direct-Sequence Spread-
Spectrum UWB System with Multiuser Interference

SNR and BER are the important indexes of the data communication performance. In
view of the chaotic direct sequence spread spectrum UWB users,this article describes
the simulation content about multi-user interference and bit error rate under different
SNR parameter. And the true random sequence ultra-wide band system theory is
adopted to improve the contrast. This article assumes that the receiver and transmitter
are completely synchronous.

System simulation parameters are as follows: The sampling frequency is 50 GHZ,
the average transmission power is 30 dBm, the average pulse time is 2 ns, every bit
repetitive pulse count is 10, the pulse duration is 0.5 ns, the spread-spectrum sequence
length is 500, and there are four chaotic sequence classification parameters [6].

First, considering the case of a single user, Fig. 2 shows the error characteristic
curve of the receiving end receiving the UWB signal when there is only one chaotic
direct-sequence spread-spectrum UWB system user communication in the channel.

When multiuser interference is not considered, it can be seen from the figure that
the system error rate decreases with the increase of SNR. Through simulation, it can be
seen that when SNR is greater than 16 dB, there will be no error rate.

When considering the multi-user interference, a channel exists in the 5 users of
different delay and attenuation of different users. At the same time, the channel arrived
at the receiving end. Under the condition of different SNR [7], the characteristics of
UWB system error results are shown in Fig. 3.
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Fig. 2. Single-user error rate curve
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Figure 3 shows that the mutual correlation digital chaotic sequence is good, the
system performance is close to the true random sequence ultra wide band system. But
because of the true random sequence can’t realize the replication, it is not conducive to
produce. Therefore, it cannot be achieved in the real system [8]. Digital chaotic
sequence in direct-sequence spread-spectrum UWB systems due to their good corre-
lation and large number.

4 Conclusion

This article mainly for ultra wide band digital chaotic system of anti-jamming
performance in a multiuser environment was studied, using the MATLAB software; the
simulation experiment is based on the analysis of the BER curve that digital chaotic
sequence in the direct-sequence spread-spectrum ultra wide band system has
goodperformance.
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University and belongs to the basic scientific research business of Heilongjiang University.
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Abstract. The signal can be charactered by both eigenvalues and eigen-
vectors of covariance matrix. However, the existing detection methods
only exploit the eigenvalue or eigenvector. In this paper, we utilize both
eigenvalues and eigenvectors of the sampled covariance matrix to per-
form spectrum sensing for improving the detection performance. The
features of eigenvalues and eigenvectors are considered integratedly, and
the relationship between the false-alarm probability and the decision
threshold is offered. To testify this method, some simulations are carried
out. The results demonstrate that the method shows some advantages in
the detection performance over the conventional method only adapting
eigenvalues or eigenvectors.

Keywords: Dual-feature · Spectrum sensing · Cognitive radio ·
Eigenvalue and eigenvector

1 Introduction

At present, wireless spectrum resources are assigned statically, and the given
spectrum bands are authorized to some communication systems. Simultaneously,
other systems cannot occupy these spectrum bands. For the limited wireless
resources, the static style of working results in a precipitous decline in avail-
able spectrum resources. However, some of these licensed frequency bands are
underutilized [1–3]. To solve the unbalanced utilization of spectrum resources,
cognitive radio is presented. Many institutions and scholars put more atten-
tions on key issues of cognitive radio [4–7], such as spectrum sensing, spectrum
sharing.

Nowadays, conventional spectrum sensing methods are composed of matched
filter detection, energy detection, likelihood ratio test detection, and cyclosta-
tionary detection [8–11]. When the signal is corrupted by the Gaussian white
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noise, matched filter detection has optimal detection performance. Unfortu-
nately, some prior information about licensed users must be known. More diffi-
cultly, precise synchronization between licensed users and secondary users must
also be achieved. It is mostly impossible for secondary users to acquire this prior
knowledge. Energy detection is most commonly used in practice due to its sim-
plicity and low computational complexity. No additional prior information about
licensed users is required for energy detection. However, energy detection suffers
from noise uncertainty and SNR wall, which degrade the detection probability
and the false-alarm probability severely. Likelihood ratio test-based detection
method has optimal detection performance under the Neyman–Pearson criterion.
This method detects the signal by virtue of the difference of probability density
function between the licensed user and noise. Obviously, the algorithm requires
the corresponding prior knowledge. For cyclostationary detection method, the
inherent features of the licensed user, which arise from modulation style, signal
rate or other parameters, are exploited. This method can overcome the effect of
fading and shadow and has a better performance than other detection methods
in the low SNR region. But, the computational complexity is unaffordable for
the practical application in most cases.

From the previous analysis, we can see that the above-mentioned methods
have advantages and disadvantages. So the detection method based on random
matrix was first introduced by Cardoso to deal with these problems. This method
can cope with the noise uncertainty of energy detection and require no prior infor-
mation about the licensed user. So this method attracts more attentions. In [12],
the ratio of the maximum eigenvalue and the minimum eigenvalue is adopted as
the test statistic to perform spectrum sensing, and the corresponding threshold
is calculated according to MP law of random matrix. But the requirement of
too many samples is unsatisfactory. Aiming to solve this problem, the authors
in [13] exploit the Tracy–Widom distribution of maximum eigenvalue to modify
the threshold and propose the maximum–minimum eigenvalue (MME) method.
In light of these work, many modifications were made to improve the sensing
performance.

In fact, it is well-known that eigenvectors also contain related information
about the presence of signal. Compared to the method exploiting the eigenvalue,
only a few works about the utilization of eigenvector are reported. In terms
of principal component analysis, eigenvector-based feature template matching
(FTM) method was proposed [14]. This method utilizes the eigenvector of sam-
pled covariance matrix as the test statistic to carry out spectrum sensing. Addi-
tionally, the literature [15] combines kernel function of machine learning with
FTM to propose the kernel feature template matching method. It is pointed
that feature template matching (FTM) method is a special case of kernel fea-
ture template matching method. The authors of the literature also derived the
false-alarm probability and decision threshold and analyzed the factors of affect-
ing the detection performance.

Stimulated by the eigenvalue-based method and FTM algorithm, we
combine the eigenvalue and eigenvector to carry out spectrum sensing.
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In the proposed method, the product of main eigenvector and the ratio of max-
imum and minimum eigenvalue is utilized as the test statistic. In terms of the
concept of random matrix, the false-alarm probability is derived by approximat-
ing some results. Finally, the decision threshold is calculated.

2 System Model and Algorithm Description

We assume that there are K sensing nodes. For the ith node, the binary hypoth-
esis test can be expressed as

yi(n) =
{

ωi(n), H0

hi(n)xi(n) + ωi(n), H1
(1)

where ωi(n), xi(n), and hi(n) denote the additive noise, the licensed user signal,
and channel gain, respectively. Two different segments signals are exploited to
construct the received signal matrix Y1 and Y2

Y1 =

⎡
⎢⎢⎢⎣

y1 (1) y1 (2) . . . y1 (N)
y2 (1) y2(2) . . . y2 (N)
... . . .

...
yK (1) yK(2) . . . yK (N)

⎤
⎥⎥⎥⎦ (2)

Y2 =

⎡
⎢⎢⎢⎣

y1 (N + 1) y1 (N + 2) . . . y1 (2N)
y2 (N + 1) y2(N + 2) . . . y2 (2N)

... . . .
...

yK (N + 1) yK(N + 2) . . . yK (2N)

⎤
⎥⎥⎥⎦ (3)

where N is the number of signal samples. Their corresponding covariance matrix
R1 and R2 are expressed as

R1 =
1
N

Y1Y1
T, R2 =

1
N

Y2Y2
T (4)

If only the noise exists, the maximum eigenvalue λmax and minimum eigen-
value λmin of the sampled covariance matrix have λmax = λmin = σ2. But, when
the signal is present, the maximum eigenvalue and minimum eigenvalue satisfy
λmax > λmin = σ2. Therefore, we have(

λmax

λmin

)
H0

<

(
λmax

λmin

)
H1

(5)

Analogously, for the main eigenvector of H0 and H1 case, the following rela-
tion holds

(|〈a1,b1〉|)H0
< (|〈a1,b1〉|)H1

(6)

where a1 and b1 are the corresponding main eigenvectors of the sampled covari-
ance matrix R1 and R2. Jointly considering (8) and (9), we can obtain(

λmax

λmin

)
H0

(|〈a1,b1〉|)H0
<

(
λmax

λmin

)
H1

(|〈a1,b1〉|)H1
(7)
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We can observe that the product of the ratio of the maximum eigenvalue and
minimum eigenvalue and the correlation of main eigenvectors for the H0 and
H1 case differ obviously. Compared to the method only employing eigenvalue
or eigenvector, more obvious difference can be obtained for the product. Thus,
we select the product as the test statistic of spectrum sensing. The proposed
method is summarized as follows.

3 Solving the False-Alarm Probability and the Decision
Threshold

From the definition of false-alarm probability, we have

Pfa = P (D1|H0) = P (T > γ|H0) = P (ρ 1ρ 2 |〈a1,b1〉| > γ|H0) (8)

When only the noise exists, the covariance matrix of the received signal is
Wishart matrix. From the MP law, the maximum eigenvalue and minimum
eigenvalue in the H0 case are

λmax = σ2
(
1 +

√
c
)2

, λmin = σ2
(
1 − √

c
)2 (9)

where c is the ratio of the number of nodes and the number of samples. The
ratio of the maximum eigenvalue and the minimum eigenvalue is

η =
λmax

λmin
=

(1 +
√

c)2

(1 − √
c)2

(10)

For the matrix R1 and R2, we can calculate the corresponding η1 and η2.
It is pointed by the literature [16] that the eigenvalue and eigenvector of

Wishart matrix are independent to each other. Let γ = εη2. Coupled with (10),
the false-alarm probability can be expressed in the form

Pfa = P (ρ 1ρ 2 |〈a1,b1〉| > γ|H0) ≈ P (|〈a1,b1〉| > ε|H0) (11)

To calculate the false-alarm probability, we derive the probability density
function of |〈a1,b1〉|. In terms of the concept of eigenvalue decomposition, we
can get

R1 = AΛ1AT , R2 = BΛ2BT (12)

where Λ1 and Λ2 are the diagonal matrix containing eigenvalues of R1 and R2.
The columun vectors of and correspond to eigenvectors. And the main eigen-
vectors a1 and b1 of the sampled covariance matrix R1 and R2 are the first
column of matrix A and B. Because A and B are unitary matrix, we have
f

(
ATB

)
= f (B). We can say that the elements of ATB and B in the same

position follow the same distribution, i.e., f (〈a1,b1〉) = f (b11).
From the properties of unitary matrix, b11 obeys the beta distribution with

parameters α = 1
2 and β = N−1

2

f (x) =

(
1 − x2

)(n−1)/2−1

B
(
1
2 , N−1

2

) (13)
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Because the distribution are computationally complex, we approximate it
with the Gaussian distribution for the large N [15]. According to the result
derived in the literature [15], f (x) can be replaced by h (x)

h (x) =
√

N√
2π

e−Nx2
2 (14)

Substituting (14) into (11) yields

Pfa ≈ P (|〈a1,b1〉| > ε|H0) = 2Q
(√

Nε
)

(15)

When the false-alarm probability is preset, we get the parameter ε. Therefore,
the corresponding threshold can be calculated as

γ = εη2 =
(1 +

√
c)4

(1 − √
c)4

Q−1

(
Pfa

2

)
1√
N

(16)

4 Numerical Simulation and Analysis

We first verify the rationality of the decision threshold. We offer the relationship
among the test statistic of H0 case, test statistic of H1 case, and the decision
threshold in Fig. 1 when K=10 and SNR = −10 dB. It is demonstrated that the
threshold varies dynamically with the number of samples. Additionally, we can
also observe that the difference of the test statistic for H0 and H1 case is obvious
for all the samples and the decision threshold is between the test statistics for
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Fig. 1. Estimated pdf and theoretical result of the main eigenvector for H0
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Fig. 2. Detection probability for the different samples and SNR

H0 and H1 case. All these results guarantee the proper threshold for obtaining
satisfactory performance.

We now verify the detection performance of the proposed method. The sim-
ulated parameters are set as follows. K = 10, N = 200, 500, 1000. The number of
Monte Carlo simulation is 2000. Figure 2 plots the detection probability for the
different SNR. We can draw three conclusions. (1) The detection probability is
improved with the increasing of samples for the low SNR region. For example,
the detection probability is 0.5 and 1 for N = 200 and 1000 when SNR = −15 dB.
(2) When SNR is more than −10 dB, the detection probability remains a con-
stant 1 for the different samples. (3) when the samples remain unchanged, the
detection probability increases proportionately with SNR.

To testify the superiority of the proposed method over other algorithms,
we show the detection probability of FFM, MME, and the proposed method
in Fig. 3. The simulated parameters are set as follows. K = 10, N = 500. The
number of Monte Carlo simulation is 2000. It is noted that the samples are
divided into two segments for FTM and the proposed method, and each segment
has N/2 samples. We can observe that the proposed method has good detection
performance over other two algorithms.

5 Conclusion

Inspired by the FTM and eigenvalue-based spectrum sensing, we introduced the
spectrum sensing algorithm based on dual-feature consisting of eigenvalues and
eigenvector. We defined the product of the ratio of the maximum eigenvalue
and the minimum eigenvalue and main eigenvector as the test statistic. This
test statistic considers the eigenvalue and eigenvector comprehensively. Based
on the test statistic, we derived the false-alarm probability and offer the closed
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Fig. 3. Detection probability for the different samples and SNR

form of threshold under Neyman–Pearson criterion. In simulations, we testified
the correctness of Gaussian approximation of probability density function and
compared the proposed method with FTM and MME algorithms. The simula-
tion results showed that the proposed method outperforms the FTM and MME
algorithms with lower computational complexity.
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Abstract. The mean-shift (MS) tracking is fast, is easy to implement, and
performs well in many conditions especially for object with rotation and
deformation. But the existing MS-like algorithms always have inferior perfor-
mance for two reasons: the loss of pixel’s neighborhood information and lack of
template update and scale estimation. We present a new adaptive scale MS
algorithm with gradient histogram to settle those problems. The gradient his-
togram is constructed by gradient features concatenated with color features
which are quantized into the 16 � 16 � 16 � 16 bins. To deal with scale
change, a scale robust algorithm is adopted which is called background ratio
weighting (BRW) algorithm. In order to cope with appearance variation, when
the Bhattacharyya coefficient is greater than a threshold the object template is
updated and the threshold is set to avoid incorrect updates. The proposed tracker
is compared with lots of tracking algorithms, and the experimental results show
its effectiveness in both distance precision and overlap precision.

Keywords: Object tracking � Mean-shift � Scale estimation � Gradient

1 Introductions

Visual object tracking has always been a challenging work especially in the sequences
with the deformation and rotation. The MS tracking has an outstanding performance
and is easy to implement. It tracks by minimizing the Bhattacharyya distance between
two probability density functions represented by a target and target candidate his-
tograms. The histogram is a statistical feature that does not depend on the spatial
structure within the search window. This makes it more robust than other algorithms.
But it lacks the essential template update and pixel’s neighborhood information leading
to a worse accuracy.

The mean-shift algorithm is a nonparametric mode-seeking method for density
functions proposed by Fukunaga and Hostetler [1]. Comaniciu et al. [2, 3] use it to
track object. And Comaniciu et al. change the window size over multiple runs by a
constant factor but produces little effect because the smaller windows usually have
higher similarity. The image pyramids and an additional mean-shift algorithm for scale
selection had been used after estimating the position to confirm the window size in
Collins [4]. But its speed is lower than the conventional MS algorithm. A new his-
togram that exploits the object neighborhood has been proposed to help discriminate
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the target which is called background ratio weighting (BRW) in Vojir et al. [5]. This
approach is faster than others and has a superior effect in sequences with scale change
but performs poorly for grayscale sequences.

Gradient information is crucial for appearance representation since it contains
pixel’s neighborhood information and is insensitive to illumination variation but it
always be ignored. Based on this observation, we present a novel adaptive scale MS
algorithm with gradient histogram. The gradient information is calculated by Canny
edge detector which was developed by Canny [6].

Moreover, the BRW algorithm has been used to improve the performance of videos
with scale change. The template of target will be updated by liner interpolation only if
conditions are met to avoid addition of incorrect information. The template update also
can cope with appearance variation of target. The proposed tracker is compared with
lots of algorithms, and the experiment results show that it is more robust and accurate.

2 Canny Edge Detector

The Canny edge detector is an edge detection operator that uses a multi-stage algorithm
to detect a wide range of edges in images. To remove the noise, a Gaussian filter is
applied to the image; the Gaussian filter kernel of size (2k + 1) � (2k + 1) is given by:

Hij ¼ 1
2pr2

exp � i� kþ 1ð Þð Þ2 þ j� kþ 1ð Þð Þ2
2r2

 !
; 1� i; j� 2kþ 1ð Þ ð1Þ

Let Io denote the original image and H is a classic Gaussian filter matrix; we get the
image without noise I = H * Io. Then we extract intensity gradient of the image with
the Sobel operator proposed by Sobel [7]. The gradient information in horizontal and
vertical directions is Gx and Gy. From this, the edge gradient can be determined by

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
x

q
ð2Þ

where

Gx ¼
�1 0 1
�2 0 2
�1 0 2

2
4

3
5 � I and Gy ¼

�1 �2 �1
0 0 0
1 2 1

2
4

3
5 � I: ð3Þ

The edge extracted from the gradient value is still quite blurred after processing the
G with Gauss filter and Sobel operator. The non-maximum suppression and double-
threshold joint should be applied to the processed image to improve effect of gradient.
Then we can get the gradient image Ig to track the target.
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3 The Tracking Algorithm

Different from the conventional MS tracking algorithm, we append the Ig to original
image to get Ie. After the combination of the images, we extract the histogram q̂ from
Ie. To cope with the problem which caused by the size of target changes, we use the
BRW-MS instead of conventional MS. We can get q̂ from:

q̂u ¼ C
XN
i¼1

k
x�1i
� �2
a2

þ x�2i
� �2
b2

 !
d b x�i
� �� u

� � ð4Þ

and an ellipsoidal region is used to represent target
x�1ið Þ2
a2 þ x�2ið Þ2

b2 \1 in current frame.
The target candidate is given by

p̂u y; hð Þ ¼ Ch

XN
i¼1

k
y1 � x1i
� �2

a2h2
þ y2 � x2i
� �2

b2h2

 !
d b xi � uð Þ½ � ð5Þ

where the h is the scale factor. The location of the target is obtained by

CSK  ASMS  LOT MS OAB OURS

Fig. 1. Result of six trackers in six sequences. (The sequence names from top to bottom are
dog1, freeman1, freeman3, jogging, mountainbike, and singer1)
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ŷ11 ¼
1
a2

m1
k ŷ0; h0ð Þþ ŷ10; ŷ

2
1 ¼

1
b2

m2
k ŷ0; h0ð Þþ ŷ20 ð6Þ

h1 ¼ 1� A
K

� �
h0 þ 1

h0

B
K

ð7Þ

where A is

XN
i¼1

wik
y10 � x1i
� �2

a2h20
þ y20 � x2i
� �2

b2h20

 !
; ð8Þ

B is

XN
i¼1

wi
y10 � x1i
� �2

a2
þ y20 � x2i
� �2

b2

 !
g

y10 � x1i
� �2

a2h20
þ y20 � x2i
� �2

b2h20

 !
: ð9Þ

And g xð Þ ¼ �k0 xð Þ is the derivative of k xð Þ. wi can be obtained by

wi ¼ max 0;Wð Þ ð10Þ

where W is

W ¼
Xm
u¼1

1
q̂ p̂ ŷ0; h0ð Þ; q̂½ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q̂u

p̂u ŷ0; h0ð Þ

s
� 1

q p̂ ŷ0; h0ð Þ; 3cbgh i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffidbgu
p̂u ŷ; h0ð Þ

s0
@

1
Ad b xið Þ � u½ �

ð11Þ

The cbg is the histogram of background computed over the neighborhood of the target
in the first frame. Let us denote

K ¼
XN
i¼1

wig
y10 � x1i
� �2

a2h20
þ y20 � x2i
� �2

b2h20

 !
ð12Þ

and

mk by; h0ð Þ ¼
PN

i¼1 xiwig
y10�x1ið Þ2
a2h20

þ y20�x2ið Þ2
b2h20

	 

K

� ŷ0 ð13Þ

When the location was determined, the q̂ is updated by

q̂new ¼ q̂old if q p̂ yð Þ; q̂old½ � � a
1� kð Þq̂old þ kp̂u yð Þ if q p̂ yð Þ; q̂old½ �[ a

�
ð14Þ
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4 Experiment

Experiments are conducted on sequences from Object Tracking Benchmark2013
(OTB2013) dataset [8]. The sequences in OTB2013 not only suffer the deformation but
also have other change such as fast motion, background clutter, motion blur, and so on.
So, we selected six sequences from OTB2013 dataset to show the results. We compared
the proposed algorithm with conventional and state-of-the-art algorithms which are
available as source code. They are conventional mean-shit algorithm [2], ASMS [5],
OAB [9], LOT [10], and CSK [11]. The parameters for those algorithms are set default.

Figure 1 shows the result of six trackers in sequences. The score of distance pre-
cision (DP) rate, overlap success (OS) rate, and center location error (CLE) can be
obtained from Table 1.

In general, the gradient histogram improves performance of MS algorithm for the
gradient histogram. The data in Table 1 show that proposed algorithm has a higher score
than others in DP, OS, and CLE which means our tracker is better than others. The
sequence dog1 suffers the scale change, and results show standardMS failed to track target
because it only uses the gray levels to calculate histogram and it lacks template update.But
our tracker can deal well with this condition for the adopting of gradient histogram and
RBW algorithm. The proposed tracker has a better performance than other trackers in
sequence singer1 which suffers illumination variation since the addition of gradient his-
togramwhich does not dependent on the current pixel value but the difference of adjacent
pixel. What is more we find that our tracker has a great improvement in gray image
compared to the colorful image than the ASMS algorithm since theASMS algorithm only
can acquire information in the gray channel which is scanty.

Table 1. Scores of six trackers in six sequences

Sequence name Dog1 Freeman1 Freeman3 Jogging1 Mountainbike Singer1

Our tracker OS rate (%) 1 0.975 0.998 0.974 0.996 0.806
DP rate (%) 1 0.837 0.304 0.958 0.965 0.299
CLE (pixel) 3.18 6.23 6.57 8.1 8.36 33.39

MS OS rate (%) 0.224 0.423 0.598 0.15 0.75 0.14
DP rate (%) 0.054 0.012 0.02 0.078 0.706 0.259
CLE (pixel) 48.46 35.02 30.6 83.93 22.33 33.95

ASMS OS rate (%) 0.842 0.696 0.696 0.228 0.132 0.792
DP rate (%) 0.841 0.387 0.304 0.218 0.132 0.299
CLE (pixel) 9.98 19.93 37.5 93.69 238.2 33.91

CSK OS rate (%) 0.926 0.371 0.813 0.231 0.996 0.521
DP rate (%) 0.59 0.224 0.165 0.208 0.925 0.296
CLE (pixel) 8.91 182.64 33.94 112.91 8.49 17.45

LOT OS rate (%) 0.507 0.11 0.593 0.192 0.715 0.165
DP rate (%) 0.506 0.08 0.085 0.023 0.671 0.208
CLE (pixel) 24.16 137.09 42.09 89.68 25.52 145.06

OAB OS rate (%) 0.999 0.552 0.741 0.893 0.724 0.786
DP rate (%) 0.583 0.236 0.122 0.827 0.684 0.248
CLE (pixel) 7.36 18.09 51.7 13.9 13.85 15.46

(The best results are in italics)
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5 Conclusion

In this paper, an adaptive scale mean-shift algorithm with gradient histogram has been
proposed to improve the tracking performance of MS-like algorithms. The gradient
histogram is constructed by color histogram and gradient feature calculated by Canny
edge detector. To deal with the scale change, the RBW algorithm is adopted. Template
update is used to cope with appearance variation when the Bhattacharyya coefficient
between the current frame and the template is greater than the threshold. The setting of
the threshold makes tracker more robust for incorrect information. The proposed
tracker is compared with a lot of algorithms in OTB2013 dataset. The experiment
results show the tracker’s effectiveness in deformation, rotation, scale change, and
illumination variation. Moreover, our tracker has a better preference in gray sequences
than conventional MS-like algorithms.
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Abstract. Due to the poor robustness and high complexity of the con-
centrated dictionary learning (CDL) algorithm, this paper addresses
these issues using denoising deep extreme learning machine based on
autoencoder (DDELM-AE) and approximate k singular value decompo-
sition (AK-SVD). Different from the CDL algorithm, on input, DDELM-
AE is added for enhancing denoising ability and AK-SVD replaces
K-SVD for improving running speed. Additionally, experimental results
show that the improved algorithm is more efficient than the original CDL
algorithm in terms of running time, denoising ability, and stability.

Keywords: Signal compression · CDL · Deep learning · DDELM-AE ·
AK-SVD

1 Introduction

With the advent of the era of big data, increasing the storage space or transmis-
sion path will bring a great burden on communication system. To meet these
challenges, signal compression algorithm plays an important role in the field of
signal processing.

Signal sparsity has gained considerable interests, especially since Aharon et
al. [1,2] introduced the K-SVD algorithm (e.g., see Refs. [3–6]). In [3], an online
dictionary learning algorithm was proposed and widely used in hyperspectral
images. In [4], the inner product of signals in sparse domain was preserved
by linear mapping so that the compression of original signal could be com-
pleted. The important conclusion drawn from [5] is that the features of low-
dimensional space preserve the main features of original signal. The emergence
of compressed sensing (CS) made that the original signal can be recovered from
the low-frequency sampled signal [6]. However, most algorithms based on CS
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must obey the restricted isometry property (RIP) constraint, which poses a
huge challenge for signal compression.

In 2016, Silong et al. [7] proposed a nonlinear dimension reduction algorithm
based on K-SVD, namely the CDL algorithm, which preserves the geometric
characteristics of the original signal and overcomes the limitations of RIP. How-
ever, when the data size is too large, the SVD in the iterative process will bring
a great burden on the running speed of the algorithm itself. Thus, in this paper,
the DDELM-AE neural network [8] and AK-SVD algorithm [9] are considered
to reduce computational complexity and improve denoising ability of the CDL
algorithm.

First, the original signal enters the DDELM-AE neural network, which can
remove useless information and get a better denoising representation. Second,
put the denoising representation as an input of the AK-SVD algorithm, then the
denoising dictionary can be obtained. Finally, simulation results reveal that the
improved algorithm not only improves the running speed, but also enhances the
denoising ability and stability of the system.

The organization of the rest of this paper is as follows: Sect. 2 presents the
improved CDL algorithm in detail. In Sect. 3, experimental results are explained.
Finally, Sect. 4 summarizes our work.

2 Improved CDL Algorithm

The main idea of CDL algorithm is based on the conclusion drawn in [10,11] that
for original signal X and compressed signal Y , the high-dimensional dictionary
D and the low-dimensional dictionary P share a sparse representation coefficient
α. Then, α becomes a bridge between X and Y :{

X = Dα + ε1,

Y = Pα + ε2,
(1)

where ε1 ∈ Rm, ε2 ∈ Rd are noise. Therefore, the derivation of P becomes an
important goal of this paper.

2.1 Improving the Denoising Ability of the CDL Algorithm.

Similar to [12], the number of each output layer in DDELM-AE network (see
Fig. 1) equals to its input layer number. In this way, a higher level feature repre-
sentation X ′ of the signal can be obtained. Furthermore, take the X ′ as AK-SVD
input to generate a denoising dictionary, then the performance of AK-SVD algo-
rithm can be improved.

In particular, when the hidden layer number of adjacent two nodes in the
model is equal, orthogonal procrustes can be applied to solve the weight. The
closed form solution can be obtained by finding the nearest orthogonal matrix

M = HTX, (2)



Improved Performance of CDL Algorithm Using DDELM-AE . . . 871

Fig. 1. A denoising deep ELM-AE model for the samples of training set X

where H is hidden layer output matrix. To find the orthogonal weight matrix β̂,
the SVD of M :

M = USV T (3)

can be calculated. Thus, β̂ can be computed by

β̂ = UV T . (4)

2.2 Updating Dictionary with Denoising Deep ELM-AE

Put the output signal X ′ of the DDELM-AE as an input of AK-SVD algorithm
and note that the sparse representation:

X ′ = DC, (5)

and
D = X ′CT , (6)

where D = {d1, d2, . . . , dk} and C = {c1, c2, . . . , cn} are sparse coefficient matri-
ces. Additionally, in the K-SVD algorithm, the objective function:

‖X ′ − DC‖2F =

∥∥∥∥∥X ′ −
n∑

i=1

d(:,i)c(i,:)

∥∥∥∥∥
2

F

=
∥∥∥R(l) − d(:,l)c(l,:)

∥∥∥2

F

(7)
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does not need an exact solution. Thus, the SVD process can be replaced by the
formulas (8)–(10) in K-SVD algorithm [9], which greatly reduces the computa-
tional complexity and improves the running speed of the CDL algorithm.

dl ← X ′cTi −
⎛
⎝∑

i�=l

dlci

⎞
⎠ cTi , (8)

dl ← dl/‖dl‖ 2, (9)

ci ← X ′T dl −
⎛
⎝∑

i�=l

dlci

⎞
⎠

T

dl. (10)

The specific steps of the improved CDL algorithm are shown in Algorithm 1.

Algorithm 1. The improved CDL algorithm

Input: Signal X = {x1, x2, . . . , xn}, number of iterations m
Output: Trained dictionary D and P

1: Init: Set D = D0, X as input to DDELM-AE, is trained to get X ′

2: for n = 1, 2, . . . , m do

3: ∀i: αi ← min αi
1
2

‖x′
i − Dαi‖2

2 + λ‖αi‖1

4: DTD singular value decomposition: DTD = uΛvT

5: Updating dictionary D: D′ = Γ (D)
6: for j = 1, 2, . . . , L do
7: Dj = 0
8: I = indices of the signals in X ′ whose representations use dj

9: g = αT
j,I

10: d = X ′
Ig − DαIg

11: d = d/ ‖d‖2

12: g = X ′
I
T
d − (DαI)

T d
13: Dj = d
14: αj,I = gT

15: end if
16: end for
17: Dictionary D singular value decomposition: D = UΘV T

18: low-dimensional dictionary P = UTD

3 Experimental Results and Analysis

3.1 Complexity Analysis

Under the same noise condition, taking Lena and Boat as the experimental
objects, the difference between the original algorithm and the improved algo-
rithm is test at the compression ratio (CR) of 16. The denoising ability of the
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(a) (b) (c) (d)

Fig. 2. Reconstructed images of Lena: a original image, b noisy image, c K-SVD,
d DAK-SVD (σ = 10, CR = 16)

(a) (b) (c) (d)

Fig. 3. Reconstructed images of Boat: a original image, b noisy image, c K-SVD,
d DAK-SVD (σ = 10, CR = 16)

AK-SVD algorithm and K-SVD are used to compress and reconstruct the noisy
image. The denoising effect is shown in Figs. 2 and 3.

Table 1 shows that the performance of the DAK-SVD algorithm is better
than the K-SVD algorithm, according to the PSNR and TIME standard.

Table 1. Comparison of reconstructed images

Name of the image Parameters K-SVD Proposed system

Lena PSNR 31.5358 32.3233

TIME 96.3186 73.0783

Boat PSNR 29.7238 30.6521

TIME 135.1286 103.3922

3.2 Stability Analysis

In the experiment, the original algorithm and the improved algorithm are tested
under no noise condition and adding noise with standard deviations of 10, 20,
40 (Figs. 4, 5, 6 and 7) condition, respectively. Using PSNR to judge the quality
of the decompressed image.

Table 2 reveals that in no noise condition, CDL compression performance is
better than the proposed algorithm under different CR. However, after adding
different noise, as shown from Figs. 5, 6, 7 and Table 3, the proposed algorithm
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(a) (b) (c)

Fig. 4. Reconstructed images of Boat: a original image, b CDL, c proposed algorithm
(no noise, CR = 16)

is more effective than the CDL algorithm in the same compression ratio. Due to
the denoising processing of the deep learning model, the denoising ability of the
original algorithm and the anti-interference ability are improved, which increases
the system robustness.

Table 2. Comparison of reconstructed Boat (no noise)

CR 4 16 32 64

PSNR CDL 35.22 34.26 30.56 28.23

Proposed system 34.46 33.85 28.63 25.98

(a) (b) (c) (d)

Fig. 5. Reconstructed images of Boat: a original image, b noisy image, c CDL,
d proposed algorithm (σ = 10, CR = 16)

Table 3 and Fig. 8 indicate that, in the same compression ratio, the improved
algorithm is more obvious advantage in the noise environment.

4 Conclusions

In this paper, the performance of CDL algorithm has been improved. The denois-
ing ability has been enhanced by adding DDELM-AE on input, and the running
speed has been improved by using AK-SVD. Additionally, experimental results
have indicated that the improved algorithm is faster and more stable than the
original algorithm under noisy environment.



Improved Performance of CDL Algorithm Using DDELM-AE . . . 875

(a) (b) (c) (d)

Fig. 6. Reconstructed images of Boat: a original image, b noisy image, c CDL,
d proposed algorithm (σ = 20, CR = 16)

(a) (b) (c) (d)

Fig. 7. Reconstructed images of Boat: a original image, b noisy image, c CDL,
d proposed algorithm (σ = 40, CR = 16)

Table 3. Comparison of reconstructed Boat (CR = 16)

Noise 10 20 40

PSNR CDL 31.53 29.52 20.50

Proposed system 32.75 31.44 25.88
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Fig. 8. Comparison of PSNR for CDL and proposed model
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Abstract. Recently, researchers around the world have been striving to
develop human–computer interaction systems. Especially, neither special
devices nor vision-based activity monitoring in home environment has
become increasingly important,and has had the potential to support a
broad array of applications. This paper presents a novel human dynamic
gesture recognition system using Wi-Fi signals. Our system leverages
wireless signals to enable activity identification at home. In this paper,
we present a novel Wi-Fi-based body gestures recognition model by lever-
aging the fluctuation trends in the channel of Wi-Fi signals caused by
human motions. We extract these effects by analyzing the long training
symbols in communication system. USRP-N210s are leveraged to set up
our test platform, and 802.11a protocol is adopted to implement body
gestures recognition system. Besides, we design a novel and agile segmen-
tation algorithm to reveal the specific pattern and detect the duration
of the body motions. Considering the superiority of feature extraction,
convolutional neutral networks (CNN) is adopted to extract gesture fea-
tures, and extreme learning machine (ELM) is selected as classifier. This
system is implemented and tested in ordinary home scenario. The result
shows that our system can differentiate gestures with high accuracy.

Keywords: Body gesture recognition · CNN · ELM · Long training
sequence · USRP · 802.11a · Wi-Fi

1 Introduction

Wearable devices basis of the sensor have gradually integrated into our daily
life. Activity monitor in home environment like elder care and child safety most
are implemented in video surveillance. These applications have been accepted
by the masses as a part of life. While it is not pleasant to wear some sensors or
be kept on an electronic eye each moment even though the surveillance is well
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intentioned. Naturally, how to implement above function and make less adverse
difference are worthy for research. Since wireless signals do not require line-of-
sight and can traverse through walls, and some wireless signals such as Wi-Fi
are widely used in home environment, suppose we can realize activity monitor or
gesture recognition by wireless signals, user experience could be boosted greatly.
Some wireless signals-based human activity recognition and localization systems
have been proposed. WiSee [1] recognizes body gesture by extracting the micro-
doppler shift from Wi-Fi signals. As we know, people makes an action, which
results in a pattern of Doppler shifts at the wireless receiver, they proposed
algorithms to extract Doppler shift from OFDM symbols. WiTrack [2] tracks
the 3D motion of a user through the wall from the radio signals reflected off
the body. They measures time it takes for its signal to travel from its transmit
antenna to the reflecting body, and then back to each of its receive antennas.
They leverage the geometric placement of its antennas to localize the moving
body in 3D. WiHear [3] detects and analyzes fine-grained radio reflections from
mouth movements by MIMO technology to recognize spoken words, they use
PHY layer channel state information (CSI) on WLAN device to analyze micro-
motion, then use multipath effect and discrete wavelet packet transformation to
achieve lip reading with Wi-Fi. Besides, as we know, different gestures between
transmitter and receiver have different effects on received signals, [4] extract the
long preamble of Wi-Fi signals, and adopt the traditional improved classification
arithmetic to classify and recognize different hands gestures.
This paper fully analyze the frame structure of IEEE 802.11a WLAN protocol.
Without effecting communication quality, we recognize the human gestures by
extracting and analyzing the long training sequence of Wi-Fi frame. In the pro-
cess of communication, data is a kind of stochastic series, specific transmitting
content have a decisive impact on waveforms. While, preamble sequence, short
and long included, which are responsible for frame detection, frequency offset
correction and symbol alignment, is fixed in different data frame. Inside, short
training sequence, only two to three are available in signal detection [5], thus,
the long training sequence is implemented to recognize the human motion. Long
training sequence is used as frequency offset correction and symbol alignment in
communication, which is composed of a fixed length pattern [6].
Our gesture recognition is omplemented in following steps. Firstly, long training
sequence is extracted from wireless signals (IEEE 802.11a), the 802.11a system
that [7] provided are adopted to extract long training symbols. Secondly, continu-
ous periodic activities product, which make periodic influence on long preamble
in communication system. A method is proposed to make sample extraction.
Thirdly, features are extracted from the data by convolutional neutral networks
(CNN). Finally, Extreme Learning Machine (ELM) is leveraged to classify and
recognize different body gestures.
This paper was organized as follows. In Sect. 2, we introduce the features extrac-
tion algorithm and classifier. In Sect. 3, a brief introduction on experiment plat-
form and scenario is provided, and the method that extracts long preamble is
introduced. Then, we describe how to test fluctuation caused by body gestures.
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In Sect. 4, we introduce our experiment and analyze the result. Finally, a con-
clusion is drawn in Sect. 5.

2 Recognition Approach

2.1 Convolutional Neutral Networks

Convolutional neutral networks (CNN) were first presented by Kunihiko
Fushima; in recent years, CNNs fall in the category of deep learning techniques,
which have been employed in many other fields such as speech recognition and
images recognition [8,9]. In this paper, instead of learning an ad-hoc CNN for
the body gestures recognition problem, CNN is used to choose the most infor-
mative features and the best combination of features. In our experiment, we can
find that features extracted by CNN do better in our body gestures recognition
than normal features selected manually.
CNN takes an input data, processes it with a series of different transformation
layers, finally produce a prediction of the class. The transformation layers mainly
contain three classes: input layer, hidden layer, and output layer, and convolu-
tional layers are the main type of the hidden layers in CNNs. These are designed
to perform a convolutional operation on the data. Besides, pooling layers are
used between adjacent layers, which is average or maximum filters, they can
reduce the impact of small variations and descend the dimension of previous
layer output data. Dropout layers are used to fix overfitting, which could occur
when the number of training data and CNN parameters are mismatching. When
the CNNs are set, training data are used to train the net iteratively and the
weight and bias of every neuron are adjusted until the loss function is fitted.
The CNN network structure of this paper is Fig. 1.

Fig. 1. CNN network structure.

Extreme Learning Machine Extreme learning machine (ELM) [10] is a kind
of learning algorithm for the single-hidden-layer feed-forward neural networks.
Comparing with the deep learning algorithm, it overcomes the slow training
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speed and overfitting problems. And ELM also has milder optimization con-
straints than support vector machine (SVM). ELM is based on empirical risk
minimization theory and its learning process needs only a single iteration. The
algorithm avoids multiple iterations and local minimization. Especially in small
dataset, due to better generalization ability and fast learning rate, it is used in
various fields. We adopt the ELM in our recognition.
ELM is initially developed for a single-hidden-layer feed-forward neural networks
(SLFNs). Given an input sample (Xi,yi), where Xi = [xi1, xi2, xi3, . . ., xin]T ∈
Rn , yi = [yi1, yi2, yi3, . . ., yim]T ∈ Rm. The output of ELM with L hidden
nodes is designed as

L∑

i=1

βig(ωi · Xj + bj) = oj , j = 1, . . . , N (1)

where βi is the hidden-layer bias, ωi is the input weight of the ith neuron, g(x)
is the activation function, and oj is the output of hidden layer. ωi· Xj means the
inner product of ωi and Xj . In case of ELM approximates the data perfectly for
all samples, we have

L∑

j=1

‖oj − yj‖ = 0 (2)

that means existing βi, ωi, and bj such that

L∑

i=1

βig(ωi · Xj + bj) = yj , j = 1, . . . , N (3)

Denoted by matrix
Hβ = Y (4)

where

Y = (y1, y2, y3, . . . , yN )T

β = (β1, β2, β3, . . . , βL)T

and H is the hidden-layer output matrix:

A =

⎡

⎢⎣
g(ω1·X1 + b1) · · · g(ωL·X1 + bL)

... · · · ...
g(ω1·XN + b1) · · · g(ωL·XN + bL)

⎤

⎥⎦ (5)

In the process of training, ELM aims at ω̂i, b̂i, and β̂i, which minimum the
training error:

‖H(ω̂i, b̂i)β̂i‖ = max
ω,β,b

‖H(ωi, bi) − Y ‖ (6)

Which is equivalent to minimizing the loss function

E =
L∑

j=1

(
L∑

i=1

βig(ωi · Xj + bj) − yj

)2

(7)
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According to ELM theory, input weights ω and b can be randomly assigned, and
β = H∗Y where H∗ is the Moore–Penrose of H.

3 Data Processing

Experiment Scenario We adopt a complete 802.11a communication system
[7], which is implemented based on GNU Radio and fitted for operation on an
Ettus USRP N210. USRP N210 is a kind of generic software defined radios
(SDRs). We set the packet transmission rate to 50 packets per second to obtain
sufficient information from body gestures.
We set up our system in a meeting room, as depicted in Fig. 2. The testing area
is 6 m × 6 m. And the volunteer performs different gestures in room.
The distance between transmitter and receiver is 4.0 m. The center frequency of
the wireless transmission is 5.3 GHz.

Fig. 2. Experiments environment and setting

Long Symbols Extraction The IEEE802.11a WLAN is a packet communica-
tion system [11]. Frame structure [6] is shown in Fig. 3, which consists of two
parts, training sequence and OFDM Symbols; the training sequence contains
designated short preamble and long preamble. Short preamble, a pattern that
spans 16 samples and repeats ten times, which is used to detect the frame, and
long preamble is used as frequency offset correction and symbol alignment, which
is a pattern repeats 2.5 times, one of the purposes of the long preamble is symbol
alignment, the intention of this process is detecting the start of signal. According
to Fig. 3, when the start of signal is found, the long preamble can be extracted.
The sample points of long preamble are related to the duration of long preamble
and the sample rate:

NLP = NS × TS (8)
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where NLP is the sample points of one long preamble and NS is the sample
rate; in this paper, we set NS to 20 MHz, Ts is the length of long preamble
patterns (two repeated sequence). Seen from Fig. 3, the length of long preamble
is 8 µs, which contains a pattern that repeats 2.5 times. It is easy to get Ts,
that equals to 6.4 µs. Each frame, we sample 128 points. Next, we talk about
how to divide the continuous data into correct cycle while ignoring the minute
error caused by participant in periodic action. In the process of data acquisition,
we keep the normal communication,and transmit text. Meanwhile, people do
periodic activities shown in Fig. 4. Obviously, periodic gestures cause cyclical
effects on signals. Ideally, we can divide the serial data in fixed period. While, as
we known, it is not able to avoid that some random difference or minute errors
could be superposed in data. So proper method of period division produces vital
influence on recognition performance.

Fig. 3. OFDM training structure

Data Preprocessing Consider the long preamble X1,X2,X3, . . . ,Xi, . . . ,
Xn−2,Xn−1,XN , where Xi is a column vector of 1 × NLP that samples from long
preamble of data frames, and N is the number of frame of one group body ges-
tures (different gestures may have different N), we calculate the mean of Xi. Say
xi denotes the mean power of the Xi, then, let X̄i (i = 1, 2, 3, . . . ,N−2,N−1,N)
be the new vector formed by xi:

X̄i = [x1, x2, x3, . . . , xi, xN−1, xN ] (9)

Figure 5 shows the amplitude spectrum of nine body gestures. Inside, the
horizontal axis is the frame index, and the vertical axis is the mean power of
Xi (i.e. X̄i). The plots show the nine kinds of periodic body gestures defined
in Fig. 4. It is shown that different gestures have completely different effects on
the preamble periodically. The cycle of difference depends on the duration of
body gesture, and the amplitude and the shape of wave are determined by the
location and the range of the body.
Endpoint Detection A new method to detect the endpoint is proposed in this
paper. Obviously, body gestures have some effects on preamble, so detecting the
start and end point of gesture is vital. The steps of detection are in follows:
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Fig. 4. Predefined dynamic body gestures

Step 1. Zero-mean need to be carried out on X̄i.

Pi = X̄i − X̄mean
i (10)

where Pi(i = 1, 2, 3, . . . ,N−2,N−1,N) denotes the zero-mean amplitude of X̄i,
Xi

mean is the mean of the X̄i.
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Fig. 5. The normalize amplitude spectrum of nine kinds of body gestures

The result is shown in Fig. 5.
Step 2. Make differential operation on Pi, and then, we let the differential oper-
ation result of the Pi is the Yj

Yi = Pi − Pi−1 (11)

Next, we calculate the yj
threshhold:

yj
threshhold = yj

mean + β(yj
max − yj

mean) (12)

where j =1, 2, 3, . . . ,7 ,8 ,9, which denotes nine kinds of body gestures. yj
mean

is the mean of Yi, yj
max is the max of the Yi. And β is the adjustable coefficient

to make the cycle division reasonable.
Step 3. Calculate the mean of yi−1, yi and yi+1 then replace it with zi, this
operation needed to be done to eliminate some singular points (i.e.small peaks).
Step 4. Adjust β and find i that meets the following conditions:

⎧
⎪⎨

⎪⎩

zi − zi−1 > 0, zi−1 − zi−2 > 0,

zi − zi+1 > 0, zi+1 − zi+2 > 0,

zi > yi
threshhold

(13)
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where we need adjust β on the basis of the actual periods to find reasonable i.
Later, we get a new vector Vj consists of the special i that meets above conditions
(i.e.,v1 equals eligible i).
Say

Vj = [v1, v2, v3, vl, . . . , vL−2, vL−1, vL] (14)

where L is the length of the Vj . The elements of this vector denotes the start
and end point of one cycle. Using Vj , divide X̄i to form a matrix Mj . The row
of Mj denotes the sample numbers of one body gestures. Acturally it is L − 1,
the column of Mj is the period of one body gestures, we set the column is:

max
1<l<L−1

‖vl+1 − vl‖ (15)

Here, we get the whole samples of body gestures,which are shown in Fig. 6.
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Fig. 6. Nine groups of samples, final samples of nine gestures
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4 Experiment and Analysis

Experiment In Sect. 3, we get the human body gestures dataset, which con-
sists of nine kinds of gestures shown in Fig. 4, every gesture contains 100 samples.
Obviously, nine gestures have different cycle, considering facilitate subsequent
process,we choose the median to make the dimension of all vectors become 100.
That means the dataset is a matrix of 900 × 100, which denotes 900 samples.
Besides, the label matrix is 900 × 9, is one-hot vector, which denotes the class
of sample. The following processing, we use this dataset to train the CNN and
ELM. In every process of training and testing, the train dataset is 540 × 100
and test dataset is 360 × 100.
In our experiment, the features produced by CNN in the last layers before
the class assignment work are 48-dimensional, which are extracted from each
100-dimensional body gesture data. Considering the data size, our net selected
one convolutional layer and one fully connected layer. The CNN was originally
trained on nine kinds of body gestures with labels. Features are obtained by
extracting activation values of the last hidden layer. The extracted features for
each sample are then used as input to ELM for classification. The flow chart of
the whole processing is shown in Fig. 7. In the process of training the CNNs,
MSE loss function is used:

min C(Ŷ , Y ) = ‖Ŷ 2 − Y 2‖ =
∑

i

(ŷ − y)2 (16)

iteration result in train dataset is shown in Fig. 8.

Fig. 7. Body gestures recognition framework
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Fig. 8. World map

Fig. 9. Concrete and constructions

We choose randomly generated hidden nodes, sigmoid function is used as acti-
vation. The number of hidden neurons is determined through cross-validation.
Figure 9 shows the process of it.

Compared with other classifiers and features extraction method, we also use
them in our dataset. In the extraction features, we select ten kinds of statistics
features manually [12]: power-delay-profile (PDP), mean excess delay (RMS),
RMS delay spread, multipath components (MPCs) within 10 dB, number of
MPCs that contain 60% of the received energy, max value of sample, mean of
sample, standard deviation, kurtosis, and skewness. And support vector machine
(SVM) is applied in our dataset, the result is shown in Table 1.
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Table 1. Summary of classification accuracy (%) using different feature extraction
methods and classifiers

Hands

stretching

Squat Pacing Step Bow Bending Opening

arms

Breast

stroke

Waves Mean

accuracy

Manual&SVM 75.79 81.32 86.81 89.20 91.46 88.18 97.44 83.58 92.39 87.35

CNN&SVM 82.50 87.50 100.00 97.50 97.50 75.00 100.00 90.00 100.00 92.22

CNN&ELM 95.00 85.00 85.00 100.00 95.00 100.00 100.00 92.50 100.00 94.72

In Table 1, Manual&SVM means we selected features manually and SVM clas-
sifier is adopted. CNN&SVM stands for CNN is used to extract features and
SVM classifier act as classifier. The last is what we proposed in this paper. The
detailed recognition rates of the nine body gestures in Fig. 4 are shown in Table 2.

Table 2. Summary of classification accuracy (%) of different body gestures

i ii iii iv v vi vii viii ix

i 95.00 0 0 0 0 2.50 0 2.50 0

ii 5.00 85.00 0 5.00 0 2.50 0 2.50 0

iii 2.50 0 85.00 0 0 0 10 2.50 0

iv 0 0 0 100.00 0 0 0 0 0

v 0 0 0 0 95.00 0 0 2.50 0

vi 0 0 0 0 0 100.00 0 0 0

vii 0 0 0 0 0 0 100.00 0 0

viii 0 0 0 0 0 0 0 92.50 0

ix 0 0 0 0 0 0 0 0 100.00

5 Conclusion

In this paper, we treated the problem of human body gestures recognition with
Wi-Fi signals. Instead of using CSI to analyze the motion, we adopt the long
preamble of Wi-Fi signal through the analysis of the communication process.
Compared with CSI, long preamble is more primitive, and more features of
motion could be collected. Aimed at long preamble, in the data processing stage,
we proposed new motion capture and endpoint detection algorithm. And inspired
by speech processing and image processing, instead of extracting features man-
ually, CNN is used in this task. In contrast, we select ten statistic features of
samples, and use the same classifier SVM, the result shows that the accuracy
rate of CNN is higher 4.87%. Besides, in the small dataset, ELM has milder
optimization constraints and less computational complexity, we choose ELM as
the classifier in the end, we can find from Table 1, when the same feature vector
input ELM and SVM, ELM has the better accuracy. The mean accuracy of SVM
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is 92.22%, while ELM is 94.75%. Meanwhile for SVM, the lowest recognition is
75%, while ELM is 85%. This means ELM is better than SVM in the body ges-
tures recognition. Moreover, different gestures may have totally distinct effect
on signals, which reflects on recognition rate. The nine body gestures we select
consist of many parts of daily motions, this could promote the home care on the
condition of respect of privacy.

Acknowledgments. We thank the anonymous for their thoughtful and constructive
remarks that help me improve the quality of this paper.

References

1. Qifan P, Gupta S, Gollakota S, Patel S. Whole-home gesture recognition using
wireless signals. Comput Commun Rev. 2013;43(4):485–6.

2. Adib F, Kabelac Z, Katabi D, Miller RC. 3D tracking via body radio reflections;
2013. p. 317–29.

3. Wang G, Zou Y, Zhou Z, Wu K, Ni LM. We can hear you with wi-fi!. In: Interna-
tional conference on mobile computing and Networking; 2014. p. 593–604.

4. Zhou G, Jiang T, Liu Y, Liu W. Dynamic gesture recognition with wi-fi based on
signal processing and machine learning. In: IEEE global conference on signal and
information processing; 2015. p. 717–21.

5. Liu CH. On the design of OFDM signal detection algorithms for hardware imple-
mentation. In: Global telecommunications conference, 2003. GLOBECOM ’03.
IEEE; 2003, vol. 2. p. 596–9.

6. IEEE. Part 11: wireless LAN medium access control (mac) and physical layer (phy)
specifications. In: the 5-GHz band, IEEE; 2007. p. C1–1184.

7. Bloessl B, Segata M, Sommer C, Dressler F. An IEEE 802.11 a/g/p OFDM receiver
for GNU radio; 2013.

8. Sainath TN, Kingsbury B, Saon G, Soltau H, Mohamed AR, Dahl G, Ramabhadran
B. Deep convolutional neural networks for large-scale speech tasks. Neural Netw
Official J Int Neural Netw Soc. 2015;64:39–48.

9. Ciresan DC, Meier U, Masci J, Gambardella LM, Schmidhuber J. Flexible, high
performance convolutional neural networks for image classification. In: IJCAI
2011, Proceedings of the international joint conference on artificial intelligence,
Barcelona, Catalonia, Spain, July; 2011. p. 1237–42.

10. Huang GB, Zhu QY, Siew CK. Extreme learning machine: theory and applications.
Neurocomputing. 2006;70(1–3):489–501.

11. Sourour E, El-Ghoroury H, Mcneill D. Frequency offset estimation and correction
in the IEEE 802.11a wlan. In: Vehicular technology conference, 2004. Vtc2004-Fall.
2004 IEEE; 2005, vol. 7. p. 4923–7.

12. Zhai S, Jiang T. Target detection and classification by measuring and processing
bistatic UWB radar signal. Measurement. 2014;47(1):547–57.



Evaluation of Local Features Using
Convolutional Neural Networks
for Person Re-Identification

Shuang Liu1,2(B), Xiaolong Hao1,2, Zhong Zhang1,2, and Mingzhu Shi1,2

1 Tianjin Key Laboratory of Wireless Mobile Communications and Power
Transmission, Tianjin Normal University, Tianjin, China

2 College of Electronic and Communication Engineering, Tianjin Normal University,
Tianjin, China

{shuangliu.tjnu,haoxiaolong17,zhong.zhang8848}@gmail.com
shimingzhu1@163.com

Abstract. In this paper, we mainly evaluate the influence of local
features extracted by convolutional neural networks for person re-
identification. Considering the variant body parts with different struc-
tural information, we divide the holistic person images into several parts
and extract their features. Two kinds of aggregation methods are used
to aggregate local features. Experiments on the challenging person re-
identification database, Market-1501 database, show that the max aggre-
gation is more effective for extracting the discriminative local features
than the sum aggregation.

Keywords: Local features · Convolutional neural networks · Person
re-identification

1 Introduction

Given a specified person image captured from one camera, person re-
identification aims to spot the same person captured from other cameras [1]. Per-
son re-identification plays a significant role in practical applications such as video
surveillance, image retrieval, and so on [2,3]. Hence, person re-identification
becomes gradually popular in the research field. Nevertheless, the performance
of person re-identification is affected by many factors, such as different pose, var-
ious illumination, and so on [4]. In order to solve these problems, a large number
of researchers have devoted themselves to the study of person re-identification.

Recently, the convolutional neural networks display potential for extracting
the discriminative features for person re-identification [5,6] and gradually draw
more attention in this domain. Up to now, the available methods mainly concen-
trate on extracting a discriminative features representation [7–9] and learning
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an effective measure method [10–12]. As for the former, global and local fea-
tures are the mainstream algorithms. Some approaches utilize the whole person
image to train the network model in order to obtain global representations.
For instance, the method named the domain guided dropout algorithm was
proposed by Xiao et al. [13], which utilizes convolutional neural networks to
obtain a robust global features from multiple domains. To acquire the high-
level discriminative features, Wu et al. [7] used deep convolutional networks and
extremely small filters to extract features. Combining the strengths of the iden-
tification model and verification model, Zheng et al. [14] proposed a siamese
network model to learn discriminative global features using three loss functions.
Although the global features extracted the convolutional neural networks are
effective for person re-identification, it ignores the local structure information.
Therefore, under the guidance of the deep learning methods, some researchers
have focused on mining local structure information and have achieved promising
results. In order to extract robust local features, Yi et al. [15] split the holis-
tic person images into three partial areas and trained three convolutional neural
networks, respectively. Considering the various structure information in different
positions, the Spindle Net captured micro-body information and learnt the local
features completely. Sun et al. [16] presented a network called part-based con-
volutional baseline (PCB), which utilizes a simple uniform partition strategy to
obtain local features consisting of several part-level features. As for the measure
method, some methods, such as the Euclidean distance [11,17], the Mahalanobis
distance [18], the cosine distance [12], and so on, are exploited to compute the
similarity between person images.

The above-mentioned local features can achieve good results for person re-
identification [15,16,19]. In this paper, we mainly focus on evaluating the impact
of local features with different aggregation methods for person re-identification.
In order to learn local features using the convolutional neural networks, we
first split the holistic person image into several parts and allocate a person
re-identification label for each part. Then, the output of fully connected layer is
regarded as the features vector of each part. After extracting the features for each
part, we utilize two kinds of methods to aggregate these local features for each
person image. Finally, we evaluate the performance with different aggregation
methods on the Market-1501 database [20].

The remain of this article is organized as follows. The detailed implemen-
tation is given in Sect. 2. In Sect. 3, we show the experimental results on the
Market-1501 database and we make a conclusion in Sect. 4.

2 Approach

In this section, we first introduce the framework of convolutional neural networks
and then present implementation details. Finally, two kinds of aggregation meth-
ods are introduced.
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2.1 The Framework of Convolutional Neural Networks

There are many convolutional neural networks models, such as CaffeNet [21],
VGG16 [22], ResNet-50 [23], and so on. We select ResNet-50 as the convolutional
neural networks to fine-tune on our database as shown in Fig. 1. In order to apply
the ResNet-50 network on the Market-1501 database, the number of neurons in
the original fully connected layer is changed to 751, and the features f extracted
from the fully connected layer are a 2048 dimensional vector.

Fig. 1. The framework of convolutional neural networks.

2.2 Implementation Details

In order to extract the local features, we first divide each person image into
three overlapped parts. Each part is then allocated a person re-identification
label, which is the same as the original person re-identification label as shown
in Fig. 2. Next, we employ these parts with the person re-identification labels to
train the convolutional neural networks. After extracting the feature of each part
from the fully connected layer, two aggregation approaches, i.e., sum aggregation
and max aggregation, are used to aggregate the features of three parts, and the
aggregated features are taken as the final features for each person image.

2.3 Two Kinds of Aggregation Methods

As shown in Fig. 3, since each person image is divided into three overlapped
parts, we can obtain three partial features for each person image, i.e., f1, f2,
and f3. Afterward, two alternative methods are employed to aggregate the three
partial features.

As for the sum aggregation, it aims to smooth the difference among all the
parts. Figure 4 illustrates the fusion process. Using the sum aggregation, the local
features can be aggregated into one global features. The aggregated features fsum
can be formulated as:

fsum = f1 + f2 + f3 (1)
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Fig. 2. a Is the whole person re-identification label, and b is the partial person re-
identification label.

Fig. 3. Extracting three partial features for each person image.

where f1, f2, and f3 are the partial features of a person image, respectively.
As shown in Fig. 5, the max aggregation method aims at maximizing the dif-

ference of the parts. In other words, the max aggregation method can maximize
the detailed structure information for the person image. It can be formulated as:

fmax = max(f1, f2, f3) (2)

where max(·, ·, ·) indicates the maximum of three vectors in each dimension.
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Fig. 4. Illustration of the sum aggregation.

Fig. 5. Illustration of the max aggregation.

3 Experiments

In this section, we first briefly introduce the Market-1501 database [20] for person
re-identification, and then evaluate the above-mentioned aggregation approaches
on this database.

3.1 Market-1501 Database

Market-1501 database [20] is popular database for person re-identification. It
utilizes six cameras to collect the person images in a campus and all the person
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images are divided into three parts, i.e., training part, test part, and disturbance
part. Training part includes 12,936 images of 751 persons and each person has
an average of 17.2 images. Test part contains 19,732 images of 750 persons. This
database utilizes the deformable part model (DPM) [24] to automatically detect
the pedestrians, which is very close to the realistic setting. During the evaluation
process, we utilize the rank-i (i = 1, 5 and 10) accuracy and mAP algorithm to
evaluate the experiment results.

3.2 Evaluation on Two Aggregation Methods

We evaluate two different aggregation approaches in this subsection. Table 1
lists the experimental results on the Market-1501 database. The max aggrega-
tion achieves the best results compared with the other method. Specifically, the
max aggregation achieves 86.43% rank-1 accuracy and 67.78% mAP accuracy.
Compared with the ResNet baseline, the max aggregation yields 3.74% rank-1
and 3.35% mAP improvements, respectively. The max aggregation achieves the
best results due to two main reasons. On the one hand, the max aggregation
is beneficial to excavation of the comprehensive structure information. On the
other hand, utilizing the max aggregation, we can obtain the unique features of
different persons. However, the sum aggregation is inferior to the ResNet base-
line slightly. The reason is that the sum aggregation ignores some discriminative
features, which decreases the performance for person re-identification.

Table 1. Comparison with two aggregation approaches on the Market-1501 database.

Methods Rank-1 Rank-5 Rank-10 mAP

ResNet baseline 82.69 92.90 95.63 64.43

Sum aggregation 80.73 91.35 94.15 58.89

Max aggregation 86.43 94.03 95.90 67.78

4 Conclusion

In this paper, we have evaluated the influence of local features extracted by
convolutional neural networks on the Market-1501 database. Specifically, we
first divide the person image into three parts, and then allocate a person re-
identification label for each part, which is the same as the original person label.
After extracting the local features, we utilize two kinds of approaches to aggre-
gate the partial features, respectively. Experimental results show that the max
aggregation can yield better performance than the sum aggregation.



896 S. Liu et al.

Acknowledgments. This work was supported by National Natural Science Foun-
dation of China under Grant No. 61501327, No. 61711530240 and No. 61501328,
Natural Science Foundation of Tianjin under Grant No. 17JCZDJC30600 and
No. 15JCQNJC01700, the Fund of Tianjin Normal University under Grant
No.135202RC1703, the Open Projects Program of National Laboratory of Pattern
Recognition under Grant No. 201700001 and No. 201800002, the China Scholarship
Council No. 201708120039 and No. 201708120040, and the Tianjin Higher Education
Creative Team Funds Program.

References

1. Liao S, Hu Y, Zhu X, Li SZ. Person re-identification by local maximal occurrence
representation and metric learning. In: IEEE conference on computer vision and
pattern recognition; 2015. p. 2197–206.

2. Sathish PK, Balaji S. Person re-identification in surveillance videos using multi-
part color descriptor. Int J Comput Appl. 2015;121(16):15–7.

3. Zhang R, Liang L, Zhang R, Wang M, Zhang L. Bit-scalable deep hashing with reg-
ularized similarity learning for image retrieval and person re-identification. IEEE
Trans Image Process. 2015;24(12):4766–79.

4. Zhang Z, Wang C, Xiao B, Zhou W, Liu S. Action recognition using context-
constrained linear coding. IEEE Sig Process Lett. 2012;19(7):439–42.

5. Zheng L, Zhang H, Sun S, Chandraker M, Yang Y, Tian Q. Person re-identification
in the wild. In: IEEE conference on computer vision and pattern recognition; 2017.
p. 1367–76.

6. Zheng L, Yang Y, Hauptmann AG. Person re-identification: past, present and
future. arXiv preprint arXiv:1610.02984; 2016.

7. Wu L, Shen C, Hengel AVD. Personnet: person re-identification with deep convo-
lutional neural networks. arXiv preprint arXiv:1601.07255; 2016.

8. Zhao H, Tian M, Sun S, Shao J, Yan J, Yi S, Wang X, Tang X. Spindle net: person
re-identification with human body region guided feature decomposition and fusion.
In: IEEE conference on computer vision and pattern recognition; 2017. p. 1077–85.

9. Zhang Z, Wang C, Xiao B, Zhou W, Liu S. Attribute regularization based human
action recognition. IEEE Trans Inf Forensics Secur. 2013;8(10):1600–9.

10. Zhang Z, Wang C, Xiao B, Zhou W, Liu S, Shi C. Cross-view action recognition
via a continuous virtual path. In: IEEE conference on computer vision and pattern
recognition; 2013. p. 2690–7.

11. Ma B, Su Y, Jurie F. Local descriptors encoded by fisher vectors for person re-
identification. In: European conference on computer vision; 2012. p. 413–22.

12. Zheng Z, Zheng L, Yang Y. Unlabeled samples generated by gan improve the
person re-identification baseline in vitro. In: International conference on computer
vision; 2017. p. 3774–82.

13. Xiao T, Li H, Ouyang W, Wang X. Learning deep feature representations with
domain guided dropout for person re-identification. In: IEEE conference on com-
puter vision and pattern recognition; 2016. p. 1249–58.

14. Zheng Z, Zheng L, Yang Y. A discriminatively learned cnn embedding for person
reidentification. ACM Trans Multimedia Comput Commun Appl. 2017;14(1):1–20.

15. Yi D, Lei Z, Liao S, Li SZ. Deep metric learning for practical person re-
identification. In: International conference on pattern recognition; 2014. p. 34–9.

http://arxiv.org/abs/1610.02984
http://arxiv.org/abs/1601.07255


Evaluation of Local Features Using Convolutional . . . 897

16. Sun Y, Zheng L, Yang Y, Tian Q, Wang S. Beyond part models: person retrieval
with refined part pooling (and a strong convolutional baseline). arXiv preprint
arXiv:1711.09349; 2018.

17. Dikmen M, Akbas E, Huang TS, Ahuja N. Pedestrian recognition with a learned
metric. In: Asian conference on computer vision; 2010. p. 501–12.

18. Xiang S, Nie F, Zhang C. Learning a mahalanobis distance metric for data clus-
tering and classification. Pattern Recognit. 2008;41(12):3600–12.

19. Cheng D, Gong Y, Zhou S, Wang J, Zheng N. Person re-identification by multi-
channel parts-based cnn with improved triplet loss function. In: IEEE conference
on computer vision and pattern recognition; 2016. p. 1335–44.

20. Zheng L, Shen L, Tian L, Wang S, Wang J, Tian Q. Scalable person re-
identification: a benchmark. In: IEEE international conference on computer vision;
2015. p. 1116–24.

21. Krizhevsky A, Sutskever I, Hinton GE. Imagenet classification with deep con-
volutional neural networks. In: Neural information processing systems; 2012. p.
1097–105.

22. Simonyan K, Zisserman A. Very deep convolutional networks for large-scale image
recognition. In: International conference on learning representations; 2015.

23. He K, Zhang X, Ren S, Sun J. Deep residual learning for image recognition. In:
IEEE conference on computer vision and pattern recognition; 2016. p. 770–8

24. Felzenszwalb PF, Girshick RB, Mcallester DA, Ramanan D. Object detection with
discriminatively trained part-based models. IEEE Trans Pattern Anal Mach Intell.
2010;32(9):1627–45.

http://arxiv.org/abs/1711.09349


A Modulation Recognition Method Based
on Bispectrum and DNN

Jiang Yu, Zunwen He(&), and Yan Zhang

School of Information and Electronics, Beijing Institute of Technology,
Beijing 100081, People’s Republic of China

hezunwen@bit.edu.cn

Abstract. In this paper, we propose a new method for modulation recognition
of received digital signals using bispectrum and AlexNet. The bispectrum
analysis is used to generate the feature images, AlexNet, as a widely used deep
neural network (DNN), is used as the classifier. It is able to classify six common
digital communication signals, including 2ASK, 4ASK, 2FSK, 4FSK, 2PSK
and 4PSK. Compared to the traditional decision-theoretic methods, the proposed
method needs no prior information for the received signals. The numerical
results indicate that this method is more robust and effective than the classical
decision theory and its improved algorithm, particularly when the signal-to-
noise ratio (SNR) is low. It is shown that the success rate of 90% can be
achieved when the SNR is greater than or equal to 3 dB.

Keywords: AlexNet � Bispectrum � CNN � DNN � Modulation recognition

1 Introduction

With the rapid development of wireless communication technology in modern society,
the communication environment has become more and more complicated. Under this
complex environment, in order to ensure that the two parties can transmit information
accurately and efficiently, the communication signal adopts different modulation for-
mats. For the received signal, signal demodulation and other communication tasks can
be completed only on the premise of correct recognition of signal modulation mode and
parameters. Therefore, the recognition of modulated signals is very important.
Modulation recognition refers to determining the modulation type of the received
communication signal with unknown modulation information content [1].

The modulation recognition problem has been considered in many articles that are
summarized in [2]. All modulation recognition algorithms considered, there are divided
into two groups: one group deals with likelihood functions and the other is based on
features extracted from received signals. The decision-theoretic method that deals with
likelihood function uses the properties of the signal, and the mathematical formula is
obtained after deriving the principle formula and distinguishing it from the appropriate
threshold. Under the criterion of Bayesian minimum cost of misjudgment, this
method ensures that the recognition result is optimal, but in practical applications, the
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decision-theoretic method has problems such as too many parameters required in the
recognition process and the computational expressions of the likelihood ratio function
are complicated, and the calculation amount is quite large [2].

Feature-based (FB) methods generally consist of feature extraction subsystem and
the function of the pattern recognition subsystem. The function of the feature extraction
subsystem is to extract features from the received data, and the features are predefined
so that the dimensions represented by the patterns are reduced. The role of the second
subsystem is to distinguish the type of modulation. As the feature extraction and
classifier play a fatal role in the FB methods, much work has done to get a better result.
Different artificial neural network (ANN) architectures are used for classification [3, 4].
As for the feature extraction, there are usually used spectral feature set (e.g., Instan-
taneous amplitude, frequency and phase) [3], statistical feature set (higher-order
statistics) [5–7] and wavelet transform [8]. The advantage of FB methods is that the
basic algorithm is simple, the selected parameters are sensitive, and it is very applicable
in the field of complex signal recognition. The disadvantage is that noise has a great
influence on its performance [2].

Recently, deep learning (DL) has become the core technology of artificial intelli-
gence (AI). DL shines in domains such as image, speech and natural language pro-
cessing, because it is hard to characterize real-world language or images with rigid
mathematical models. By using a cascade of nonlinear processing unit layers with high
dimensional input data, DL is good at feature extracting and transforming. Further-
more, unsupervised learning of the features and representations of the data is funda-
mental to DL [9]. As DNN will extract the features and use them by itself, it will reduce
the demand of prior knowledge of the received signal.

In this paper, we propose a new method, which use the bispectrum analysis to get
the bispectrum features that generate feature images, and use the convolutional neural
network (CNN) as the classifier. By using this method, we can identify six modulation
types such as 2FSK, 4FSK, 2PSK, 4PSK, 2ASK and 4ASK. Our experimental results
show that this method performs well in recognition rate.

The remainder of the paper is organized as follows: Sect. 2 describes the system
model, the theory of bispectrum analysis and the CNN classifier. Simulation result of
the six modulation types is presented in Sect. 3. Finally, conclusions are made in
Sect. 4.

2 Proposed Method Based on Bispectrum and DNN

2.1 System Model

The system model is shown in Fig. 1 as follows.
As shown in Fig. 1, our system model is consist of three parts. The digital receiver

receives the signal through the antenna, and then down-converts the IQ two-way signal,
and segments the complex signal according to the sampling rate. We perform non-
parametric direct bispectrum estimation on each signal to get bispectrum features to
generate 3D images, and then select appropriate view of angle to obtain 2D images. In
order to improve recognition accuracy, discarding axis metrics and number symbols for
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the generated images and selecting the white background as well. Set the image to
256 � 256 pixels, and use the folders as the image classification label, then put them
into the CNN classifier to identify. The details are described as follows.

2.2 Signal Model

The initial phase of the carrier is assumed to zero, and the digital modulation signal
with noise can be expressed as:

eS tð Þ ¼ S tð Þ exp jxctð Þþ n tð Þ ð1Þ

where S tð Þ is the baseband signal, xc is the carrier frequency and n tð Þ is the complex
white Gaussian noise.

After down conversion, the ASK signal can be expressed as:

SASK tð Þ ¼
XN

i¼1

ffiffiffiffi
Si

p
p t � iTbð Þþ n tð Þ ð2Þ

where Tb is the symbol cycle, p tð Þ is the transmitted symbol waveform.
The FSK signal can be expressed as:

SFSK tð Þ ¼
ffiffiffi
S

p XN

i¼1

ej xi tþ hið Þp t � iTbð Þþ n tð Þ ð3Þ

where xi 2 x1;x2;x3; . . .;xMf g, S is the signal power.
The PSK signal can be expressed as:

SPSK tð Þ ¼
ffiffiffi
S

p XN

i¼1

ejUi p t � iTbð Þþ n tð Þ ð4Þ

where Ui 2 2p
M m� 1ð Þ; m ¼ 1; 2; . . .; M

� �
, S is the signal power.

Digital
Communication

Receiver

Bispectrum
Analysis

CNN
Classifier

Antenna

Fig. 1. System model
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2.3 Bispectrum Analysis

Given higher-order cumulant ckx s1; s2; . . .; sk�1ð Þ of random sequence satisfy the next
equation:

Xþ1

s1¼�1
� � �

Xþ1

sk�1¼�1
ckx s1; s2; . . .; sk�1ð Þj j\þ1 ð5Þ

then a k-order spectrum is the dimensional DFT of k − 1 order cumulant, i.e.:

Skx x1;x2; . . .;xk�1ð Þ ¼
Xþ1

s1¼�1
� � �

Xþ1

sk�1¼�1
ckx s1; s2; . . .; sk�1ð Þj je�j

Pk�1

i¼1
xisi ð6Þ

where xij j � p; i ¼ 1; 2; . . .; k � 1; x1 þx2 þ � � � þxk�1j j � p.
Bispectrum is the third-order spectrum, defined as:

Bx x1;x2ð Þ ¼
Xþ1

s1¼�1

Xþ1

s2¼�1
c3x s1; s2ð Þe�j x1s1 þx2s2ð Þ ð7Þ

where xij j � p; i ¼ 1; 2; x1 þx2j j � p.

c3x s1; s2ð Þ ¼ E x� nð Þx nþ s1ð Þx nþ s2ð Þf g ð8Þ

where * stands for the complex conjugate and E �f g denotes statistical expectation.
In general, two of the most popular conventional approaches to estimate the higher-

order spectra are the indirect and direct methods, which may be seen as direct
approximations of the definition of higher-order spectra [10], and in this paper we
mainly adopt the latter bispectrum features of the 2ASK, 4ASK, 2FSK, 4FSK, 2PSK
and 4PSK are illustrated in Fig. 2.

After that we have to select appropriate view of angle to obtain 2D images from 3D
images as shown in Fig. 3. Due to the bispectrum symmetry, we set an observation
angle of every 15° from �90�; 0�ð Þ to 90�; 0�ð Þ with step of 2 dB from 0 to 8 dB
according to the experimental setting in Sect. 3, generating 500 groups of samples per
observation angle, of which 300 groups are used as training sets and 200 are used as
validation sets, and use the same classifier as in Sect. 3. Experimental results show that
the recognition rate of �90�; 0�ð Þ and �45�; 0�ð Þ is better than the other angles, and the
recognition success rate between these four angles is almost the same, but �45�; 0�ð Þ
requires a lower SNR when the recognition rate reaches 100%, so we use �45�; 0�ð Þ as
the best viewing angle when generating 2D images from 3D images, and that may
change when more signals are added for recognition. In order to improve recognition
accuracy, discarding axis metrics and number symbols for the generated images and
selecting the white background as well.
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2.4 Deep Neural Network

Deep neural network (DNN) can express complex nonlinear relationships. There are
some basic network architecture of DNN, such as fully connected feedforward neural
network, convolutional neural network (CNN), recurrent neural network (RNN) and so
on.

CNN is a famous model in architecture and it is developed from a fully connected
feedforward network to prevent the rapid growth in the parameters when applied in
image recognition. Generally, the basic architecture of CNN is to add pooling and
convolutional layers before feeding into a fully connected network [11]. By taking
most of the calculation, convolutional layer is the core part of CNN with the property of
sparse connectivity and weight sharing. Convolutional layers pass the result to the next
layer after applying a convolution operation to the input, and this operation involves the
convolutional core. If the input image is fairly large, we would like to reduce the
number of parameters with the pooling layer. The neurons in the pooling layer are
grouped to compute for the mean value (average pooling) or maximum value (max
pooling) to reduce the parameters before using the fully connected network. The fully
connected layer is almost the same as in traditional neural networks that neurons have
full connections to all activations in the previous layer.

Fig. 2. Bispectrum features of the six modulated signals with SNR 5 dB
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AlexNet is consist of five convolutional layers and three fully connected layers with
a 1000 ways softmax layer, and it proposes two primary methods that we can tackle
with overfitting. One is “Dropout”, the other is “Data Augmentation” [12]. To solve the
vanishing gradient problem, AlexNet introduces a new activation function named
rectified linear units (ReLU) to replace the classic sigmoid function.

As AlexNet performs well in image recognition, we choose it as the classifier, and
the solver options of the AlexNet are set default while the base learning rate is 0.0001.

3 Performance Evaluation

3.1 Experimental Parameter Setup

In Sect. 2, we described how to generate classification images from received signals. In
Sect. 3, we used simulation experiments to verify the validity of the proposed method.
We use MATLAB 2016b communication signal toolbox to generate six kinds of
simulation signals that are consistent with the parameters of [13], i.e., 2ASK, 4ASK,
2FSK, 4FSK, 2PSK and 4PSK.

The specific parameters of the simulation experiment were set as follows: the
symbol rate was 500 bps, the carrier frequency was 2000 Hz, the sampling frequency

Fig. 3. Selected 2D images from 3D images as the input of the CNN classifier
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was 12,000 Hz, the signal frequency offset was equal to the symbol rate, the carrier
amplitude was 1, the number of symbols was 500, the SNR range from 0 to 20 dB, the
noise is Gaussian white noise. For each signal, 500 signal samples were collected every
1 dB in a SNR of 0 to 20 dB, of which 300 were used for training set and 200 were
used for testing set.

3.2 Comparison and Analysis

The comparison of the proposed method named bis and [13] are shown in Table 1 and
Fig. 4.

Table 1 shows the comparison of the average recognition rate of the proposed
method named bis and that of [13]. It can be seen from the table that the average
recognition rate of this method is higher than that of [13] in 0–6 dB, which is more
obvious at low SNR.

Table 1. Average recognition rate of this method and that of [13]

SNR/dB 2ASK/% 4ASK/% 2FSK/% 4FSK/% 2PSK/% 4PSK/% AVE/%

bis [13] bis [13] bis [13] bis [13] bis [13] bis [13] bis [13]

0 81.60 21.50 80.90 0.80 90.30 0.00 90.00 0.00 82.30 0.00 80.30 0.00 84.23 3.72

2 89.60 96.15 85.30 97.80 91.30 14.40 91.30 14.20 87.30 0.00 84.60 0.00 88.23 37.10

4 94.30 100.0 94.60 100.0 97.30 34.10 98.30 71.70 93.60 50.00 92.60 99.10 95.12 75.80

6 98.90 100.0 97.30 100.0 100.0 90.90 100.0 93.30 98.60 99.30 97.60 100.0 98.73 97.25

8 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
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Fig. 4. Comparison of the recognition rate all six signals of the proposed method with [13]
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In Fig. 4, the blue solid line is the proposed method named bis and the red dotted
line is the method of [13]. From Fig. 4, we can see that the proposed method generally
performs better than that of [13] in distinguishing the 2PSK, 2FSK and 4FSK signals,
especially in the low SNR. Furthermore, we can see that the proposed method can
achieve a recognition success rate of approximately 100% when the SNR is greater
than or equal to 7 dB, and success rate of 90% can be achieved when the SNR is
greater than or equal to 3 dB, and success rate of 80% can be achieved when the SNR
is no less than 0 dB. It performs much better than the algorithm in [4], which reaches
90% recognition rate when the SNR is 10 dB. Meanwhile, it has a better recognition
effect compared with [13] when the SNR is low.

4 Conclusions

In this paper, we propose a new modulation recognition method based on bispectrum
and DNN. The bispectrum analysis is used to generate the feature images, AlexNet, as
a widely used DNN, is used as the classifier. The problem of image angle selection is
analyzed and some useful conclusions are obtained. The numerical results show that
compared with the classical decision theory and its improved algorithm, the proposed
method performs better at low SNR, and success rate of 90% can be achieved when the
SNR is greater than or equal to 3 dB, and success rate of 100% can be achieved when
the SNR is no less than 7 dB.
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Abstract. Image-to-image translation is a hot field in the machine
learning with the emergency of the generative adversarial networks. Most
of the latest models easily lead to changes in the overall image and over-
fitting when they are used to local feature translation. To address these
limitations, this article adds a suppressor and proposes a double adver-
sarial CycleGAN. The suppressor is added to suppress the change of
images, and the suppressor and generator form a new adversarial rela-
tionship. We hope it will achieve Nash equilibrium that is the change of
image focus on the local feature. Finally, a contrast experiment was con-
ducted. In the case of image local feature transfer, the change of image
is focused on the local features and the overfitting phenomenon can be
well resolved.

Keywords: Local feature translation · Generative adversarial
networks · Double adversarial CycleGAN

1 Introduction

The image-to-image translation [1] was defined as the task of translating one
possible representation of a scene into another. The ideal of image-to-image
translation starts with the Image Analogies [2]. Lots of researches in computer
version, image processing, computational photography, and graphics have been
done to learn the mapping between images. The image-to-image translation con-
tains lots of applications such as style transfer, object transfiguration, season
transfer, and photograph enhancement. In this paper, we focus on the local
feature transfer. Recently, as the emergence of the generative adversarial net-
works [3], a lot of methods based on GANs have been proposed to deal with the
image-to-image translation. Some methods [4,5] were proposed to overcome the
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difficulty that it is hard to get a large quantity of paired images. The dual learn-
ing approaches [6–10] have been further exploited to the mapping between source
image domain and target image domain. Based on these theories, the researchers
proposed some image-to-image translation models such as pix2pix [11], Cycle-
GAN [10], StarGAN [12], and GeneGAN [13]. Compared to other generative
model, GAN can produce clearer images and the state-of-the-art models could
learn the mapping of two domains through the unpaired data. However, when
these models are used to image-to-image local feature translation by unaligned
data, it will easily lead to overall image changes and overfitting. The aligned
data means the local feature that we want to transfer is in the same position
of all pictures. We try to use the CelebFaces Attributes Dataset for CycleGAN
to train the glass ↔ noglass translation model (local feature) and fined that it
changes the tint of face slightly (see Fig. 1). The CelebFaces Attributes Dataset
that we used is the aligned dataset. However, when we try to use the unaligned
horse ↔ zebra data for CycleGAN, the tint of the generated images is changed
obviously (see Fig. 4). The CycleGAN does a good job in image-to-image style
translation. However, when we use it in image-to-image local feature translation,
it will lead to global changes and overfitting of the images. The other latest mod-
els rely on data alignment and they did not try to solve the potential problems
in image-to-image local feature translation. It is a big step from paired data
to unpaired data to reduce the difficulty of data preprocessing. The StarGAN,
GeneGAN, and ELEGAN use the aligned CelebFaces Attributes Dataset and the

glass → noglass noglass → glass

Fig. 1. Comparison chart: The first column (1): original people wearing glasses. The
second column (2): glass → noglass using CycleGAN. The third column (3): origi-
nal people who do not wear glasses. The fourth column (4): noglass → glass using
CycleGAN
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Radboud Faces Database to train the modules. Learning the mapping between
domains by aligned data is easier than using the unaligned data. When we use
the CycleGAN to learn the mapping glass ↔ noglass by the aligned CelebFaces
Attributes Dataset, the model works well and changes the tint of face a little
bit. However, when we use the CycleGAN to learn the mapping horse ↔ zebra
by the unaligned data, the model changes the tint of the images obviously and
it is easy to overfit. If we need to train new attributes, it will spend us lots of
time aligning dataset. The purpose of this paper is to find a way to make the
image-to-image translation focus on the local feature by the unaligned data. Our
goal is to learn the mappings G,F exactly between the domain X and domain
Y(G : X → Y, F : Y → X). The CycleGAN introduces an additional loss to
inhibit the change of images. It was the technique of Taigman [14]

Lidentity(G,F ) = Ey∼pdata(y) [‖G(y) − y‖1] + Ex∼pdata(x) [‖F (x) − x‖1] (1)

We try this method in local feature image-to-image translation, but this method
is not good enough. The additional loss regularizes the generator directly; it
means we hope the generator can change the images domain and inhibit the
change of images at the same time. It is difficult for the generator to achieve the
balance. In this paper, we propose a double adversarial network based on Cycle-
GAN to improve the local feature image-to-image translation by the unaligned
data. We let the Lidentity(G,F ) as a suppressor instead of a regular. Therefore,
the generator and the suppressor can train the G,F alternately. We find that
the confrontational relationship between generator and suppressor can accelerate
convergence.

2 Related Work

2.1 Generative Adversarial Networks

The GAN is a competition between two networks. The generator network receives
a source of noise and exports the corresponding fake data samples. The discrim-
inator network receives the fake data samples and the real data samples, and
then it distinguishes the fake data samples and the real data samples. The aim
of the generator is to fool the discriminator, and the aim of the discriminator is
to distinguish samples better. The minimax objective function of GAN:

min
G

max
D

E
x∼pr

[log(D(x))] + E
x∼pg

[log(1 − D(x))] (2)

where the pr is the true data distribution and the pg is the output distribution
of generator. Firstly, the discriminator is trained to optimality. Secondly, when
minimizing the objective function to minimize the Jensen–Shannon divergence
between pr and pg, there are some problems with original GAN such as col-
lapse problem, non-convergence problem, and vanishing gradient problem. Some
methods were proposed to solve these problems such as DCGAN [15], LS-GAN
[16], WGAN-gp [17]. CycleGAN uses the LS-GAN instead of the original GAN.
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2.2 Cycle-Consistent Generative Adversarial Network

CycleGAN is a model algorithm based on the use of two generators and two
discriminators to transform the distribution of two types of images based on
generative adversarial network. The purpose of CycleGAN is to learn the map-
ping relationship between two data distributions X and Y . Assuming only the
generator and discriminator, the generator does not learn the mapping rela-
tionship between the two data distributions very well. It is possible that all
the images of one data distribution are mapped to one picture in another data
distribution. Therefore, the cycle-consistent loss is proposed. The forward cycle
consistency is x → G(x) → F (G(x)) ≈ x, and the backward cycle consistency is
y → F (y) → G(F (y)) ≈ y (see Fig. 2). The full loss function of CycleGAN is:

Fig. 2. CycleGAN tries to learn the mapping functions G : X → Y and F :
Y → X by the loss function L(G,F,D(X), D(Y )) combined by LGAN (G,DY , X, Y ),
LGAN (F,DX , Y,X), and cycle-consistent loss.

L(G,F,DX ,DY ) = LGAN (G,DY ,X, Y ) + LGAN (F,DX , Y,X) + λLcyc(G,F )
(3)

LGAN (G,DY , X, Y ) = Ey∼pdata(y) [log(DY (y))] + Ex∼pdata(x) [log((1 − DY (G(x)))]

(4)

LGAN (F,DX , Y,X) = Ex∼pdata(x) [log(DX(x))] + Ey∼pdata(y) [log((1 − DX(G(y)))]

(5)

Lcyc(F,DX , Y,X) = Ex∼pdata(x) [‖F (G(x)) − x‖1] + Ey∼pdata(y) [‖F (G(y)) − y‖1]
(6)

CycleGAN does a good job in unpaired image-to-image style translation such
as season transfer and painting ↔ photographs. However, the performance of
CycleGAN in image-to-image local feature translation is not satisfied. It is easy
to change the tint of the pictures, and it easily leads to the overfitting.
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In the paper of CycleGAN, it adopts the technique of Taigman by a additional
loss Lidentity(G,F ) = Ey∼pdata(y) [‖G(y) − y‖1] + Ex∼pdata(x) [‖F (x) − x‖1]. The
purpose of the Lidentity(G,F ) is to decrease the change between the image-to-
image translation G(x), F (y). It has a good performance in image-to-image style
translation. However, when I try to use the new loss function in image-to-image
local feature translation such as horse ↔ horse or glass ↔ noglass, it does not
work well.

3 Double Adversarial CycleGAN

When we try to transfer the horses → zebras by CycleGAN, the tint of the
pictures is changed at the same time. The phenomenon of overfitting is occurred.
Without the Lidentity(G,F ), the CycleGAN is easy to lead to the overall change
in the images. However, when we add the Lidentity(G,F ) as a regular to the
loss, we find that it is not easy for the generator to achieve the balance. It can
even lead to the phenomenon that the local feature translation that should be
changed is suppressed and the background area of the picture is changed. We
can see that the translation of horse → zebra is more focused on local feature
by the double adversarial CycleGAN (see Fig. 4). The experiment shows that
the generated horse still has some zebra stripes (see Fig. 5). The generator is
difficult to learn the mapping of zebra → horse. When we add the regular term
or the suppressor to the CycleGAN, it will lead to more zebra stripes. We have
not yet solved this problem.

According to these problems, we take some methods to solve them. The
previous method is to add the Lidentity(G,F ) to the generator’s loss function
during the training process. It means that the Lidentity(G,F ) loss is a regular
term. When the generator tries to do image-to-image translation, it also limits
the change of image-to-image translation at the same time. It is hard for the
generator to learn the balance in one step. Inspired by the two-person zero-sum
game, we let the Lidentity(G,F ) as a suppressor and the generator can achieve the
balance stably step by step (see Fig. 3). Therefore, the generator–discriminator
and generator–suppressor constitute a double adversarial cycle-consistent loss.
The objective function of suppressor:

min S = Ey∼pdata(y) [‖G(y) − y‖1] + Ex∼pdata(x) [‖F (x) − x‖1]

Fig. 3. The suppressor(S) is used to suppress the difference between the generated
images and the original images.
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4 Experiment

In this section, we compare these three methods: CycleGAN, CycleGAN +
Lidentity(G,F ), and double adversarial CycleGAN. As shown in Figs. 4 and 5,
the CycleGAN model changes the tint of images obviously. The overall color
of the image has become deeper, and generated (horse → zebra) stripes are
not clear. The CycleGAN + Lidentity(G,F ) model improves the phenomenon
of the tint change in image-to-image translation. However, the generated zebra
(horse → zebra) stripes are also not clear. From the fourth column of Fig. 4, we
can see the generated zebra (horse → zebra) stripes are clear and the tint of
image is stable.

(1) (2) (3) (4)

Fig. 4. Comparison chart (horse → zebra): The first column (1): original images. The
second column (2): horse → zebra using CycleGAN. The third column (3): horse →
zebra using CycleGAN+Lidentity(G,F ). The fourth column (4): horse → zebra using
double adversarial CycleGAN

The Inception Score (IS) and Fréchet Inception Distance (FID) [18] are two
ways to test the quality of generated pictures. We use the FID score to measure
the distance between the real data and the generated data.

d2((m,C), (mω), Cω) = ||m − mω||22 + Tr(C + Cω − 2(CCω)1/2) (7)
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(1) (2) (3) (4)

Fig. 5. Comparison chart (zebra → horse): The first column (1): original images. The
second column (2): zebra → horse using CycleGAN. The third column (3): zebra →
horse using CycleGAN+Lidentity(G,F ). The fourth column (4): zebra → horse using
double adversarial CycleGAN

(m,C) and (mω, Cω) are the means and covariance matrices of the real data
distribution and fake data distribution. This table shows the FID of generated
images. We can see the result of CycleGAN+Lidentity(G,F ) is worse than Cycle-
GAN. Double adversarial CycleGAN has a good performance in horse → zebra,
and it is not suitable for the zebra → horse. However, both IS and FID are
not suitable for our work. We need to measure the ratio of global and local
changes in the image-to-image translation and the quality of the local features
from generated pictures. We have not done this yet (Table 1).

Table 1. FID score

Name CycleGAN CycleGAN
+Lidentity

(G,F )

Double
adversarial
CycleGAN

FID(zebra → horse) 68.4 86.5 75.4

FID(horse → zebra) 69.0 65.6 51.9

This table shows the FID of generated images.
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5 Conclusion

In this paper, we propose a double adversarial CycleGAN. Under the observation
that only local part of the image should be modified in this task, we let the
Lidentity(G,F ) as a suppressor instead of regular term and it can accelerate
convergence and achieve the balance more quickly. The confrontation between
generator and suppressor can make the training more stable.

Acknowledgments. This work was supported by National Natural Science Founda-
tion of China (Grant No. 61501251, 61373137, 61071167) and the Science Foundation
of Nanjing University of Posts and Telecommunications Grant (NY214191).
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Abstract. Ground-based cloud classification plays a vital important
role in meteorological research. However, the existing methods perform
well confined to one weather station. In this paper, we present a detailed
introduction of two representative embedding features for ground-based
cloud classification in various weather stations. The features are learned
from the metric learning and the convolutional neural network (CNN),
respectively. The two kinds of features are evaluated on two weather
stations.

Keywords: Ground-based cloud classification · Embedding features ·
Metric learning · Convolutional neural networks

1 Introduction

Ground-based cloud classification has an important impact on meteorological
studies [1]. However, the professional human observers are the main conduc-
tors to implement this task, resulting in mass consumption of human efforts
and material resources. In order to address this issue, many researchers have
focused on developing automatic techniques for ground-based cloud classifica-
tion in recent years. Isosalo et al. [2] classified ground-based cloud images by
utilizing local binary patterns (LBPs) and local edge patterns (LEPs), and LBPs
had better performances than LEPs. Calbó and Sabburg [3] represented cloud
images using pattern features based on the Fourier transformation and statisti-
cal features. Liu et al. [4] extracted both texture and structure features from the
color cloud images. Liu et al. [5] proposed illumination-invariant completed local
ternary patterns (ICLTP), which can effectively handle the illumination varia-
tions. They soon proposed the salient LBP (SLBP) [6] to capture descriptive
cloud information. The desirable property of SLBP is the robustness to noise.
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Recently, Ye et al. [7] first applied the convolutional neural network (CNN)
to ground-based cloud classification, and they employed the Fisher Vector to
encode the deep convolutional features. Shi et al. [8] concluded that the deep
convolutional activation-based features outperformed traditional hand-craft fea-
tures considerably for ground-based cloud classification. However, these methods
are only suitable for one certain weather station. That means they can achieve
desired classification accuracies on the certain dataset captured by the weather
station, but obtain poor performances on other weather stations. In other words,
these methods are not generalized to other weather stations, because the cloud
images captured by them generally possess variations in illuminations, images
resolutions, occlusions, camera settings, etc., as shown in Fig. 1. Therefore, we
argue that training a classifier on one weather station, while test on another
weather station.

Fig. 1. Cloud samples are provided by various weather stations (a)–(e).

In this paper, we evaluate different cloud images provided by various weather
stations based on two kinds of embedding features. The first one is to learn a
subspace using metric learning methods. Metric learning has been successfully
applied to the domain adaptation [9,10]. The metric learning is suitable for the
situation that training on one weather station, while test on other weather sta-
tion. The second one is the output of the fully connected (FC) layer of the CNN.
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The CNN has achieved excellent performances in image classification [11–13],
and it is a desirable choice to apply the CNN to ground-based cloud classifica-
tion.

The remaining of the paper is organized as follows. Section 2 introduces the
metric learning and CNN. Section 3 shows the experimental results of various
weather stations based on the two embedding features. We conclude the paper
in Sect. 4 the paper.

2 Approach

2.1 Metric Learning

First, the cloud images are divided into two sets of pairs where a pair consists
of two cloud images. The first set S includes similar pairs where the two cloud
images of each similar pair belong to the same cloud category. The second set
D consists of dissimilar pairs where the two cloud images of each dissimilar pair
belong to different cloud categories. The metric learning considers the relation-
ships of pairs to learn a transformation matrix, which is used to project the cloud
images into a subspace. Suppose that there is a pair (i, j), where i ∈ R

d×1 and
j ∈ R

d×1 are from different weather stations. We learn a transformation matrix
H ∈ R

d×m which parameterizes the (squared) Mahalanobis distance:

dM (i, j) = (i − j)TM(i − j), (1)

where M = HHT (M ∈ R
d×d). If i and j belong to a similar pair, there is:

(i, j) ∈ S, (2)

in the same way, if i and j belong to a dissimilar pair, there is:

(i, j) ∈ D. (3)

Based on the Mahalanobis distance, in order to learn H, Xing et al. [14]
proposed a metric that minimizes the distance between all similar pairs:

min
M

∑

(i,j)∈S

(i − j)TM(i − j)

s.t.
∑

(i,j)∈D

√
(i − j)TM(i − j) ≥ 1,

M ≥ 0.

(4)

The first constraint ensures that M does not collapse the dataset into a single
point, and the second one ensures a valid metric.

Ghodsi et al. [15] proposed to minimize the squared distance between similar
pairs, while maximize the squared distance between dissimilar pairs. Similarly,
Globerson and Roweis [16] learned a metric by keeping images from the same
category near each other and simultaneously far from the images from other
categories. Weinberger et al. [17] utilize semidefinite programming to learn a
metric for k-nearest neighbor (kNN) classification.
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2.2 Convolutional Neural Network

The CNN model can learn the high nonlinear transformation for the input data.
Thus, the features extracted from FC layer can be viewed as embedding fea-
tures. The VGG-11 [13] model is representative, and therefore, we evaluate the
VGG-11 model on the task of ground-based cloud classification. There are eight
convolutional layers and three fully connected (FC) layers composing the VGG-
11 model. The cloud images as the inputs of the VGG-11 model should be resized
to 224 × 224 pixels. The filters of each convolutional layer are with a receptive
field of 3×3 pixels, and the convolution stride is set to 1 pixel. Five max-pooling
layers follow some of convolutional layers and are implemented by a sliding win-
dow of 2 × 2 pixels with stride 2. The first two FC layers both consist of 4096
neurons, and the last one includes 1000 neurons where each neuron denotes a cat-
egory of the ImageNet dataset. However, when the VGG-11 model is fine-tuned
on the ground-based cloud datasets, we change 1000 into the number of cloud
categories, as illustrated in Fig. 2. We take the output of the second FC layer
as features, which contain the overall spatial layout information. That means a
cloud image is represented as 4096-dimensional vector.

Fig. 2. Cloud image with the size of 224×224×3 is fed into the VGG-11 model, which
results in a series of feature maps with different sizes. The final output is 7 neurons
corresponding to the number of cloud categories.

3 Experiments

3.1 Datasets and Experimental Setup

The are two cloud datasets serving for the following evaluations. The Institute
of Atmospheric Physics, Chinese Academy of Sciences, provides the first cloud
dataset, named IAP e. There are seven categories and 3533 cloud images in this



920 Z. Zhang et al.

dataset. The cloud images from the IAP e dataset are 2272 × 1704 pixels. The
second cloud dataset is named as CAMS e with the number of 2491 cloud images,
provided by Chinese Academy of Meteorological Sciences. Each cloud image has
the resolution of 1392 × 1040. Since the two cloud datasets are captured from
different weather stations, the IAP e is quitely different from the CAMS e in the
aspects of camera settings, resolutions, occlusions, and illuminations, as shown
in Fig. 3.

Fig. 3. a The IAP e cloud dataset. b The CAMS e cloud dataset.

All images from the two datasets are resized to 224 × 224 pixels. We extract
LBP features with (P,R) equal to (8, 1), (16, 2), and (24, 3), and then con-
catenate histograms of the three scales to form a feature vector with the size of
10 + 18 + 26 = 54. The M is finally multiplied by the resulting feature vector to
form a transformed feature vector for each cloud image. We select k = 150. When
we fine-tune the VGG-11 [13] model on our cloud datasets, we set the batch size
and the number of training epochs to 32 and 60, respectively. The learning rate
is initialized as 0.0001 and then set to 0.00006 for the final 20 epochs. A half of
cloud images is randomly selected from each category and consists of the training
set, and the remaining as the test set. The final results represent the recognition
accuracy averaged over ten randomly selected training/test sets. The nearest
neighborhood classifier is used to classify the cloud images.

Table 1 lists the classification results of the two embedding features on differ-
ent weather stations. It is obvious that the high classification results are achieved
when training and testing on the same dataset. However, we obtain poor classi-
fication performances when training and testing on different datasets. Moreover,
the CNN performs much better than the metric learning. To conclude, it is essen-
tial to make a further study for the ground-based cloud classification in various
weather stations.
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Table 1. Classification results (%) using different embedding features.

Datasets Methods

Metric learning CNN

IAP e IAP e 86.93 92.74

CAMS e CAMS e 89.42 93.81

IAP e CAMS e 38.65 53.84

CAMS e IAP e 36.81 52.07

4 Conclusion

In this paper, we have introduced two kinds of representative embedding features
which are learned from the metric learning and the CNN, respectively. Then, we
evaluated the two features on two weather stations. The experimental results
show that the metric learning and the CNN perform poorly when training on
weather station, while test on another weather station. In other words, they
are unsatisfied with the ground-based cloud classification in different weather
stations, and it is still eager to develop effective methods on this issue.
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A Gradient Invariant DCT-Based Image
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Detection
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Abstract. In this paper, we proposed a novel DCT-based watermarking
scheme for grayscale images, which utilizes the connection between dis-
crete cosine transform (DCT) and the Histogram of Oriented Gradient
(HOG) feature extraction operation. We embed messages into the low-
frequency band, and correspondingly, an effective coefficients pair selec-
tion scheme is constructed. The proposed scheme not only maintains the
superiority of compression robustness but also keeps good visual quality
for the watermarked image. Moreover, the proposed method is insensi-
tive to HOG feature extraction, which makes the watermarked image
more suitable for further objection detection and recognition scenarios.

Keywords: Watermarking · Robustness · HOG feature extraction

1 Introduction

With the rapid development of mobile devices and social networks, digital images
are widely captured and shared throughout the Internet, which draws several
urgent issues relating to copyright protection and authentication during trans-
mission. Digital image watermarking is a kind of data hiding method that has
been extensively studied in recent decades.

Most of the image watermarking schemes satisfy one or more of the
five requirements: imperceptibility, non-detectability, security, robustness, and
capacity. Blind image watermarking methods generally belong to the spatial
or transform domain. Many recent advances related are largely inspired by
the manipulation of the domain transform of multimedia objects. Watermarks
embedded in the transform domain are usually more robust and less percepti-
ble, while their computational requirements tend to be higher than those spatial
domain ones. The major domains used for image watermarking include discrete
cosine transform (DCT) [1–3], discrete Fourier transform (DFT) [4–6], discrete
wavelet transform (DWT) [7–9], and singular value decomposition (SVD) [10,11].
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DCT has proven particularly effective with regard to energy compaction and the
ability to incorporate characteristics of human visual system (HVS) [12,13].

Recently in [14], Soumitra proposed a compromised scheme using the middle-
frequency band DCT coefficients pairs, which are less vulnerable to modification
and also the embedding capacity is guaranteed. Existing watermarking schemes
mainly focus on robustness against lossy compression or geometric transforma-
tion attacks for message recovery, while before the message extraction procedure,
kinds of image processing operations can be applied to the watermarked image.
For example, the well-known Histogram of Oriented Gradients (HOG) feature
descriptor is very popular for object detection and recognition in computer vision
field. A modified watermarked image will affect the feature extraction and thus
result in the decrease in detection and recognition performance. For some impor-
tant applications such as pedestrian retrieval in a police or military system, slight
accuracy decrease may involve fateful consequences. Therefore, watermarking
scheme for images not interfering with further image processing is especially
desired. In [15], Hou et al. proposed a recursive reversible data hiding method
for color images, which keeps the gray version of the cover image unchanged,
and thus, the feature extraction is not affected.

In this paper, we proposed a novel DCT-based watermarking scheme for
grayscale images, which utilizes the connection between DCT transform and
HOG feature extraction operation. We embed messages into the low-frequency
band, and further, a novel coefficients pair selection scheme is constructed. The
proposed scheme not only maintains the superiority of robustness but also keeps
good visual quality for the watermarked image.

2 Previous Arts

In [14], Soumitra et al. proposed a block-based watermarking scheme using DCT
coefficients pairs. First, the input M×N image I is divided into non-overlapping
blocks of size k × k. Then, each block Ib is transformed into the DCT domain
through the following equation:

Fb(u, v) = α(u)α(v)
k−1∑

x=0

k−1∑

y=0

Ib(x, y) × cos

[
(2x + 1)uπ

2k
]cos[

(2y + 1)vπ

2k

]
(1)

where

α(u) =
{√

1/k, u = 0√
2/k otherwise

and α(v) =
{√

1/k, v = 0√
2/k otherwise

(2)

When computed, the DCT coefficients are collected according to the zigzag
order. The method in [14] utilizes the size relation between the two coefficients in
each pair. To be specific, while embedding message bit “1,” if the first coefficient
is not greater than the second, then swap their values, otherwise keep them
unchanged; While for message bit “0,” if the first coefficient is greater than the
second coefficient, then swap there values, otherwise do nothing. After message
embedding, the image block pixel values are reconstructed from the changed
DCT coefficients through inverse DCT transform.
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3 Proposed Scheme

3.1 Frequency Band Selection

Observing from (1), the computed DCT coefficients flow into three bands, namely
the low-, middle-, and high-frequency bands. Generally, the energy of the image
block mostly lies in the low-frequency band, and the middle- and high-frequency
bands reflect the texture and edge details of the image block. DCT-based water-
marking schemes usually utilize middle-band frequency for message embedding
as it is less perceptible on modification, and the high-frequency band is rarely
used because it is fragile to compression attacks.

The Histogram of Oriented Gradients (HOG) feature computes the horizon-
tal and vertical gradients by simple high-pass filters and then, the direction of
the gradient is resolved for each pixel, and later, the histogram of the gradient
directions is counted for each block. HOG feature actually plays a high-pass filter
role to the image block, such that modification on the high- or middle-frequency
band will influence its computation. Seeing this connection, we propose to embed
messages into the low-frequency band to minimize affection to the HOG features
extraction. Moreover, we design a message size adaptive coefficients selection
embedding scheme to decrease the perceptual distortion involved. The selected
low-band DCT coefficients are depicted in Fig. 1, ranging from the second coef-
ficient to the fifteenth coefficient according to the zigzag order.

3.2 Coefficient Pairs Selection

In [14], Soumitra et al. utilize the size relation between the two coefficients in
each pair to embed message. For those pairs whose two DCT coefficients violate

Fig. 1. Selected DCT coefficients of 8 × 8 image block following the zigzag order.
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the order during embedding will swap their two coefficients, no matter how much
they differ from each other.

As a matter of fact, whether the two coefficients in each pair swap their values
or not, their absolute difference value stays invariant after message embedding.
Utilizing this criterion, we can select coefficients pairs with small absolute dif-
ference to be embedded first to decrease the swapping distortion. Figure 2 shows
the absolute difference value distribution between the two adjacent low-frequency
band DCT coefficients in all the 8 × 8 image blocks for the Lena cover image.
From Fig. 2, we can see that small absolute difference values between the two
coefficients occurs more often than large absolute difference values, we can use a
message length adaptive threshold to pick out close coefficient pairs for embed-
ding. As a result, the coefficient pairs with large absolute difference values can
be skipped, and the embedding distortion is better guaranteed.

−10 0 10 20 30 40 50 60 70 80 90
0

500

1000

1500

2000

2500

3000

Fig. 2. Histogram of absolute difference value between the two adjacent DCT low-
frequency band coefficients in all 8 × 8 image blocks for the Lena cover image.

3.3 Embedding and Extracting

To extract the message, we need to transfer the coefficient pairs filtering thresh-
old to the receiver side. The overall message embedding and extraction procedure
with adaptive coefficient pairs selection are described as follows.
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Embedding

1. Divide the cover image into 8 × 8 blocks and apply discrete cosine trans-
form(DCT) to each image block.

2. Define an initial threshold δ to filter all the 8 × 8 image blocks in the cover
image, count all the adjacent DCT coefficient pairs whose absolute difference
value is less equal than δ. If the total count is less than the message payload
length, increase the δ threshold by 1 and repeat the filtering procedure until
enough DCT coefficient pairs are selected to embed the message.

3. For each DCT coefficients pair in each 8 × 8 image block, check where the
absolute difference value between them is less equal than the threshold δ,
then a message bit can be embedded into this pair by:

– While embedding message bit is “1,” if the first coefficient is less than the
second coefficient, then swap their values, else keep them unchanged.

– While embedding message bit is “0,” if the first coefficient is greater than
the second coefficient, then swap their values, else keep them unchanged.

4. After embedding the message, apply the inverse discrete cosine transform to
each image block to get the modified image block pixels, as a result, the whole
watermarked image is obtained.

5. Actually, the threshold δ must be transmitted to the receiver side first, we
simplify this through least significant bits (LSBs) replacement using the first
several blocks in the cover image.

Extracting

1. Firstly, recover the threshold δ value from the LSBs in the first several blocks
in the cover image.

2. Divide the cover image into 8× 8 blocks and apply discrete cosine transform
to each image block.

3. For each DCT coefficients pair in each 8 × 8 image block, check where the
absolute difference value between them is less equal than the threshold δ,
then a message bit can be extracted from this pair by:

– If the first coefficient is greater than the second coefficient, then extract
message bit “1.”

– If the first coefficient is less than the second coefficient, then extract
message bit “0.”

4. After extracting each message bit, the whole message payload is recovered.

4 Experimental Results

To evaluate the embedding performance of the proposed DCT coefficients pair
selection scheme, we conduct several kinds of simulations on different types of
cover images. The cover image of size 512 × 512 is shown in Fig. 3, which varies
from smooth ones to those full of textures and edge components. In our proposed
scheme, low-frequency DCT coefficients from the second position toward the
fifteenth position following the zigzag scanning order for each 8 × 8 block are



928 X. Hu et al.

selected to embed messages. To demonstrate the effectiveness of the proposed
scheme, comparisons between the proposed scheme and Soumitra et al.’s method
in [14] are illustrated, in terms of visual imperceptibility, influence degree on
HOG features, and also the compression robustness.

(a) Lena (b) baboon (c) barbara (d) boat

Fig. 3. Test cover images of size 512 × 512.

4.1 Imperceptibility Comparison

Peak signal-to-noise ratio (PSNR) is largely used to evaluate the similarity
between the cover image and the watermarked image, which is defined as:

PSNR = 10 × log10
255 × 255

MSE
(3)

where the mean square error(MSE) is given as MSE = 1
M×N

∑M
i=1∑N

j=1 (xij − x′
ij)

2. Here, the M and N represent the width and height of the
image, and xij and x′

ij mean the pixel values of the cover image and the water-
marked image.

We compare our proposed DCT coefficients pair selection scheme against
Soumitra et al.’s method in [14] with respect to PSNR criterion. Comparison
results under different embedding rates are shown in Fig. 4, from which we can see
that even though the proposed scheme gains distinctly better PSNR performance
in comparison against method in [14].

4.2 HOG Feature Influence

The HOG feature is widely used for object detection, especially for pedestrian
detection. We embed message into the cover images using both our proposed
scheme and Soumitra et al.’s method in [14] and extract their HOG features.
Later, the two modified HOG features are compared to the original HOG feature
extracted from the cover image before embedding. The HOG feature similarity
measurement(FSM) is computed by:

FSM =

√√√√
L∑

i=1

(fi − f ′
i)2 (4)
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where fi and f ′
i are the feature elements of the cover image and the watermarked

image. Note, here we stitch all the block HOG features together to form a feature
vector fi, i = 1, . . . , L, and L is the overall vector length.
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Fig. 4. Imperceptibility performance comparisons with Soumitra et al.’s method [14].

The HOG feature similarity measurement (FSM) comparison results are
depicted in Table 1. The results exhibit our proposed method’s superiority for
HOG-like features’ invariability after message embedding and thus make it more
suitable for object detection and recognition scenarios.

4.3 Compression Robustness

JPEG compression is one of the most popular compression attacks during water-
marked image transmission. As the low-frequency band coefficients are more
robust to compression operations than those middle- and high-frequency band
coefficients, our proposed embedding scheme will expect better robustness to
JPEG compression attack theoretically, in comparison with a method in [14].
For the sake of simplicity, the experimental comparisons are omitted.
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Table 1. HOG feature similarity measurement (FSM) comparisons.

Image Lena Baboon Barbara Boat Peppers Airplane Average

Soumitra et al. 9.945 11.267 8.001 10.184 8.575 8.275 9.375

Proposed 9.231 9.446 7.350 8.907 8.417 8.079 8.572

5 Conclusion

In this paper, we proposed a novel DCT-based watermarking scheme for
grayscale images, which utilizes the connection between discrete cosine trans-
form (DCT) and the histogram of Oriented Gradient (HOG) feature extraction
operation. We embed messages into the low-frequency band, and correspond-
ingly, a novel coefficients pair selection scheme is constructed. The proposed
scheme not only maintains the superiority of compression robustness but also
keeps good visual quality for the watermarked image. Moreover, the proposed
method is insensitive to HOG feature extraction, which makes the watermarked
image more suitable for further objection detection and recognition scenarios.

Acknowledgments. This work is supported by Beijing NOVA Program
(Z181100006218041) and National key R&D program of China (2017YFC0820106).
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Abstract. To solve the problem of reconnaissance and processing of broad-
band satellite communication signals, a kind of satellite communication signals
BPSK/QPSK modulation pattern recognition method was put forward in this
paper. This method deals with the satellite descending signal with BPSK/QPSK
modulation in the under-sampling condition. Because the corrected spectrum of
BPSK signal contains obvious crest, while QPSK signal does not contain this
feature. The difference of the waveform characteristics is used to complete
modulation pattern recognition. The simulation results show that this method
can identify BPSK/QPSK modulation signals when SNR is greater than 1 dB.
When the sampling points are reduced, the satellite communication signal
under-sampling modulation pattern recognition method can still maintain good
recognition performance.

Keywords: Satellite communication � Under-sampling � Modulation pattern
recognition � Sparse reconstruction

1 Introduction

Satellite communication as a kind of high-frequency, large-broadband instant means of
communication has the characteristics of wide coverage and signal transmission sta-
bility. It is an important means of battlefield communications at present. And nonco-
operative reception and processing of satellite communication signal are of great
significance to grasp the trend of the space electromagnetic situation. The development
of satellite communication anti-jamming technology, such as spectrum expansion, star
processing, and limiting technology, presents a challenge to the noncooperative
reception of satellite communication signals. However, the modulation pattern recog-
nition process of satellite communication signals is not exactly the same as that of
traditional communication signal modulation pattern recognition. First of all, the
satellite communication signal has the characteristics of high frequency, large band-
width, in noncooperative satellite communication signal processing, as a result of the
signal sampling rate increase, the data quantity is big, have high requirements for ADC
and data transmission. There are differences between satellite communication signal
and traditional communication signal in transmission path. The transmission path of
satellite communication has bigger longer noise influence , but also needs to take into
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account the signal transmission in the atmosphere with the influence of the multipath
effect, therefore, it is difficult to extract the characteristic parameters of the signal. In
addition, it is an important characteristic parameter extraction method in the modulation
pattern recognition of the satellite communication signal. The modulation types and
parameters of satellite downlink communication signals can be obtained through
modulation pattern recognition, and then useful information in satellite communication
signals can be further obtained through demodulator.

Compressed sensing is an under-sampling acquisition and processing theory of
signal, at the same time, the signal can be compressed by the acquisition system based
on the compressed sensing theory framework [1]. Compressed sensing can retain the
information in the original signal, the sampling rate is also far lower than that of the
Nyquist sampling rate. Satellite communication signal has the characteristics of a large
amount of data and difficult signal acquisition, and the problems need to be solved in
under-sampling condition based on compressed sensing theory [2]. Therefore, this
paper considers using under-sampling technology to get a small amount of sampling
point satellite communication signal processing.

At present, there are two main types of signal modulated pattern recognition
algorithms: likelihood ratio test and feature extraction algorithm. Literature 3 used in
mixed likelihood ratio test (Hybrid likelihood ratio test , HLRT) method to complete
BPSK/QPSK signal modulation recognition [3], the phase difference, and sequence of
the signal is in the process of unknown parameters. This paper adopts maximum
likelihood estimation, linear least squares estimation, and torque estimation method to
estimate the unknown parameters. Furthermore, the whole process of HLRT recogni-
tion was completed. But the experimental environment was set in the additive white
Gaussian noise (AWGN), which did not take into account the effect of the multipath
effect, and the calculation was large. Feature extraction algorithms mainly include
time–frequency method, wavelet transform method, and statistical extraction method
[4]. Less prior information of the signal and low computational complexity are required
in the feature extraction method, but it needs to solve the reliability problem of
modulation style recognition performance. Literature 7 discussed several modulation
pattern recognition algorithms based on feature extraction [5]. This method can not
meet the requirements of satellite communication signal modulation recognition in
sampling rate and signal-to-noise ratio.

BPSK/QPSK modulation is widely used in satellite communication due to its
advantages of high-frequency utilization, strong anti-interference, and simple circuit
implementation. A method for under-sampling modulation pattern recognition in
satellite communication is proposed in this paper for the recognition of BPSK/QPSK
modulation pattern recognition in satellite communication [6, 7]. This algorithm
uses undersampling technology to reduce the sampling rate, and introduces the sparsity
adaptive subspace tracking algorithm (SASP) in literature 9. As the reconstruction
algorithm in the under-sampling technology, it improves the reconstruction accuracy
and reduces the computational complexity at the same time [8]. Then, a method pro-
posed in this paper for under-sampling modulation pattern recognition in satellite
communication, using BPSK/QPSK signal differences of fixed frequency spectrum

A Method for Under-sampling Modulation Pattern Recognition … 933



waveform characteristic parameters, completed the recognition of BPSK and QPSK
modulation signal.

2 Satellite Communication Signal Under-sampling
Modulation Recognition Based on Modified Spectral
Feature Extraction

The overall processing flow of BPSK/QPSK signal modulated pattern recognition
technology based on under-sampling technology is shown in Fig. 1.

As shown in the flow chart, this method is divided into three steps: first step, under-
sampling technology processing, and the BPSK/QPSK satellite communication signal

The input signal

Waveform decision
There is no obvious peak

Under-sampling 
technique

Modula on pa ern 
recogni on based on 

modified spectral 
feature extrac on

BPSK satellite 
communica on 

signal

QPSK satellite 
communica on 

signal

Fig. 1. BPSK/QPSK signal modulated pattern recognition technology based on under-sampling
technology
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with less sampling points. In the second step, the characteristic parameter extraction
part, the reconstruction signal extracted from the first step is extracted and corrected.
The third step is to identify the modulation pattern by comparing the modified spectral
signature waveform.

2.1 Under-sampling Technology

The theory of under-sampling technology is based on the theory of compressive
sensing: The sparse signal is not sampled in the sparse signal with the sparse signal in
different domains. That is, the signal is compressed at the same time of sampling, and
the process of under-sampling is realized by removing most of the redundancy in the
signal. The main steps of under-sampling technique are sparse representation, random
measurement, and reconstruction algorithm. Signals in nature can be represented by
specific sparse Wf g basis basically.

The received BPSK/QPSK signal s can be regarded as a random process, which can
be expressed as a linear combination of an orthonormal basis; signal s can be expressed
as:

s ¼ Wx ð1Þ

where x is the column vector of N � 1, which is the projection coefficient x ¼ s;Wih i.
Therefore, it can be seen that the projection coefficient x and the signal s are,
respectively, the representation of the receiving signal in the W domain and the time
domain, and the two are equivalent expressions.

In the process of compression sampling, N visa number is expressed as M visa,
which naturally reduces the amount of data sampled. Construct the matrix M � N of U,
and the compression sampling value y can be expressed as:

y ¼ Us ð2Þ

where the row vector of U is composed of Uif gMj¼1ðM\NÞ; yj ¼ s;Uih i; j ¼ 1; . . . ;M.
Figure 2 shows the schematic diagram of the basic principle of compression

sampling.

In addition, in order to ensure that the information in the original signal is not lost,
the CS measurement matrix should satisfy conditions of the restricted isometry prop-
erty (RIP). In general, random observation matrices composed of random elements can

Compressible signal Sparse transformation The observed M 
dimensional vector.

y=Φs
Ψs = x

Fig. 2. Basic principle block diagram of compressed sampling

A Method for Under-sampling Modulation Pattern Recognition … 935



meet the RIP conditions with a relatively large probability, for example, Gaussian
distribution and Bernoulli distribution.

2.1.1 Sparse Representation
The observation matrix adopted in this paper can be equivalent to matrix form:

U ¼ HP ð3Þ

where P is the orthogonal sparse matrix and H is the random measurement matrix. In
this paper, the discrete Fourier transform (DFT) is used as the orthogonal sparse matrix,
and the positive transformation formula is as follows:

XðkÞ ¼
XN¼1

n¼0

xðnÞe�j2pN kn ¼
XN¼1

n¼0

xðnÞWkn
N ð4Þ

where n; k ¼ 0; 1; . . .;N � 1; WN ¼ e�j2p=N .
This process can also be expressed through matrix operations:

Xð0Þ
Xð1Þ
Xð2Þ
..
.

XðN � 1Þ

2
666664

3
777775
¼

1 1 1 � � � 1
1 W1

N W2
N � � � WN�1

N

1 W2
N W4

N � � � W2ðN�1Þ
N

..

. ..
. ..

. . .
. ..

.

1 WN�1
N W2ðN�1Þ

N � � � W ðN�1ÞðN�1Þ
N

2
666664

3
777775

xð0Þ
xð1Þ
xð2Þ
..
.

xðN � 1Þ

2
666664

3
777775

ð5Þ

After orthogonalization, the matrix form of discrete Fourier transform is obtained:

P ¼ 1ffiffiffiffi
N

p

1 1 1 � � � 1
1 W1

N W2
N � � � WN�1

N

1 W2
N W4

N � � � W2ðN�1Þ
N

..

. ..
. ..

. . .
. ..

.

1 WN�1
N W2ðN�1Þ

N � � � W ðN�1ÞðN�1Þ
N

2
666664

3
777775

ð6Þ

2.1.2 Random Measurement
The structure of the measurement matrix in the compressive sensing theory determines
whether the information in the signal can be effectively collected. Normally, the
measurement matrix should satisfy RIP measurement matrix properties to ensure that
the sampling signal energy is unchanged before and after. At the same time, it need to
be considered that the matching problem between the measurement matrix and mea-
surement matrix reconstruction algorithm to ensure that the reconstruction effect
optimization.
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H is the Gaussian random measurement matrix adopted in this paper, and an
M � N-size matrix H is constructed, so that each element in H is independent of the
mean value of 0, and the variance is the Gaussian distribution, namely

H�Nð1; 1
M
Þ ð7Þ

Gaussian measurement matrix is most widely used in the sparse reconstruction
technology of measurement matrix. When meet the conditions of the
M� cK logðN=KÞ, the matrix which has strong randomness will meet great probability
of RIP conditions [9].

2.1.3 Reconstruction Algorithm
Sparsity adaptive subspace tracking (SASP) uses a new sparse estimation method to
obtain the initial estimate of sparsity and then updates the estimation by iteration. The
weak matching principle is used in each iteration to select new atomic, again through
the subspace tracking to improve result and reconstruction signals. The method will be
sampling the sparse degree of adaptive subspace tracking to accomplish the signal
reconstruction.

The sparse degree of adaptive subspace tracking (sparsity adaptive subspace pur-
suit, SASP) algorithm steps:

Input: M dimension observation vector y, dimension measurement matrix

Output: reconstructed signal x̂, x̂Cn ¼ argmin y� UCnx̂Cnk k22. The other elements in x̂ are zero

(1) g0 ¼ U � y, K0 ¼ 1

(2) C0 ¼ g0i
�� ��The maximum index value before K0th

� �
(3) If UC0 � yk k2\ 1�dKffiffiffiffiffiffiffiffiffiffi

1þ dK
p yk k2, then K0 ¼ K0 þ 1; repeat (2)

(4) r0 ¼ min y� FG0xG0k k22
(5) n = 1

(6) gn ¼ U � rn�1

(7) Ĉ ¼ Cn�1 [ gni
�� ��The maximum index value before Cn�1

�� ��th� �
(8) x̂Ĉ ¼ arg min y� UĈxĈ

�� ��2
2

(9) ~C ¼ xĈ
�� ��The maximum index value before Cn�1

�� ��th� �
(10) ~r ¼ min y� UĈxĈ

�� ��2
2

(11) If ~rk k22\ rn�1
�� ��2

2;C
n ¼ ~C; rn ¼ ~r; n ¼ nþ 1, repeat (6)

(12) When the correlation between atoms and residuals is less than a fixed value, otherwise

Ĉ ¼ Cn�1 [ i : gni
�� ��� a max

2� j�N
gnj

��� ���
� �

, repeat (6)

In the algorithm, the first four steps are estimated for the sparse degree, where C0 is
the initial estimation set and r0 is the residual. As the main part of the iterative
algorithm, steps 5–12, where n is the number of iterations, the stopping condition of the
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algorithm iteration is that the correlation between the atoms and residuals in step 12 is
less than some fixed value.

At this point, it is possible to reconstruct signal ~xðnÞ, n = 1, 2, in less than the
conditions of Nyquist sampling rate. Figures 3 and 4 are the simulation waveforms of
sparse reconstruction process of BPSK/QPSK modulated signals when sampling points
are 1000 and the sampling rate is 1/4. The results show that BPSK/QPSK signals can
be sparse represented by discrete Fourier transform, and the original signal can be
recovered by the sparse adaptive subspace tracking (SASP) reconstruction algorithm,
and the reconstruction error is less than 10%.

2.2 BPSK/QPSK Satellite Communication Signal Under-sampling
Modulation Pattern Recognition

2.2.1 BPSK/QPSK Signal Model
The mathematical model of BPSK/QPSK modulation signal can be expressed as:

sðnÞ ¼ A expðj½/ðnÞ	Þ; 0� n�N � 1 ð8Þ

where sðnÞ represents BPSK/QPSK modulation signal, A is the modulation signal
amplitude, /ðnÞ is the phase function, and N is the number of sampling points. For
phase modulation, the phase function /ðnÞ reflects the different modulation styles.

/ðnÞ ¼ 2pf0nDtþ pdiðnÞþ h ð9Þ

The multipath effect of signal in transmission process is an important problem in
satellite communication and reconnaissance. The multipath effect is mainly caused by
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Fig. 3. Sparse reconstruction simulation waveform of BPSK signal
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multipath reflection in communication signal transmission path. The influence of
synchronous timing error and incomplete matched filtering of receiver can also be
equivalent to multipath model [10]. The discrete equivalent model of multipath fading
channel can be expressed as:

hðnÞ ¼ h0ejh0dðnÞþ
XL
k¼1

hkejhkdðn� kÞ ð10Þ

In the above equation, the number of channels in the channel is L + 1, the
amplitude gain of h0 main path, and the phase shift factor of h0, while hk and hk are,
respectively, the amplitude gain and phase shift factor of the KTH multipath.

This paper considers the simulation experiment scenario for mobile satellite com-
munication in a wide area. The direct signal is basically unblocked, the direct wave
envelope is a fixed value. The signals containing the direct waves and the diffuse
components subject to Rayleigh distribution are subject to the rice distribution. At this
point, the satellite channel is a linear time-varying channel, and the response varies
with time. The effect of this interference on useful signals is multiplicative interference.
Suppose the effective signal is sðnÞ, wðnÞ as multiplicative interference, eðnÞ as the
additive white Gaussian noise, received signal xðnÞ can be expressed as:

xðnÞ ¼ sðnÞ � wðnÞþ eðnÞ ð11Þ

2.2.2 Correction of Spectral Feature Extraction
Through the under-sampling technique, the reconstructed signal ~xðnÞ of input signal
xðnÞ is obtained. The next step is to extract the characteristic parameters of the
reconstructed signal.

First, the signal is squared, namely

yðnÞ ¼ ~x2ðnÞ ð12Þ

If the observed signal is BPSK signal, then y(n) is converted into y(n) sine wave
with phase 2h and carrier 2f0. If it is QPSK signal, it degenerates into BPSK signal [11,
12]. At this time, the modulation pattern recognition of BPSK/QPSK signal was
translated into the recognition of the sinusoidal affected BPSK signal.

The frequency form of sine wave signal is concentrated in a certain frequency.
BPSK signal spectral waveform is subject to sinc function distribution, bandwidth is
affected by the symbol rate. Therefore, the former on the spectrum distribution is single
frequency on a separate line, while the latter should be on the spectrum distribution
peak shape distribution; therefore, this difference can be used for BPSK/QPSK signal
modulation style recognition.

For the reconstructed signal ~xðnÞ, discrete Fourier transform (DFT) is taken and the

model is taken, and X
_ðnÞ is defined as the modified spectrum:
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X
_ðnÞ ¼ DFT½yðnÞ	j j ¼

XN�1

n¼0

W�nk
N

�����
�����; 0� k�N � 1 ð13Þ

where WN ¼ ej2p=N .
Figure 5 shows the modified spectra of BPSK/QPSK two signal squares, respec-

tively, and the simulation conditions are: Gaussian noise intensity is 3 dB, the carrier
frequency is 500 Hz, the symbol rate is 100 bps, element number is 100 bit, the
modulation modes are BPSK and QPSK. Figure 5 shows that the BPSK signal is
reduced to sine wave by square transformation. The QPSK signal is degraded to BPSK
signal by square transformation. When the BPSK signal and QPSK signal are rep-
resented in the modified spectrum, it can be seen that the BPSK signal has a single
spectral line component, and QPSK signal is without a single component of the
spectrum. After removing the single line component, BPSK signal peak is not obvious,
and QPSK signal has obvious peak value.

2.3 Modulation Pattern Recognition

BPSK signal transforms back a sine signal through the square transformation, QPSK
signal through the square transforms back into Sinc function. Because of the effect of
channel noise and multipath fading effect, after receiving the under-sampling of signal
xðnÞ, the modified spectrum characteristic waveform RðnÞ of the extraction xðnÞ can be
expressed as:
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Fig. 5. Comparison of the corrected spectrums after the square of BPSK/QPSK
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RðnÞ ¼ XðnÞþNðnÞ ð14Þ
where XðnÞ is the effective characteristic waveform, and NðnÞ is the noise waveform.
When the input signal is BPSK signal, RðnÞ contains a single spectral line, and the
waveform is shown as a single spectral line distributed in the noise waveform. When
the input is QPSK signal, XðnÞ still contains the single spectral line, but also contains
the sinc function waveform. At this time, the modified spectrum characteristic
waveform RðnÞ shows a single spectral line and peak amplitude at the same time
distributed in the noise waveform.

Therefore, in order to use the characteristics of the BPSK/QPSK signal waveform
to realize the modulation pattern recognition, first remove the single line, the two kinds
of characteristic waveforms due to the characteristics of the QPSK signal waveform
contains obvious peak value, then sentence by setting the threshold for BPSK/QPSK
signal modulation style recognition.

3 Simulation Analysis

Let’s say the input signal s(n) style for BPSK and QPSK modulation. After the
transmission of the mobile satellite channel, the output signal x(n) obeys the rice
distribution and contains additive white Gaussian noise through under-sampling based
on compression perception processing, and reconstruction signal ~xðnÞ is obtained by
less sampling point. The simulation experiment will analyze the performance of the
satellite communication signal under-sampling modulation recognition method pro-
posed in this paper under different conditions. The recognition rate of BPSK signal is
PðI0Þ, the recognition accuracy of QPSK signal for Pt ¼ ðPðI1ÞþPðI2ÞÞ=2, has the
performances evaluation for simulation of BPSK using 13 Barker code, QPSK with 14
Taylor code, number of simulation experiments/group is set to 100 times.

3.1 Under-sampling Modulation Pattern Recognition Simulation
Experiment Under Different SNR Environment

In the process of satellite communication signal processing, the influence of damping
and noise in the channel is a must to consider. Therefore, in order to test the perfor-
mance of the method in satellite communication channel, a simulation experiment was
carried out in conditions of different SNRs. The simulation condition is: carrier fre-
quency is 75 MHz, element width is 800 ns, sampling rate W ¼ 1=2, simulate the
multipath effect, les channel attenuation factor intensity to 2 dB, gaussian noise
intensity change interval [−8 dB, 8 dB], the step length is 1 dB.

The simulation results are shown in Fig. 6; under the influence of the multipath
effect, under-sampling satellite communication signal modulation pattern recognition
method in the signal-to-noise ratio of 3 dB complex still has 87% of the recognition
accuracy in noisy environment; BPSK/QPSK modulation signal can be stabilized when
SNR is greater than −1 dB.
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3.2 Analysis of Under-sampling Modulation Pattern Recognition
Performance

In order to verify the effect of the method in this paper under the condition of under-
sampling. The performance analysis of under-sampling modulation pattern recognition
was carried out. The simulation conditions is: the carrier frequency is 75 MHz; element
width is 800 ns; les channel factor intensity is 2 dB; gaussian noise intensity is 2 dB.

Figure 7 shows the simulation results. The traditional sampling frequency conforms
to the modulation pattern recognition method of Nyquist sampling theorem, and the
sampling points are 1000, 2000, 3000, and 4000, respectively. Simulation results are
shown in Fig. 7b, the modulation pattern recognition algorithm based on the tech-
nology of under-sampling recognition performance under different conditions of
sample points, sampling points respectively in 1000, 2000, 3000, 2000, and other
conditions of the same recognition performance experiment. The simulation results
show that when the sampling points are reduced, the recognition accuracy of the
unsampled modulation pattern recognition method can maintain the recognition per-
formance better when the SNR changes.
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4 Conclusion

In this paper, a method is proposed to identify the under-sampling modulation based on
feature parameter extraction. This method mainly aims at BPSK/QPSK modulation
pattern recognition of communication signals. The methods in this paper considers the
influence of the satellite communication channel multipath effect joins the additive
gaussian noise at the same time to join the multiplicative noise, simulates the les
channel attenuation phenomenon, in the process of signal source generated. In the
signal sampling phase, sparse reconstruction of under-sampling technique is used to
sample and reconstruct the signal with a lower sampling rate to solve the problem of a
large sampling difficulty of satellite communication data. Finally, the spectrum char-
acteristic waveform of the reconstructed signal was extracted, according to the char-
acteristic difference of corrected spectral waveforms, and the BPSK/QPSK signal
modulation pattern recognition was realized. The simulation results show that this
method can be applied to the modulation pattern recognition in satellite communication
channel environment and has a strong robustness.

Fund Project. National Natural Science Foundation of China (youth project): No. 61501484;
Research and Development Fund of Naval Engineering University (Science and Technology
[2016] No. 66), accounting subject: 425517K170; 425517K167.
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Abstract. Given the revival of neural networks and its recent impact
in other disciplines and record-breaking performances in a variety of
applications, in this paper, we employed a deep sequential model for
polyps detection from the vocal data. Previous research of acoustic signal
recognition (ASR) has focused on hand-crafted machine learning fashion,
such as Mel-frequency cepstral coefficients with hidden Markov model
and Gaussian mixture model. The deep model demonstrates its flexibility
and potential to outperform the traditional methods, and we expand its
scope on medical symptom identification. The mapping between the raw
vocal signal and the symptom recognition is established, and we show
that we can achieve a good recognition accuracy, which may appear to
clinical diagnosis in the near future.

Keywords: Vocal features · Polyps · Sequential model · LSTM

1 Introduction

Classical model for time-series modeling is mainly based on statistical analy-
sis, state-space description, and dynamical causality. From the statistical point
of view, a Cox proportional hazard regression model for predicting stroke and
heart disease was proposed [1]. The milestone work of Rabiner summaries the
development of hidden Markov Model, which embedded the observation with
hidden layer and used the transformation in the hidden states for inference [2].
A review of Wiener–Akaike–Granger–Schweder (WAGS) influence, state-space
method, and dynamic casuality method for fMRI data is discussed [3]. Although
all these three kinds of methods make a huge progress on some specific tasks,
they rely on lots of hand-crafted details and assumptions, which may not always
be satisfied in the real applications.

The emergence of deep learning has a great impact on the medical and biolog-
ical fields. One of the classical but still challenging research branches is how to use

c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 516,
https://doi.org/10.1007/978-981-13-6504-1_113
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the neural network to achieve sequential modeling and inference. For example,
a fuzzy logic-induced feed-forward neural network for sequential classification
is proposed to handle the inherent uncertainty [4]. The DeepBind framework,
which contains convolution and pooling layer for its neural network, achieves
good performance on the DREAM5 evaluation for DNA and RNA sequence
specification [5].

A more suitable network structure for time-series modeling is the recurrent
neural network, especially the long short-term memory (LSTM) network [6–8].
It exhibits impressive performance in numerous sequence-based tasks such as
speech recognition, acoustic modeling of speech, knowledge graph, and machine
translation. LSTM is also a flexible and extensible structure, and different vari-
ations of the LSTM have been proposed in terms of different aspects such as
saving the computation and memory cost, increasing the adaption for longer
sequences, and tailored to fit more tasks [9]. The Granger causality analysis
with l1-norm constraints on the weights of neighboring input periods leads to a
lasso regularization on the LSTM network [10], which optimizes the structure of
the LSTM to save computation and memory resources.

Some previous interdisciplinary work between RNN and pathophysiologic
analysis has validated RNN’s ubiquitous property. For instance, the gated recur-
rent unit network, one of the simplified versions of LSTM, has been employed
for early detection of the heart failure onset [11]. In this paper, the sequential
modeling for polyps identification from the vocal data is investigated. Twelve
respondents, four of which have throat polyps and the rest are healthy (no throat
polyps), are recorded for producing two vowels with high sampling rate. We use
time-frequency analysis on these data and they are trained with sequential deep
learning model. The main contributions of this paper are as follows:

– A concrete real vocal dataset for polyps identification is provided, and an
easy-to-employ temporal frequency transform is utilized.

– Deep sequential learning model with dropout regularization is employed on
the two specific temporal frequency features.

– Outstanding performance compared to previous work [12], which provides
promising approach for clinical application.

The rest of the paper is arranged as follows: In Sect. 2, the vocal experiment
and dataset description are demonstrated for formulating the problem. In Sect. 3,
the deep sequential model is employed to learn the coefficients of time frequency
analysis and achieve the polyps identification. In Sect. 4, the performance of the
training will be demonstrated, and finally, we conclude in Sect. 5.
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2 Vocal Experiment and Dataset Description

One of the typical symptoms among adults is the vocal cord polyps, which is the
result of an acute injury (such as yielding and shouting really loud) and or several
other causes (such as cigarette smoke). The original diagnosis of this problem is
from the pathological viewpoint, and it is highly depended on the expert knowl-
edge, which is not suited to the urgent requirement of self-diagnosis currently. In
principle, sounds generated by human beings are filtered by the structure of the
vocal tract which comprises of parts like tongue, teeth, etc., which is nonlinear
processing comprising of both physical and aerodynamic effects. This kind of
structure leads to what kind of sound will come out.

The recording of the voice for automatic diagnosis of the problem is achieved
based on the speech analysis. We collect the data that are about the discrete
vocal samples of recording twelve respondents, in which four of them have throat
polyps and the rest are healthy (no throat polyps). In the study, the vowels /a:/
and /i:/ are collected and each of them lasts for approximately 10 seconds. The
samples of vowels within the same scenarios are snipped off a longer vowel sample
to choose the stable part of the whole sample for processing. The sampling rate
of the vocal data is 192,000, and bits per sample is 32. The details of the vocal
dataset are summarized in Table 1. The time and frequency of vocal data for
four cases (/a:/ polyps, /a:/ non-polyps, /i:/ polyps and /i:/ non-polyps) are
shown in Fig. 1.

Table 1. Vocal dataset summary

Parameters Values

No. of patients 12 (4 with polyps, 8 without polyps)

Age range 21–50

Sample rate 192,000

Samples range 1,157,200–1,344,000

Bits per samples 32

Channels 1

Normalized data FALSE

As shown in Fig. 2, it is difficult to find features or correlation directly in
the time domain, but we are able to distinguish the difference in the frequency
domain. Therefore, we resort to display the latent features in the temporal fre-
quency domain. The main components in the frequency domain lie within 0–
2000 Hz, and we employ a rectangle window to filter out the rest of the part and
adopt the short-time Fourier transform (STFT) to form a spectrogram. Such
sampled window clipped STFT defined over the region m ∈ [0, R − 1] is given
by [13]:

XSTFT [k, lL] = XSTFT

(
ej2πk/N , lL

)
=

R−1∑
m=0

x[lL − m]w[m]e−j2πkm/N , (1)
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Fig. 1. Time and frequency of the vocal signal for vowels, a /a:/ normal; b /a:/ abnor-
mal(polyps); c /i:/ normal; d /i:/ abnormal(polyps)
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Fig. 1. (continued)
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Fig. 2. Spectrogram (STFT) of the vocal signal for vowels, a /a:/ normal; b /a:/
abnormal(polyps); c /i:/ normal; d /i:/ abnormal(polyps)

Another widely adopted feature of ASR is the Mel-frequency cepstral coef-
ficient (MFCC), which was proposed by Davis and Mermelstein in the 1980s.1

The main steps are as follows:

– Apply the Mel filterbank to the power spectra, and sum the energy in each
filter. Y (i) =

∑N/2
k=0 log | s(n) | Hi

(
k 2π

N

)
. (S(n) is the DFT of the input

signal, Hi is the band filter, N is the frame length, and N ′ is the number of
points in short-term DFT with zero padding)

– For each frame, calculate the periodogram estimate of the power spectrum.
– Frame the signal into short frames and take the Fourier transform
– Keep DCT coefficients 2–13, and discard the rest (can be adjusted accord-

ingly).
– Take the logarithm of all filterbank energies, and take the DCT of the log

filterbank energies.

3 Deep Sequential Modeling for Classification

LSTM is an efficient tool to selectively read, write, and forget the sequential
input by leveraging the gated control mechanism. The LSTM framework that is
1 We follow the implementation from https://github.com/jameslyons/

python speech features.

https://github.com/jameslyons/python_speech_features
https://github.com/jameslyons/python_speech_features
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adopted in our model contains the five modules. The input module is inspired
by the requirement to choose what kind of information that we want to update,
which can be expressed as follows:

Since for an RNN, it is difficult to own a very long memory and also it has
constraints due to the problem of vanishing and exploding of the gradients, it is
necessary to introduce a mechanism to selectivity lose some information which
has less contribution to the learning task.

it = σ(Wist−1 + Uixt + bi) (2)
ft = σ(Wfst−1 + Ufxt + bf ) (3)
ot = σ(Wost−1 + Uoxt + bo) (4)
s̃t = φ(W (ot � st−1) + Uxt + b) (5)
st = ft � st−1 + it � s̃t (6)

where the σ is the sigmoid function σ(x) = 1
1+e−x and φ is the hyperbolic tangent

function (“tanh”) φ(x) = ex−e−x

ex+e−x . W∗ is the weight matrix from the input to the
hidden layer, U∗ is the recurrent state transition matrix, b∗ is the bias vector,
and � stands for the element-wise product.

For the cost function, the well-known cross-entropy function is a proper
choice for this target detection and data retrieval task, since we can model
both the problems as classification-like problems. Given M input–target pairs
x(i), y(i), i = 1, . . . , M and the estimation of the distribution for the ith sample
ŷ(i), the discrete binary cross-entropy can be expressed as follows:

L(x, y) = −
M∑
i

(
y(i)logŷ(i) + (1 − y(i))log(1 − ŷ(i))

)
(7)

4 Performance Analysis

The datasets contain STFT coefficients and MFCC coefficients for both vowel
/a:/ and vowel /i:/, for normal and abnormal situations. For both of the two data,
they are separately imported into the LSTM networking and will be split as 60% :
20% : 20% for training, validation, and testing. The amount of data for STFT
are larger than that of MFCC, and the performance of the two features is com-
pared. The implementation of the whole program is accomplished by leveraging
the Keras 2.0 with TensorFlow backend. The program is running on the Imac
i7 4 GHz with 16 GB RAM.
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Fig. 3. Training and testing performance of the deep sequential model of a loss of
STFT features; b accuracy of STFT features; c loss of MFCC features; d accuracy of
MFCC features

A 32-unit LSTM is employed with dropout ratio of 0.4. A dense layer with
hyperbolic tangent activation function is built on top of it. The Adam optimiza-
tion method is adopted for iterations. The training process contains 10 epochs
with minibatch size of 32. The random seed is set so that we do not need to run
multiple times and average (it is still able to run average as well). The training
performance and validation performance for both STFT and MFCC are shown
in Fig. 3. The training accuracy approximates stable after 6 epochs and the loss
approximates the lower bound after 2 epochs for STFT, while for MFCC, since
the datasets are much smaller than STFT, it shows oscillation but eventually
achieves a good performance, which shows the efficiency of the LSTM network.2

The testing loss and accuracy are shown in Tables 2 and 3 for both the STFT
features and MFCC features.

2 The corresponding code will be uploaded to Github for open source purpose.
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Table 2. Training, validation, and testing performance of the deep sequential model
of STFT features

Performance index vowel /a:/ vowel /i:/

STFT training accuracy 0.9983 0.9998

STFT training loss −8.0454 −8.0449

STFT validation accuracy 1.0000 1.0000

STFT validation loss −8.1784 −8.1784

STFT test accuracy 1.0000 1.0000

STFT test loss −7.9814 −7.9784

Table 3. Training, validation, and testing performance of the deep sequential model
of MFCC features

Performance index vowel /a:/ vowel /i:/

MFCC test accuracy 0.9896 −0.9778

MFCC test loss −8.1018 −7.8884

MFCC training accuracy 0.9794 0.9774

MFCC training loss −8.0009 −7.8938

MFCC validation accuracy 0.9886 0.9796

MFCC validation loss −8.2706 −7.9664

5 Conclusion

In this paper, the polyps detection based on the vocal samples is solved by
leveraging the deep sequential model. Two types of preprocessing methods, i.e.,
the STFT and MFCC, are adopted to project the raw data on new domain to
demonstrate the inherent information. The problem is formulated as the binary
classification task, and the LSTM network with Adam optimization is able to
achieve good performance on the binary classification task, with high accuracy
and fast convergence.
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Abstract. Audio tagging aims to predict one or several labels in an audio
clip. Many previous works use weakly labelled data (WLD) for audio tagging,
where only presence or absence of sound events is known, but the order of
sound events is unknown. To use the order information of sound events, we
propose sequentially labelled data (SLD), where both the presence or absence
and the order information of sound events are known. To utilize SLD in audio
tagging, we propose a convolutional recurrent neural network followed by a
connectionist temporal classification (CRNN-CTC) objective function to map
from an audio clip spectrogram to SLD. Experiments show that CRNN-CTC
obtains an area under curve (AUC) score of 0.986 in audio tagging, outper-
forming the baseline CRNN of 0.908 and 0.815 with max pooling and average
pooling, respectively. In addition, we show CRNN-CTC has the ability to
predict the order of sound events in an audio clip.

Keywords: Audio tagging � Sequentially labelled data (SLD) � Convolutional
recurrent neural network (CRNN) � Connectionist temporal classification (CTC)

1 Introduction

Audio tagging aims to predict an audio clip with one or several tags. Audio clips are
typically short segments such as 10 s of a long recording. Audio tagging has many
applications in information retrieval [1], audio classification [2], acoustic scene
recognition and industry sound recognition [3].

Many previous works of audio tagging rely on strongly or weakly labelled data. In
strongly labelled data [4], each audio clip is labelled with both tags and onset and offset
times of sound events. Labelling the strongly labelled data is time-consuming and
labour expensive, so the size of strongly labelled dataset is often limited to minutes or a
few hours [4]. Additionally, the onset and offset time of some sound events are
ambiguous due to the fade-in and fade-out effect [5]. In fact, many audio datasets
contain only tags, without the onset and offset times of sound events. This is referred to
as weakly labelled data (WLD) [5]. In WLD, only the presence or absence of sound
events is known, the occurrence sequence of sound events is not known. These
weaknesses limit the use of strongly labelled data and WLD.
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To avoid the weakness of strongly labelled data and WLD and use order infor-
mation of sound events, we propose sequentially labelled data (SLD). This idea is
inspired by the label sequences in speech recognition [6]. In SLD, the tags and order of
tags are known, without knowing occurrence time of tags. SLD reduces the workload
of data annotation and indicates the order of tags in WLD. The order information of
events will benefit tasks like acoustic scene analysis and environment recognition.
Figure 1 shows an audio clip and its strong, sequential and weak tags.

To utilize the SLD in audio tagging, we propose to use CTC technique to train a
CRNN (CRNN-CTC). CTC is a learning technique for sequence labelling with RNN
[7], which has achieved great success in speech recognition [6]. In fact, CTC is an
objective function that allows RNN to be trained for sequence-to-sequence tasks,
without requiring any prior alignment between the input and target sequences. In
training, CTC computes the total probability of input sequences and sums over all
possible alignments. CTC allows train an RNN without any prior alignment (i.e. the
starting or ending times of each sound event), hence, even without strong labels, it is
sufficient to do audio tagging with SLD based on CTC model.

There are two contributions in this paper. First, in audio tagging, we propose SLD,
which reduces the workload and difficulties of data annotation in strong labels, and
indicates the order of tags in weak labels. Second, to utilize SLD in audio tagging, we
propose CRNN-CTC compare its performance with other common CRNN models in
previous works. This paper is organized as follows, Sect. 2 introduces related works.
Section 3 describes CRNN baseline. Section 4 describes CRNN-CTC with SLD.
Section 5 describes dataset, experimental set-up and results. Section 6 gives
conclusions.

weak labels: (speech, alert, pageturn) or (speech, pageturn, alert) or (pageturn, alert, speech)

sequential labels: (alert, speech, pageturn)

noise noisestrong labels: alert speech pageturn

Fig. 1 From top to bottom: a waveform of an audio clip containing three sound events: “alert”,
“speech” and “pageturn”; b log Mel spectrogram of (a); strong labels, sequential labels and weak
labels of the audio clip
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2 Related Work

Audio classification and detection have obtained increasing attention in recent years.
There are many challenges for audio detection and tagging such as DCASE 2013 [3],
DCASE 2016 and DCASE 2017 [4].

In previous works in audio classification and tagging, Mel-frequency cepstrum
coefficient (MFCC) and Guassian mixture model (GMM) is widely used in baseline
system [3]. Recent methods include deep neural networks (DNNs), convolution neural
networks (CNNs) and RNN [2], with inputs varying from Mel energy, spectrogram,
MFCC to constant Q transform (CQT).

Many methods described above rely on the bag of frames (BOF) model [5]. BOF is
based on an assumption that tags occur in all frames, which is however not the case in
practice. Some audio events like “gunshot” only happen a short time in audio
clip. State-of-the-art audio tagging methods [8] transform waveform to the time-
frequency (T-F) representation. T-F representation is treated as an image which is fed
into CNNs. However, unlike image where the objects usually occupy a dominant part
of the image, in an audio clip audio events only occur a short time. To solve this
problem, some attention models [8] for audio tagging and classification are applied to
attend to the audio events and ignore the background sounds.

3 CRNN Baseline in Audio Tagging

CRNN has been successfully used in audio tagging [8]. First, the waveforms of the
audio are transformed to time-frequency (T-F) representation such as Mel spectrogram.
Next convolutional layers are applied on the T-F representation to extract high-level
features. Then, bidirectional gated recurrent units (BGRU) are adopted to capture the
temporal context information. Finally, the output layer is a dense layer with the sigmoid
activation function since it is a multi-class classification problem [5], the sigmoid
activation function to predict probability of each sound event in the audio clip. Inspired
by the good performance of CRNN in audio tagging [8], we use CRNN as our baseline
system in this paper.

An audio clip from real life may contain more than one sound event, as environ-
mental sound is often a mixture audio that comes from multiple sound sources
simultaneously. Thus, the audio tagging task is a multi-label classification problem, and
a binary decision is made for each class. In training phase, the binary cross-entropy loss
is applied between the predicted probability of each tag and the ground-truth tag in an
audio clip. The loss can be defined as:

E ¼ �
XN
n¼1

Pn logQn þ 1� Pnð Þ log 1� Qnð Þð Þ ð1Þ

where E is the binary cross-entropy, Qn and Pn denote the predicted and reference tags
sequence of the n-th audio clip, respectively. N is the batch size.
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In CRNN baseline, clip level probability of tags can be obtained from the last layer.
However, there is no frame level information of each event in it. To obtain the
probability of each event at each frame, a dense layer with the number of event classes,
following the BGRU layer, as shown in Fig. 2. These frame level predictions can be
used for sound event detection. To map the frame level tags to clip level tags, pooling
layer was used. In training, the clip level predictions are compared against the weak
labels of the audio clip to compute the loss function of model.

There are two pooling operations in Fig. 2, max pooling and average pooling.
For CRNN with max pooling (CRMP) and CRNN with average pooling (CRAP),
pooling performs down-sampling along time axis and transforms the frame level
probability of tags to clip level tags, respectively. Max pooling and average pooling as
way of aggregation have been successfully used [8].

0

64

500

498×62×32

Conv layer 1: 32×3×3-BN-ReLU

496×60×32

Conv layer 2: 32×3×3-BN-ReLU

494×58×32

Conv layer 3: 32×3×3-BN-ReLU

492×56×32

Conv layer 4: 32×3×3-BN-ReLU

Maxpool layer: 2×2 + Dropout: 0.5

246×28×32

Dense (fully connected layer): 32

246×32

BGRU layer 1: 128 (sum)

246×128

BGRU layer 2: 128 (concat)

246×256

Dense: N

246×N

CTC objective function

frame level probability of tags

Max and average pooling layer
N clip level probability of tags

Fig. 2 Model structure. BN: Batch normalization. ReLU: Rectified linear unit. For baseline,
CRMP and CRAP, N = 16. For CRNN-CCT, N = 17 (16 + 1), the extra “1” indicates the blank
label
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4 CRNN-CTC in Audio Tagging

As discussed before, strongly and weakly labelled data have their own drawbacks in
audio tagging, so we propose sequentially labelled data (SLD) and use CRNN-CTC to
detect presence or absence of several sound events in SLD.

4.1 Sequentially Labelled Data

Let D be a set of training examples drawn from audio dataset. Input space X ¼ R
nð Þ is

the set of all sequences of n dimensional vectors. Target space Z ¼ L is the set of all
sequences of labels over audio events. In general, we refer to elements of L as label
sequences or labelling [7]. Each example in D consists of a pair of sequences x; zð Þ.
The target sequence z ¼ z1; z2; . . .; zQð Þ is at most as long as input sequence
x ¼ x1; x2; . . .; xTð Þ, i.e. Q � T. Since, the input and target sequences are not generally
the same length, there is no a priori way of aligning them [7]. In the label sequence z,
the tags of the audio clip and sequence of tags are known, without knowing their
occurrence time, that is, there are no starting/ending times of sound events. We refer to
audio data labelled by label sequence as sequentially labelled data (SLD).

In essence, SLD is a weakly labelled data with events sequence information. In
audio tagging using SLD, we can use the model like CRNN described in Sect. 3.
However, there is no order information of sound events in predictions of baseline,
CRMP and CRAP. So we propose CRNN-CTC in audio tagging using SLD.

4.2 CRNN-CTC in Audio Tagging Using SLD

CTC has achieved great success in speech recognition [6, 7]. In this section, we will
show how to use CTC technique to train a CRNN in audio tagging using SLD.

CTC is a learning technique for sequence labelling, it shows a way for training
RNN with label unsegment sequences. CTC redefines the loss function of RNN [7] and
allows RNN to be trained for sequence-to-sequence tasks without requiring any prior
alignment (i.e. starting or ending time of sound events) between the input and target
sequences. Thus, it is sufficient to train a CRNN using SLD with CTC. Given yt kð Þ is
probability of observing label k at time t output by the last recurrent layer in CRNN,
and zt is the ground-truth label, conventional loss function of RNN for a sequence X of
length T is L ¼ �PT

t¼1 log yt ztð Þ, which is the negative logarithm of the joint proba-
bility of desired label sequence and its alignment. In audio tagging, we are only
interested in label sequence, not the ground-truth alignment.

CTC gives a solution to how to marginalize out the alignment. First, CTC adds an
extra “blank” label (denoted by “–”) to original label set L [7]. Then, it defines a many-
to-one mapping b that transforms the alignment (i.e. the sequence of output labels at
each time step, also called a path [7]) to label sequence. The mapping b removes
repeated labels from the path to a single one and then removes the “blank” labels. For
example, b C � AT�ð Þ ¼ b �CC ��ATTð Þ ¼ CAT , that is, path “C � AT�” and
“�CC ��ATT” both map to the label sequence “CAT”.
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TheCTC objective function is defined as the negative logarithm of total probability of
all paths that map to the ground-truth label sequence. The total probability can be found
using dynamic programming algorithm [7] on the trellis shown in Fig. 3. On the x-axis is
time steps, on the y-axis is “modified label sequence”, target label sequence with blank
labels added to the beginning and end and inserted between every pair of labels. Given the
length of modified label sequence is L and li denotes i-th label. An effective path may start
at either l1 or l2 and end at lL�1 or lL. At each time step, the path may (i) stay at the same
label; (ii)move to the next label; (iii) move to the label after the next if it is not a blank label
different from the current label. Let at sð Þ be the total probability of l1:s at time t. Assuming
conditional independence between yt kð Þ (i.e. probability of observing label k at time t)
across time steps, the at sð Þ can be calculated as follows:

a1 sð Þ ¼ y1 lsð Þ s� 2
0 s[ 2

�
ð2Þ

at sð Þ ¼ at�1 sð Þþ at�1 s� 1ð Þþ dsat�1 s� 2ð Þ½ �yt lsð Þ; t[ 1 ð3Þ

where ds ¼ 1 if ls 6¼ ls�2, and terms that go past the start of the modified label sequence
are zero. The sum of total probability of paths that map to original label sequence is
aT L� 1ð Þþ aT Lð Þ, and its negative logarithm is CTC loss function.

To decode the CTC output, we use the simple best path decoding [7] in this paper.
This method is to select the label with the maximum probability at each frame, reduce
adjacent repeating labels to a single one and remove the blank labels.

The output of CTC model is directly a label sequence corresponding the audio
clip. The detailed structure of CRNN-CTC was shown before in Fig. 2.

Fig. 3 Trellis for computing CTC objective function [7] applied to the example labelling
“CAT”. Black circles represent labels, white circles represent blanks. Arrows signify allowed
transitions
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5 Experiments and Results

We use the audio events in DCASE 2013 [3] to make SLD and evaluate the proposed
method. There are 16 kinds of sound events in DCASE 2013 includes: alert, clear-
throat, cough, doorslam, drawer, keyboard, keys, knock, laughter, mouse, pageturn,
pendrop, phone, printer, speech and switch. We remixed these sound events to 10 s
audio clips totalling 7.1 h, where each audio clip contains no overlapped three or
several sound events mixed with noise background.

For experimental set-up, fourfold cross-validation was used for model selection and
parameter tuning. Dropout, batch normalization and early stopping criteria are used in
training phase to prevent over-fitting. The model is trained for maximum 1000 epochs
with Adam optimizer with learning rate of 0.001.

The results are evaluated by precision, recall and F-score [9]. To calculate these
metrics, we need to count the number of: true positive (TP), false negative (FN) and
false positive (FP). Precision (P), recall (R) and F-score are defined as:

P ¼ TP
TPþ FP

; R ¼ TP
TPþ FN

; F ¼ 2P � R
PþR

: ð4Þ

To evaluate the true positive rate (TPR) versus false positive rate (FPR), the
receiver operating characteristic (ROC) curve was used [9]. AUC score is the area
under the ROC curve which summarizes the ROC curve to a single number. Larger
P, R, F-score and AUC indicates better performance. The AUC score of audio tagging
is shown in Table 1; CRAP, CRMP and CRNN-CTC outperform baseline system.
CRNN-CTC achieves an averaged AUC of 0.986.

Table 2 shows the averaged statistic including precision, recall, F-score and AUC
over 16 kinds of sound events, and CRNN-CTC performs better than other models.
Figure 4 shows the frame level predictions of models on example audio clip. In Fig. 4,
CRNN-CTC predicts the tag sequence of audio clip, typically as a series of spikes [7].
Although the spikes align well with the actual position of sound events in audio clip,
there is no time span information about these events.

In Fig. 4, CRMP produces wide peaks, indicating the onset/offset times of each
event. That shows max pooling has ability to locate audio events, while average
pooling seems to fail. The reason may be max pooling encourages the response for a
single location to be high, for similar audio events which can obtain similar features.
While average pooling in CRAP encourages all response to be high, the difference
features of each event make it difficult to locate audio events.
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6 Conclusion

In this paper, we analyse the weakness of strongly and weakly labelled data, then
propose SLD. To utilize SLD in audio tagging, we propose CRNN-CTC. In CRNN-
CTC, CTC layer maps frame level tags to clip level tags, similar to the pooling layer.
So we compare them. Experiments show CRNN-CTC outperforms CRAP, CRMP and
baseline. The frame level predictions of models in Fig. 4 show CRNN-CTC predicts
the presence/absence and tag sequence of events in the audio clip well.

Table 2 Averaged stats of audio tagging

Precision Recall F-score AUC

Baseline 0.687 0.371 0.482 0.669
CRAP 0.847 0.647 0.733 0.815
CRMP 0.933 0.827 0.877 0.908
CRNN-CTC 0.983 0.975 0.98 0.986

Fig. 4. A frame level predictions of CRAP (b), CRMP (c) and CRNN-CTC (d). The ground-
truth tag is “alert, speech, pageturn”. Peaks are annotated with corresponding tag

Audio Tagging With Connectionist Temporal Classification Model … 963



References

1. Guo, G, and S. Z. Li. Content-based audio classification and retrieval by support vector
machines. IEEE Press, 2003.

2. Xu Y, Kong Q, Wang W and Plumbley MD. “Largescale weakly supervised audio
classification using gated convolutional neural network,” arXiv preprint arXiv:1710.00343,
2017.

3. Stowell D, Giannoulis D, Benetos E, Lagrange M, and Plumbley MD. “Detection and
classification of acoustic scenes and events,” IEEE Transactions on Multimedia. 17(10):
1733–1746, 2015.

4. Mesaros A, Heittola T, et al. Dcase 2017 challenge setup: Tasks, datasets and baseline
system, in Workshop on DCASE 2017, Munich, Germany, 2017.

5. Kong Q, Xu Y, Wang W and Plumbley MD. A joint separation-classification model for sound
event detection of weakly labelled data, in IEEE Int. Conf. on Acoustics, Speech and Signal
Processing (ICASSP), Apr. 2018.

6. Graves A and Jaitly N. Towards end-to-end speech recognition with recurrent neural
networks, in Proc. of ICML, 2014.

7. Graves A and Gomez F, Connectionist temporal classification:labelling unsegmented
sequence data with recurrent neural networks, in ICML, 2006, pp. 369–376.

8. Xu Y, Kong Q, Huang Q, Wang W and Plumbley MD. Attention and localization based on a
deep convolutional recurrent model for weakly supervised audio tagging, in INTERSPEECH,
207, pp. 3083–3087.

9. Bhavna K, Jain K and Sharma SK. Estimation of Area under Receiver Operating
Characteristic Curve for Bi-Pareto and Bi-Two Parameter Exponential Models. Open Journal
of Statistics 4.1(2014):1–10.

964 Y. Hou et al.



Implementation of AdaBoost Face
Detection Using Vivado HLS

Sanshuai Liu, Kejun Tan(B), and Bo Yang

Information Science and Technology College,
Dalian Maritime University, Dalian, Liaoning Province, China

tankejun@dlmu.edu.cn

Abstract. For the problem that Adaptive Boosting (AdaBoost) face
detection algorithm is slowly implemented on the embedded platform by
software, this paper adopts the method of the full hardware acceleration.
The intellectual property (IP) core of AdaBoost algorithm is designed
by Vivado high-level synthesis (HLS), which may reduce the develop-
ment difficulty and shorten the development cycle. The design adopts
the serial–parallel structure to accelerate face detection and uses several
methods of optimizing hardware resource. The face detection algorithm
is implemented on the Zedboard platform and achieves the purpose of
real-time detection.

Keywords: AdaBoost · Face detection · HLS · Real-time detection

1 Introduction

Face detection refers to the process of determining whether there are faces in the
image, and their positions, and sizes. The face detection problem is originally
proposed as the positioning link of the automatic face recognition system. Due to
its application value in the areas of security access control and visual inspection,
it has become an independent topic that has received widespread attention [1].

As face detection becoming more and more important in many fields,
researchers have tried various methods to achieve face detection. Software imple-
mentation implemented on the embedded platform is slow [2]. Therefore, some
scholars have studied the hardware acceleration of AdaBoost algorithm; for
example, Shi Yuehua used Verilog HDL to implement the face detection algo-
rithm [3]. In this paper, AdaBoost algorithm intellectual property (IP) core is
designed by HLS and implemented on the Zedboard platform. HLS could con-
vert C, C++, and other codes into hardware description language [4], and the
generated IP cores can be directly connected with register-transfer-level (RTL)
design in Vivado. Compared to software implementations, this method has a
faster detection speed. Compared to the hardware description language imple-
mentations, the algorithm is easier to implement and the development cycle is
shorter.

c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 516,
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2 Face Detection Algorithm

2.1 Haar Features and Integral Image

The Haar features reflect the gray pixel subtraction module in an image and
are mainly used to describe human face feature, and the Haar features used in
this paper are shown in Fig. 1a. For facilitating the calculation of Haar feature,
Viola and Jones introduced the concept of integral image [5]. The definition of
the integral image is:

SAT (x, y) =
∑

x′<x,y′<y

I(x′, y′) (1)

The value of I(x′, y′) represents the pixel value of the point (x′, y′), and
SAT (x, y) is the pixel sum of all pixels in the upper-left corner of the point
(x, y), as shown in Fig. 1b. Figure 1c shows the incremental calculation algorithm
which is used to quickly calculate the Haar features. The sum of pixels in the
rectangular shaded region could be obtained by adding and subtracting the
values of the integral image of the four vertex positions. The calculation formula
is as follow:

Sum(D) = SAT (x, y)+SAT (x+w, y+h)−SAT (x+w, h)−SAT (x, y+h) (2)

(a) Haar features. (b) Integral image. (c) Integral image increment
calculation.

Fig. 1. Haar features and integral image.

2.2 Face Detection Process

Scaling the image and scaling the classifiers are two methods of face detection [6].
The method of scaling the classifiers only needs to calculate the integral image
once, and it needs to cache the integral image. It takes less time, but it consumes
a large amount of memory resources. The detection process is shown in Fig. 2a.
The method of scaling the image slides a fixed size detection window in the
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integral image, while the size of detection window in the method of scaling the
classifiers is changed. The memory resources consumption of scaling the image
is less, because it requires to cache the raw image, but each time the image is
scaled the integral image needs to calculate again. Therefore, scaling the image
method is used in this paper. The specific detection process is shown in Fig. 2b.

(a) The processing flow of scaling
the classifiers.

(b) The processing flow of scaling
the image.

Fig. 2. Processing flow of AdaBoost.

The process of scaling the image face detection firstly judges whether the
image is scaled to the minimum scale that is the size of training sample and,
if not, continues to scale the image. The square integral image and the integral
image are used to obtain the image variance which could correct the illumination
of the image. The detection window traverses in the integral image to find face
window. If a face window is detected, the coordinate and the scaling ratio of
face window are recorded. When the integral image traversal is over, it is judged
whether the image is scaled to the smallest scale that means the end of the
detection. The face windows are merged to obtain the correct coordinate position
after the detection is completed.
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3 Hardware Design and Optimization

3.1 Face Detection Module

Feature detection module is the core module in the face detection. The classifier
used in the module is the front face detection classifier provided by the Open
Source Computer Vision (OpenCV) library. The Haar features in the classifier we
used have only two rectangular features and three rectangular features, and we
encoded them. It can be determined what kind of feature is used by identifying
the encoding, which could save memory resources compared to all default to
three rectangular features (the third rectangular data in two rectangular features
is filled with zeros). Firstly, the module of feature detection reads the stored
rectangular data of the Haar features of the classifier, including the rectangular
starting coordinates, widths, lengths, and weights. The sum of pixels in the
rectangular region can be calculated according to formula (2). The sum of pixels
in each rectangular area is multiplied by itself related weight and then added.
The sum is compared with the product of the corresponding weak classifier
threshold and the variance within the window. If it is greater than the product,
it takes the right value, and if it is less than the product, it takes the left value.
The results of the weak classifiers accumulated compared with the threshold of
the strong classifier; if it is greater than the threshold, it means that the strong
classifier is passed and the next strong classifier will be detected; otherwise, it is
not a face window, and the next candidate window will be detected.

3.2 Serial and Parallel Structure Design

The classifier has 22 strong classifiers, each of which could filter out a certain
amount of candidate windows. The filtered results of top 5 strong classifiers are
tested in 50 different face pictures as shown in Fig. 3. It could be seen that the
filtered increase of the top 3 strong classifier is larger, and the filtered increase in
the fourth stage and the fifth stage gradually decreases. Since the top 3 strong

Fig. 3. Filtered rate of strong classifier.
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classifiers could filter out 83.4% of non-face windows, taking into account the
relationship between resources and speed, the top 3 strong classifiers use a par-
allel structure to design, and the latter 19 strong classifiers use a serial structure
to design, as shown in Fig. 4. The weak classifiers of the top 3 strong classifiers
are all expanded, and a parallel structure could be obtained. If any one of top
3 strong classifiers detects failed, the next window is directly detected. If the
detection of the parallel module is successful, the detection of the serial module
will be continued. In the serial module, only the strong classifier at current could
continue to detect the next strong classifier. Otherwise, it will detect the next
window. If the candidate window passes all strong classifiers, the window is a
face window, the coordinate of which will be recorded, and the next window
continues to be detected.

Fig. 4. Serial and parallel structure.

3.3 Data Bit Qualification and Type Conversion

The calculation of the integral image could be easily obtained according to the
incremental calculation method of the integral image, but the integral image
needs to cache when the window traverses. Limiting the bit width of data can
save block random access memory (BRAM) resource consumption. For example,
the maximum of the 320 × 240 image’s integral image is 320 × 240 × 255 =
19, 584, 000, so at least 25 bits are needed to store the data of the integral
image. The maximum of the squared integral image is the maximum of the
integral image moved left 8 bits, so storage requires at least 33 bits.

Floating-point calculation is used in the bilinear interpolation scaling image
and the scaling calculation. Fixed-point data is defined in Vivado HLS, which
could set the length of integer part and decimal part according to the required
accuracy. As shown in Table 1, solution 1 is the resource consumption of the
fixed-point data, the bit width of the integer part is 10, the bit width of the
decimal part is 16, and solution 2 is the resource consumption report of the
floating-point-type data. Solution 1 is compared with solution 2, the look-up
table (LUT) resource is reduced about 15%, and other hardware resources are
also reduced. Since the floating-point-type data consumes lots of resources, the
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thresholds, the left-value parameters, the right-value parameters of the weak
classifiers, and the thresholds of the strong classifiers are expanded 4096 times
to become integer data.

Table 1. Comparison of resource consumption

Solution 1 Solution 2

BRAM 18K 197 197

DSP48E 54 62

FF 44424 48715

LUT 30978 39069

3.4 Multiplication Optimization

Multiplication calculation takes much time and occupancies digital signal pro-
cessing (DSP) resources. Multiplication calculation can be split into shift oper-
ations which take less time, so the multiplication calculation in the code could
be replaced with shift operations. It not only saves time, but also reduces the
use of DSP resources.

4 Experiment Result

The experiment is implemented on the Zedboard platform, which includes a dual-
core ARM Cortex A9 and more than 5 million programmable logic elements. In
the experiment, the image size is 320×240, and the scaling is 1.2. The method of
scaling the image is bilinear interpolation, and the system operating frequency
is 100 MHz.

The experiment selected 100 images which contain face and no face in differ-
ent backgrounds. The rate of false detection is connected to the background, we
may reduce the false detection rate by adjusting the algorithm of window selec-
tion, and the detection rate will decrease. Comprehensively, adjusting the win-
dow screening algorithm that when two or more scales are continuously passed
detection, the candidate face windows are determined to be face windows, and
the accuracy rate of the experimental detection is 95%. Software implementation
of the face detection algorithm is on the Zedboard platform processing system
(PS), and it takes about 3377 ms in the case of having face in the image and
3265 ms in the case of having no face. The hardware implementation is 93 and
82 ms, respectively, and the hardware acceleration effect is more than 30 times,
achieving the purpose of real-time detection. In some specific applications, the
distance between the person and the sensor is often relatively fixed, such as
driver fatigue detection. We may fix scale in several scaling sizes, which could
greatly reduce the traversal window, so the speed can reach about 10 ms.
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Abstract. In the paper, a novel rolling bearing fault diagnostic method was
proposed to fulfill the requirements for effective assessment of different fault
types and severities with real-time computational performance. Firstly, multi-
dimensional feature extraction is discussed. And secondly, a gray relation
algorithm was used to acquire basic belief assignments. Finally, the basic belief
assignments were fused through Yager algorithm. The related experimental
study has illustrated the proposed method can effectively and efficiently rec-
ognize various fault types and severities.

Keywords: Rolling element bearing � Pattern recognition � Gray relation
algorithm � Yager algorithm

1 Introduction

Rolling bearing as an important part is widely used in almost all types of rotating
machinery, such as gas turbine, steam turbine and diesel engine. Rolling bearing failure
is one of the main causes of failure and damage of rotating machinery and leads to huge
economic losses [1–3]. Among the many fault diagnosis approaches for bearings,
vibration-based diagnostic methods have received much attention in the past few
decades [4, 5]. Bearing vibration signal contains a wealth of information on mechanical
health status. This also makes it possible to extract the dominant features that char-
acterize the mechanical health state from vibration signals through signal processing
techniques [6]. Currently, many signal processing techniques have been applied to
bearing off-line fault diagnosis. However, due to many nonlinear factors (e.g., stiffness,
friction, clearance, etc.), bearing vibration signals (especially in a faulted condition)
will exhibit nonlinear and unsteady character [7]. In addition, the measured vibration
signal contains not only information about the operating conditions associated with the
bearing itself, but also information about a large number of other rotating components
and structures in the plant equipment [8]. Due to the usually large background noise,
slight bearing fault information is easily submerged in background noise and difficult to
extract. Therefore, conventional time-domain and frequency-domain methods do not
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allow for an accurate assessment of the bearing health status [9]. In this paper, a novel
rolling bearing fault diagnostic method was proposed to fulfill the requirements for
effective assessment of different fault types and severities with real-time computational
performance.

2 Methodology

2.1 Multi-dimensional Feature Extraction

Firstly, multi-dimensional feature extraction on the basis of Entropy characteristics,
Holder coefficient characteristics were proposed for extracting health status feature
vectors from the bearing vibration signals, respectively.

2.1.1 Entropy Characteristics
Entropy is a crucial concept in information theory and is a measure of information
uncertainty of the signal distribution and the complexity of the signal [10].

Suppose the bearing vibration signal is f. The signal is first sampled and discretized
into a discrete signal sequence f ið Þ; i ¼ 1; 2; 3; . . .; n, where n is the total number of
discrete signals. Perform FFT transform as follows:

F kð Þ ¼
Xn�1

i¼0

f ið Þ exp �j
2p
n
ik

� �
; k ¼ 0; 1; . . .; n� 1 ð1Þ

After obtaining the signal spectrum, calculate the energy of each point:

Ek ¼ F kð Þj j2 ð2Þ

Calculate the total energy value of each point:

E ¼
Xn�1

k¼0

Ek ð3Þ

Shannon entropy E1 and exponential entropy E2 can be defined as follows:

E1 ¼ �
Xn
i¼1

Pi loge Pi ð4Þ

E2 ¼
Xn
i¼1

Pie1�Pi ð5Þ

The entropy characteristics E1;E2½ � are taken as dominant feature vectors for rolling
element bearing fault pattern recognition.
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2.1.2 Holder Coefficient Characteristics
The Holder coefficient algorithm evolves from the Holder inequality [11, 12]. Holder
coefficient can be used to measure the similar degree of two sequences.

Holder coefficient of these two discrete signals is obtained as follows:

Hc ¼
Pn

i¼1 f1 ið Þf2 ið ÞPn
i¼1 f

p
1 ið Þ� �1=p� Pn

i¼1 f
q
2 ið Þ� �1=q ð6Þ

where 0�Hc � 1.
Calculate the Holder coefficient value H1 between the bearing vibration signal

sequence f ið Þ and the rectangular signal sequence s1 ið Þ.

H1 ¼
Pn

i¼1 f ið Þs1 ið ÞPn
i¼1 f

p ið Þ� �1=p� Pn
i¼1 s

q
1 ið Þ� �1=q ð7Þ

In the same way, we obtain the Holder coefficient value H2 between the vibration
signal sequence f ið Þ and the triangular signal sequence s2 ið Þ.

H2 ¼
Pn

i¼1 f ið Þs2 ið ÞPn
i¼1 f

p ið Þ� �1=p� Pn
i¼1 s

q
2 ið Þ� �1=q ð8Þ

The Holder coefficient characteristics H1;H2½ � are taken as dominant feature vectors
for rolling element bearing fault pattern recognition.

2.2 Diagnostic Procedure

Totally, the process of the proposed method for rolling bearing on-line fault diagnosis
is as follows.

Step 1: The vibration signals from the object bearing are sampled under different
healthy status, including normal operating condition and conditions with different
fault types and severities, to establish the knowledge base (i.e., the recognition
template).
Step 2: The health status feature vectors are extracted from the sample knowledge
base through the multi-dimensional feature extraction based on entropy character-
istics E1;E2½ �, Holder coefficient characteristics H1;H2½ �, respectively.
Step 3: The sample knowledge base is established based on the fault symptom (i.e.,
the extracted fault feature vectors) and the fault pattern.
Step 4: The health status feature vectors extracted based on bearing vibration signals
to be identified are input into the gray relation algorithm (GRA) to acquire basic
belief assignments (i.e., BBA1, BBA2, BBA3) and fuse the basic belief assign-
ments through Yager method and output the diagnostic results (i.e., fault types and
severities).

974 T. Zhang



3 Experimental Validation

In the paper, the rolling bearing vibration signals for testing are from Case Western
Reserve University Bearing Data Center [13]. The fault types contain outer race fault,
the inner race fault, and the ball fault, and the fault diameters, i.e., fault severities,
contain 28 mils, 21 mils, 14 mils and 7 mils. An accelerometer is installed on the
motor drive end housing with a bandwidth of up to 5000 Hz, and the vibration data for
the test bearing under different fault patterns is collected by a recorder. The bearing
vibration data used for analysis is obtained under the motor speed of 1797 r/min and
load of 0 hp (Table 1).

Where the abscissa axis E1 represents the Shannon entropy, and ordinate axis E2

represents the exponential entropy.
Where the abscissa axis H1 represents the Holder coefficient with the rectangular

sequence as the reference sequence, and ordinate axis H2 represents the Holder coef-
ficient with the triangular sequence as the reference sequence.

From Figs. 1 and 4, it is interesting to see that the dominant fault feature vectors
extracted from the bearing vibration signals with different fault types and severities
through the multi-dimensional feature extraction based on entropy characteristics,
Holder coefficient characteristics show apparent differences, respectively. The knowl-
edge base (i.e., the recognition template) for GRA is established based on the fault
symptom (i.e., the extracted feature vectors) and the fault pattern (i.e., the known fault
types and severities). The fault feature vectors extracted based on the testing rolling
bearing vibration signals to be recognized input to GRA, and the diagnostic results (i.e.,
fault types and severities) are output after the fusion of BBAs, shown in Table 2
(Figs. 2 and 3).

Table 1 Description of experimental data set

Health status
condition

Fault
diameter
(mils)

The number of
base samples

The number of
testing samples

Label of
classification

Normal 0 10 40 1
Inner race
fault

7 10 40 2
14 10 40 3
21 10 40 4
28 10 40 5

Ball fault 7 10 40 6
14 10 40 7
28 10 40 8

Outer race
fault

7 10 40 9
14 10 40 10
21 10 40 11
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Fig. 1 Entropy characteristics of a random selected sample from normal operating condition and
various fault conditions with fault diameter 7 mils
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Fig. 2 Holder coefficient characteristics of a random selected sample from normal operating
condition and various fault conditions with fault diameter 7 mils
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Fig. 3 Entropy characteristics of a random selected sample from inner race fault condition with
various severities
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The diagnostic results from Table 2 show that the detecting success rate for
bearing faulty conditions can reach 100%, with the total fault pattern recognition
success rate almost 99.09%, which shows a certain improvement in diagnostic accuracy
compared with the methods from references [14]. The time cost of the proposed
method through a laptop computer with a 4.0 GHz dual processor for one test case is
only 0.016 s.

0.42 0.44 0.46 0.48 0.5 0.52 0.54 0.56 0.58 0.6 0.62

0.16

0.18

0.2

0.22

0.24

0.26

0.28

0.3

0.32

H1

H
2

7mils
14mils
21mils
28mils

Fig. 4 Holder coefficient characteristics of a random selected sample from inner race fault
condition with various severities

Table 2 Diagnostic results by the proposed method compared with results from Ref. [14]

Label of
classification

The number of testing
samples

The number of
misclassified
samples

Testing accuracy
(%)

[14] Proposed [14] Proposed

1 40 0 0 100 100
2 40 0 0 100 100
3 40 0 2 100 95
4 40 3 0 92.5 100
5 40 0 0 100 100
6 40 2 0 95 100
7 40 3 2 92.5 95
8 40 3 0 92.5 100
9 40 0 0 100 100
10 40 0 0 100 100
11 40 4 0 90 100
In total 440 15 4 96.59 99.09
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4 Conclusion

In the paper, a novel rolling bearing fault diagnostic method was proposed to fulfill the
requirements for accurate assessment of different fault types and severities with real-
time computational performance. The related experimental study has illustrated the
following conclusions: The diagnostic results by the proposed approach show that
the diagnostic success rate for bearing faulty conditions can reach 100%, with the total
diagnostic success rate almost 99.09%; the proposed approach can improve the fault
diagnostic accuracy compared with the existing expert systems, and it is very suitable
for on-line bearing fault diagnosis.
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Abstract. In order to address the impact of large-angle posture changes on face
recognition performance, we propose a contour symmetric constraint-generative
adversarial network (CSC-GAN) for the multi-pose face recognition. The
method employs the convolutional network as the generator for face pose
recovery, which introduces the global information of the constrained pose
recovery of positive face contour histogram. Meanwhile, the original positive
face is used as the discriminator, and the symmetric loss function is added to
optimize the learning ability of the network. The positive face with gesture
recovery is obtained by striking the balance between training of the generator
and discriminator. Then we employed the nearest neighbor classifier to identify.
The experimental results show that CSC-GAN obtained good posture recon-
struction texture information on the multi-pose face reconstruction. Compared
with the traditional deep learning method and 3D method, it also achieves higher
recognition rate.

Keywords: Generative adversarial network � Pose recovery � Face contour �
Symmetric loss

1 Introduction

In recent years, face recognition [1–4] technology is a hot topic in machine vision
research. However, the performance of face recognition depends largely on the influ-
ence of various factors such as lighting, posture, and time span. Currently, the posture
change is the most challenging face recognition problem. Asthana et al. [5] used the
view-based active appearance model (VBAAM) to project images of non-positive faces
into an aligned 3D face model for normalizing the pose. With the rapid development of
deep learning in recent years, face posture reconstruction based on deep learning has
also made great progress. Kan et al. [6] proposed stacked progressive auto-encoders
(SPAEs) for face changes caused by different poses. It uses shallow stepping auto-
encoding to gradually reconstruct a non-positive face image into a positive face image,
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but the partial details of the positive face image recovered are not clear. Later, Zhu et al.
[7] proposed a multi-view perceptron (MVP) deep network, which employed multi-
layer perceptions to obtain better reconstruction images. In 2014, Goodfellow et al. [8]
proposed a generative adversarial network (GAN). This model consists of a generator
and a discriminator, where the generator generated new sample data, and the dis-
criminator evaluated the authenticity of the generated data. Generative adversarial
network is an unsupervised learning model, which effectively solves a series of data
generation problems. Meanwhile, it has more self-learning ability in feature extraction,
which makes the image output from the generator more realistic.

Various factors such as lighting, posture, and occlusion will have a certain impact on
the recognition performance of realistic faces. For large-angle pose reconstruction issues,
a method based on contour symmetric constraint-generative adversarial network (CSC-
GAN) is proposed to reconstruct and recognize a multi-face poses. This method competes
each other by generated network and adversarial network, optimizes, and trains iteratively
until the output images are close to real people’s faces. Experimental results show that the
proposed method can not only eliminate the attitude error in the large-angle attitude
reconstruction, but also enrich the detail of the reconstructed positive face. Comparedwith
other face recognition methods, the recognition rate is also greatly improved.

2 Contour Symmetric Constraint-Generative Adversarial
Network Model

The network model uses a convolution neural network as a generator in a generative
adversarial network, the positive face contour histogram was introduced to constrain
the restoration of the positive face to ensure the global contour quality of the recon-
structed image, and the data output from this section serves as the generator part of the
overall network. The adversarial network uses the real face data as a discriminator to
distinguish the authenticity and filter the face data reconstructed in the resolution
generator, in order to achieve a minimized synthesis error to introduce a symmetrical
loss function. When the network is continuously trained against the generator and
discriminator, the entire network is balanced when no real data or data can be gener-
ated; the output data is a real image that can be confused. Figure 1 shows the con-
volution generation adversarial network model. SF is the composite picture output by
the generator, and GT is the true face data of the sample.

2.1 Generated Network

In the generated network, the image of any pose under normal lighting is processed
through the convolution pool, and the output positive face image is used as the output
of the generated network. It can be seen from Fig. 1 that the face picture input in the
generation network is w� h, and any gesture under normal lighting is x0. The gen-
erated network consists of two 5 � 5 convolution layers and two 3 � 3 pooled layers.
W1

i is the characteristic map produced by the first layer convolution, and W2
j is the

characteristic map produced by the second layer convolution. V1 and V2 are the first
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and second levels of matrix pooling, so the feature map formula of image x0 through
two-layer convolution network is as follows:

x2i ¼
X
j¼1

V2r W2
j V

1r W1
i x

0� �� �
ð1Þ

where W is the feature map of the weight matrix map, r indicates activation function;
select RELU function here. Positive face image output normal lighting is reconstructed
positive face y1. The extraction of the feature map x2i is performed through the
W weight matrix for W3 reconstruction as follows:

y1 ¼ r W3x2i
� � ð2Þ

Generated network is based on convolution network-based reconstruction of the
positive face, using gradient descent to continuously update the network parameters’
back-propagation; D represent intermediate variables, and c learning rate is 0.0001. The
updated parameters Wi

kþ 1:

Dkþ 1 ¼ 0:9Dk � c
@E
@Wi

k
ð3Þ

Wi
kþ 1 ¼ Dkþ 1 þWi

k ð4Þ

In the process of face reconstruction with a large angle, the restored positive face
often results in the discontinuity of the gray value of the edge due to the partial loss of

conv1 pool1

CHW × ×

conv2 pool2

Generated network

Adversarial network

GT

SF

SF GT

GT SF

SF

T/F

Full

Edge operator

Fig. 1. Contour symmetric constraint-generative adversarial network
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the overall information feature, and the recognition effect is not good. The edge infor-
mation histogram can reflect the local discontinuity of the image, along the edge of the
pixel intensity to ensure the integrity of the overall contour, and better noise resistance
can effectively highlight the edge direction information. In order to ensure that the faces
reconstructed at large angles are more realistic and the features extracted are more
abundant, after generating a positive face image recovered from the network, a positive
face contour histogram is added to constrain the quality of the global features. The
central position of the image is represented by any pixel ði; jÞ of the positive face image
f ðx; yÞ, and the gradient of the center pixel of the given window in the m and n directions
is calculated. Obtain the edge points of the image coordinates Sm;n through S:

S ¼ arctan
Sm
Sn

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2m þ S2n

q
ð5Þ

Convolution of the image output from h and convolution networks to obtain a
reconstructed positive face image:

yi ¼ r W3S� x2i
� � ð6Þ

Finally, obtain the cost function of convolution network after positive face contour
constraint, X0 represents the input image set x0i

	 

, Y ¼ fyig is the original image, and

Y ¼ fyig is a reconstructed image:

EðX0;WÞ ¼ Y1 � Y
�� ��2 ð7Þ

2.2 Adversarial Network

The adversarial network is similar to a comparative analysis, and the authenticity of the
reconstructed image IP output from the network output is compared with that of the real
data IF until an image similar to the real data is identified. That is, the true and false
samples are distinguished, and the two-dimensional matrix values that are opposed to the
network output are converted into a probability value. The network is trained by using a
separate alternate iterative update method. Remember that the data generated by the input
against the network is GsG IPð Þ and the real data is IP. First, the generated network G is
fixed and trained adversarial network D to maximize the accuracy of the confrontation
discrimination. Secondly, the fixed adversarial networkD is trained to generated network
G, so that the accuracy of confrontation discrimination is minimized. This results in the
final destination function, which is 1 when the output value is true and 0 when the output
value is false. Therefore, when training the network, the adversarial networkD is updated
twice and the parameters of the generated network G are updated once:

min
sG

max
sD

¼ EF X0;W
� �

logDsD IF
� �þEP X0;W

� �
log 1� DsD GsG IP

� �� �� � ð8Þ
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3 Minimize Loss Function

In the generation network, in order to ensure the naturalness of the generated face, a
parameter g is proposed to update the loss function to minimize the synthesis error.
Reconstruct the image as the dataset IPn ¼ Yfy1; y2; y3; . . .g. The real data IFn ¼ Yfyig is
the face positive face image. Lsyn is the total loss function. The parameter ŝG is updated
by:

ŝG ¼ 1
N
argmin

XN
n¼1

LsynðGsGðIPn Þ; IFn Þ
	 
 ð9Þ

The total loss function Lsyn that minimizes the synthesis error is composed of real
data discriminating losses and generating symmetry losses of the reconstructed
image.IPx;y is the reconstructed sample pixel level, Igtx;y is the real image pixel level, and
Lr is the error loss of training real sample reconstruction:

Lr ¼ 1
w� h

Xw
x¼1

Xh
y¼1

IPx;y � Igtx;y

��� ��� ð10Þ

In the traditional generation adversarial network training learning, the problem of
degeneration of generator samples may occur, the same sample points are always
generated, and the sample face tends to shrink as the number of iterations increases.
According to the characteristics of face symmetry, the width of all input images is
covered by half, and the feature points are gradually described by reconstructing the
absolute value of the subtracted sample image, which ensures the symmetry of the
reconstruction of the visible part and the masked part. Especially for large-angle
reconstructions, the asymmetry of the local feature reconstruction is very obvious.
Introducing the symmetric loss Lsl can effectively constrain the symmetry of the
positive face after reconstruction of different poses, and it also has a face detail that is
reconstructed and better richness:

Lsl ¼ 1
w=2� h

Xw=2
x¼1

Xh
y¼1

IPx;y � IPw� x�1ð Þ;y
��� ��� ð11Þ

Lcee is the cross-entropy loss function used to limit hidden activation functions. k1
and k2 are coefficients of balanced penalty terms, and take the empirical values
k1 ¼ 0:001, k2 ¼ 0:03. The final loss function is a weighted loss function whose
purpose is to achieve the minimum synthesis error:

Lsyn ¼ Lr þ k1Lsl þ k2Lcee ð12Þ
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4 Experimental Results and Analysis

The paper verifies the effectiveness of the proposed algorithm on the Multi-PIE [9] face
image library. The database contains 337 people with a total of 754,204 face images in
different poses, lighting, and expressions; each person contains 15 postures, and 20
different lighting are included in the same posture. One of the subsets of the Multi-PIE
database was selected, which included 11 poses in the range of −75° to +75°, and 15°
between poses. The selected face data is normal expressions under normal lighting. The
image size of alignment clip is set to 64 � 64, the batch size is 10, and the learning rate
is 10−4.

Most of the previous multi-pose face–face reconstruction models aim to solve the
problem of attitude reconstruction in the ±45° range. In recent years, it is generally
believed that it is difficult for a model to recover postures larger than ±60°. However,
this paper provided a solution for recovering postures with large deflection angles. In
the experiment, Local Gabor binary pattern histogram sequence (LGBP) [10], Stacked
progressive auto-encoders (SPAE) [6], Convolutional restricted boltzmann machines
(CRBM) [11], Fully automatic Ensemble Gabor Fisher Classifier (FA-EGFC) [12],
Deep Convolutional Neural Networks (DCNN) [1] et al. Act recognition rate com-
parison experiment. From Fig. 2, it can be seen intuitively that the positive face image
reconstructed by the CSC-GAN method can restore the texture information of the
original image better. Lines 1, 3, and 5 are different gestures for different faces in −75°
to +75°. Lines 2, 4, and 6 are face–face images reconstructed by this method when
corresponding to different angles. It can be seen from the above that the positive face of
the face reconstructed by this method under the large angle of +75° still maintains the
symmetry and visual clarity of the original image.

Figure 3 shows the comparison between the method and GAN, DCNN, MVP, and
other deep learning methods when the face pose angle is +75°. From the visual
observation, it can be seen intuitively that when CSC-GAN reconstructs a large-angle
gesture face, facial symmetry is better than other methods, making facial information
more natural. In particular, the comparison with the common GAN network also
verifies the importance of adding the symmetric loss function in this paper. In addition,
facial features such as eyebrows, eyelids, and beards are more comprehensive than
DCNN and MVP models, and face reconstruction is more abundant, ensuring more
face features.

Table 1 compares the recognition rate of different face reconstruction methods on
Multi-PIE face database. It can be seen that when the attitude angle is very small, such
as �15�, the recognition rate of each method is not significantly different. When the
angle reaches �45�, the method of this paper is slightly lower than that of DCNN.
However, with the gradual increase of the angle, when the angle is greater than �60�

CSC-GAN compared with other methods, the recognition rate has a greater
improvement.
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75° 60° 45° 30° 15° -15° -30° -45° -60° -75°

Fig. 2. Face reconstructed by CSC-GAN at various angles 75° to −75°

Profile CSC-GAN DCNN MVP faceGAN

Fig. 3. Comparison of CSC-GAN and other reconstruction models at 75°

Table 1. Comparison of recognition rates of different face reconstruction methods on Multi-PIE
face database

Methods −75° −60° −45° −30° −15° 15° 30° 45° 60° 75°

LGBP 10.2 20.2 37.7 62.5 77.0 83.0 59.2 36.1 22.6 11.3
VBAAM 30.2 52.3 74.1 91.0 95.1 95.7 89.5 74.8 54.0 32.4
CRBM 40.1 69.4 80.3 90.5 94.9 96.4 88.3 75.2 65.8 44.5
SPAE 60.4 72.2 84.9 92.6 96.3 95.7 94.3 84.4 77.6 68.2
FA-EGFC 70.5 80.6 87.4 95.0 99.3 99.0 92.9 85.2 81.8 70.8
MVP + LDA 72.4 80.2 89.6 96.5 100 99.0 94.5 90.8 79.8 70.2
DCNN + LDA 74.8 82.6 95.6 98.8 100 99.3 98.2 97.8 80.4 73.2
SC-GAN 82.6 86.2 95.2 99.4 100 99.8 99.4 97.4 85.4 82.4
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5 Conclusions

We present a method based on contour symmetric constraint-generative adversarial
network (CSC-GAN) to reconstruct and recognize a variety of face poses; this method
uses a convolution network as a generator to introduce a positive face contour his-
togram to constrain the global quality and to confront the real data positive face pose.
Symmetrical loss is added during the attitude reconstruction to achieve a better posture
recovery effect. Experiments show that this method not only eliminates the effect of
pose on face recognition performance, but also improves the quality of face recon-
struction to a certain extent. It also maintains a good recognition rate after large-angle
pose reconstruction and achieves experimental expectations. Future research work will
take into account various factors such as lighting and expression to reconstruct the
human face and integrate the influence in the actual environment to further improve the
recognition rate.
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Abstract. The purpose of this research is to increase the target recog-
nition rate by means of neural networks and feature fusion. We ana-
lyze the performance of different recognition methods (Bayesian clas-
sifier, support vector machine (SVM), and neural networks) based on
high-resolution range profile (HRRP). The result shows the superiority
of neural networks to Bayesian classifier and SVM in classification. We
apply multi-source feature fusion to target recognition based on neural
networks. The results show that, in certain cases, the target recognition
ratio using fusion feature is higher than that of HRRP only.

Keywords: Target recognition · Neural networks · Information fusion

1 Introduction

High-resolution range profile (HRRP) is the coherent summations of complex
echoes from target scatters in each range cell [1]. It represents the projection of
target scattering centers on radar line of sight. Since HRRP is easy to be obtained
and contains much structure information of targets, it has attracted intensive
attentions from the radar automatic target recognition (RATR) community [2,3].

After a long term of research, the US Army Missile Command thought that
target recognition based on HRRPs is the most promising identification method
in the existing technology [4]. This viewpoint made a rapid development of this
method. Zyweck and Bogner [5] proposed a method to solve the problem of
aspect sensitivity of HRRP. It uses multi-template matching to carry out target
recognition with HRRPs of different aspect. Du et al. [6] proposed a method for
calculating the Euclidean distance in higher-order spectra feature space. It avoids
calculating the higher-order spectra directly. Botha proposed an identification
method based on neural network in 1996 [7]. He thought that, compared with
other recognition mehtods, neural networks can extract more unknown features
from HRRP and provide a very high target correct recognition rate if the amount
of training data is large enough. However, the neural networks he used are simple
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perceptrons. More complex and useful neural networks are not applied because
of the lack of theory or hardware performance.

Now, with the development of hardware technology, deep neural networks
have applied in various fields. In 2012, Geoffrey Hinton [8] won the competition
of ImageNet image recognition by using deep neural network. He reduced the
error rate of “top 5” to 15.315%. The same year, Graves A. proposed improved
long short-term memory (LSTM) networks [9], which can effectively process the
timing issues. For HRRP, deep neural networks can extract more features from
it for identification and LSTM networks can process the dependence between
sampling points. We believe the target recognition ratio based on HRRP can be
improved via deep neural networks.

However, the information of target provided by HRRP is limited. Although
the deep neural networks can extract more features, the correlation of these
features is too high to improve the recognition rate further. We need to use
more other features to do that. Nowadays, the reconnaissance system is mostly
composed of multi-source sensor networks. The whole system can work effectively
with the fused information obtained by different sensors (visible light sensors,
infrared sensors, and radar sensors). It is believed that the target recognition
ratio can be improved via the fusion feature of different sensors.

In this paper, we analyze the performance of different recognition methods
based on HRRP. The result shows the superiority of neural networks to Bayesian
classifier and SVM in classification. Meanwhile, we apply multi-source feature
fusion to target recognition based on neural networks. We establish a multilayer
perceptron to carry out target recognition with fusion feature obtained by color
images, grayscale images, and HRRPs. The results show that, in sunny day, the
target recognition ratio using fusion feature is higher than using HRRP only.

The structure of this paper is organized as follows. In Sect. 2, we propose the
methods of getting fusion feature of images and HRRPs. Section 3 introduces the
neural networks. In Sect. 4, we conduct the training of neural network and the
simulation of target recognition. Finally, Sect. 5 summarizes our investigation.

2 Feature Fusion

First of all, we need to extract some certain features from the images and HRRP
of target to form the fusion feature.

2.1 HRRP

HRRP cannot be used for target recognition or feature extraction directly. We
must do some processing about it. The amplitude of HRRP obtained by radar
sensor is defined as:

R = [r(1), r(2), . . . , r(N)] (1)

N is the number of the distance units.
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The processing of HRRP is power transformation and normalization. Botha
et al. [7] think these processing can improve the target recognition rate. Power
transformation is defined as:

H(n) = r(n)α 0 < α < 1 (2)

H(n) is the amplitude of HRRP’s sample after power operation.
The next step is normalization. After that, we can calculate the length and

the change rate according to [10]. Then, we can obtain a feature vector:

Fradar = [L, t] (3)

L is the length of target, and t is the change rate.

2.2 Image Feature Extraction

We can obtain color images and grayscale images of target from visible light
sensor and infrared sensor, respectively. It is difficult to use the entire images
for fusion. So, we need to extract some typical features from these images.

For color image, we extract its color moments [11] for target recognition. The
mathematical definitions of three color moments are:

ui =
1
N

N∑

j=1

pi,j (4)

σi =

⎛

⎝ 1
N

N∑

j=1

(pi,j − ui)2

⎞

⎠

1
2

(5)

si =

⎛

⎝ 1
N

N∑

j=1

(pi,j − ui)3

⎞

⎠

1
3

(6)

pi,j represents the probability of the appearance of pixel with a gray level of j
in color channel i. N represents the number of pixels in the image.

According to three color channels of RGB image, we can obtain a feature
vector of color moments:

Fcolor = [uR, σR, sR, μG, σG, sG, μB , σB , sB ] (7)

For grayscale image, we can extract several features based on gray histogram
as follows:

m =
L−1∑

i=0

zip(zi) (8)

σ =

√√√√
L−1∑

i=0

(zi − m)2p(zi) (9)



992 Y. Zhang et al.

e = −
L−1∑

i=0

p(zi) log2 (p(zi)) (10)

m, σ, and e represent the average brightness of texture, the average contrast of
texture, and the entropy of gray histogram, respectively. L is the number of the
gradation, zi represents the ith gradation and p(zi) represents the probability of
the appearance of pixel with a gradation of zi.

Then, we can obtain another feature vector for fusion:

Fgray = [m, σ, e] (11)

Finally, we can get the fusion vector:

Ffusion = [Fgray, Fradar, Fcolor] (12)

3 Neural Network

After getting the features, we begin to introduce the neural network. Here, we
only briefly introduce two types of neural networks used in the research.

3.1 Multilayer Perceptron

Multilayer perceptron is the most common neural network. It is composed of
input layer, hidden layers, and output layer. The structure of multilayer percep-
tron is shown in Fig. 1.

Fig. 1. The structure of multilayers perceptron
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For multilayer perceptron, we make the entire HRRP or feature vectors as
input data. Output is set as the types of targets. We can change the number of
features to be extracted by changing the number of hidden layers or the nodes
in each layer.

3.2 LSTM Network

LSTM network is a variant of recurrent neural network. It can be used for
learning long-term dependence information [9]. Each LSTM unit is composed of
cell, input gate, output gate, and forget gate. The structure is shown in Fig. 2.

Fig. 2. The structure of LSTM networks

In LSTM unit, the first step is to compute what information should be thrown
away from the cell state according to the output of last state and current input.
The next step is to compute the new information which should be stored in the
cell state. After that, updating the old cell state. Finally, computing the output
based on current input, current cell state, and the output of last state.

HRRP is a variant of radar echo. And it can be considered as a time series
vector. We believe it is reasonable to use LSTM networks to conduct recognition
based on HRRP.
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4 Simulation

The echo data in the simulation obtained by the radar simulation software BSS.
In this research, F-15, Tu-16, and AH-64 are selected as targets to be recognized.
We get 300 sets of HRRPs, color images, and grayscale images for each kind of
aircraft. The attitude angle is transformed from 3 to 30◦ with the step size of
3◦. The number of sampling points of each HRRP is 320.

After processing the data, we can acquire HRRP and Ffusion of targets.
Then, the rest work is divided into two parts:

1. Performance analysis of different recognition methods based on HRRP (sim-
ple perceptron, multilayer perceptron, LSTM networks, Bayesian classifier,
and SVM).

2. Performance analysis of recognition method based on fusion feature.

4.1 Performance Analysis of Different Recognition Method

This part is to analyze the performance of five different recognition methods.
First, we build three different neural networks (LSTM networks, multilayer per-
ceptron, and simple perceptron). The parameters of them are shown in Tables 1,
2, and 3.

Table 1. Parameters of LSTM networks

Time step Input size Hidden size Hidden layer Output size

16 20 64 1 3

Table 2. Parameters of multilayer perceptron

Input size W1 W2 W3 Wout

320 320 × 160 160 × 64 64 × 16 16 × 3

Table 3. Parameters of simple perceptron

Input size W1 Wout

320 320 × 160 160 × 3

In Tables 2 and 3, Wi is the shape of weight matrix of hidden layer i. And
Wout is the shape of weight matrix of output layer.
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HRRPs are used as training data of three neural networks. For LSTM net-
works, We need to reshape the HRRP to (16,20) to fit the input size and time
step. The number of training times for all neural networks is 100,000, batch size
is 20, the loss function is cross entropy and the optimizer is Adam optimizer.

Then, we add a Bayesian classifier [10] and a SVM to compare the perfor-
mance of different recognition methods based on HRRP.

In testing, each time we change the SNR, we will conduct 600 tests and
calculate the average recognition rate of three aircrafts. The curves of SNR and
recognition rate are shown in Fig. 3.

Fig. 3. The recognition rate of different methods based on HRRP

Figure 3 shows the performance of five different classifiers based on HRRP.
It is obvious that neural networks are superior to other classifiers. Because they
can extract more features from HRRP to conduct target recognition. From neu-
ral networks, simple perceptron has the worst performance because of the fewer
nodes, fewer layers, and fewer features. So, we believe that the performance can
be improved by adding the number of layers and nodes. We can see that the
recognition rate based on LSTM networks is very close to that of multilayer
perceptron. Although LSTM networks have advantages in timing processing,
multilayer perceptron have more layers or nodes and can extract more features
from the target. So, for target recognition rate, they almost have the same per-
formance.

4.2 Performance Analysis of Recognition Method Based on Fusion

It can be learned from the above that neural networks can provide higher target
correct recognition rate than that of SVM and Bayesian classifier. In this part,
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we establish another multilayer perceptron to conduct target recognition based
on fusion vectors Ffusion. The parameters are shown in Table 4.

Table 4. Parameters of multilayer perceptron based on fusion feature

Input size W1 W2 W3 Wout

14 14 × 64 64 × 64 64 × 16 16 × 3

In testing, we simulate a rainy scene by adding Gaussian blur filter to the
parts of images. And we make the rest of the images as test data on sunny
day. Then, we can obtain two sets of Ffusion to conduct target recognition.
Meanwhile, we add two neural networks based on HRRP (LSTM networks and
multilayer perceptron) to analyze the performance. The testing results are shown
in Figs. 4 and 5.

Fig. 4. The recognition rate of different methods in sunny day

From Fig. 4, we can see that the correct recognition rate based on fusion
is better than that of HRRP only when the SNR changes from 8 to 13 dB.
It is believed that, on sunny day, color images and grayscale image can pro-
vide important information of targets. Using fusion feature is conducive to the
recognition.

Figure 5 shows the performance of method based on fusion is worse than the
others on rain day. Because in this case, the resolution of image is too low to
contribute to the recognition. The features extracted from images are useless
and the effective features are only the length and the change rate extracted from
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Fig. 5. The recognition rate of different methods in rainy day

HRRP. It is difficult to get a high recognition rate based on only two features. So,
it is proved that the strategy of recognition should change with the environment.

5 Conclusion

In this paper, we analyzed the performance of different recognition methods
based on HRRP. The result shows the superiority of neural networks to SVM
and Bayesian classifier. The next, we established a multilayer perceptron to carry
out target recognition with fusion feature obtained by color images, grayscale
images, and HRRPs. The results show that, in sunny day, when the resolution
of the images is high, the target recognition ratio using fusion feature features
is higher than using HRRP only.
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Abstract. For the high dimension of fingerprint feature set in the process of
specific emitter identification (SEI), feature selection method is utilized to
reduce the feature dimension and improve individual recognition rate. This
paper adopted the filter feature selection in four ways: MIFS, mRMR, CMIM,
and JMIM fingerprint feature set of high-dimensional feature selection and
combined with PCA dimensionality reduction algorithm to minimize the feature
dimension. The simulation results show that feature selection is feasible in
individual recognition of the radiation source and can be effectively combined
with dimension reduction algorithm.

Keywords: Specific emitter identification � Feature selection �
Dimension reduction

1 Introduction

Due to design tolerance, the manufacture error, equipment aging and the influence of
environmental factors, there must be some differences in hardware equipment between
different radiation sources, and these differences are shown in the signal that there are
subtle features that do not affect the detectability of information transmission. Through
fingerprint identification, a certain amount of information can be obtained if the cap-
tured enemy signal cannot be decrypted. The technology of communication radiation
source identification includes the following steps fine feature extraction, feature pro-
cessing, and feature classification.

Xu [1] uses the square integral bispectra (SIB) method to extract the radiation
source fingerprint characteristics. Literature [2] combined empirical mode decompo-
sition (EMD) and Hilbert spectrum analysis to analyze signal characteristics at time-
scale and frequency scale; Bertoncini et al. [3] established fingerprint characteristic
quantity by using multi-scale wavelet transform and statistical feature quantity and
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conducted individual fingerprint identification experiments for different RF tags; some
scholars used intrinsic time-scale decomposition (ITD) [4] to decompose signal
extraction characteristics. The subtle feature extraction method mentioned above based
on the signal itself, to achieve high resolution at the same time increased the feature
dimension. The existence of feature redundancy may result in a large amount of
classification calculation, and at the same time, there may be interference problems
between various features. These questions, using the feature selection process, char-
acteristics on the one hand, reduce the feature dimension, on the other hand, reduce the
characteristics of redundancy, is helpful to improve the efficiency of emitter individual
fingerprint identification.

Feature selection is a work of selecting the most effective features of a set of
features to reduce the dimension of feature space [5]. Dash [6] describes the basic
framework of feature selection in the literature, as shown in Fig. 1. Feature selection
based on evaluation criteria can be divided into filter, wrapper, and embedded [7].
Filter method uses the evaluation criteria to ensure the relationship between the
characteristics and classification and reduce the correlation between features and
characteristics. Wrapper method evaluates each of the selected feature subsets, to
choose the optimal subset. Filter method using the statistical characteristic of all the
learning samples, fast at the same time, may be subjected to the imbalance of the small
sample and the sample problem, the wrapper method based on the follow-up study to
evaluate feature subset, classification effect is best, but is not suitable for large data sets.
Because the feature dimension extracted by the feature extraction method mentioned
above is sharp, the filter method is chosen.

Fig. 1. Basic framework of feature selection
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2 Feature Selection Methods Based on Filter

The main idea of the filter method is to evaluate each characteristic property, distri-
bution of weight, and then choose the feature subset. The method needs to follow the
principle to maximize the principle of classification effect and minimize redundancy.
According to the evaluation content, it can be divided into four categories: distance
measurement, information measurement, dependent measurement, and consistent
measurement. In this paper, we choose evaluation feature based on information mea-
surement which usually uses the information gain (IG) mutual information (MI).
Information gain is defined as a priori uncertainty and expectations of the difference
between a posteriori uncertainty, it can effectively select key characteristics, eliminate
irrelevant features. Mutual information describes the interdependence between two
random variables.

2.1 Related Theory

The method used in this paper is based on the measurement of mutual information.
Suppose there are two random variables, one of which provides information on another
random variable, that is, mutual information. This section mainly introduces some
theoretical knowledge related to mutual information and subsequent methods.

The entropy of a discrete random variable f ¼ x1; x2; . . .; xNf g is denoted by H fð Þ
defined as:

H fð Þ ¼ �
XN
i¼1

p xið Þ log p xið Þ ð1Þ

where p xið Þ is the probability mass function. For any two variables f1 and f2, the
conditional entropy of the variable f1 given f2 is defined as:

H f1jf2ð Þ ¼ �
X
f1

X
f2

p f1jf2ð Þ log p f1jf2ð Þ ð2Þ

And the MI is the amount of uncertainty in f1 due to the knowledge of f2, it is
defined as:

I f1; f2ð Þ ¼
X
f1

X
f2

p f1; f2ð Þ log p f1; f2ð Þ
p f1ð Þp f2ð Þ ð3Þ

MI represents the interdependence between the variables. If the mutual information
is larger, it means that the correlation between two random variables is larger, and vice
versa. We can also say:
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I f1; f2ð Þ ¼ H f1ð Þ � H f1jf2ð Þ ¼ H f1ð ÞþH f2ð Þ � H f1f2ð Þ ð4Þ

2.2 Process of Feature Selection

The feature selection method used in this paper adopts the heuristic search strategy.
Specifically, the search in the state space evaluates the location of each search, gets the
best location, and then searches from this location to the target. In this way, we can
omit a large number of unnecessary search paths and improve the efficiency. The
disadvantage is that the most complete subset cannot be obtained.

The filter feature selection method based on mutual information measurement
focuses on selecting the appropriate information measurement function. There are
many different forms of functions, but the purpose is the same, that is, the selected
feature subset has the greatest correlation with the category, and the selected features
have the least correlation with each other. The general form of measurement function is
[8]:

J fið Þ ¼ a � g fi; S;Cð Þ � d ð5Þ

where C is the category set, fi is candidate feature, and S is a subset of selected features.
The basic process of the filter methods is shown in Table 1.

2.3 MIFS and mRMR

MIFS (mutual information feature selection) and mRMR (minimal redundancy and
maximal relevance) are selected as the selection methods of fingerprint features of
radiation sources, mainly considering that their calculation is simple, rapid, and easy to
realize [9]. The information measurement function of the MIFS algorithm considers the
candidate feature’s contribution to the classification and takes the MI between the
candidate feature and the selected feature as the penalty factor. The MIFS evaluation
function is:

Table 1. Basic process of the filter methods

Initialize: Set F ¼ f1; f2; . . .; fDf g; S ¼ fg
Step 1: Compute I fi;Cð Þi ¼ 1; 2; . . .;D
Step 2: Select fi ¼ argmax I fi;Cð Þð Þ, set F  Fn fif g and S fif g
Step 3: Select the next feature fi according to the J fð Þ, set F  Fn fif g and S S[ fif g
Step 4: Repeat the third step until Sj j ¼ k
Output: S ¼ f1; f2; . . .; fkf g
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J fið Þ ¼ I fi : Cð Þ � b
X
fk2S

I fi; fkð Þ ð6Þ

where b is regulation constant in the interval [0.5, 1].
Compared with MIFS method, mRMR method is more cautious about redundant

computation between the features. The idea is that when the quantity of selected
features increases, the regulating coefficient in the evaluation function should be rel-
atively reduced. The mRMR evaluation function is:

J fið Þ ¼ I fi;Cð Þ
1
Sj j2

P
fk2S I fi; fkð Þ ð7Þ

2.4 CMIM and JMIM

CMIM (conditional mutual information maximization) determines the importance of
candidate features through the dependence degree of candidate features and categories
under the condition that the selected feature set is known. The evaluation function of
CMIM is:

J fið Þ ¼ argmax
fi2F

I fi;CjSð Þ ð8Þ

JMIM (joint mutual information maximization) is similar to CMIM, but there are
different ways to define the importance of candidate features. Specifically, there are
different ways to select features that can represent the selected subset. The evaluation
function of JMIM is:

J fið Þ ¼ argmax
fi2F

min
fk2S

I fi; fk;Cð Þð Þ
� �

ð9Þ

Venn diagram is used to illustrate the ways in which these two methods can be used
to select features that represent selected subsets. I fi; fk;Cð Þ is the union of areas 1, 2,
and 3; I fi;Cjfkð Þ is area 3 in Fig. 2. Because the calculation cost of MI is high and the
number of features is large, a single selected feature which maximizes the I fi;Cjfkð Þ is
selected to replace the entire selected subset in the CMIM method. Formula (8) can be
written as:

J fið Þ ¼ argmax
fi2F

max
fk2S

I fi;CjSð Þð Þ
� �

ð10Þ

Unlike the CMIM method, the JMIM method first finds the fk that minimizes
I fi; fk;Cð Þ and then selects the fi.
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3 Experiments and Results

This article extracted different fingerprint based on the same set of simulation signals
used the above four feature selection methods to reduct the dimension of characteristic
fingerprint in order to validate the feasibility of the emitter signal features of fingerprint
feature selection.

We consider the simulation based on the steady-state characteristics of the radiation
source signal and divide the radiation source transmitter into several modules [10];
each module will affect the signal to generate different distortion. In this paper,
the I/Q orthogonal modulator module and power amplifier module are considered.

We add the gain imbalance and orthogonal error of the orthogonal modulator into
the simulation model and use Taylor series to model the power amplifier module. Set
the Taylor series to the third order: y nð Þ ¼ e1x nð Þþ e2x nð Þ2þ e3x nð Þ3.

Five types of transmitters are constructed. Each type of transmitter generates 600
sample signals, including 300 training samples and 300 test samples. Each sample
contains 200 randomly generated QPSK modulation symbols. The transmitter simu-
lation coefficient is shown in Table 2.

Table 2. Parameter caused signal distortion

T1 T2 T3 T4 T5

Gain imbalance 0.1 0.13 0.15 0.17 0.19
Orthogonal error (angle) 4.2 3.3 3.9 3.6 3
e1 1.521 1.181 0.820 1.000 0.987
e2 −0.104 −0.001 −0.001 0.109 0.014
e3 0.0021 0.0015 0.0011 −0.0019 0–0.002

Fig. 2. Venn diagram illustrating the relation between feature and class
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In a noise environment where the signal-to-noise ratio is 10 dB, we took 2000
consecutive points from each sample to run the experiments. In the first experiment, we
used EMD and ITD to decompose signals, respectively [11], and get five layers from
each component signal, we extract each of the signal component samples of permu-
tation entropy, approximate entropy, and fuzzy entropy as the fingerprint characteris-
tics, forming a 40 story feature set. The feature set of 60 layers was extracted by
rectangular double spectrometry in the second experiment. On the basis of experiment
1, PCA dimensionality reduction was added. All three experiments were identified by
SVM classifier.

In the first experiment, the recognition probability of radiation source is 82% when
feature selection is not carried out. Figure 3 shows the change of recognition proba-
bility along with the quantity change of selected feature. As can be seen from the
figure, the curves of the four methods are basically similar and achieve the best
recognition rate when the value of k is in the interval [20, 25]. Meanwhile, the curves of
CMIM method and JMIM method are slightly better than those of mRMR method and
MIFS method.

Figure 4 shows the recognition probability in experiment 2, along with the change
of feature selection number. It can be seen that CMIM method and JMIM method have
obvious advantages. From the analysis on evaluation function, mRMR method and
MIFS method may ignore some features which have high values. Figure 5 shows the
relationship between the fi and fk in some particular case. When the value of the penalty
factor (area of I fi; fkð Þ) is close to the value of I fi;Cð Þ, those two feature selection
methods cannot select the candidate feature.

Fig. 3. Recognition rate in the first experiment
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The simulation results in the third experiment are shown in Fig. 6. The feature
subset which includes 20 feature selected by JMIM method was sent into the PCA
dimension reduction function. The experimental results show that the feature dimen-
sion reduction can be effectively combined with feature selection and bring the
advantages that improve emitter individual identification probability and further reduce
the subset dimension.

Fig. 5. Venn diagram illustrating the relation between the fi and fk in some particular case

Fig. 4. Recognition rate in the second experiment
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4 Conclusion

Considering the problem of large feature dimension would be met in the process of
SEI, feature selection is helpful in reducing the feature dimension and improving
individual recognition rate. Moreover, the feature selection can be effectively combined
with feature dimension reduce function and bring a better performance.

References

1. Xu S, Huang B, Xu Z, et al. A new feature vector using local surrounding-line integral
bispectra for identifying radio transmitters. In: International symposium on signal processing
and its applications. IEEE; 2007. p. 1–4.

2. YuanY,HuangZ,WuH, et al. Specific emitter identification based onHilbert-Huang transform-
based time-frequency-energy distribution features. IET Commun. 2014;8(13):2404–12.

3. Bertoncini C, Rudd K, Nousain B, et al. Wavelet fingerprinting of radio-frequency
identification (RFID) tags. IEEE Trans Industr Electron. 2012;59(12):4843–50.

4. Frei MG, Osorio I. Intrinsic time-scale decomposition: time-frequency-energy analysis and
real-time filtering of non-stationary signals. ProcMath Phys Eng Sci. 2007;463(2078):321–42.

5. 边肇祺, 张学工. 模式识别(第二版). 清华大学出版社; 2000.
6. Dash M, Liu H. Feature selection for classification. Intell Data Anal. 1997;1(1–4):131–56.
7. Blum AL, Langley P. Selection of relevant features and examples in machine learning. Artif

Intell. 1997;97(1–2):245–71.
8. 刘华文. 基于信息熵的特征选择算法研究. 吉林大学; 2010.
9. Somol P, Haindl M, Pudil P. Conditional mutual information based feature selection for

classification task. In: Congress on pattern recognition, Iberoamerican conference on

Fig. 6. Recognition rate in the third experiment

Specific Emitter Identification Based on Feature Selection 1007



progress in pattern recognition, image analysis and applications. Berlin: Springer; 2007.
p. 417–26.

10. 黄渊凌, 郑辉. 通信辐射源指纹产生机理及其仿真. 电信技术研究. 2012;1:1–12.
11. 谢阳, 王世练, 张尔扬,等. 基于差分近似熵和EMD的辐射源个体识别技术研究. 全国信

号和智能信息处理与应用学术会议专刊; 2016.

1008 Y. Xu et al.



Nonlinear Dynamical System Analysis
for Continuous Gesture Recognition

Wenjun Hou and Guangyu Feng(B)

School of Digital Media and Design Arts, Beijing University of Posts
and Telecommunications, Beijing 100876, China

kinsney@bupt.edu.cn

Abstract. Extracting applicable features from continuous gesture is
uneasy since it shows up as a nonlinear dynamic system with a spatial–
temporal pattern. This paper introduces a continuous gesture recognition
framework that analyzes, models, and classifies the nonlinear dynam-
ics of gestures based on chaotic theory. In this system, the trajectories
of finger joints are captured as the discrete observations of nonlinear
dynamic system, which defines the feature matrix of gestures by recon-
structing a phase space through employing a delay-embedding scheme,
the properties of the reconstructed phase space are captured in terms of
dynamic and metric invariants that include Lyapunov exponent, correla-
tion integral, and fractal dimension. Finally, we extract a feature matrix
for training several classifiers with relatively few samples and get best
accuracy of around 96.6% to prove our assumption that the nonlinear
dynamics of continuous gesture can be approximated by a particular type
of dynamical system for classification.

Keywords: Continuous gesture recognition · Human computer
interaction · Feature extraction · Chaotic theory

1 Introduction

Mid-air gesture interaction, as a common way of communication in the real
world, has advantages of being potentially natural, efficient and multidimensional
in the field of human–computer interaction. This interactive model contains not
only the mouse-based panning operations of a desktop coordinate system, but
also other unlimited operations with different postures. The requirement of natu-
ral interaction is met from the aspects of both multiple dimensions and intuition.
Especially in the virtual reality (VR) environment, the mid-air gesture interac-
tion is able to free users from the wearable devices, so that they can enjoy a more
immersive experience. Recent years have witnessed the progress of the graphics
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processing algorithms, many hardwares have the ability to capture the trajecto-
ries of the skeletons with built-in units. Specifically, LeapMotion and Kinect can
identify human’s bare hands and obtain the position of finger joints in real time.
There have been more and more attention to the mid-air gesture interaction; the
priority lies in the semantic processing of a large amount of dynamic spatial–
temporal information that is mostly metaphoric, ambiguous, and personalized.
The performance of conventional continuous gestures recognition algorithms are
mainly affected by such four factors:

1. A large number of degrees of freedom (DOF); The human hand is estimated
to possess 27 DOF, with each pose and motion modeled by many more state
variables.

2. Nonlinearity. The movement of gestures is inherently nonlinear, which is hard
to extract accurate features for describing the motion in mathematical terms.

3. Noise. The appearance of dynamical gesture seems irregular due to different
scales, shelter, orientations, luminosity, and other factors.

4. Different input dimensions. Gestures with same meaning are usually captured
as time series of different length, while traditional machine learning methods
require unified input dimensions.

In the early time, many researchers have borrowed models from speech recog-
nition such as HMM [1], conditional random fields (CRFs) [2] and dynamic
time scheduling (DTW) [3]. Among them, the HMM and CRF mainly employ
a probability distribution model to establish a adaptive standard of target ges-
tures and unintended gestures, but their temporal modeling capabilities are not
good enough for dynamic spatial information. Although DTW methods have
the advantage of low computational complexity, their sensitivity to the noise
and outliers will reduce the robustness. Besides, descriptive variables such as
tangential angular change [4] and coordinate of center point [5] are mostly used
in spatial feature extraction, their abilities to characterize the movement are
rather weak due to unknown governing equations of the system. There are also
researchers focusing on gesture strokes and proposing a combination of new fea-
tures such as left and right sector trajectory features, but they are too dependent
on orientation, distance and other spatial features of strokes, and the differences
between some similar gestures with confusing strokes such as five with S are
hard to tell [6]. Recently, there have been growing interests in convolutional
neural network (CNN) [7] and recurrent neural network (RNN) [8]. The hard-
ware revolution has greatly increased the speed of computers and helped the
original complex algorithms of deep learning to get a finer result than in the
past. According to the results and analysis of the 2016 ChaLearn [9], the best
recognition accuracy of isolated gesture recognition has improved from 56.90 to
67.71%, the Mean Jaccard Index (MJI) of continuous gesture recognition has
improved from 0.2869 to 0.6103. However, their massive computing power does
not pay off in the practical system, this reveals the fact that there is still a lack
of effective modeling methods in feature engineering.

The aim of this paper is to provide a modeling method of continuous gesture
recognition based on chaotic theory. The hypothesis is made that the irregularly
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sampled data of continuous gestures can be approximated with a particular
type of dynamic system, and the characterization of this nonlinear dynamics
will help with the establishment of feature vectors. The remainder of this paper
is organized as follows: Sect. 2 presents the methodology of main proposals and
its solutions. The proposed algorithm is validated experimentally on a set of
mid-air alphabetic gestures in Sect. 3. Future work and conclusion are given in
Sect. 4.

2 Chaotic Analysis of Continuous Gesture Recognition

When performing a particular alphabetical gesture, the trajectory we draw with
bare hand usually contains not only the stroke itself, but also those unintended
transition movement. When and how participants begin and end their gestures
depend on their own habits, which make the pattern recognition more diffi-
cult. Besides, the underlying mechanism is hard to characterize in mathematical
terms, descriptive statistics such as position of average coordinate points or ori-
entation angle are not sufficient for characterizing since they make no physical
sense without a detailed mathematical knowledge of the underlying dynamics.

The novelty of this paper stems from assuming a particular type of dynam-
ical system to approximate the nonlinear dynamics of gesture and describe the
features by discussing the structure and stability of this system. In other words,
rather than letting data speak for itself about numbers of independent vari-
ables and unknown parameters, we try to make assumptions about it and fit the
experimental data to the model by finding the parameters that best explains the
patterns.

2.1 Strange Attractor

Assuming that there is a determinism present in the seemingly stochastic dynam-
ics of gestures, which can be used to extract rich information for identification
and classification. In a mathematical field of dynamical systems, the attrac-
tor is used to denote the set of numerical values toward which system tends to
evolve, when the trajectory in an attractor with similar initial conditions tend to
move apart with increasing time, there is a strange attractor characterizing this
chaotic system with sensitive dependence on initial conditions. The next issue to
be considered is the invariants of system’s attractor, which also decides the prop-
erties of the constructed phase space for further classification. There are three
major features in discussion—correlation integral, fractal dimension, and maxi-
mal Lyapunov exponents. The correlation integral is the mean probability that
the states at two different times are close, while the fractal dimension measures
the change in the density of phase space with respect to the neighborhood radius
and characterizes the geometric structure of a strange attractor. The Lyapunov
exponents describe how trajectories on the attractor move under the evolution
of the system dynamics and the uncertainty about the future state. A chaotic
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process is generated by a nonlinear deterministic system with at least one pos-
itive Lyapunov exponent, which as a sufficient condition for stability also helps
us filter the training data. As these exponents quantify the exponential rate at
which nearby trajectories separate from each other while moving on the attrac-
tor, the maximal Lyapunov exponent is chosen as a dynamical invariant of the
attractor to measure the exponential divergence of the nearby trajectories in the
phase space.

2.2 Dynamic Reconstruction

Dynamic reconstruction describes a state of mapping from one-dimensional sig-
nal to an n-dimensional signal, which provides the dynamical modeling of a time
series for an unknown n-dimensional system to capture the underlying dynamics.
A fundamental method in dynamic reconstruction theory is a geometric theo-
rem called the delay-embedding proposed by Takens [10], which reconstructs a
phase space equivalent to the original phase space by delaying coordinate values.
To form a matrix with each row representing a point in the reconstructed phase
space (RPS), delayed copies of the original time series are used to slide a window
of length m through the time series, and stack the m-dimensional vectors into
the matrix with m noting embedding dimension and t noting delay parameter
[11].

X =

⎛
⎜⎜⎝

x0 xt x2t ... x(m−1)t

x1 xt+1 x2t+1 ... x1+(m−1)t

x2 xt+2 x2t+2 ... x2+(m−1)t

x3 xt+3 x2t+3 ... x3+(m−1)t

⎞
⎟⎟⎠ (1)

There are two main methods to estimate a proper embedding delay: sequence
correlation method and phase space geometry. The autocorrelation is a kind of
sequence correlation method, which reduces the correlation between the recon-
structed time series after selecting the delay time by the autocorrelation func-
tion to make the sequence dynamics less lost as much as possible. However,
this method is essentially a linear concept, suitable for judging linear correla-
tion rather than a nonlinear system. Based on this, Fraser and Swinney suggest
using the first local minimum of the mutual information between the delayed
and non-delayed time series, effectively identifying a value of delaying time for
which they share the least information [12]. The false nearest neighbor method
is used for finding the optimal embedding dimension m [13]. From the geometric
point of view, the chaotic time series is the projection of the high-dimensional
phase space on one-dimensional space with distorted trajectory, while the false
neighbor points are those independent points which turn out be adjacent after
projection in high-dimensional space and make chaotic time series irregular.
With the increase of the embedded dimension m, the false neighbor points will
be gradually removed and the trajectory of the chaotic motion will be restored
to regular one. This reveals the fact that if points are sufficiently close in a recon-
structed phase space, then they should remain close during a forward iteration, a
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phase space point that does not fulfill this criterion has a false neighbor. Figure 1
shows the three-dimensional projection of the reconstructed phase space for the
chosen values of t and m.

Fig. 1. Three-dimensional projection of reconstructed phase space

2.3 Correlation Factors

The correlation factors include correlation integral and fractal dimensions, they
two characterize the metric structure of the attractor. Of them, the correlation
integral measures the number of points within a neighborhood of radius, averaged
over the entire attractor as

C(ε) =
2

N × (N − 1)

N∑
i=1

N∑
j=i+1

H(ε − ‖xi − xj‖), (2)

where xi are points on the attractor, H (x) is the Heaviside function and ε is
the value of radius. When set a specific value of ε to compute C (ε), we can
get the correlation integral as a feature vector. In our training, we go through
several gesture samples to observe the stability of data with varying radius, and
finally set 50 for a distinguishing distribution. The correlation function of the
attractor, denoted as C (q, r), describes the probability that any two points on
the attractor are separated by a distance r for some integer q, indicated as

C(q, r) = r(q−1)Dq . (3)
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For q = 2 and taking the logarithm of both sides, the resulting dimension

Dq = lnC(ε)/lnε (4)

is correlation dimension we need and bounds the degrees of freedom required to
describe the system.

3 Experiment Result

3.1 Tracking Results of Gestures

In our experiment, we choose eleven continuous alphabetic gestures for classifi-
cation viz ‘A’, ‘B’, ‘E’, ‘F’, ‘H’, ‘I’, ‘K’, ‘P’, ‘R’, ‘X’, and ‘Z’. With the initial
coordinate data captured from LeapMotion, we extract each nonlinear trajec-
tory, respectively, in x, y, z dimensions from finger joints movement, and draw
the approximate coordinate function after smoothing (shown in Fig. 2).

Fig. 2. The trajectory of mid-air gesture

3.2 Classification Results

The performances of the feature extraction are evaluated using three classifiers
viz k-NN, SVM, and random Forest. In our experiment, fivefold cross-validation
is conducted to analyze the performance of each classier with different parame-
ters, the dataset is equally divided into five subsets, among them four subsets are
used for training, the other is for testing. The framework we proposed put a lot
of concentration on feature engineering, which improves the performance of the
model and even achieves a accurate result from a simple dataset. Our dataset
has 200 gestures of which 160 are used for training and remaining 40 are used for
testing. Finally, the average accuracy of cross-validation is calculated and shown
in Table 1. The three-dimensional projection of feature vector is shown in Fig. 3
with good clustering performance.
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Table 1. The average recognition rate of each alphabetic gesture in three classifiers

Gesture K-NN (%) Random forest (%) SVM (%) N/G (%)

A 95 97.5 97.5 2

B 87.5 92.5 80 1

E 97.5 100 95 1.5

F 97.5 100 95 2.5

H 92.5 92.5 92.5 3

I 95 100 97.5 3.9

K 100 100 100 2.5

P 90 92.5 80 3

R 85 90 80 4.5

X 85 100 95 9.5

Z 92.5 100 92.5 7.8

Overall 91.8 96.6 91.6 3.7

Fig. 3. Distribution of chaotic factors in feature matrix

From the average recognition classification accuracy of several alphabets’ ges-
ture, we can draw a conclusion that the algorithm we proposed for feature extrac-
tion applies to these three popular classification algorithm efficiently. Specifically
in case of individual’s gesture, the alphabets’ gesture ‘F’, ‘H’, ‘I’, ‘K’, and ‘Z’
achieve the best performance of about 100%, they all share a common character
of presenting as sequential movement, while for alphabets’ gesture ‘B’, ‘P’, and
‘R’ with certain curves, it is uneasy for LeapMotion to capture the real trajectory
without compensation, which put some constrains and effect on recognition, this
will help with our further design of some interactive gestures. The experimental
results suggest that our model provides pretty good recognition rate for most
of the gestures; however, there is still reduction in overall accuracy due to mis-
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classification of few similar gestures, such as D with P, E with F, and I with L,
which is also in line with our expectations and indirectly illustrates the effective
characterization of chaotic variables.

4 Conclusion

There are very few studies on the application of chaotic theory in dynamical ges-
ture recognition. In this paper, we have attempted to provide some insights into
feature extraction to recognize continuous alphabetical gestures, the recognition
rate of around 93% in three popular classifiers have proven our assumption that
these dynamical variables can characterize gesture motions in part and help us
with the further study from a new perspective of chaotic theory. However, these
three indicators we extract through phase space construction can only charac-
terize the approximate chaotic movement tendency to some extent, which means
our classifiers still cannot tell the difference between similar motions, there are
still many valid feature variables to be explored. So our future work will include
finding more indicators that characterize the gesture motion precisely to improve
the recognition performance and design easy-to-identify interactive gesture con-
sidering its chaotic structure.
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Abstract. In order to improve the measuring precision and stability of transit-
time ultrasonic flowmeter as well as the locating accuracy of datum point for
ultrasonic received signal, a feature wave recognition-based signal processing
method is proposed in this study, which derives from analyzing the cause of
errors in conventional threshold approach. By introducing a phase-shifted pulse
into the ultrasonic excitation one, a feature wave with different period and phase
is consequently produced in the ultrasonic received signal and recognized using
a high-precision TDC chip according to the period of the received signal at first.
Then the datum point of the received signal is accurately located with regard to
the relationship between the position of feature wave and the initial position of
the received signal so that the transit time of ultrasonic signal is finally mea-
sured. The following experiments focusing on a real-world problem demonstrate
that the proposed method can effectively reduce the measurement errors caused
by the amplitude change of the received signal. Such an approach is greatly
beneficial for improving the precision of measurement along with the stability of
the ultrasonic flowmeter.

Keywords: Ultrasonic flowmeter � Transit time � Signal processing � Feature
wave recognition � Measuring precision

1 Introduction

Ultrasonic flowmeter (UF), with its non-contact characteristic and superiority on
measuring accuracy, has become one of the most widely applied flow measurement
instruments [1]. And the transit-time ultrasonic flowmeter (TTUF) is always the first
alternative for solving practical problems regarding the fast response, easy installation,
and low maintenance costs.

Considering the relationship between the transit-time difference caused by upstream
and downstream and the velocity when ultrasonic pulse transmits through the flowing
medium, the TTUF can calculate the flow rate, in which the transit time of ultrasonic
signal plays a pivotal role for the flow rate measurement [2–4]. Such a parameter is
mainly affected by the measurement precision of transit time and the detection accuracy
of ultrasonic received signal. As for the former, it can be solved by utilizing time-to-
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digital converter (TDC), of which the measuring precision is typically up to picosecond
level nowadays [5]. Bearing this in mind, the accurate detection of ultrasonic received
signal becomes the most important factor affecting for the flow rate measurement.
Conventional threshold method is commonly deployed for detecting the ultrasonic
received signal, whereas measurement error is always produced by signal attenuation or
noise disturbance. As such, various solutions are proposed to solve this problem. For
instance, a digital signal processing algorithm using wavelet threshold for de-noising is
proposed by Meng et al. [6]. A variable delay-time filter method is proposed by Zhao
et al. [7]. A variable threshold-based zero-crossing detection signal processing method to
determine a feature wave as well as the zero-crossing point and the transit time is
presented by Wang et al. [8]. A dual-threshold method involving the determination on
the abnormality of the signal is reported by Chen et al. [9].

In this paper, aiming at the measurement error and poor stability of the conven-
tional threshold method caused by the noise in favor of practical application, consid-
ering the fact that the amplitude of the received signal could be changed easily while its
period and phase are not changed significantly by the noises, a feature wave
recognition-based signal processing method is proposed in this study. By means of
introducing a phase-shifted pulse into the specific position of ultrasonic excitation one,
a received signal with feature wave is consequently produced, of which the feature
wave can be recognized by a high-precision TDC chip according to its period. Based
on the position relationship with the feature wave, the datum point of the received
signal is accurately located which leads to an accurate detection of ultrasonic received
signal. Such an approach essentially reduces the measurement errors comparing with
the one of threshold-based methods caused by the amplitude change of the received
signal. The following experimental results show that the proposed method exhibits
superior performance over the conventional methods, and the real-world application
further demonstrates its practicability.

2 Analysis of Signal Processing

2.1 Error Analysis of Conventional Threshold Method

The principle of conventional threshold method is shown in Fig. 1. If the amplitude of
the received signal reaches the preset threshold voltage, the detection circuit will trigger
the zero-crossing detection and produce the stop pulses at the same time, then the
ultrasonic transit time will be measured. However, when the amplitude of the received
signal attenuates by disturbance, the stop pulse will have at least one periodic error
because the datum point is changed. As such, the measurement error of transit time will
be produced.

It can be depicted that the main problem for conventional threshold method is the
detection error of the received signal. Therefore, it is of great significance to improve
the accuracy on locating the datum point of ultrasonic received signal regardless of the
varied amplitude caused by the disturbance.
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2.2 Feature Wave Recognition-Based Signal Processing Method

According to the basic principles of underwater acoustics [10], the vibration produced
on its surface when the transducer receives the pulse signal can be described as

F ¼ Fm sin xtþuð Þ ð1Þ

where Fm, x, and u denotes the amplitude, angular frequency, and phase angle of
vibration. The received signal shares the same period and phase with the ones of (1),
but its amplitude is related to the velocity of the vibration which can be calculated as

u2 ¼ 2P1S
ZM

ð2Þ

where P1 denotes the acoustic pressure of incident wave, S and ZM refers to the section
area and mechanical impedance of receiver transducer, respectively. When the acoustic
waves are interrupted by disturbance during propagation, the S in (2) is correspond-
ingly reduced which will cause the amplitude attenuation of the received signal,
whereas the related period and phase will not be influenced. Taking such characteristic
into account, the feature wave recognition-based signal processing method is proposed.
The detailed elaboration as well as analysis is as follows.

A normal excitation pulse and its received signal are shown in Fig. 2. If a 180°
phase-shifted pulse is introduced into the excitation one, its received signal will be
changed as shown in Fig. 3. It can be depicted by comparing the two cases that the
period and phase of the received signal in specific position are varied by a 180° phase-
shifted excitation pulse, where a feature wave is introduced into the specific position of
the received signal. Considering the favorable recognition of feature wave and the
sensitivity and vibration speed of the utilized transducer with a resonant frequency of
1 MHz, an ideal received signal with higher initial amplitude and distinct feature wave
can be obtained if the 180° phase-shifted pulse is inserted after the third excitation
pulse as shown in Fig. 3.

Take a transducer with a resonant frequency of 1 MHz as an example, its received
signal with feature wave is shown in Fig. 4. After the zero-crossing detection, the

Fig. 1. Conventional threshold method
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periods of the received signal can be measured, i.e., t2 – t1, t3 – t2, t4 – t3, t5 – t4,
t6 – t5,…, and the period change rate is defined as,

S p ¼ Tn
Ts

n ¼ 1; 2; 3; . . .ð Þ ð3Þ

Fig. 2. a Normal excitation pulse and b received signal

Fig. 3. a Excitation pulse with 180° phase-shifted and b received signal with feature wave

Fig. 4. Received signal with feature wave
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where Tn is the period of the nth received signal after zero-crossing detection; Ts is the
standard resonant period of the transducer used.

A threshold value of the period change rate S std is preset according to the char-
acteristics of the transducer and the practical experience. If S p\S std, it can be
depicted there are no changes in the periods of the received signal. Else if S p � S std,
then the periods of the received signal are considered change, and the first change
received signal wave is identified as the feature wave. The position relationship
between the feature wave and the initial wave of the received signal can be determined
by the position of phase-shifted pulse signal in the excitation pulse. Thus, the datum
point of the received signal can be located accurately.

3 System Tests and Comparative Study

3.1 System Hardware Structure

Figure 5 gives the system hardware structure of TTUF method on the basis of the
feature wave recognition. EFM32G880F128 is used to be the controller of the system.
The high-precision TDC chip MAX35101 is used to transmit and receive the ultrasonic
signal as well as measure the transit time of ultrasonic signal. The phase-shifted pulse
drive circuit is responsible for generating an excitation pulse with fixed sequence. The
dual-channel SPDT analog switch TS5A23159 is adopted to the transfer switch for the
ultrasonic transmit circuits and the receive circuits.

3.2 Transit-Time Measurement

The accurate measurement of transit time requires the requirement on TDC chip is not
only on the high-precision, but also having the capability of recording multiple times
stop pulse for supporting the feature wave recognition method. The measurement
precision of MAX35101 is up to 20 ps, and it can continuously record six stop pulses
at one time, i.e., five periods of the received signal can be measured continuously,
which the recognition of feature wave can be completed within one-time measurement
scan.

EFM32
G880F128

MAX35101

LCD&KEY

phase-shifted
pulse driver 

circuit
TS5A23159

Received signal

Start Excitation Signal Transducer
Up

Transduer
Down

Data storage & 
communication

Fig. 5. System hardware structure diagram
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When the measurement stars, MAX35101 emits the ultrasonic excitation pulses
with no phase-shifted pulse in order to measure the Ts in (3) firstly, then it reemits one
excitation pulse to the phase-shifted pulse drive circuit as well as generate a start pulse.
The phase-shifted pulse drive circuit immediately generates a pulse sequence con-
taining ten excitation pulses in which the first three pulses have 180° phase difference
with the latter seven ones. When the signal containing feature wave is received, six stop
pulse signals are produced by MAX35101 with which five consecutive periods of the
received signal and the S p are calculated. Comparing the S p and the S std presented,
the corresponding feature wave is identified.

According to the position of the phase-shifted pulse introduced in the excitation
pulse, it can be determined that the third wave before the feature wave is the initial
received signal wave. Consequently, the datum point of the received signal is located
and the transit time of ultrasonic is measured.

3.3 Comparative Study

In order to verify the effectiveness of the feature wave recognition method presented in
this paper, two comparison experiments are conducted to the TTUF based on feature
wave recognition method (TTUF-FWR) and the TTUF based on conventional
threshold method (TTUF-CT): the transit-time measurement experiment on simulated
condition and the flow rate measurement experiment on flow test platform.

3.3.1 Transit-Time Measurement Experiment
This experiment is conducted to test the influence for the precision and stability of
transit-time measurement when the amplitude of the received signal changes. The
transducers with the resonant frequency of 1 MHz are installed on the TTUF with
DN50 in the 16 °C static clean water, and the voltage of excitation pulse is 3.0 V, the
threshold value of comparator is set to 30 mV. The amplitude attenuation of the
received signal is simulated by adjusting the resistance of resonant resistor which series
with the transducers. Table 1 shows the results of measurement.

Table 1. Results of transit time measurement with different methods

Maximum amplitude
of received signal
(mV)

TTUF-FWR TTUF-CT
Downstream
transit time
(ls)

Upstream
transit time
(ls)

Downstream
transit time
(ls)

Upstream
transit time
(ls)

400 48.275–
48.276

48.275–
48.276

48.628–
48.629

48.628–
48.629

300 48.281–
48.282

48.281–
48.282

49.633–
49.634

49.633–
49.634

200 48.286–
48.287

48.286–
48.287

50.631–
50.633

50.631–
50.633

<150 Low jitter, measurable Large jitter, more than 2 ls
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The results show that the transit times measured by TTUF-FWR basically keep the
same regardless the amplitude changes of the received signal, but the ones measured by
TTUF-CT produce about 2 ls errors. When the amplitude of the received signal is
lower than 150 mV, a data jitter occurs in the both flowmeters, which is smaller and
measurable for the TTUF-FWR and greater than 2 ls for the TTUF-CT which cannot
work normally. It can be seen that the TTUF-FWR has higher precision and stability of
measurement than the TTUF-CT when the amplitude of the received signal changes.

3.3.2 Flow Rate Measurement Experiment on Flow Test Platform in Real
Working Condition
In order to comparing the practical effect of flow rate measurement, this experiment is
conducted on the flow test platform of Dalian Hui Ming Instrument Co., Ltd. Figure 6
shows the experimental layout. The excitation pulse voltage of the transducers with
1 MHz resonance frequency is 3.0 V, and the threshold value of comparator is set to
30 mV. The water in the pipe is added amount of sediment in order to reflect the
practical situation that the bubbles and silt mixed in the water will cause the amplitude
change of the received signal when the pump runs. The photograph of the experiment is
shown in Fig. 7.

The flow rate measurement experiments are conducted at three different flow rates
of 1.5, 15, and 45 m3/h, and the measurements are done 10 times every 5 s at each flow
rate. The experimental results including the repeatability calculated are shown in
Table 2.

Table 2 shows that the measurement repeatability’s of TTUF-FWR are all better
than TTUF-CT at every flow rate, which indicates the more effectiveness of the feature
wave recognition method. Because the accurate flow rate cannot be calibrated in this
experiment, the minimum flow rate of 10 sets of measured data at 45 m3/h is,
respectively, selected as the standard flow rates to calculate the measurement errors of
the two flowmeters as shown in Table 3.

Flow regulating valve

Water Inlet

TTUF-FWR TTUF-CT

Pump

Valve Valve

Fig. 6. Layout of experimental devices
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According to Table 3, the maximum measurement error of TTUF-FWR is 3.253%,
whereas the one of TTUF-CT is 5.409%. Although the measurement error mentioned
above cannot accurately reflect the real measurement error, it proves that the feature
wave recognition method has a better performance in accuracy.

The two comparing experiments show that the TTUF-FWR is superior to the
TTUR-CT in the accuracy of measurement, the repeatability, the stability, and the
measurement precision because of decreasing the measurement error of transit time
caused by the amplitude changed of the received signal.

Fig. 7. Experimental photograph

Table 2. Measurement of flow rate

Group
number

TTUF-FWR TTUF-CT
Flow rate
1.5 m3/h

Flow
rate
15 m3/h

Flow
rate
45 m3/h

Flow rate
1.5 m3/h

Flow
rate
15 m3/h

Flow
rate
45 m3/h

1 1.523 15.619 45.561 1.492 15.961 44.784
2 1.562 15.895 46.024 1.593 16.334 45.436
3 1.422 15.724 46.352 1.651 15.805 45.825
4 1.475 15.636 46.684 1.454 15.529 46.391
5 1.395 15.525 46.236 1.328 15.035 46.632
6 1.613 15.149 45.853 1.466 15.297 45.457
7 1.453 15.266 45.352 1.354 15.536 45.203
8 1.537 15.749 45.213 1.473 15.154 44.565
9 1.569 15.817 45.942 1.629 14.897 44.239
10 1.637 15.725 46.204 1.626 14.662 44.354
Repeatability 0.081 0.238 0.461 0.115 0.550 0.825
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4 Conclusions

Aiming at the measurement precision and stability of TTUF, a feature wave
recognition-based signal processing method is proposed in this study. By measuring the
period of feature wave which has a specific position in the received signal, the datum
point of ultrasonic received signal is accurately located. The zero-crossing detection
error of threshold comparator caused by the amplitude change of the received signal is
effectively reduced so that the measurement accuracy of transit time is further
improved. The following experimental study demonstrates that the proposed method
performs better on both precision and stability comparing with the conventional
approach, which has a high feasibility and practical value for real application.
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Abstract. In order to solve the problems of difficult wiring, poor flexibility, and
high cost in aquaculture water quality monitoring, an unmanned water quality
monitoring cruise ship with water quality monitoring device was built. The ship
navigated automatically on the surface of the water according to the set course
and collected water quality data during the voyage, which saved a lot of
resources in this innovative way. There are two modes of operation for cruise
ships: manual mode and autopilot mode. In the manual mode, the user can
realize the manual operation of the ship through the remote controller and can
set the autopilot path of the cruise ship. In the autopilot mode, the cruise ship
moves automatically according to the preset path.

Keywords: Cruise boat � Water quality detection � Data acquisition �
Automatic navigation

1 Introduction

Aquaculture water is the environment that fishes depend on for survival, so the good
and bad culture environment is directly related to the growth and development of
cultured fish, which determines the yield and quality of aquatic products [1–3]. The
normal online water quality monitoring system, which usually replaces manual water
quality monitoring system, adopts the scheme of arranging a number of nodes on the
surface of the water. The system has the advantages of good real-time performance and
simple operation, but the price of each set of sensors is very expensive, which is
beyond the economic affordability of some farmers.

This paper designed an intelligent cruise boat for water quality monitoring, which
only needs to carry a set of water quality detection sensors, saving a lot of equipment
costs. At present, most of the researches on the water quality monitoring boat are
manually controlled by the shore personnel, so it is impossible for the boat to run
automatically for a long time.
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2 Overall Design of System

The system block diagram of the scheme is shown in Fig. 1. The cruise boat is
connected to the satellite positioning system, an electronic compass, the remote con-
troller, and the PC. The satellite positioning system is used to obtain the longitude and
latitude of the position information of cruise boat, and the electronic compass is used to
get boat’s course.

The remote controller is used to communicate with the cruise boat. Through it,
users can manually control the cruiser to move. They can also set up automatic nav-
igation routes for cruisers, which need to avoid obstacles on the surface of the water.
After completion, the remote control is required to set up the cruise boat into autopilot
mode, and then the cruise boat continuously collects data on water quality parameters
during the voyage. During autopilot, the user triggers a forward, left, right, or backward
operation, the cruise boat exits autopilot mode.

3 Hardware Design of Cruise Boat for Water Quality
Monitoring

In this paper, the circuit is divided into two parts: boat cruise and remote control.

3.1 Hardware Design of Cruise Boat

In order to realize intelligent cruising, the cruise boat carries the Beidou module, the
electronic compass module, the steering gear, the motor drive circuit, the 433 MHz
communication module, and the display module. The circuit diagram is shown in
Fig. 2 [4]. The cruiser adopts a 32-bit STM32F407 single-chip microcomputer with
high performance and high-performance price ratio. The frequency of operation is as
high as 72 MHz, and the code execution efficiency is high.

Satellite positioning Electronic compass

Remote control

Intelligent 
cruiser for water 

quality 
monitoring

User PC

Fig. 1. Intelligent cruise boat system for water quality monitoring
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The geographic position of the cruise boat is indicated by latitude and longitude,
which is obtained by the Beidou module UM220-III [5]. The positioning accuracy of
this module is about 2.5 m CEP. The module uses serial port to send data to STM32.

The electronic compass adopts the GY-273 module, the measuring range is ±1.3–8
Gauss, and the MCU can communicate with the module through the IIC protocol to
obtain the angle between the prow of cruising boat and the geomagnetic North Pole.
Combined with the output information of the above two modules, the motion state of
the cruise boat can be determined.

The wireless module uses the SX1278 module under the 433 MHz frequency to
communicate with the wireless remote control provided by the cruise boat [6].

The OLED carried on the cruise boat is used to display the boat’s information,
mainly including the current longitude, latitude, heading angle and so on [7].

3.2 The Hardware Design of Remote Controller

The remote controller is used to interact with the user and the interactive interface is
displayed on the display screen. Finally, the wireless module under the frequency of
433 MHz transmits the data to the cruise boat. The hardware block diagram is shown
in Fig. 3.

The key module uses TM1638 chip to reduce the input/output occupation of
microprocessor and simplify the complexity of program. In the design of the remote
controller, the keyboard is used to receive user information and LED displays the state
of the button pressed by the user. The digital communication of the module is designed
by serial port, which only occupies three input/output ports of microprocessor, and the
circuit connection is simple.

Stm32f103

Beidou module Electronic compass 
module

BTN7971 motor drive
Wireless moduleSteering gear

Display screen
module

Fig. 2. Hardware block diagram of the front-end device

Stm32f103433MHz 
module

TM1638 key 
module

OLED 
module

Fig. 3. Hardware block diagram of remote controller
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4 Software Design of Intelligent Cruise Boat for Water
Quality Monitoring

4.1 Programming of Remote Control

The function realization of cruise boat needs to cooperate with the remote control,
shown in Fig. 4, which needs to issue manual command, set path command, and
autopilot command to cruise boat. The program first initializes the required hardware
by using the function Board_Init(), including the 433 MHz wireless module, the key
module and the display module. The Input_deal() function then enters to detect the
input state of the user, assembles different data packets according to the different keys
pressed, sends them out through the Send_packet() function, and displays the operation
carried out by the current user on the display screen.

The remote control command packet format includes the following: “forward”
button corresponding to “forward” is the cruise boat’s advance command; “left turn”
button corresponding to “left” is the cruise boat assembly command; “right turn” button
corresponding to “right” for cruiser right-turn command; the “back” button corresponds
to “backward” for the cruise boat’s back command. These are manual driving orders.
The “setting place” button corresponds to “Set1” as the first point command to set the
path, and the “clear all” button corresponds to “clear” to clear the set location com-
mand, and the “autopilot” button corresponds to the “auto” as the autopilot command.
When the user sets the path, the current set point mark is displayed back on the display
screen, and the settings are automatically added 1. The schematic diagram of the
remote control keys is shown in Fig. 5.

Begin

Hardware 
initialization

Check button

Send wireless data 
commands

Display the user's 
current action

Fig. 4. Flowchart of remote control software
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4.2 Design of Autopilot Software for Cruise Boat

The embedded program is written by KEIL software and C language, and the flow of
autopilot software is shown in Fig. 6 [8–10]. After the software is started, the wireless
module, the Beidou module, the electronic compass module, the display screen mod-
ule, the steering gear, the motor drive circuit and the stm32 internal peripherals are
initialized by Board_Init() function.

The wireless module receives command data from the cruise boat’s remote con-
troller, which is divided into three types: the “manual pilot” command, the “set the
path” command, and the “autopilot” command. The Get_lc(&hello) function performs
different programs according to different commands, and if it is a “manual pilot”
command, the cruiser can move back and forth from side to side.

If it is the “set path” command, the program first reads the coordinate data of the
cruiser’s location, then the stm32flash_write() function records it to the inner flash of
the STM32 and displays the coordinate point label on the display screen.

If the “autopilot” command, then immediately enter autopilot mode, the program
first read the electronic compass and Beidou satellite data, and then determine whether
the cruiser’s current coordinates are near the coordinates of the destination. According
to the precision of the Beidou module, if the distance is less than 2.5 m, it means to
reach the destination. If the cruise boat reaches its destination, the next stored coor-
dinate is used as the destination. Then, according to the above information, the angle of
the cruise boat need to be adjusted is calculated. Finally, the calculation results are
input into the PID algorithm, and the output of the PID algorithm is used to control the
cruiser movement [11–13]. Through the continuous cycle of the above process, the
trajectory of the cruise boat is continuously adjusted, and then the cruise boat intelli-
gent cruise is realized.

Set location Auto

Forward

Left RightBackward

Clear all

Fig. 5. Schematic diagram of remote control keys
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4.3 Software Design for Environmental Information Collection

When a cruise boat controlled by autopilot software is navigating on the surface, the
data of water quality parameters collected by the cruise boat will be continuously
uploaded, and the software flowchart is shown in Fig. 7. The program first initializes
the 485 interface and the GPRS module by using Board_Init(), in which the 485
interface uses the baud rate of the 9600 bps, and each device has a unique address for
each device on the 485 bus, according to which each sensor can be distinguished [14].
And then the program reads the data from each sensor. After initialization, when the
cruiser is sailing on the water, the program sends the collected data to the user’s PC
through Gprs_send() function.
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Hardware 
initialization

Command type

Boat movement

Manual driving command

Autopilot 
command

Record path 
coordinate

Display coordinate 
number

Read Beidou 
coordinate data

Set path command

Read electronic 
compass data

Read Beidou 
positioning data

Read the next destination 
coordinate data

Calculate adjustment 
angle

PID algorithm for controlling 
the movement of boats

Arrive destination 
coordinates

Read destination 
coordinate data

YesNo

Fig. 6. Flowchart of cruise boat autopilot software
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5 System Test

The test uses three target points to form a triangle, and each point is 10 m apart. After
the target point is set, the cruiser is controlled into autopilot mode by the remote
controller. The actual path is shown in Fig. 8.

In the course of the experiment, the distance of each cruiser from the target point
was recorded four times, and the data was sent to the user PC by using the GPRS of the
data acquisition part. The result is shown in Table 1.

The cruiser can reach every target point correctly, and the distance error is less than
2.5 m. This precision can meet the requirements on the surface of the water, can be
used, and has a good application prospect.

Begin

Hardware 
initialization

Connected to server

Receive sensor data

Upload data

Yes

No

Fig. 7. Flowchart of environment information acquisition software

Fig. 8. Schematic diagram of cruise boat operation path
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6 Conclusions

In this paper, a kind of intelligent cruise boat with water quality parameters is realized,
and the water quality parameters information of the whole water area is collected in real
time by a novel “multi-point one boat” method, which saves a lot of material resources
and can meet the needs of aquaculture for water quality measurement.
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Abstract. The traditional target activity regular pattern extraction methods
replay previous target tracks, activities of the specified target are manually
analyzed by checking all the tracks on map. This paper adopts big data mining
technology to solve the problem of automatically extracting target classic tracks
and converts the original pure manual map analysis into system automatic track
extraction. This method greatly reduces the operation intervention of classic
track extraction, which can reduce the 3–4 manual days to 3–4 h.

Keywords: Big data mining � K-means clustering � Target activity regular
pattern

1 Introduction

The traditional method for target activity regular pattern extraction analyzes the activity
of a specified target in a manual manner by replaying previous trajectory data. It is
necessary to manually analysis the target trajectory according to time, region, country,
mission to form a classic trajectory, and then sum up the target activity pattern.
Therefore, there is a lack of effective methods for automatic extraction of target activity
patterns.

Big data mining technology [1] uses non-traditional machine learning tools to
process massive amounts of structured and unstructured data, to extract data rela-
tionships that are unknown, such as group data analysis (cluster analysis), unusual data
monitoring (abnormal monitoring), and relationship mining. Using big data mining
technology, intelligent processing similar to human intelligence can be performed on
the previous target trajectory data to extract target activity patterns.

Target activity regular pattern extraction with big data mining technology, whose
input time, region, and other conditions can be specified by requirements, utilize the K-
means clustering previous big target trajectory mining algorithm to extract classic
tracks, utilize geographic grid to merge the classic tracks into classic track patterns.
This technology solves the problem of automatically extracting interested target from
big amount of track data and converts the classic manually selection method to auto-
matic extraction with little human participation. This change for track regular pattern
extraction is fundamental, which greatly reduces the workload of operator.
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2 Extraction of Target Activity Patterns Based on Big Data
Mining

2.1 Target Classic Track Data Mining Method

This method utilizes big data mining technology to analyze the intrinsic correlation
among the large amount of target track data. According to the machine number, time,
area information, machine learning algorithms, such as data cleaning, data clustering
are used to excavate track pattern, then the classic tracks are shown to combat per-
sonnel for combat target rapid analysis. The flowchart for target classic track data
mining method is shown in Fig. 1, including data cleaning, track extraction, track
clustering, track merging, classic track generation, and classic track display. The core
of this flowchart is to track clustering.

(1) Data cleaning

The data for data mining is complex track data, which cover planes, ships, missiles, and
satellites. The data sources include ground-based air defense radars, airborne radars,
shipborne radars, and space-based radars, the sensor types include passive radar and
optical equipment. Due to the different data sources, detection mechanisms, trans-
mission mechanisms, the consistency and validity of the data should be considered.
Data cleaning is necessary for data anomalies eliminating, normalization processing,
and data formatting.

Track extrac on 

Track clustering Condi ons for track 
clustering

Mul ple track merging 

Classic track genera onTarget classic track

Classic track is shown

End

Mul ple tracks?

No

All tracks merged?

Yes

Yes

Start

Date cleaningTarget tack data Condi ons for extrac on

No

Fig. 1. Target activity pattern extraction with big data mining

1038 G. Yan et al.



The track data is stored in the big data platform with near-line relational database
and off-line distributed file system, where the track data within three months is stored
in database, and the track data more than three months is stored with specified format in
file system. During data cleaning, the data range is determined according to the con-
ditions of track extraction, then the related track data is read into memory of big data
platform, and the track data is cleaned.

(2) Track extraction

Using human–computer interaction window, the track extraction conditions, such as
type of plane, start and stop time of specified target, area range (up-left and down-right
corner of rectangular area, custom polygon area), country information, are properly set.

When the track is extracted, the big data platform acquires data components on
demand. According to the different track extraction conditions set by warfighters, the
related track data is parallel and quickly extracted into big data platform, and sorted by
types, start and stop time, area range, and country.

(3) Track clustering

Track clustering is the core of the target activity pattern with big data mining. It mainly
refines the analysis and processing of the large amount of unordered track data and
classifies the different tracks with different shapes.

In this process, Euclidean position distance constraint [2] is improved as multiple
track feature distance constraint for K-means clustering [3]. Euclidean position distance
constraint performs the nearest neighbor calculation based on Euclidean distance of
track point position. The computational complexity is low, and it is suitable for large-
scale track clustering. Multiple track feature distance constraint performs the track
feature Hausdorff distance [4], which includes track point position, velocity, attributes,
course, and so on. The multidimensional features are used, and the clustering accuracy
is better than the classic Euclidean position constraint.

The steps of K-means clustering algorithm is as follow:

Input: track data C1;C2; . . .;Cn, clustering initial value k
Output: classic track clustering results x1; x2; . . .; xk
Algorithm
steps

Step 1: Initialize k classic track seeds for track clustering. Extract n track data
C1;C2; . . .;Cn from big data memory database, select random k tracks as the
initial clustering seeds of the classic track clustering
Step 2: Distribute track point data samples to the nearest center vector and
construct disjoint clusters. For the remaining objects, according to their
similarity with these cluster centers, they are assigned to their most similar
clusters:

Pn
i¼1 min

j2 1;2;...;kf g
xi � pið Þ2

Step 3: Use the sample mean in each cluster as the new cluster center (average
of all objects in the cluster): x ¼ 1

Cij j
Pn

x2Ci
x

Step 4: Repeat steps 2 and 3 until the cluster center no longer changes.
Repeating this process until the standard measure function E to start to

(continued)
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(continued)

Input: track data C1;C2; . . .;Cn, clustering initial value k
Output: classic track clustering results x1; x2; . . .; xk

converge, and then get k clusters, making the clusters themselves as compact
as possible, and separating the clusters as much as possible. The standard
deviation function is used here as the standard measure function ad follow:
E ¼ Pk

i¼1

P
x2Ci

x� xij j2

The above K-means track clustering method based on Euclidean distance can
achieve rapid clustering processing with massive target track data, but the accuracy of
clustering is limited. In order to improve the clustering accuracy, K-means clustering
algorithm based on multidimensional track features can be considered in this process.
The algorithm steps are the same as the above method, but the distance calculation is
calculated using Hausdorff as follows:

dHðTRA;TRBÞ ¼ max
PA2TRA

min
PA2TRB

dist PA;PBð Þf g
� �

ð1Þ

In the above equation, dist PA;PBð Þ is the Euclidean distance considering the
position between the two points, dHðTRA;TRBÞ is the maximum distance between TRA

and TRB. Where from the middle point to the middle point and represents the degree of
similarity with. Where TRi is multidimensional track point sequence as follows:

TRi ¼ Pi1;Pi2; . . .;Pij; . . .;Pim
� � ð2Þ

Pij is multidimensional track point vector as follow:

Pij ¼ label longitude latitude altitude attribute velocity . . . course½ � ð3Þ

Which contains the target number, longitude, latitude, altitude, attributes, speed,
velocity, etc. of the track point Pij.

(4) Multiple tracks merging

The results of track clustering are merged according to the type of target. For aircraft
and ship targets, tracks are sorted by model, number, time, area, and country.

(5) Classic track generation

For the collection of target tracks obtained by the multiple tracks merging, the classical
track is extracted using the geographic grid technology. For the target tracks belonging
to the same category, the track points are divided by a suitable grid width, and multiple
tracks falling within a grid are replaced by one classic track point. The connectivity of
the grid connects the classic track points to form a classic track.

1040 G. Yan et al.



(6) The classic track displaying

According to the model, time, area, country, etc. that the warfighter pay attention to, the
classic tracks are displayed on the map.

2.2 General Machine Learning Algorithm Model

Target activity regular pattern extraction needs big data platform to implement data
cleaning, clustering analysis. Therefore, a general machine learning hardware and
software platform is necessary.

This paper develops a universal machine learning management tool to realize
multisource data training and real-time data prediction. The tool encapsulates seven
types of algorithms such as classification, regression, integration, and clustering,
among which anomaly detection and clustering are applied to target activity regular
pattern extraction. The universal machine learning algorithm model library is shown in
Table 1.

3 Verification Results

3.1 Lightweight Big Data Platform

To build a lightweight platform for the target activity regular pattern extraction, a big
data hardware platform with blade server I9000 + disk array, core software compo-
nents such as Hive, Spark, Yarn, and Zookeeper is constructed. The hardware and
software configurations are shown in Table 2.

Table 1. Universal machine learning algorithm model library

Algorithm
classification

Algorithm name Algorithm applicability

Anomaly
detection

Support vector machine Detecting unusual or abnormal data

Clustering Enhanced K-means, orthogonal partition
clustering

Finding natural grouping

Classification Logistic regression, Bayes classification,
support vector machines, decision trees

Predicting specific results

Regression Ridge regression, lasso regression, elastic
network

Prediction for continuous numerical
results

Integration Binary decision tree, gradient promotion Random forest data
Feature
extraction

Non-negative matrix factorization Generate new attributes as a linear
combination of existing attributes
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3.2 Target Classic Track Clustering Mining Results

In order to verify the validity of the target classic track extraction, the track data of an
airport in 2013 was used, and the data of one day is selected for cluster mining. Using
the above process, multiple tracks of similar shapes are grouped into clusters from a
large number of unrelated tracks, and multiple groups of tracks of different shapes are
divided into clusters. Figure 2a shows the five track clusters of interest, and Fig. 2b, c
shows the two of the five tracks.

Table 2. Big data platform hardware and software environment

Server There are 4 servers, 3 for constructing a fleet, and 1 for building
a stand-alone test environment. Blade server I9000 + disk array

Operation system Linux
Distributed storage system HDFS
Distributed computing
framework

Spark computing framework

Distributed resource
management system

YARN

Distributed collaborative
component

Zookeeper

Distributed message queue Kafka
Data migration tools Sqoop, kettle
Data processing algorithm
library

Mahout, Mlib

Cluster monitoring
deployment tool

CM

Fig. 2. Target classic track clustering results
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4 Conclusion

Target activity regular pattern extraction technology, according to the time, area, and
country constraint, utilizes the improved track-feature-based K-means clustering
method for big data mining in large amount of previous tracks. This technology greatly
reduces the operation intervention of classic track extraction, which can reduce the 3–4
manual days to 3–4 h. This technology has a wide range of application, such as radar
netting system and edge sea defense system.
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Abstract. Target detection in the background of sea clutter is an important part
of sea surface radar signal processing. The traditional detection of weak targets
in sea clutter is based on the statistical characteristics of sea clutter, which does
not reflect the intrinsic dynamics of sea clutter. Therefore, the detection results
are not ideal. Based on the chaotic characteristics of sea clutter, this dissertation
reconstructs the space structure of the sea clutter and proposes an improved
particle swarm optimization (PSO) algorithm based on adaptive time-varying
weights and local search operators. This method was applied to the optimization
learning of the parameters of the radial basis function (RBF) neural network
kernel function. The method was validated by using McIX University in Canada
to measure the sea clutter data with the target in the Dartmouth area using IPIX
radar. The results showed that the PSO-RBF algorithm in the background of
chaotic sea clutter has good predictability. Compared with the general radial
basis neural network, the improved algorithm not only has fast convergence
speed but also has high error accuracy.

Keywords: Particle swarm optimization (PSO) � Radial basis function (RBF) �
Target detection � Neural network � Sea clutter

1 Introduction

In recent years, the small target detection technology in the sea has attracted more and
more attention. Sea clutter is an echo signal that radar shines on the sea surface and is
very vulnerable to external environmental factors such as waves, wind speed, and wind
power. Since sea clutter can seriously affect the detection of small targets on the sea
(including low-altitude flying planes, small warships, floating ice on the sea, navigation
buoys, etc.), the study of sea clutter characteristics is of great significance.

The research of sea clutter based on chaos theory can reflect the inherent nonlinear
dynamics of sea clutter [2]. The introduction of nonlinear theory and neural network
technology has improved the detection performance of small sea targets. Many scholars
have done a lot of related works. Optimization of RBFNN center points, variances, and
number of hidden layer nodes by genetic algorithm [3]. An algorithm based on dual-
constraint least square support vector machine is introduced to detect the weak signal in
the background of chaotic sea clutter [4]. Based on the study of normalized RBF neural
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network and least squares support vector machine (LSSVM) nonlinear prediction of sea
clutter, a prediction method of LSSVM-coupled image lattice is proposed [5].

In this dissertation, the sea clutter is reconstructed by phase space, and an improved
PSO algorithm based on adaptive time-varying weights and local search operators is
proposed. This algorithm is applied to the optimal learning of kernel function
parameters in RBF neural network. Algorithm flowchart is shown in Fig. 1. The
simulation results show that the PSO-RBF algorithm has good predictability in the
chaotic sea clutter background. Compared with the general radial basis neural network,
the improved algorithm not only has fast convergence speed but also has high error
precision.

2 Phase-Space Reconstruction Model

Phase space is a multidimensional space that can reflect the inherent dynamic structural
characteristics of the system. For a nonlinear system, the internal structure is usually
more complex, and the phase space has a higher dimension. Therefore, it is difficult to
determine the dimension. In practical applications, for a given one-dimensional time
series, it is usually extended to a three-dimensional or even higher-dimensional space in
order to extract the information contained in the time series. This process is called
phase-space reconstruction. Its essence is to reconstruct a one-dimensional time series
into an m-dimensional phase-space vector:

yðtþmsÞ ¼ F yðtÞ; yðtþ sÞ; . . .; yðtþðm� 1ÞsÞð Þ ð1Þ

where m is the embedding dimension, s is the delay time, and F is the nonlinear
function. Phase-space reconstruction’s main steps are as follows:

Step 1: Calculate the embedding dimension m. The GP algorithm is a simple and
relatively mature method for calculating the embedding dimension.

Step 2: Calculate the delay time s. The autocorrelation function method is a commonly
used calculation method that is relatively simple and mature.
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Fig. 1. PSO-RBF target detection flowchart
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3 PSO-RBF Neural Network Target Detection Model

3.1 The Basic Principle of Particle Swarm Optimization

Particle swarm optimization is a simulation of bird flocking behavior. The global search
is achieved through the collective cooperation and competition between the particles.
All particles have a fitness determined by the function being optimized, and a speed
determines the direction and distance of their movement. During the iteration of the
PSO algorithm, the particle updates its speed and position by tracking two extreme
values (individual extremum pbest and global extremum gbest). When these two optimal
values are found, the particles update their speed and position according to the fol-
lowing formula:

vkþ 1
id ¼ vkid þ c1randðÞ pki � xkid

� �þ c2randðÞ pkgd � xkid
� �

ð2Þ

xkþ 1
id ¼ xkid þ vkþ 1

id ð3Þ

where c1 and c2 are learning factors; vid is the speed of the particle, vid 2 ½�vmax; vmax�,
vmax is a constant, set by the user to limit the speed of the particle; randðÞ is a random
number between [0, 1].

The improved PSO algorithm proposed in this paper: In iterative formula (2) adding
self-knowing time-varying weights wi, and in iterative formula (3) adding a. Its
mathematical description is as follows:

vkþ 1
id ¼ vkid þ c1randðÞ pki � xkid

� �þ c2randðÞ pkgd � xkid
� �

¼ wend þ wstart � wendð Þ exp �15
k

kmax

� �3
" #( )

vkid

þ c1randðÞ pki � xkid
� �þ c2randðÞ pkgd � xkid

� �
ð4Þ

xkþ 1
id ¼ xkid þ vkþ 1

id a ¼ xkid þ vkþ 1
id randðÞh ð5Þ

where wi is in the range of ðwmin;wmaxÞ; kmax is the maximum number of iterations set
by the algorithm; randðÞ is a random number between ½0; 1�; h ¼ ½randðÞþ 0:5� (where
[] is a rounding operation).

3.2 RBF Neural Network

RBF neural network is a kind of feed-forward back-propagation network constructed
based on function approximation theory. It has strong ability to classify and approxi-
mate arbitrary nonlinear continuous functions. The structure of RBF neural network is
shown in Fig. 2.
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3.3 PSO-RBF Algorithm Flowchart

PSO-RBF algorithm flowchart is shown in Fig. 3.

4 Simulation

4.1 Simulated Sea Clutter Prediction

Assuming that in the case of a turbid background signal, the grazing echoes for the
presence of sea clutter and noise are described by the following mathematical model:

H0 : xðnÞ ¼ cðnÞ; 1� n�NT

H1 : xðnÞ ¼ sðnÞþ cðnÞ; 1� n�NT

�
ð6Þ

where xðnÞ is the observation time series, sðnÞ is the target signal, cðnÞ is the chaotic
background signal, NT is the total number of points of the observation sequence signal,
H0 represents the signal that does not contain the target, and H1 represents the signal
that has the target.

This paper uses Lorentz turbidity time series to simulate sea clutter. System
parameters r ¼ 16; b ¼ 4; r ¼ 45:92. The initial value x ¼ �1; y ¼ 0; z ¼ 1. And
using the 4th-order Runge–Kutta method with an integration step of 0.01 to solve the
Lorenz equation.

Set a single periodic target signal sðnÞ as:

sðnÞ ¼ 0:01 sinð2sf Þ; f ¼ 0:3 ð7Þ

Figure 4 shows the spectrum of a single periodic signal. SNR ¼ �75:98 dB.
Phase-space reconstruction of the mixed time series, using PSO-RBF neural network to
predict the mixed time series with rectangular target signal. Forecast results are as
shown in Fig. 5, and forecast error is as shown in Fig. 6.

x1

y1

x2

xm

ym

c1

c2

c3

Σ

Σ

Fig. 2. RBF neural network structure
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From Fig. 6, it can be seen that the frequency spectrum peaks at f ¼ 0:3, thus
enabling the detection of periodic signals.

From Table 1, it can be seen that the improved PSO-RBF can achieve faster
convergence and better accuracy.
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4.2 IPIX Radar-Measured Sea Clutter Prediction

Select the #18 sea clutter data of the IPIX radar data set and select the sampling points
of the 10,000 distance sea clutter data as the test sample. Using the RBF neural network
trained to achieve prediction accuracy, the results are shown in Fig. 7.

It can be seen from Fig. 7 that there is a target at sampling point 1800-2200 and
sampling point 8700-8800, which is consistent with the actual results (Table 2).

The experimental simulation shows that for the measured sea clutter data without
weak targets, it can use RBF neural network and PSO-RBF neural network to perform
single-step prediction because of its chaotic characteristics. For the measured sea clutter

Fig. 4. Spectrum of a single periodic signal

Fig. 5. Prediction value and real value of chaotic time series with a single periodic signal
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Fig. 6. Spectrum of prediction error of a single periodic signal

Table 1. Performance comparison of three algorithms

Algorithm name RBF Classic PSO-RBF Improved PSO-RBF

Train time (s) 883.6 678.2 258.5
RMSE 0.032 0.183 0.000323

Fig. 7. IPIX radar-measured true value and predicted value sea clutter data

Table 2. Mean square error comparison of three algorithms

Algorithm name RBF Classic PSO-RBF Improved PSO-RBF

RMSE 0.047 0.0143 0.00234
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data with weak targets, the presence of the weak target destroys its inherent chaotic
characteristics, which causes the prediction error to be larger than that of the pure sea
clutter data. Therefore, we can effectively detect the weak target of the sea by com-
paring the turbidity characteristics of sea clutter by comparing the size of the prediction
error. According to the comparison of prediction errors, it can be concluded that the
improved PSO-RBF neural network detection is better.

5 Conclusion

In this paper, based on the analysis of particle swarm optimization, an improved
particle swarm optimization algorithm is proposed for the PSO algorithm to fall into
local minimum defects. The improved algorithm is applied to the hidden layer node
parameters of the RBF neural network, namely the data center and the width. In the
selection through simulation and IPIX radar data tests, it is verified that the improved
PSO-RBF neural network has a better effect on weak target detection under sea clutter
background.
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Abstract. In order to improve the reliability and security of biometric-
based identity authentication system and reduce the risk of unauthorized
access caused by forgery feature attacks, this paper proposes a method
for identifying the identity of visitors. The method is based on D-S evi-
dence theory. The palm print and palm vein are used as authentication
features. Firstly, the same collection device is used to collect palm print
and palm vein images under different wavelengths of light source and
extract the HOG features of the image; then, use the one-vs-one multi-
classification method of SVM to classify different individuals, and finally,
using the D-S fusion strategy at the decision-making level to improve the
security and accuracy of the identity authentication system. Through
many experiments, the recognition rate of decision-making layer fusion
is above 98%, which confirms the effectiveness of the proposed method.

Keywords: Multiple biometrics · D-S fusion · Identification

1 Introduction

In the existing data protection system, identity authentication is the first line of
defense. At present, the mainstream identity authentication method is biomet-
ric authentication technology, including fingerprint, palm print, iris, vein, and so
on. In recent years, bionic technology has developed rapidly. The emergence of
items such as fingerprint caps makes identity identification schemes based on a
single biometric no longer secure. However, it is difficult for criminals to obtain
raw data of multiple biometrics at the same time, which provides new ideas for
improving the reliability and security of existing biometric-based identification
systems. In the existing feature fusion scheme, fusion is mainly performed at the
following four levels: original data layer fusion, feature layer fusion, matching
layer fusion, and decision layer fusion. It is very important to choose reasonable
biometric features and fusion strategies. In a complex interactive environment,
it is worthwhile to improve the ability of biometric-based identity authentication
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systems to defend against counterfeit feature attacks while ensuring recognition
rates. Combined the above issue, this paper proposes a method for identifying
the identity of visitors. The method is based on D-S evidence theory, and the
palm print and palm vein are used as authentication features. Firstly, the same
collection device is used to collect palm print and palm vein images under dif-
ferent wavelengths of light source and extract the HOG features of the image;
then, use the one-vs-one multi-classification method of SVM to classify different
individuals, and finally, using the D-S fusion strategy at the decision-making
level to improve the security and accuracy of the identity authentication system.

2 Related Knowledge

Multi-feature fusion is the application of information fusion technology in the
field of pattern recognition. The fusion of the decision-making layer belongs to
the top-level fusion method. According to the result of single feature recognition,
the fusion decision is made according to a certain distribution principle, and
finally, the identity authentication will be output [1].

In the process of multi-feature fusion, there are some uncertain factors. The
D-S evidence theory has good fuzzy inference performance for the uncertainty
evidence. Xu and Yu [2] pointed out that the D-S method provides strong the-
oretical basis for the expression and synthesis of uncertain information. Chang
et al. [3] used the D-S evidence theory to fuse the features of the image such as
color and texture. Experiments have shown that it has a good recognition effect.
In the field of identity authentication, researches of using D-S evidence theory
for multi-feature fusion are rare.

In order to ensure the identification efficiency of the identity authentication
system in the actual complex environment, this paper applies the D-S evidence
theory fusion algorithm to the decision-making layer. Firstly, the HOG algorithm
be used to extract the eigenvalues of a single biological image on the training
data set. Then, the recognition subsystem be used to train. Next, the parameter
correction set be used to test the recognition accuracy rate of the feature, which
will be considered as the BPA of D-S evidence theory, and the different BPA is
used for decision-level fusion recognition. Finally, the recognition result and rate
of the system after feature fusion will be obtained.

The decision output f(x) of the standard SVM is a hard output, which
means that only x is or does not belong to a certain class, and does not provide
the probability of belonging to this class. The Dempster synthesis rule first
needs to determine the basic probability setting of each piece of evidence. The
recognition accuracy rate of each biometric in this paper is a piece of evidences
BPA. Therefore, the SVM posterior probability proposed by Platt will be used
as the BPA for each evidence.

After learning the training data set of a single feature, in order to ensure the
objectivity of the BPA assignment, a parameter-corrected data set will be used
to obtain more reliable position parameters, scale parameters, and recognition
accuracy α of the feature-corresponding classifier. The Ci refers to the user’s



1054 Y. Wang et al.

category number, and i is the number of categories. The definition of the palm
print feature recognition result is the first proof body, the palm vein feature
recognition result is the second proof body, and the BPA function corresponding
to the jth proof body can be described in the following form:

mj(C1, C2, . . . , Ci, . . . , CN ) =

⎛
⎝

p11a1, p12a1, . . . , p1Na1

· · ·
pj1aj , pj2aj , . . . , pjNaj

⎞
⎠ , j = {1, 2, . . .} (1)

The degree of uncertainty of the jth evidence body is described in the following
form:

mj(Θ) = 1 − αj (2)

According to the Dempster synthesis rules and calculating the belief function
and the plausibility function of the two evidence bodies, the reliability of the
evidence to identify all the propositions of the framework and the uncertainty
of the evidence are obtained.

3 Experiments and Analysis

3.1 The Source of Image Database

In order to verify the effectiveness of the proposed method, it is necessary to do
the simulation experiment. This paper uses the database of palm print and palm
vein images provided by the Hong Kong Polytechnic University as experimental
data.

In this paper, 40 people were randomly selected from the above image library
as the internal staff of a small company. The palm print image and the palm vein
image were combined one by one. One person has eight palm print images and
eight palm vein images. Four palms were randomly selected from one feature.
The four of palm print images and the four of palm vein images are used as
training data set to train the model proposed in this paper. The next two of
them are selected as parameter correction data set to correct the probability of
the single feature SVM classifier output and obtain the classification accuracy
rate. The last two of them are used as test data set to obtain the accuracy of
the fusion method proposed in this paper. The evaluation index of the proposed
method is correct recognition rate (CRR).

3.2 Results and Analysis

In order to verify the recognition rate of individual features, experiments were
performed on test data sets used to test palm print and palm vein. The con-
struction of BPA function of palm print and palm vein evidence body depends
on the classification accuracy rate. According to the experiment, the recognition
rate of palm print is 85%, and the palm vein recognition rate is 90%. They are
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Table 1. Comparison of the D-S fusion performance

The name of experiment The
numbers of
test images

The right
numbers of
the results

CRR in (%) The max
time of one
sample
in(s)

Palm print 80 68 85 1.091947

Palm vein 80 72 90 1.533456

D-S fusion 80 79 98.75 5.365985

brought into the D-S fusion rule. The method proposed in this paper was tested
using the test data set. Table 1 shows the recognition results of the D-S fusion
method based on the palm print and palm vein proposed in this paper.

By analyzing the above experiment, we can draw the following conclusions:

(1) The traditional HOG algorithm can extract palm print features with a recog-
nition rate of 85%, but it can be easily forged. Therefore, using only the palm
print feature does not guarantee that the system is safe.

(2) Since we are not sure whether it is a fake palm print, we can combine the palm
print and vein features to improve the safety of the system. The experimental
results show that the proposed D-S fusion strategy has good performance for
joint authentication of two features. A higher recognition rate demonstrates
the effectiveness of the method.

4 Conclusion

In this paper, the D-S evidence theory is applied to the authentication method
based on palm print and palm vein. The experimental results show that the
method is simple and effective. It can not only use the authentication based on
the palm vein to resist the forgery feature attack, but also realize the high recog-
nition rate authentication system and provide an effective scheme with certain
engineering significance. However, there are some deficiencies in this paper. For
example, the number of test samples is not enough, and the performance of the
method under the large-scale sample set is not verified. The recognition perfor-
mance of palm vein needs to be further improved. The next step is to extract the
texture features of the palm vein using other feature extraction methods (such
as LBP) to improve the recognition rate of the palm vein.
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Abstract. Ice and snow have a detrimental effect on the transmission and
distribution lines. In the calculation of the ice thickness of the ice-covered
transmission lines by the image method, the center position of the target
transmission lines is crucial for the detection result. The detection of ice-covered
transmission lines is affected by external factors, resulting in images that are
mostly inclined ice-covered images. Therefore, it is necessary first to straighten
the wire and then by fitting the image rotation technique.

Keywords: Ice-covering transmission lines � Least squares � Position detection

1 Introduction

In the ice detection system, the thickness of the ice coating is required to be detected
due to different environmental conditions [1, 2]. In calculating the ice thickness of the
target transmission line, we use the pixel difference in the vertical direction of the edge
of the transmission line instead of the thickness of the ice coating. However, due to
problems such as the angle of shooting, the power lines obtained after dividing the
image are often inclined. So before calculating the thickness of the ice coating, we need
to straighten the power line by image rotation technology [3, 4]. First, measure the tilt
angle of the transmission line. Here, use the straight line fitting technique to obtain the
tilt angle of the wire ice coating image, and then use the image rotation technique to
straighten the inclined wire.
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2 Fitting Method of Ice Coating Line

If the number of sample points is a set of data, through a set of experimental data,
according to the principle of the smallest sum of squared residuals, look for an analytic
function, which is the least squares method, for a given set of data
ðxiyiÞði ¼ 0; 1; . . .;mÞ. It is required to find a function y ¼ s � ðxÞ in function class
U ¼ fU0;U1; . . .;Ung, so that the sum of squared errors

dk k2¼
Xm
i¼0

d2i ¼
Xm
i¼0

s � ðxiÞ � yi½ �2 ð2:1Þ

tends to be the smallest, ie:

dk k2¼ minsðxÞ2Ui

Xm
i¼0

s � ðxiÞ � yi½ �2 ð2:2Þ

polynomial in (2.1):

sðxÞ ¼ a0 � U0ðxÞþ a1 � U1ðxÞþ � � � þ an � UnðxÞ ðn\mÞ ð2:3Þ

is the least squares method of curve fitting.
The coefficients a1, a2, … , an in the Eq. (2.2) can be obtained by solving the

problem of the minimum value of (2.1). The final result s(x) found is generally a high
degree polynomial.

3 Detection of Ice-Covered Wires by Least Squares Straight
Line Fitting Method

Combine the approximation parameter method to give an angle arbitrarily (according to
our experimental experience, recommended as 70) give a maximum error according to
the accuracy requirement, and then take the first two points according to the measured
experimental data. Use the least squares method (for the first case, it is actually two
points to determine a straight line) to fit its model (straight line), calculate the coor-
dinates of its starting point and end point, and the connection between the next point
and the starting point. The angle a of the fitted line: Assume that the starting point of
the fitted line is S(XS, YS), the ending point is E(XE, YE), and the next point is
N(XN, YN), then Lack, the distance between points SE is

SEj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðYS � YEÞ2 þðXS � XEÞ2

q
ð2:4Þ
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the distance between points S and N is

SNj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðYS � YNÞ2 þðXS � XNÞ2

q
ð2:5Þ

the distance between points E and N is

ENj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðYE � YNÞ2 þðXE � XNÞ2

q
ð2:6Þ

the angle obtained by the cosine theorem is

a ¼ cos�1 SEj j2 þ SN � ENj j2
2 SESNj j ð6:7Þ

It is judged whether the angle a is smaller than a given angle. If a is less than a
given value, then this point N is added to the previous point column to redo the least
squares line fit until a is greater than the given value, and the resulting model is the
model of the first straight line. Repeat the above-mentioned fitting and judgment with
the last point on the straight line and the next point until all the points are fitted and
obtain the models of all the segmented lines. Then use these models to calculate the
intersection of adjacent lines. Get their intersections, which are the end points (start or
end) of the fitted straight line segment. Once the model has been obtained, the error
analysis of the model can be performed, that is, whether the obtained model satisfies
the error requirement (Figs. 1, 2, and 3; Table 1).

The experimental results show that the classification accuracy of color-based image
feature extraction is between 80 and 90, and even 95% accuracy can be achieved. The
more the number of samples, the higher the accuracy.

Fig. 1 Linear fitting of the first conductor
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4 Conclusions

This paper proposes a method for realizing the position detection of ice-covered wires
by means of least squares fitting. The method has the advantages of simple and rapid
adjustment of adjusting the position of the ice-covered wire, measuring the inclination
angle of the wire by the image method, and adjusting the inclination angle. The test
result shows that the method can effectively collect the vertical direction of the wire
edge in the ice-covered image. The pixel difference provides a reliable basis for cal-
culating the thickness of the ice.

Fig. 2 Linear fitting of the second conductor

Fig. 3 Linear fitting of the third conductor

Table 1 Analysis

Wire Slope

Ice coated wire 1 −0.5512
Ice coated wire 2 4.8472
Ice coated wire 3 −3.9271
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Abstract. The relationship of decision rule of sensor for each other is relevant
to data fusion, so different topological networks of sensors usually results in
different performances. This paper considers the sequential network fusion with
two sensors in some detail and compares its performance with that of single
detection and fusion. In this paper, the detection model is specified for binary
hypotheses testing problem. In particular, this paper supposes that Bayesian risk
cost of different decisions and the prior probability distribution of two
hypotheses are known. Finally, this paper simulates the probabilities of error and
Bayesian risk by these fusion rules with corresponding to different values of
prior probabilities of two hypotheses by these fusion methods. And compared
to single detection and fusion, the performance of sequential detection and
fusion is better.

Keywords: Distributed detection � Single detection and fusion �
Optimal fusion � Sequential network fusion

1 Introduction

Multi-sensor distributed detection and data fusion is an emerging technology that is
applied in a wide range of areas such as automated target recognition, field surveil-
lance, and so on [1, 2]. Contrast to the multi-sensor centralized detection which needs
to collect the whole data received from all sensors to make decision, multi-sensor
distributed detection refers to that each sensor could make temporary decision to be
referred to the fusion center to make final decision, so multi-sensor data fusion refers to
synergistic combination of information inferred by sensors for a better decision usually
corresponding to a less probabilities of error [3].

2 Single Detection Fusion and Sequential Fusion

The relationship of decision rule of sensor for each other is relevant to data fusion, so
different topological networks of sensors usually results in different performance. This
paper considers sequential topological data fusion for two sensors on binary hypothesis
testing problem in some detail. And then, this paper discusses its difference from the
fusion of single detection and sequential fusion.
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2.1 Distributed Detection with Two Sensors

In a binary hypothesis testing problem, each hypothesis represents either the absence of
a target or the presence of a target, and it can also represent symbol zero or one.
Usually, the two hypotheses are respectively denoted by H0 or H1. For Bayesian
detection method, the prior probabilities of the two hypotheses are known and denoted
by P0 or P1. And what will be declared yields to a certain conditional probability under
each hypothesis. This paper denotes the average cost or Bayesian risk function by R.

R ¼
X1
i¼0

X1
j¼0

CjiPiP declaringHjjHi is present
� � ð1Þ

When it comes to two sensors, the conditional probability is related to the two
declarations u1 and u2, respectively, from two sensors. u1 is 1 if sensor 1 declares H1 or
else is 0, likewise for u2. So, the conditional probability above can be expressed by

P HjjHi
� � ¼ X1

u2¼0

X1
u1¼0

P declaringHjju1; u2
� �

P u1; u2jHi is presentð Þ ð2Þ

And the conditional probability Pðu2; u1jHi is presentÞ is determined by observa-
tions of sensors, y2 and y1. For analog observations, y is stochastically sampled in
continuous space and yields to a certain conditional probability distribution. And
hence,

P u2; u1jHi is presentð Þ ¼
Z

Z1 u1ð Þ

Z
Z2 u2ð Þ

p u2; u1; y2; y1jH1ð Þdy2dy1 ð3Þ

where Z1 u1ð Þ expresses the region corresponding to declaration u1 for observation y1,
likewise, it is the same with Z2 u2ð Þ.

In above equation, the factor Pðu2; u1jHi is presentÞ usually means distributed
detection process and factor P declaringHjju2; u1

� �
does data fusion process. However,

not in all distributed detection and data fusion architecture, the two processes can be
clearly separated. As to sequential network, the two processes of distributed detection
and data fusion are combined.

2.2 Single Detection and Fusion with Two Sensors

For single detection, performances of sensors are conditionally independent,

P u1; u2jHið Þ¼P u1jHið ÞP u2jHið Þ ð4Þ

And in the case of two sensors’ detection, there are 22
2
fusion rules, however, only

six of them are monotonic fusion rules [4]. The two of the six are simply all-one and
all-zero, and their probabilities of error are the prior probabilities. And another two are
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the decision of each sensor selves, totally disregarding the other. So, the probabilities of
error of fusion are that of corresponding sensor. And the other two fusion rules are
AND rule and OR rule, which comply with logical functions as follow,

AND rule : u0 ¼ 1; if u1 ¼ 1 and u2 ¼ 1
0; otherwise

�
ð5Þ

OR rule: u0¼ 1; if u1 ¼ 1 or u2 ¼ 1
0; otherwise

�
ð6Þ

According to logical function and conditional independence, by any OR rule or
AND rule, we can obtain the probability of detection, false alarm and missing which
are denoted by PD, PF and PM, respectively.

AND rule:
PD ¼ PD1PD2

PF ¼ PF1PF2

PM ¼ 1� PD

ð7Þ

OR rule :
PM ¼ ð1� PD1Þð1� PD2Þ
PF ¼ 1� ð1� PF1Þð1� PF2Þ
PD ¼ 1� PM

ð8Þ

And, the probability of error is given by

P errorð Þ ¼ P H0ð ÞPF þP H1ð ÞPM =
def

PE ð9Þ

2.3 Sequential Network Detection and Fusion

The architecture of sequential network as followed picture, two sensors observe the
same source, and their observations are conditionally independent. The first sensor will
transmit its decision to the second. And the second sensor will integrate the decision of
the first sensor and its observation. The combination mode of decision is serial, that is
to say, the second has two different thresholds corresponding to the decision of sensor
1. And the decision of second is not only the second decision but also the fusion result
(Fig. 1).

source

Sensor1 Sensor2 

Fig. 1. Sequentially distributed detection and data fusion structure

1064 L. Cheng



The Bayesian risk function for this architecture is given by

R ¼
X
i;j;k

ZZ
y1;y2

CjkPkpðu2ju1; y1; y2;HkÞpðu1; y1; y2jHkÞdy1dy2 ð10Þ

where i; j; k ¼ 0; 1, and i is the decision u1 and j is decision u2. And the decision u2
does not depend on y1, therefore,

R ¼
X
i;j;k

ZZ
y1;y2

CjkPkp u2ju1; y2ð Þp u1; y1jHkð Þp y2jHkð Þdy1dy2 ð11Þ

Explicitly summing over u2 and considering p u2 ¼ 1ju1; y2ð Þþ
p u2 ¼ 0ju1; y2ð Þ ¼ 1.

R ¼
X
i;k

ZZ
y1;y2

CjkPkpðu1; y1jHkÞpðy2jHkÞdy1dy2

þ
X
i

Z
y2

p u2 ¼ 0ju1; y2ð Þ
X
k

Z
y1

C0k � C1kð Þ

� Pkp u1; y1jHkð Þp y2jHkð Þdy1dy2

ð12Þ

In order to minimize the Bayesian risk, the decision u2 ¼ 1 is under the condition
that

P
k C0k � C1kð ÞPkpðu1jHkÞpðy2jHkÞ[ 0, then the decision rule of sensor 2 is,

p y2jH1ð Þ
p y2jH0ð Þ

u2 ¼ 1
[
\

u2 ¼ 0

P0 C10 � C00ð Þp u1jH0ð Þ
P1 C01 � C11ð Þp u1jH1ð Þ ð13Þ

Therefore, u1 is 0 or 1, representing different values of pðu1jH0Þ
pðu1jH1Þ. And, we denote the

two thresholds by t12 and t02. They are expressed by

t12 ¼
P0ðC10 � C00Þpðu1 ¼ 1jH0Þ
P1ðC01 � C11Þpðu1 ¼ 1jH1Þ ; t02 ¼

P0ðC10 � C00Þpðu1 ¼ 0jH0Þ
P1ðC01 � C11Þpðu1 ¼ 0jH1Þ ð14Þ

Next, we come back to risk function Eq. (11), and rewrite it as follows

R ¼
X
i;j;k

ZZ
y1;y2

CjkPkp u2ju1; y2ð Þp u1; y1jHkð Þp y2jHkð Þdy1dy2 ð15Þ

Expanding over u1 and also considering p u1 ¼ 1jy1ð Þþ p u1 ¼ 0jy1ð Þ ¼ 1
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R ¼
X
j;k

ZZ
y1;y2

CjkPkpðu2ju1 ¼ 1; y2Þpðy1jHkÞpðy2jHkÞdy1dy2 þ
Z
y1

p u1 ¼ 0jy1ð Þ

X
j;k

Z
y2

CjkPkp y1jHkð Þp y2jHkð Þ p u2ju1 ¼ 0; y2ð Þ � p u2ju1 ¼ 1; y2ð Þ½ �dy1dy2

ð16Þ

In order to minimize the Bayesian risk, the decision u1 ¼ 1 is under the condition
that

P
j;k CjkPkp y1jHkð Þ p u2ju1 ¼ 0;Hkð Þ � p u2ju1 ¼ 1;Hkð Þ½ �[ 0 [5]. Expanding over

j and k, then considering C10 [C00 and C01 � C11, we can obtain the decision rule of
sensor 1 with considering t12 and t02,

pðy1jH1Þ
pðy1jH0Þ

u1 ¼ 1
[
\

u1 ¼ 0

P0 C10 � C00ð Þ PF2 t12
� �� PF2 t02

� �� �
P1 C01 � C11ð Þ PD2 t12

� �� PD2 t02
� �� � ¼def t1 ð17Þ

And, the probability of false alarm and missing are, respectively, following

PF ¼ PF1PF2 t12
� �þ 1� PF1ð ÞPF2 t02

� � ð18Þ

PM ¼ PD1 � 1� PD2 t12
� �� �þ 1� PD1ð Þ � 1� PD2 t02

� �� � ð19Þ

The probability of error is the same as Eq. (9).

3 Simulation Result

3.1 Description of Two Hypotheses

Suppose the noise and target observations yield to unit Gaussian distribution for both
two sensors. The distribution of observation and Bayesian cost factors is shown in
Tables 1 and 2. In the simulation, the average cost is expressed by minus number, so
the lower is the average cost, the bigger is Bayesian risk.

Model

Table 1. Likelihood function at two sensors

Sensor 1 pðy1jH0Þ�N 0; 1ð Þ
pðy1jH1Þ�N 2; 9ð Þ ;

Sensor 2 pðy2jH0Þ�N 0; 1ð Þ
pðy2jH1Þ�N 1; 1ð Þ
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3.2 Single Sensor Detection and Fusion

First, according to Bayesian rules for single sensor detection, we check the probability
of error and Bayesian risk of both two sensors. And the performances of each sensor
are shown in Fig. 2. We find that the performance of sensor 1 is better than that of
sensor 2, because the difference of observation means under both hypotheses is larger
at sensor 1 than that at sensor 2. And, the maximal probability of error of sensor 1 is
0.24, while that of sensor 2 is 0.31. And then, we check the performances by the fusion
of AND rule and OR rule as shown in Fig. 3, the maximal probability of error by the
fusion of OR rule is 0.25, lower than that by the fusion of AND rule, 0.29, and a bit
higher than that of single detection at sensor 1, 0.24. That is because, in this case, the
probability of missing is reduced by fusion of OR rule and the probability of false
alarm, however, is increased a bit.

Fig. 2. a Performance of sensor 1 b Performance of sensor 2

Fig. 3. a Probability of error by the fusion of AND rule and OR rule b Bayesian risk by the
fusion of AND rule and OR rule

Table 2. Bayesian cost factors

Cost factors Declaring H0 Declaring H1

Presenting H0 0 −1
Presenting H1 −1 0
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3.3 Sequential Fusion Result

For two sensors’ detection, the sequential fusion has two states corresponding different
sequences of sensors. And according to Eqs. (14) and (17), the decision of the latter
sensor depends on the former. And we know by Fig. 2 that sensor 1 is better than
sensor 2. So, the thresholds and performances in two states may be different. We first
simulate the sequence in which sensor 2 is placed latter to fuse decisions, and then the
other sequence. And the simulation result of sequential fusion network is showed in
Fig. 4a, and the worst Bayesian Risk is −0.21, better than that of both OR rule fusion,
−0.25, and single detection at sensor 1, −0.24. Because we adapt numerical methods to
solve the thresholds. Figure 4b shows the logarithm of three thresholds of two sensors
versus the prior probability of hypothesis H0. When sensor 1 is placed latter to fuse
decisions, the simulation result is showed in Fig. 5a. And its worst Bayesian risk is
−0.21, similar to that of above sequence. But by comparing Bayesian risks of both
sequences respect to P0 as 0.7, 0.8, and 0.9, the Bayesian Risks of current sequence are
better (Fig. 4).

Figures 4b and 5b show the three logarithmic thresholds versus the prior proba-
bility of H0. When we consider the thresholds rationally at the point that prior prob-
ability of H0 is approaching zero, the logarithmic thresholds of sensor 2 should tend to
be negative infinite so that the probability of detection is 1, and they should tend to be
infinite when the prior probability of H0 is approaching one. In fact, in Fig. 6a and b,
the logarithmic thresholds lnt12 and lnt02 haven’t converged yet, but the Bayesian risk
and prob-ability of error has been convergent to zero along with iterations.

Fig. 4. a Performance of sequential network with sensor 2 as the latter to fuse decisions.
b Logarithm of three thresholds of two sensors versus prior probability of hypothesis H0
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4 Conclusion and Discussion

This paper discusses the fusion rule of two sensors’ detection, and the observations at
two sensors are conditionally independent. For single detection and fusion with two
sensors, the two decisions are not conditionally independent, and there are six
monotonic fusion rules. Two of the six fusion rules are all-one and all-zero which
probability of error are probability of hypotheses selves, so maybe not referred in most
occasions. This paper, particularly, compares the other four fusion rules with
sequentially distributed detection data fusion. For sequential detection, the decisions of
two sensors are not conditionally independent any more in sequential fusion, and they
are coupled serially. And the thresholds of the latter sensor are dependent on the
declaration of the former sensor, so the sequencing is relevant. The latter the better
sensor is placed, the better is the fusion performance.

Fig. 5. a Performance of sequential network with sensor 1 as the latter to fuse decisions.
b Logarithm of three thresholds of two sensors versus prior probability of hypothesis H0

Fig. 6. a Iterative solutions of performance and thresholds when prior probability of H0 is 0.
b Iterative solutions of performance and thresholds when prior probability of H0 is 1
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Particle Filter with Correction of Initial State
for Direction of Arrival Tracking
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Abstract. Generally, particle filter is used in the single snapshot situation and
the initial state is assumed to be known. To make the measurement interval be
small enough, we construct a multiple measurement vectors model for DOA
tracking since it usually outperforms the single measurement vector model. And
we take the initial state into consideration. The initial tracking error of the
particle filter becomes very large when the initial state is unknown. Thus, we
modify the initial state according to the likelihood of the generated random
samples. The method is numerically evaluated using a uniform linear array in
simulations. The results show that the proposed algorithm has higher tracking
accuracy.

Keywords: DOA tracking � Particle filter � Multiple measurement vectors

1 Introduction

Decades of research have given rise to many algorithms that solve the direction of
arrival (DOA) estimation problem which has important applications in fields like radar,
sensor networks, and communications. The high-resolution DOA estimation is realized
by algorithms like multiple signal classifications (MUSIC) [1] and estimation of signal
parameters via rotational invariance techniques (ESPRIT) [2]. But these methods fail or
suffer performance degradations when the DOA is variant during the observation
period. However, in many scenarios, the sources are moving. Therefore, it is necessary
to study the DOA tracking algorithm.

Some DOA tracking algorithms are based on subspace tracking [3, 4]. The
subspace tracking algorithm, such as projection approximation subspace tracking
(PAST) [5], updates the subspace by minimizing the objective function and avoids the
heavy eigenvalue decomposition operation. In general, the performance of subspace-
based algorithms degrades with signal correlation. Another DOA tracking algorithms
are based on state filtering, including extended Kalman filter (EKF) [6], unscented
Kalman filter (UKF) [7], and particle filter (PF) [8–11]. EKF transforms the nonlinear
model into a linear model by using the Taylor series expansion and ignoring the higher
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order terms. UKF uses unscented transform to approximate the nonlinear distribution
by sampling. Although these two methods are used to deal with nonlinear systems, they
can not be guaranteed to be convergent. Particle filter is a recursive algorithm which is
widely used in nonlinear/non-Gaussian system. A filtering idea based on Bayesian
sequential importance sampling is first put forward by Gordon, Salmond, and Smith,
which establishes the theoretical foundation of particle filter algorithm. Then, a variety
of improved algorithms has been developed. In [9], PF is introduced to DOA tracking
problem. In [10, 11], DOA tracking algorithms based on PF are proposed to deal with
two-dimensional DOA and impulsive noise, respectively.

In this paper, we implement DOA tracking in the framework of sampling impor-
tance resampling (SIR) filter and improve the algorithm. First, we construct a dynamic
state-space model and use multiple measurement vectors in the observation equation.
We make the measurement interval very small so that the source is regarded to be
stationary. Through the use of multiple snapshot data, the estimation accuracy is
improved. Then, DOA tracking is carried out by sequential importance sampling and
resampling. In addition, we consider the case that the initial state is unknown. In this
case, the initial tracking accuracy is very low. To solve this problem, we modify the
initial state using the observation data. It follows that higher accuracy is obtained with
the correction of initial state.

2 System Mode

Suppose that K narrowband far-field signals impinge onto an array of M omnidirec-
tional sensors from unknown time-varying directions h tð Þ ¼ h1 tð Þ; h2 tð Þ; . . .; hK tð Þ½ �T.
The wavelength of signals is k. The space of the adjacent antennas is d. The sequential
sampling approach we adopt admits a first-order state-space hidden Markov model.
The time-varying direction vector is modeled as

h tð Þ ¼ h t � 1ð Þþ v tð Þ ð1Þ

where v tð Þ is normally distributed with zero mean and the covariance matrix r2vI. Here,
r2v represents the noise spectral parameter, and I is the identity matrix.

For a collection of observed output date of M sensors in the array,
xðtÞ ¼ ½x1ðtÞ; . . .; xMðtÞ�T, the matrix formulation of outputs of the sensors at time t is
obtained as follows

xðtÞ ¼ A h tð Þð ÞsðtÞþ nðtÞ ð2Þ

where sðtÞ ¼ ½s1ðtÞ; . . .; sKðtÞ�T is the signal waveform, n tð Þ ¼ n1 tð Þ; n2 tð Þ; . . .; nM tð Þ½ �T
is the complex independent Gaussian noise with zero mean and variance r2n, A h tð Þð Þ ¼
½aðh1ðtÞÞ; . . .; aðhKðtÞÞ� is the array manifold matrix, and aðhkðtÞÞ ¼ ½1; e�j2pd sin hkðtÞ=k;
. . .; e�j2pðM�1Þd sin hkðtÞ=k�T is the steering vector.

We assume that the signal is observed very T seconds. L measurements are taken
for each increment T, and the time interval over which these are gathered is sufficiently
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small proportion of T for us to approximate the DOA as stationary over the mea-
surement interval. That is, h tð Þ ¼ h tþ sð Þ ¼ � � � ¼ h tþ L� 1ð Þsð Þ, where s is the time
between measurements and Ls � T . Then, the observation model with multiple
measurement vectors is expressed as

XðtÞ ¼ A h tð Þð ÞSðtÞþNðtÞ ð3Þ

where X tð Þ ¼ ½xðtÞ; xðtþ sÞ; . . .; xðtþ L� 1ð ÞsÞ�, S tð Þ and N tð Þ are defined similarly.

3 Description of the Proposed Method

3.1 Particle Filter

From a Bayesian perspective, the tracking problem is to recursively calculate some
degree of belief in the state ht at time t, taking different values, given the data X1:t up to
time t. In principle, the posterior probability density function p ht X1:tjð Þ may be
obtained recursively in two stages: prediction and update. Suppose that p ht�1 X1:t�1jð Þ
at time t-1 is available, the prediction stage is as follows

p ht X1:t�1jð Þ ¼
Z

p ht ht�1jð Þp ht�1 X1:t�1jð Þdht�1 ð4Þ

At time step t, the measurement Xt becomes available, the update stage is imple-
mented via Bayes rule

p ht X1:tjð Þ / p Xt htjð Þp ht X1:t�1jð Þ ð5Þ

The basic idea behind the particle filter is that we represent the posterior distri-
bution of interest with a set of weighted particles, each of which forms an independent
hypothesis of the state at a given time. The general particle filter consists of three
stages. First, we use the set of particles from the previous time step to propose a new set
for the new time step, according to the importance function q ht ht�1;Xtjð Þ. Then, the
weights of particles are calculated by

w ið Þ
t / ~w ið Þ

t�1

p Xt h
ið Þ
t

���� �
p h ið Þ

t h ið Þ
t�1

���� �

q h ið Þ
t h ið Þ

t�1;Xt

���� � ð6Þ

where i ¼ 1; . . .;Ns, Ns is the number of particles. And, the normalized weights are
given by

~w ið Þ
t ¼ w ið Þ

tPNs
i¼1 w

ið Þ
t

ð7Þ
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Finally, the weighted particles may be resampled to convert them into an
unweighted set without changing the distribution they represent. We use SIR algorithm
to implement DOA tracking which chooses the prior p ht ht�1jð Þ as the importance
function so that the particle weights are then given by the likelihood only.

3.2 Correction of the Initial State

Considering the case that the initial state is unknown, we improve the algorithm under

the framework of SIR. First, we produce a set of random samples h ið Þ
0

n oNs

i¼1
which obey

the distribution U �90�; 90�½ �, where U �½ � denotes a uniform distribution. Then, the
likelihood function of each particle is calculated according to the observation data at
the initial time, which is followed as

p X0 h ið Þ
0

���� �
¼

exp �tr X0 � A h ið Þ
0

� �
Ŝ0

� �H
r2nIM
� ��1 X0 � A h ið Þ

0

� �
Ŝ0

� �� �� �

pM det r2nIM
� �� �L ð8Þ

where tr �ð Þ denotes the trace, det �ð Þ denotes the determinant. Ŝ0 is the least squares
estimate of S0, which is given by

Ŝ0 ¼ A h ið Þ
0

� �H
A h ið Þ

0

� �� ��1

A h ið Þ
0

� �H
X0 ð9Þ

Each particle is weighted by the likelihood function, that is w ið Þ
0 ¼ p X0 h ið Þ

0

���� �
. Then,

we get the normalized weights ~w ið Þ
0 and the corrected initial state can be obtained by

~h0 ¼
XNs
i¼1

~w ið Þ
0 h ið Þ

0 ð10Þ

To eliminate particles that have small weights and to concentrate particles with

large weights, we generate a new set h i�ð Þ
0

n oNs

i¼1
by resampling which satisfies

P h i�ð Þ
0 ¼ h jð Þ

0

� �
¼ ~w jð Þ

0 ð11Þ

Then, the weights are reset to ~w ið Þ
0 ¼ 1

Ns : Thus, we can treat this new set as the initial
particle set in the SIR algorithm and perform SIR to realize DOA tracking in the
following time.

A summary of the proposed algorithm is as follows

• Correct the initial state

– Produce a set of random samples h ið Þ
0

n oNs

i¼1
from U �90�; 90�½ �
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– Calculate the likelihood function of each sample by (8)
– Obtain the corrected initial state by (10)
– Determine the initial particle set by resampling

• Carry out SIR filter

– Draw h ið Þ
t � p ht h

ið Þ
t�1

���� �
, i ¼ 1; . . .;Ns

– Calculate the particle weights w ið Þ
t ¼p Xt h

ið Þ
t

���� �
and normalize them by (7)

– Resampling
• Output the state estimation

4 Numerical Simulations

Several simulations are performed to verify the feasibility of the proposed method. In
the simulations, K = 1, M = 10, d ¼ k=2, r2v ¼ 1, r2n ¼ 1, T = 1, Ns = 100 and
SNR = 5 dB.

We first analyze the DOA tracking error of SIR for the various numbers of
snapshots and the root mean square error (RMSE) is given by

RMSE tð Þ ¼ 1
N

PN
i¼1

ĥi tð Þ � hi tð Þ
� �2

, where N is the times of Monte Carlo trials. In this

simulation, the times of Monte Carlo are 100, and the initial state is assumed to be
known. The results are shown in Fig. 1. It can be seen that the tracking error reduces
with the increasing of the number of snapshots, which proves that the multiple mea-
surement vectors model has better performance than the single measurement vector
model.

Then, we compare the DOA tracking results of SIR algorithm with the known
initial state and the unknown initial state. In this simulation, we utilize the multiple
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Fig. 1. Tracking error of SIR with different numbers of snapshots
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measurement vectors model and set L = 5. The simulation results are illustrated in
Fig. 2. It is indicated that the information of the initial state will affect the performance
of the algorithm. The performance is obviously degraded when the initial state is
unknown. As shown in the figure, the tracking error is stayed small in the known initial
state case while it is very large in the first few seconds in the unknown initial state case.
At time t = 5, the estimated DOA with unknown initial state starts to get close to the
true DOA

To reduce the initial tracking error in the case of the unknown initial state, we add
the correction step. In the following, we evaluate the performance of the proposed
method. In this simulation, we set L = 5 and carry out 1000 Monte Carlo trials. The
results are shown in Fig. 3. The RMSE of SIR with unknown initial state is higher than
30 degree while that of the proposed method is lower than 3 degree. It is illustrated that
the proposed method can improve the initial tracking performance.

5 Conclusions

In this paper, a particle filter algorithm with correction of the initial state for DOA
tracking is proposed. A dynamic state-space model is constructed to describe the state
variation tendency. In this model, we utilize multiple measurement vectors in the
observation equation in order to take advantage of more data information. To solve the
problem that the initial tracking performance is degraded under the situation of
unknown initial state, we correct the initial state by weighting the random particles
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Fig. 2. DOA tracking with known initial state and unknown initial state
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based on likelihood function. The proposed algorithm performs better than SIR filter
algorithm.
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Abstract. Localization is an important requirement in today’s world,
and numerous modern applications require location tracking. An indoor
localization of a mobile node using the range-free fingerprinting technique
in WLAN environment is presented. The work focuses on improvement
in the accuracy of localization using some additional parameters in the
fingerprint, along with the conventional received signal strength (RSS).
ToA has been used to enrich the fingerprint data for more unique fin-
gerprints. The impact of AP placement on localization accuracy is also
addressed. In this paper, a technique is proposed that is not complex to
implement using existing infrastructure and is also easy to understand.
Significant improvement has been achieved from about 20 to 40% in dif-
ferent scenarios including line of sight and non-light of sight scenarios,
small and large areas.

Keywords: Indoor localization · WLAN AP placement · LBS for IoT

1 Introduction

Localization is the process of finding the position of a specific target, based
on some observable phenomenon. It has numerous applications like robot move-
ment, navigating self-driving cars, automatic object location detection. Recently,
location-based services (LBS) have a great impact on our everyday lives, it is
also related to IoT. The poor performance of GPS indoors and the popularity
of WLANs have opened up many opportunities for LBS. Numerous approaches
have been proposed that find user locations without the aid of GPS [1]. Among
these approaches, Wi-Fi-based localization has gained immense attention, it
saves extra infrastructural costs, because the Wi-Fi access points are widely
deployed in every building nowadays. Indoor localization method using Wi-Fi
can generally be divided into two categories: range based (an approach based on
triangulation/ trilateration) and range free (fingerprinting approach).

Location fingerprinting is a technique that matches the fingerprint of certain
characteristics of a signal as a function of the position. It has two phases: offline
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and online. In the offline stage, the location coordinates and RSS from APs are
collected. In the online phase, a positioning technique uses the currently observed
RSS and previously collected information to figure out an online query by the
user.

RADAR [2] and Horus [6] systems will be used for comparison with the pro-
posed technique, as these are accepted and famous algorithms in the area, also
widely used for comparison. RADAR system is a deterministic algorithm based
on nearest neighbor algorithm, and Horus is probabilistic based on maximum
likelihood and Bayes’ rule. We propose a system which uses a combination of
Wi-Fi RSSI values and ToA values for localization based on fingerprinting frame-
work. In the literature, multiple techniques have been used along with location
fingerprinting [3,4]. TOA is previously used along with RSS but as range-based
technique [3], whereas in this paper, it is taken in range-free method and com-
bined it with the RSS in the fingerprint. AP placement techniques [5] are also
used to further improve the accuracy of the system. The paper is divided into
the following sections. Section 1 is the introduction , Sect. 2 is the proposed tech-
nique, and Sect. 3 is simulation and results. The paper is concluded in Sect. 4.
At last, bibliography is given.

2 Proposed Technique

This section describes the system model. The system is simulated, and the pro-
posed technique is tested along both deterministic and probabilistic for compar-
ison in different scenarios.

2.1 System Model

A 2D indoor environment is considered covered by a certain number of WLAN
APs, which are visible throughout the area of interest. To build a radio map, area
of interest is divided into grids of 2 m by 2 m. In the offline phase, the readings
from Wi-Fi APs are taken at the RPs and stored in the FP database. The point
can be represented as (x, y) 2D coordinates on the floor. As shown in Fig. 1, this
figure will be further used to test localization algorithm. The notations used are
given as follows, and the parameters used in simulation are given in Table 1.

χ = two-dimensional space (x, y) = coordinates in 2D

Γ = vector having RSS reading τ = vector having ToA readings

Nap = number of APs Pixelvalue = 2

ψ = samples of RSS from S ξ = samples of ToA from T

Lx = dimensions of area along x-axis Ly = dimensions of area along y-axis

Difx = [0.5, 2.5,. . . , Lx] Dify = [0.5, 2.5,. . . , Ly]
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2.2 Offline Phase

RSSI can be used to estimate distance because the power of electromagnetic
waves is inversely proportional to the distance [7]. Practically, the RSS along
with distance depends on other environmental factors also. So the following
pathloss model is used:

P (d) = P (d0) + 10.n. log(d/d0) + ζ + W (1)

Here, P(d) is the RSS at distance d, P (d0) is the RSS at the reference distance
d0 . ‘d’ is the distance of the RP from the AP. ‘n’ is the path loss coefficient, ζ
is the random noise element, W is the wall attenuation factor. Multiple number
of samples for RSS had to be taken, as values of RSS change at every instant.
All the values of RSS for a certain RP from a certain AP are averaged and are
stored in the fingerprint database.

RSSij(avg) =
∑N

n=1 RSSij

N
(2)

Time of arrival (TOA) of each AP is also calculated at all RPs in the proposed
technique and stored in the database along with the RSS values to enrich the
fingerprint data. The values for TOA in the simulation are found by using the
formula s = v.t, where s is the distance, v is the velocity, and t is the time.
This relation has been used as t = d/c, here d is the distance between the AP
and RP,c is the propagation velocity of the signal, and t is the TOA for that
specific RP. Due to the scattering and multipath effect ’d’ is not accurate, so
a random noise is added as d = di + dn. Using the values of RSS and TOA
together in fingerprint, certain weight(Wn) has to be assigned to TOA values
because there is a large difference among the values of these parameters which
can lead to wrong estimation during matching. So, the ToA calculation can be
mathematically represented by the following equation:

ToA =
∑N

i=1 ToA(n)
N

∗ Wn (3)

The system detects the walls in the channel between the AP and RP and includes
the effect in the propagation model for RSS calculation.

The training data in the offline phase is stored and then database of radio
map will have the form:

λ =

⎡

⎣
x1, y1 Γ1,1 = (ψ1, .., ψNap) τ1,1 = (ξ1, .., ξNap)

: ... :
xLx

, yLy
ΓLx,Ly = (ψ1, . . . , ψNap) τLx,Ly = (ξ1, . . . , ξNap)

⎤

⎦

Order of the matrix is α * β , where α is the number of data points and β is
dimensionality.
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2.3 Online Phase

A query is put to the system having the values (RSS and TOA), and the system
provides the estimated location by using matching technique, the most similar
match to the query is given as the estimated location and coordinate points are
returned. One thousand random test points are created in the simulation, where
the matrix (R, S) has x, y coordinates of the generated test points. The query
matrix is also saved in the form:

Q = [(RiSi), Γi = (ψ1, . . . , ψNap), τi = (ξ1, . . . , ξNap)] (4)

The two matrices λ and Q will be matched for location determination. For the
matching purpose, the K-nearest neighbor (KNN) algorithm is used. The KNN
algorithm basically calculates the distance of the query from the fingerprinting
database, selects the K-nearest neighbors, and gives the averaged value.

Both RSS and ToA are used in the proposed technique, so the combined
vectors will be used, √

(Queryt − DataBasef )2 (5)

So, (Queryt) is the query, by the user that wants to find its location, and
(DataBasef ) is the vector from fingerprint database. K-nearest neighbors are
selected on the basis of minimum distance, their coordinate points are then
averaged, and the position is estimated.

(x, y) =
1
k

K∑

i=1

(xi, yi) (6)

(x, y) is the estimated position, K is number of nearest neighbors, (xi, yi)
are coordinate points of the K-nearest neighbors. The root mean square error
(RMSE) is calculated to check the overall performance of the system,

RMSE =
√∑

(PR − PEs)2 (7)

PR is the real position coordinates, and PEs are the estimated position coordi-
nates.

In the simulation for KNN implementation and location determination, the
following procedure was adopted.

KNN (λ , Q)

Q − (RiSi) = [Γi = (ψ1, . . . , ψNap), τi = (ξ1, . . . , ξNap)] = ω (8)

(Ri, Si) = Actualtestlocations = L (9)

D =
√∑

(ωi − λi)2 (10)

Dsort = argmin

1000∑

i=1

√∑
(ωi − λi)2 (11)
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Dsort = [dmin, . . . , dmax] (12)
Sort = Indexes(Dsort) (13)

EstimatedPosition =
∑

P (x), P (y)
K

(14)

EstimatedPositions(i = 1 : 1000) = E = P (xi), P (yi) (15)

Error = ε =
√∑

(Ei − Li)2 (16)

After the results from KNN and the position estimation tests performed for 1000
random queries, their cumulative density function (CDF) of Error was taken as
a metric for precision of the system.

The values of parameters used in simulation are shown in Table 1.

Table 1. Parameters used in simultaion

Parameter Value

Path loss exponent n 3

Wall attenuation factor WAF 2

Signal propagation speed c 299792458

Reference distance d0 1

Power at d0 P (d0) −30

Transmission power Ptx 10

K in KNN 5

Grid size 2*2

No. of position queries 1000

3 Simulations and Results

In this section, the simulation scenario is explained and discussed with the
obtained results. The RSS-based localization techniques and the proposed tech-
nique are tested in different indoor scenarios, and results are compared. The
number and placement of AP are also addressed.

3.1 Case A and Case B

The first scenario is mapped upon an area of 50×50 (m) in which there is a LOS
distance between the APs and the RPs and there are four APs placed at the four
corners of the simulation area. See Fig. 1. The results were very encouraging, the
proposed technique achieved 21% improvement. The CDF plot is shown in Fig. 2
and the detailed results in Table 2.

Second scenario considers an area of 100 × 100m. The number of APs is 5.
See Fig. 3. The proposed technique gave better results as compared to the simple
RSS-based localization techniques. CDF plot is shown in Fig. 4 and results in
Table. 2.
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Fig. 1. Case A: 4 APs 50m by 50m area

Fig. 2. Simulation results for case A
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Table 2. CDF plot case A and B

Case Technique CDF (error) at 0.7 (m)

A Probabilistic 3.8

A Determinisric 3.6

A Proposed 2.9

B Probabilistic 6

B Deterministic 5.4

B Proposed 3.3

Fig. 3. Coordinates of 5 APs deployed (Case B 5 APs 100m by 100m Area)

Fig. 4. Simulation results of case B (5 APs 100m by 100m area)
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3.2 Impact of Number of APs and Placement

Increasing the number of APs to 8, the impact of number of APs and their
placement on accuracy will be checked. Eight APs are deployed in the same
model used in Case B as shown in Fig. 3. The APs are deployed first randomly,
then two times in different symmetries. The coordinates of the APs can be
seen in Table 3, and detailed results in Table 4. The CDF plots of the three AP
deployment configurations are shown in Figs. 5, 6, and 7, respectively.

It can be seen from the results that placement of APs has an impact on the
accuracy of the system, and it can also be observed that increasing the number
of APs can have a positive impact on the accuracy. But one thing has to be
noted that the proposed technique is not much prone to changes due to APs
placements as compared to the RSS-based system and the results are consistent
over all scenarios.

Table 3. APs coordinates

AP number Random Symmetry 1 Symmetry 2

1 0, 0 0, 0 13, 25

2 0, 50 0, 100 13, 75

3 31, 100 100, 100 37, 25

4 100, 0 100, 0 37, 75

5 50, 50 35, 20 63, 25

6 75, 80 35, 80 63, 75

7 100, 20 75, 20 87, 25

8 50, 0 75, 80 87, 75

Table 4. Error comparison and results

AP placement strategy Technique CDF (error) at 0.7

Random APs placement Probabilisitc 6.3

Deterministic 5.3

Proposed 3.6

APs placement symmetry 1 Probabilisitc 5.7

Deterministic 5.1

Proposed 3.2

APs placement symmetry 2 Probabilisitc 3.8

Deterministic 3.5

Proposed 2.8
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Fig. 5. CDF plot (8 APs randomly deployed)

Fig. 6. CDF plot (8 APs deployed in symmetry 1)
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Fig. 7. CDF plot (8 APs deployed in symmetry 2)

4 Conclusion

The proposed technique that uses an additional parameter of ToA in finger-
print shows significant improvement in overall results. It can be concluded that
utilizing other location dependent parameters in WLAN or any other wireless
network can improve the localization accuracy. The impact of AP placement is
also addressed and the results show changes due to placement. The proposed
technique is consistent overall and provides much better results. The idea can
be taken further by investigating other location dependent parameters for fin-
gerprinting and AP placement can be also investigated, relations depending on
the characteristics of the signal and geometry of the area can provide optimal
AP locations.

Acknowledgments. This work was supported by the National Science Foundations
of China (No.61671183 and 61771163).
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Abstract. This paper proposes a new kernel function in state coherence
transform to perform multiple time difference of arrival estimation in order to
increase the resolution of location in frequency-domain blind source separation.
The state coherence transform associated with each source generalizes the GCC
for multiple sources and generates envelopes with clear peaks corresponding to
the maximum-likelihood TDOAs. However, the weight allocation of the kernel
function is unreasonable for small spacing microphones. We propose an
improved kernel function to enhance the resolution of small values, which
means that a larger weight allocated to smaller values. Experimental results
show that the proposed approach allows to separate four speakers, using very
short utterances, in highly reverberant environment even with small-spaced
microphones of 2 cm.

Keywords: Nonlinear weighting compensation � State coherence
transformation � Blind source separation

1 Introduction

During the last thirty years, a huge number of methods of blind source separation have
been proposed but separation in real life with small microphone pairs is still a chal-
lenging problem [1, 2]. The estimation of time difference of arrival (TDOA) is an
essential step in several approaches for blind source separation [3]. In the indoor
reverberation environment, frequency-domain approaches outperform the time-domain
methods in computing complexity performance and convergence property, which is the
most investigated like independent component analysis [4] and nonnegative matrix
factorization [5]. However, the removal performance of internal permutation ambiguity
directly affects the separation effect. The separation perform on small-spaced micro-
phone pair is still lag, since the accuracy of time delay estimation is limited for
microphone space, resulting in permutation problem. Among the most promising ones,
a robust way to solve the permutation problem is to apply state coherence transform to
increase the inter-source TDOA resolution [6]. However, this approach has a poor
performance for the case of separation with small-spaced microphone pairs when
reverberation and spatial aliasing existing.
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In this work, we present a new kernel function to improve SCT solving the per-
mutation problem on small-spaced microphone pairs, which is robust both to spatial
aliasing and to reverberation even for high T60. The principle of time delay estimation
is analyzed in Sect. 2, and the real data are used for experimental verification. Finally,
it confirms that the proposed improved method performs effectively allowing the
separation with microphone spaced at 2 cm in highly reverberant environments.

2 Physical Interpretation of SCT

To simplify the understanding of the proposed improved approach, we first give a
simple physical interpretation of the TDOA and SCT. For simplicity, we analyze a
number of source N of 1 and the number of the microphones M of 2. A schematic
diagram is shown in Fig. 1.

It is known that X1 and X2 are signals received by microphones, and the micro-
phone spacing is represented by c f ; sð Þ. The TDOA of the source relative to the
microphones is represented by s. r fð Þ represents the phase difference of two observed
acoustic propagation from the source to the microphone pair a; bð Þ. Under ideal con-
ditions, the model of the inter-microphone delay for a given source can be represented
by c f ; sð Þ. According to the mathematical relation in the graph, TDOA is expressed as

~s ¼ c f ; sð Þ���!� r fð Þ��! ð2:1Þ

Furthermore, as long as the acoustic waves related to the direct propagation paths
are relatively strong compared with the reflection paths, a likelihood measure of the
TDOAs for multiple sources can be estimated. TDOAs estimation associated with each
source can be performed by minimizing the following quantity [7]:

sk
!¼ argmin

P
N

P
M

c f ; sð Þ � r fð Þk k ð2:2Þ

Fig. 1. Wave propagation model of source
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SCT will be maximized for values of t that for each frequency minimize the sum of
the above distances. In practice, given the coherence of the states across the frequency,
the state coherence transform is formulated as follows

SCT sð Þ ¼ max
X
N

X
M

1� g
c f ; sð Þ � r fð Þk k2

2

� �� �
ð2:3Þ

Since~s� c f ; sð Þ���!
, if we do not perform any nonlinear transformation of the Eucli-

dean distance with the decreasing of microphone space, the inter-source TDOAs will
be too small to be distinguished with decreasing resolution, which makes the peak
selection more sensitive to errors. g �ð Þ is a generic nonlinear function which operates as
a weighting function and allocates more weight to the small value s that corresponds to
the maximum likelihood of propagation parameters of each source. The common
nonlinear monotonic function has been described in [8] as

g �ð Þ ¼ tan h axð Þ ð2:4Þ

Although the SCT is effective in normal situations, it lacks reliability if speech
separation is analyzed with small microphone spacing at 2 cm or smaller. g �ð Þ function
has not enough resolution to distinguish multiple peaks in small space condition, which
may cause the separation performance of small microphone array decline.

3 Proposed Kernel Function

Although the SCT in estimation of TDOAs is more accurate than GCC, the decreasing
resolution reduces the accuracy of estimation [7]. When the distance between micro-
phones decreases, the reduction in resolution may be occurred. Improving the ability of
g �ð Þ in separating multiple local peaks may enhance the resolution.

In this work, we propose an improved function with reasonable performance by
using a locally confined kernel function that enhances the resolution on t � 0, which
implicitly resolves the permutation problem and implements the estimation of TDOAs
of multiple sources with small spacing microphone pair.

g �ð Þ ¼ 1� tan h axð Þ ð3:1Þ

Figure 2 shows the graph of different kernel functions with a ¼ 8. Abscissa rep-
resents time delay, and ordinate represents the weight assigned to distance. Compared
from the diagram, it can be inferred that SCT does have a resolution magnification for
the distance, but the allocation of weights under the smaller size is not reasonable. The
smaller space requires greater weights to enhance the resolution of the delay estimation.
The higher weights are allocated to s when s has small values when the kernel function
g �ð Þ ¼ 1� tan h axð Þ with better performance than g �ð Þ ¼ tan h axð Þ, and vice versa.
The removal performance of internal permutation ambiguity outperforms the SCT.
When N ¼ 2, the improved SCT formula is shown as follows:
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ISCT = 1� 1� tan h
a c f ; sð Þ � r1 fð Þk k2

2

� �� �� �

þ 1� 1� tan h
a c f ; sð Þ � r2 fð Þk k2

2

� �� �� �
ð3:2Þ

And as known that c f ; sð Þ � r fð Þk k2¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c f ; sð Þ � r2 fð Þ½ �½c f ; sð Þ � r2 fð Þ��

p
, so the

above formulator can be expressed as:

ISCT ¼ max
P
N

P
M
tan h a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Re½c f ; sð Þ � r fð Þp� 	

ð3:3Þ

In previous research, it was proved that GCCPHAT sð Þ ¼ Re c f ; sð Þ � r fð Þ½ � [6].
The (3.4) describes the relationship between ISCT and GCCPHAT, which indicates
that the essence of SCT is to assign different weights to the value of GCC and enhance
the resolution of location to estimate the TDOA more accurately:

max ISCT ¼ tan h a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� GCC

p� 	 ð3:4Þ

Regarding the values of parameter a, it is decided by doing experiments or
experiences of researchers. In this paper, we propose a constraint function to restrict a:

a dð Þ ¼
1
5d 0\ d � 0:2ð Þ
1 0:2\ d � 1ð Þ



ð3:5Þ

where d is the microphone space in meters.
Inverse proportional sequence has a good convergence property. Monotonic

bounded sequence must converge in the defined domain. Therefore, the (3.4) can
obtain the local extreme values which represent the estimation of the TDOAs of
multiple sources.

Fig. 2. Values of different kernel functions with a = 8
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4 Experiments and Results

In this work, we solve the removal permutation problem according to the estimated
TDOA and the optimization in formula (3.4). The parameter a is set according to the
(3.5). The nonnegative matrix factorization algorithm has been applied to separate three
sources with distances as shown in Fig. 3. Speakers place about 1:2 meter away from
the array with the microphones spacing of d ¼ 2 cm and the room impulse response
with T60 ¼ 600ms. The separation performance is evaluated by waveform. The STFT
was implemented with hamming window at the length of 1024 samples and 50%
overlap. The speech collected by the microphone array is considered as experimental
data. The voice acquisition module is shown in Fig. 4.

Source 1 Source 2

Source 3
2.5m

4.5m1.5m 2m 3m

Mic1 Mic2

Fig. 3. Recording scene of the speech data

Fig. 4. Circuit board diagram of the microphone array
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In order to demonstrate the ability of the proposed ISCT methods, we used the
GCC-NMF algorithm to obtain the estimation of the TDOAs and separated sources.
The voice acquisition module consists of six microphones spaced of 2 cm to each one.
Here, we only keep the voice data of two adjacent microphones a and b. We compare
our proposed algorithm ISCT with SCT.

Figure 5 describes the results estimation of TDOA of SCT, and Fig. 6 describes the
result of ISCT.The abscissa is the angular spectrum, and the ordinate is the sumof theSCT
in all frequencies. The solid line indicates the value of SCT and the dotted lines are the
local maximum value, that is, the time difference we estimate. Compared with the two
figures, the location resolution of ISCT algorithm is higher than SCT algorithm.

Fig. 5. SCT angular spectrum

Fig. 6. ISCT angular spectrum
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Since our experimental data are actually measured data, there is no pure speech
contrast to calculate SIR. Comparing the waveform of the actual speech with the
waveform of the separated speech is selected to evaluate the performance. The per-
formance of the two algorithms is shown in the following waveform diagrams.

Figure 7 is the waveform of the separation results of ISCT. Figure 8 is the
waveform of the separation results of SCT. The separation effect based on ISCT

Fig. 7. Waveform of separated speech of ISCT

Fig. 8. Waveform of separated speech of SCT
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outperforms the SCT. Compared with the separation results in Figs. 7 and 8 shows only
two separation sources, which indicates that the separation effect based on ISCT out-
performs the SCT.

ISCT performs better when the size of the microphone array is very small about
2 cm or smaller. If the size is changed to 5 cm or bigger, the effect of SCT is obvious.
Therefore, different nonlinear functions can be selected for compensation according to
the size of different microphone arrays as follows:

maxSCT sð Þ ¼ tan h a dð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� GCC sð Þp� �

0\ d � 0:04
1� tan h a dð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� GCC sð Þp� �
0:05 � d\ 1

(
ð4:1Þ

5 Conclusion

In this paper, we analyze the principle of estimation of TDOA. Spatial resolution
decreases with decreasing size of microphone array if no nonlinear compensation is
made. Compared with the nonlinear function of SCT, the new kernel function proposed
in this paper will allocate a larger weight to smaller values. Therefore, there will be a
higher spatial resolution in the case of small microphone spacing to obtain more
accurate positioning accuracy, solve the problem of arrangement, and get the purpose
of blind source separation. We also propose constraint functions for the parameters a
according to the microphone space. Experimental results show that the proposed
approach allows to separate four speakers, using very short utterances, in highly
reverberant environment even with small-spaced microphones of 2 cm.
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Abstract. In order to solve the problem of parking lot difficulty, communica-
tion security and low efficiency of garage, with the garage using LED lighting,
designed an underground garage navigation system based on visible light
communication, which uses the lighting system in the garage to realize the real-
time monitoring of the parking space and the navigation of the vehicle. This
paper designed the navigation system of underground garage based on the
principle of visible light communication in the garage with LED lighting. Result
shows that the system achieves signal transmission in the range of 4 m, which
can meet the needs of vehicle navigation.

Keywords: Visible light communication � Underground garage �
A* algorithm � LED

1 Introduction

In big cities, particularly in megacities, serials of problems, including the city traffic
jam, environment pollution, and easy-angry drivers, etc., are caused by the parking
problem. In the traditional way of parking, most people choose the parking space
blindly, and some parking lots have to use manual guidance to enter the parking space
aiming at the problem of parking [1]. However, the manual guidance has caused the
waste of human resources. Some underground parking lots use the local sound control
[2] method to guide the vehicle to stop, which is considering that the garage cannot
receive the outside signal, and the ordinary navigation cannot be used in the under-
ground garage. However, for the open environment of underground garage, when
multiple vehicles enter the parking garage, the way of voice control can easily cause
confusion for the garage [3]. For an underground garage, it is difficult for the owner to
quickly find the best parking space without good guidance, thus reducing the efficiency
of the garage.

This paper uses visible light communication technology (VLC) [4, 5], sensing
technology, and the A*(A-Star) [6–8] search algorithm, to give a new underground
garage parking mode. The photoelectric detector, consisted of LED lamps above the
parking lots and photosensitive resistors on the ground, is used to detect the condition
of parking lots; when vehicles enter the garage, the A* algorithm is selected to
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calculate the optimal path according to the vacant condition of the parking space. The
system will use A* algorithm to find optimal path giving to the drivers according to the
condition of vacant parking space. The path, which can be used to guide, could be
expressed as square waves with different frequency generated via single chip. When the
system works, a modem demodulates signals to LED, then receivers transform optical
signals to different frequency electrical signals, and demodulates the electrical signal to
the LCD screen through the modem [9]. After processing, LCD displays the path
information, which can prompt the driver’s driving direction and improve the efficiency
of the garage.

2 The Plane Model of the Underground Parking Lot

The system has to be abstracted the entity appearance of the garage into a plane model,
so it can determine the vehicle’s running path. The A* algorithm, most effective direct
search algorithm, is suitable for path planning. This paper used the A* search algorithm
to find the optimal path, and the plane model of the garage is shown in Fig. 1.

The principle of A* search algorithm is to design an evaluation function:
f ðnÞ ¼ hðnÞþ gðnÞ In this function:

f ðnÞ the evaluation function from the initial point s to the target point P through the
node n;

hðnÞ the real cost of from the starting node ‘s’ to the current node ‘n’ in space;
gðnÞ the estimated cost from the current node ‘n’ to the destined node ‘p’. The

evaluation function is used to evaluate each point that can be reached at the next
step of the current position, and the system can find the smallest point of the
value f ðnÞ as the path node by searching each step. The algorithm must restart
when the path is forwarded one step.

ni

S E

Pi

Pi

Pi

Pi

Pi

Pi

... ... ...... ... ... ...

P3 P4

P1 P2

ni

ni ni

ni ni

Fig. 1. Underground garage plane model
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The specific steps of the A* algorithm to calculate the path:

1. Create a ‘start’ table and a ‘route’ table. The two tables are initiated to empty, and
the starting point ‘s’ is placed in the ‘start’ table;

2. Search for nodes in ‘start’ table. If ‘start’ table is empty, it means that no path is
found, and fail to search;

3. If the ‘start’ table is not empty, this system will select a node with the minimum
value ‘f’ to be the optimal node, which is denoted as ‘m’ and put into the ‘route’
table;

4. Determine whether node ‘m’ is the target node ‘e,’ and if node ‘m’ is the target
node, a path is found successfully;

5. If the node ‘m’ is not the target node, then it is extended to generate the sub-node
m1, m2 … For each child node, the following procedure is performed (with the
example of child node ‘m1’):

– If ‘m1’ is already in the ‘start’ table, calculate ‘g(m1),’ and the original node ‘m1’
in the ‘start’ table is called node ‘oa,’ compared with ‘g(m1)’ and ‘g(oa).’ If g
(m1) < g(oa), the parent pointer of ‘oa’ is modified to ‘m,’ and the ‘g(oa)’ value
is corrected, and the smaller value ‘g(m1)’ is assigned to ‘g(oa),’ and the cor-
responding update ‘f(oa)’ value; If ‘g(m1)’ is greater than ‘g(oa)’, then the
extension node is stopped;

– If ‘m1’ is already in the ‘route’ table, then this system skips this node and
continues to extend the other nodes;

– If ‘m1’ is not in the ‘start’ table and not in the ‘route’ table at the same time, then
put it in the ‘start’ table, and add a pointer to ‘m1’ to its parent node ‘m,’
calculate g(m1);

6. Turn to step (2) and continue circulation until the solution is found or no solution is
left.
The block diagram of the algorithm is shown in Fig. 2.

3 Experimental Model of Communication System

The VLC system [10] needs the following steps to accomplish: Firstly, the information
that needs to be transferred is converted into an electrical signal. Then, the signal is
processed by the transmitter circuit, the signal is loaded to the LED through the drive
circuit, and the LED sends out the light wave with information after the modulation.
Finally, the modulated optical signal is converted to electrical signal through photo-
electric detector. After receiving the terminal circuit, the electrical signal is restored to
the data information. The principle block diagram of the system work is shown in
Fig. 3.
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3.1 Parking Information Monitoring

MSP430 control chip is used for the acquisition of parking information, and the
monitoring of the parking lot is realized by the circuit of LED light source,

Add state 

Is it solvable 

The initial state is added to 
the Start’ table 

Find the least evaluated node in the start 
table as the current node

Target node

Put the new state that is not repeated into 
the path table to expand the new state. 

The current node is removed from 
the start table 

Output results 

End

Y

Y

N

N

Fig. 2. Algorithm flowchart
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Fig. 3. System block diagram

Route Navigation System with A-Star Algorithm … 1103



photosensitive resistor, power supply, and voltage comparator. The photosensitive
resistor is placed in the center of the parking space. The LED light source is placed
above the photosensitive resistance, when the car is parked in the parking space, the
light signal is blocked, the resistance value of the photosensitive resistor increases, and
the voltage on both ends will increase. The signals produced by the amplifier are
transferred to the voltage comparator and converted into high and low-level signals that
can be identified by the single-chip microcomputer. Display on LCD screen after
processing by single-chip microcomputer, the red block indicates that the car is
parking, and the green block indicates no parking, in order to monitor the parking
space.

3.2 The Signal Transmitter

After calculating by the A* algorithm, the system is used in expressing the path of
vehicle planning by means of different frequency square wave signals produced by
MSP430 and modulates the generated square wave signal to the LED drive circuit.
Using the modulation characteristics of the high-frequency flicker of the LED light
source, the direction information of the vehicle is loaded into the light wave and
radiated in the free space, in which the structure diagram of the transmitter is shown in
Fig. 4.

The LED drive circuit is the main part of the transmitter. Combined with the actual
garage situation, the power of LED lighting lamps is very large. In order to ensure the
voltage constant at both ends of the lamp, the current drive LED method is adopted to
ensure the normal work of the LED. The driving module takes the LM324 operational
amplifier as the core driver and converts the voltage change of the front-stage circuit
into the current change of the LED through the V/I conversion, in order to provide the
normal work of the LED light source, and the LED light source drive circuit is shown
in Fig. 5. At the same time, the regulation of variable resistance Rf can change output,
and the circuit response speed is fast.

3.3 The Signal Receiver

The signal receiver is mainly composed of photodetector, second-order active
preamplifier, filter circuit, and MSP430 single-chip microcomputer. In the optical
receiving terminal changes the optical signals into electrical signals, which is amplified
by the preamplifier circuit and sent to the single chip by serial port. Finally, the driving
information is displayed on the LCD screen, and Fig. 6 shows the structure of the
receiver.

Vehicle position 
monitoring

MSP430 single 
chip microcomputer

LED drive 
circuit

LED

Fig. 4. Structure of the transmitter
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The preamplifier circuit of the receiver is the key part of the recovery of the optical
signal and the sensitivity of the butt end has a direct influence, and it will also affect the
transmission quality of the signal. The preamplifier circuit is based on the OP37 device,
which has the advantages of extremely low input bias current and voltage noise. It is an
ideal choice for high-speed trans-impedance amplifier and high impedance sensing
amplifier. Figure 7 shows the trans-impedance preamplifier circuit and the two-order
active filter circuit. When the receiver receives light at different frequencies, there will
be a current Ir in the silicon photocell. Through the preamplifier circuit, the weak
current signal will be amplified and converted to the voltage signal. The signal gen-
erated by the filter circuit is processed into a standard voltage signal and input to the
single-chip microcomputer.

3.4 Modulation and Coding

In visible light communication system, there are mainly OOK modulation, PPM
modulation, DMT modulation, OFDM modulation, and so on. In terms of the
complexity of circuit design, the advantages of OOK modulation and PPM modulation
are obvious, while DMT modulation and OFDM modulation have better spectrum
utilization and overcoming multipath performance. In this system, because the circuit
design is not complex, the OOK modulation mode is adopted. Through the ‘0’ and ‘1’
high and low pulse coding, we can control the brightness and darkness of LED lights
and send data.

LM324
LED

R1

Rf

N1

N2

Fig. 5. LED light source drive circuit

PD Amplifying circuit Single chip 
microcomputer LCD

Fig. 6. Structure of the receiver

Route Navigation System with A-Star Algorithm … 1105



As the transmitter of the visible light communication, the LED as the transmission
carrier can transmit a long series of 0 and 1 sequence signals with the brightness of
LED lights which will not interfere with the radio frequency signal. Usually, when the
frequency of LED in 50–60 Hz, because of the persistence of vision of the human eye,
does not pay attention to the LED high-speed flash lamp; however, if the signal ‘0’ and
‘1’ are longer, it is possible that people will perceive the brightness change of LED. In
order to meet the lighting requirements of the parking lot, the LED can still be used as a
lighting appliance after transmitting the corresponding digital signal, so it is necessary
to make the LED work at a high level after the signal transmission. In this paper, the
non-return-to-zero (NRZ) coding of the signal can avoid the obvious brightness change
of the LED to a certain extent, and it will not affect the normal work of the LED. The
encoding of NRZ is shown in Fig. 8.

4 Path Navigation

Motion sensors are used to determine the location of the moving vehicle, and the
system acquirement of vehicle’s path by algorithm, the LED at each node in the path
indicates the driving direction of the vehicle in that position by emitting different ‘0’

VCC  5V

VCC  24V

C1

C2 C3

R1

R2 R3

R4

R5

Ir
OP37

Output
AD3354BM

Fig. 7. Trans-impedance preamplifier circuit and active filter circuit

NRZ coding

Digital coding

T

Fig. 8. NRZ encoding
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and ‘1’ combination signals. When the motion sensor [11] detects the movement of the
vehicle, the LED on the node emits the frequency signal, and the light detector on the
car receives the signal and displays the signal on the LCD, and converts the path
information that the driver can identify. When the vehicle leaves the node, the point can
continue executing the operation instructions of the system for subsequent vehicles;
similarly, when the vehicle is away from the parking location, the sensor detects the
change of the vehicle, and the system plans the outgoing route for the vehicle. The
program schematic diagram for path navigation is shown in Fig. 9.

5 Experiments and Discussions

Refer to the design standard of JGJ100-98 ‘specifications for building design of gar-
age,’ as shown in Table 1. In order to ensure that the system can be used for minivans,
small cars, light cars, buses, and truck garages, the distance between the photodetectors
of the LED light source vehicle is set to 4 m for testing.

start

The initializationof Position state

Vehicle location information 

Route planning by algorithm

The frequency signal of the driving 
direction of the corresponding node LED 

Reach the target position 

End

Update the number of 
parking spaces 

N

Y

Fig. 9. Path navigation flowchart

Table 1. Minimum height of the car garage

Models Minimum height (m)

Small cars 2.20
Light vehicle 2.80
Medium, large, coach 3.40
Medium, large freight car 4.20
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The signal transmitting terminal of LED and the signal receiving terminal of
photodetector are connected to the oscilloscope. We observe whether there are two
similar waveforms on the oscilloscope. According to the design of each module circuit,
the physical experiment model generated is shown in Fig. 10.

Figure 11 shows the transmitting terminal and the receiving terminal signals
detected by oscilloscope during signal transmission. The 4 m distance set in the
experiment is acceptable to the signal, and the communication performance is good,

Fig. 10. Physical experiment model

Signal 
transmitter

Signal 
receiver

Fig. 11. Intercepted send and receive waveforms
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and the received signal waveform is almost identical with the emitted signal waveform.
Therefore, it can be seen that the system has certain practical application significance in
underground garage.

6 Conclusion

This paper designed the navigation system of underground garage based on the prin-
ciple of visible light communication in the garage with LED lighting. The system
effectively reduces time to parking, avoids the blindness of people to find parking, by
the LED lighting of the garage and implements the underground garage navigation
based on visible light communication, is again for energy utilization. The system
should be further studied and developed, which can be combined with the secondary
searching system, and the influence of the moving speed of the vehicle on the reception
signal should be considered in the practical application. The system has great market
development value.
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Abstract. Recently, GNSS has been applied in various domains deeply and
widely. In some of applications such as carbon canyon, GNSS signals degrade
severely. The conventional receivers have no ability to deal with such weak
signals. The sensitivity performance has already been one of the most important
features in modern receivers. Consider the advantages of easy implement and
high efficiency, we choose it with coherent integration and differential coherent
integration to acquire signals which of power is −145 dBm.

Keywords: High-Sensitivity � Weak signal � PMF

1 Introduction

Signal acquisition, also known as coarse synchronization, is roughly obtaining the code
phase of the satellite signal and carrier frequency, which is the first step for the GPS
receiver to process the baseband signal. However, the signal strength of GPS signals in
an indoor environment or a sheltered environment is 15–30 dB lower than that in
outdoor open areas. Therefore, how to capture such a weak signal has become the first
hard problem that needs to be solved for high-sensitivity receivers.

The traditional pseudo-code acquisition is achieved through correlation and energy
detection. When the correlator outputs an energy peak and that exceeds the threshold, it
indicates that the input signal pseudo-code phase is consistent with the local pseudo-
code phase. However, this algorithm search is very slow, which is more obvious
especially during the high-speed movement of the carrier.

Furthermore, a faster speed of acquisitions is required to improve the capturing
sensitivity; therefore, it has become a necessity to take the fast capturing technology.

In this paper, the structure of the matched filter +FFT is adopted, and according to
the design parameters, the signal with the signal strength of −145 dBm can be
captured.
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2 The Partial Matching Filtering and the FFT Fast
Acquisition Algorithm

2.1 The Integral Forms

Integration is necessary to improve the acquisition sensitivity. When processing the
communication information, there are three integral forms, namely, coherent integra-
tion, non-coherent integration and differential coherent integration. Since the integrator
is a low-pass filter, the high-frequency signal components and noise in the signal are
filtered out, and therefore, the output signal has a high signal-to-noise ratio. The gain
obtained is called the coherent integration gain Gci [1]. Coherent integration is very
effective for improving receiver sensitivity. However, the length of integration time is
affected by various factors, which limits the further improvement of the coherent
integration gain. Therefore, in order to have the ability to capture lower energy signals,
the receiver generally performs N times of incoherent integration or differential
coherent integration on the basis of coherent integration. Assuming that the total time
for capturing points is Tacq, the coherent integration time is TCOH, then the incoherence
times are:

NNC ¼ Tacq
TCOH

ð1Þ

Since a differential coherency requires the use of the two before and after coherent
integration sampling points, the number of differential coherence then becomes:

NDC ¼ Tacq
TCOH

� 1 ð2Þ

For the same capture time Tacq, there are different combinations like TCOH and NNC,
and TCOH and NDC. That is, if the coherent integration time increases, the number of
incoherent coherence or differential coherence decreases; if the coherent integration
time decreases, incoherent coherence or differential coherence will increase. Theoret-
ically, the coherent integration has the best gain, while the non-coherent integration and
the differential coherence integration have different degrees of loss. Therefore, the
coherent integration time should be maximized to reduce the number of the non-
coherent integration or the differential coherence integration. To compare the signal
capturing capability, Monte Carlo experiments were performed on the acquisition of
1000 different 2 ms input signals with SNR = −20 dB, and the peak-to-noise gain was
measured using the peak-to-average ratio. In the case of short bit-hopping, coherent
integration is the best, and the coherence integration is better than non-coherent inte-
gration (as shown in Fig. 1). That is, in the same capture time, coherent integration time
should be increased as much as possible. However, in the hardware receiver, the
acquisition module is implemented by hardware, and longer coherent integration time
means more sampling points and that more storage units are required.
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2.2 The Basic Principle of Partially Matched Filter and FFT Fast
Acquisition Algorithm

The fast acquisition algorithm with the combination of partially matched filter and
Fourierism transform is a combination of time-frequency domain method [2], in which
the matched filter to complete the serial search of code dimension, and the Fourierism
transform to complete Doppler compensation to achieve the parallel Doppler dimen-
sional search algorithm. Compared with the parallel frequency-domain-based pro-
cessing technique, this algorithm is simpler, and more flexible, and it reduces the
number of FFT kernels greatly, and saves resources, and it is more suitable for cap-
turing under low signal-noise ratio and high dynamic environment. The matching filter
is implemented in the form of piecewise matched filtering. The specific schematic
diagram is shown in Fig. 2.

Fig. 1. Gain comparison of three kinds of integral form

Fig. 2. Diagram of the piecewise matched filtering and FFT algorithm
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Matching filter implementation is the core of the algorithm. For a communication
system, the detection probability of a signal is directly related to the signal-to-noise
ratio: The greater the signal-to-noise ratio, the greater the detection probability and the
smaller the error probability; on the contrary, the smaller the signal-to-noise ratio, the
smaller the probability of detection and the greater the probability of error. Therefore,
in order to improve the detection probability of the communication system or to
suppress the error probability, a preprocessing of the received signal should be per-
formed so that we can get a greater output signal-to-noise ratio after the preprocessing.
This principle is called the maximum signal-to-noise ratio criterion.

2.3 The Impact of the Partial Correlation Length and FFT Points
on the Acquisition Performance

Under normal circumstances, when the spread spectrum gain is selected (i.e., the
number of coherently added points is a fixed value), the number of segment points, the
number of chips per segment and the number of FFT points will lead to a decrease of
the accumulated peak attenuation coefficient [3]. Figure 3 shows the normalized curve
of the system peak when different segments M and FFT value P, when there is no noise
involved.

As can be seen from Fig. 3, the larger the correlation length N, the smaller the
normalized correlation peak of the FFT output. Therefore, the selection of the partial
correlation length M and the FFT value P is determined by the bandwidth of the
frequency difference, the frequency resolution and the system attenuation function, and
depending on the different types of application, it can be selected flexibly.

2.4 The Structure of Matching Filter

Matched filter is the core of the whole design of the fast acquisition module, which is
equivalent to a FIR filter [4], shown in Fig. 4. R stands for the register, and assuming
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Fig. 3. Impact of the partial correlation length and FFT points on the acquisition performance
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there is no register case, TM is the multiplier delay and TA is the adder delay, then the
critical path delay is TM þ 2TA, so the data cycle of the filter output Tout needs to meet

Tout ¼ TM þ 2TA ð3Þ

The pipelined approach is used in the actual design. Two registers were introduced
in the figure, where x(n) is equivalent to the local C/A code sequence, and a, b, c is
equivalent to the received data after AD.

By using the pipeline, the critical path delay is reduced from TM þ 2TA to TM þ TA,
which has effectively improved the data processing speed. Table 1 describes the pro-
cessing timing of the water matched filter.

As can be seen from the table, in the case when there is a large amount of data,
theoretically, each clock will produce an output, and because of the match filtering
hierarchy, the logic delay of each stage decreases, and the clock speed increases
accordingly.

D D

++

XXX

x(n)

a b c

y(n)R

R

1 2

3

Fig. 4. diagram of the pipeline matching filter structure

Table 1. Processing timing of the pipeline matching filter structure signal

Clk Input Node 1 Node 2 Node 3 Output

0 x(0) ax(0) + bx(−1) – – –

1 x(1) ax(1) + bx(0) ax(0) + bx(–1) cx(–2) y(0) = ax(0) + bx(–1) + cx(–2)
2 x(2) ax(2) + bx(1) ax(1) + bx(0) cx(–1) y(1) = ax(1) + bx(0) + cx(–1)
3 x(3) ax(3) + bx(2) ax(2) + bx(1) cx(0) y(2) = ax(2) + bx(1) + cx(0)
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3 Partially Matched Filter and FFT Fast Acquisition Scheme

According to the actual requirements, a compromise was made between the acquisition
time and the sensitivity. Therefore, in this scheme, the coherent integration length of
the matched filter is 10 ms, which is divided into 128 segments with integral time of
(10/128) ms, and then 128 points of FFT were used to estimate Doppler. Through the
simulation analysis of MATLAB, the acquisition sensitivity gets to 141 dBm after
using 10 ms coherent integration. Considering the quantification loss, noise correlation
and various control loss (2 dB) of the limited data bits, the acquisition sensitivity can
reach −139 dBm. For weak signals, non-coherent integration capture is started by
software setting. Non-coherent acquisition is performed seven times, and in order to
solve the message bit reversal, two consecutive 10 ms data segments are captured, of
which a bit must not be bit-flipped. The specific capture strategy is to pre-store 140 ms
of data, and then for every 10 ms process a fast acquisition, and then do the accu-
mulation of the odd times of 10 ms and even times of 10 ms processed FFT matrix,
with a total of seven cumulative to complete the non-coherent processing. The capture
results are shown in Fig. 5. As can be seen from the figure, the capture peak is obvious
compared with other clutter peaks, with a capture sensitivity of −145 dBm (remove the
loss of 2 dB).

According to the theoretical analysis, when using the above parameters, the theo-
retical Doppler search range reaches −12.8 to 12.8 kHz, but when the Gaussian white
noise is added in the simulation, the Doppler search range is significantly reduced. In
addition, since at this time the Doppler accuracy is 100 Hz, when the Doppler fre-
quency is exactly the valley of the scallop loss, the acquisition peak is no longer
noticeable. Figure 6 illustrates the impact that both cases have on the acquisition
results.

Fig. 5. Simulation results when SNR = −36 dB (−147 dBm), fd = 3800 Hz
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As can be seen from Fig. 6, when Doppler reaches 4.8 kHz, the acquisition peak is
nearly submerged in the noise, while for a typical receiver, −4.8 to 4.8 kHz basically
can cover the normal Doppler range, but for the receivers that have higher dynamically
demands, the search range cannot cover all Doppler frequencies. Therefore, the local
carrier frequency must be changed to search for other Doppler frequency ranges.

4 Conclusion

The first step of processing baseband signal in the acquisition of satellite navigation
signals, the improvement of the acquisition sensitivity and the improvement of the
acquisition speed has always been the primary goals of satellite navigation signal
acquisition. In this paper, by analyzing the matched filter and several integral forms, by
using the method of the combination of the partial matched filter and FFT fast
acquisition, the acquisition speed is increased, and at the same time the acquisition
sensitivity is improved. Moreover, under the general dynamic conditions, this method
generally covers the general Doppler range, and the experimental simulation and actual
hardware implementation tests both show that the method has a great effect of the
signal acquisition.
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Abstract. When single satellite navigation system is used for position-
ing, there exist the following problems: accuracy of positioning is low and
reliability of positioning is also low. This paper investigates the com-
bined positioning algorithm of BDS and GPS for static and dynamic
observation point. For static observation point positioning, the weight
coefficient integrated positioning algorithm of BDS and GPS is proposed.
For dynamic observation point positioning, the Kalman filter can achieve
smoothing of the movement trajectory which is the once combined obser-
vation point. The experimental results show that the combination of BDS
and GPS is more accurate and reliable than any single system for static
observation point positioning. At the same time, for the consideration
of the weight coefficient, the system has good adjustability and practi-
cality, and the Kalman filter can better modify the dynamic combined
observation point.

Keywords: Combined positioning · Static point positioning ·
Dynamic point positioning · Weight coefficient

1 Introduction

Beidou Navigation Satellite System (BDS) is one of the four satellite navigation
systems independently developed by China. Since the laboratory system was
established in 2000, 15 orbital satellites have been developed to cover the entire
Asia-Pacific region by 2012, and it will provide services around the world by 2020.
It includes geostationary (GEO) satellites, inclined geosynchronous satellite orbit
(IGSO) satellites, and medium earth orbit (MEO) satellites distributed over
21,000 km and over 35,000 km [1]. Global Positioning System (GPS) is developed
by the US Land and Air Force. It was researched quite early and had achieved
a global coverage of 98% in 1994. There are MEO satellites distributed over
20,200 km [2]. Under the research of all parties, the accuracy of single point
positioning of BDS and GPS can reach a level of 10 m and an elevation of 10 m
[3,4].
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With the gradual improvement of the four major satellite navigation systems,
the future air constellation satellites will have more than 120 satellites, provid-
ing more stable, reliable, and accurate services of navigation and positioning for
global users [5]. However, facing many satellite navigation information resources,
its body of the application has gradually evolved from single navigation position-
ing to a new era of multi-information integration, such as collective positioning
and the Internet. Global navigation satellite system (GNSS) has also entered the
era of multi-system compatible and cooperative development [6]. The develop-
ment time of BDS is short, and the technology is not yet perfect in this filed.
Therefore, the combination of mature GPS and BDS can further improve accu-
racy and reliability of navigation positioning [7,8].

The satellites of BDS and GPS have different orbital altitudes, which has
created some obstacles for the study of tight combinations [9]. Currently, BDS
and GPS are capable of doing independently navigation positioning, the accuracy
of single point positioning is not accurate enough, and researching the combined
positioning of observation points under single point positioning is rare [10]. This
paper designs the combined observation point positioning algorithm of BDS and
GPS. For once positioning and multiple positioning of static observation points, a
corresponding weight coefficient integrated positioning algorithm is put forward.
At the same time, based on once positioning of static observation points, the
Kalman filter can smooth the movement trajectory for the dynamic observation
point. This design not only has adjustability, but also has strong practicality
and confidentiality.

2 Static Point Positioning

When the static observation point is located, once and multiple positioning can
be performed on the same observation point by using BDS and GPS simultane-
ously. Therefore, we can get different positioning coordinates. A more accurate
coordinate can be obtained by combined method ultimately.

2.1 Once Positioning

At a fixed point, once positioning is used to do the same static observation point
by using BDS and GPS simultaneously. Thus, two positioning coordinates are
obtained to perform the combined positioning. In the longitude and latitude
direction of the observation point, assume that (xB , yB) and (xG, yG), respec-
tively, are predictive coordinates of BDS and GPS, and (x, y) is the combined
coordinate of BDS and GPS. The positioning accuracy of specific receiver deter-
mines observed gain errors of BDS and GPS. εB = 5m and εG = 2m, respec-
tively, are the gain error counted from the receiver in the paper. When the posi-
tioning coordinates of two-systems are the same, (x, y) = (xB, yB) = (xG, yG) is
the combined coordinate of BDS and GPS. However, the positioning accuracy
of two systems is different in practical operation. Assume that the combined
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coordinate and range, respectively, are calculated as follows:

(x, y) =
1
2

(xB , yB) +
1
2

(xG, yG)

ri =
√

(xi − x)2 + (yi − y)2 (i = B,G) (1)

When ri ≤ 2εi is established, the weight coefficient as follows:

δi = 1 − ri
rB + rG

(i = B,G) (2)

When ri > 2εi is established, if the range is large, the weight coefficient will
be 0, and if the range is small, the weight coefficient will be 1, which means that if
one system suffers from strong interference, it will not participate in positioning.
Therefore, the combined coordinate of BDS and GPS is calculated as follows:

(x, y) = δB (xB, yB) + δG (xG, yG) (3)

2.2 Multiple Positioning

At a fixed point, multiple positioning is used to do the same static observation
point by using BDS and GPS simultaneously. Thus, multiple discrete coordinates
are obtained to perform combined positioning. The idea of combined positioning
is to leave dense coordinates and remove discrete coordinates. When there are
enough sample points, it is evenly distributed among a certain neighborhood of
the precise coordinates, and offset errors can cancel each other out.

In the longitude and latitude direction of the observation point, assume that(
xB
i , yB

i

)
and

(
xG
i , yG

i

)
, respectively, are predictive multiple discrete coordinates

of BDS and GPS, and (x, y) is accurate combined coordinate of BDS and GPS.
Let us take BDS as an example, the specific method is as follows:

Step 1: Calculating the desired point coordinate in all discrete coordinates is
as follows:

(
xB
0 , yB

0

)
= E

{(
xB
1 , yB

1

)
,
(
xB
2 , yB

2

)
, . . . ,

(
xB
n , yB

n

)}
(4)

Step 2: Respectively, taking the discrete point
(
xB
i , yB

i

)
(i = 0, 1, . . . , n) as

the center of circle OBi and the error gain εB as the radius. The number of all
coordinates contained in the circle OBi is nBi. Therefore, their probability is
pi = nBi

n .
Step 3: When pi ≥ p0 is established, corresponding positioning coordinates

are remarked as
(
xB
j , yB

j

)
(j = 0, 1, 2, . . . ,mB). If the number of observed effec-

tive positioning coordinates is mB ≥ 1, the collection of available positioning

positions is θB =
mB⋂
j=1

OBj , and if the number of observed effective coordinates is

mB = 0, the collection of available positioning positions is θB = OB0.
As above, we can derive the number of effective coordinates mG and the

collection of available positioning positions θG observed by GPS. Then, (xB , yB)
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and (xG, yG), respectively, are barycentric coordinates of the collection of avail-
able positioning positions. Finally, the precise combined coordinate of BDS and
GPS is shown in formula (3), where the weight coefficient as follows:

δi =
mi

mB + mG
(i = B,G) (5)

3 Dynamic Point Positioning

When the dynamic observation point is located, data is gathered using BDS and
GPS simultaneously in a very short period of time, in which combined positioning
of observation points is carried out. The specific method is the same as the static
observation point. In fact, the movement trajectory of the BDS/GPS combined
observation point is determined, and two ways can be used generally. The first
is to collect many discrete coordinates as combined positioning coordinates in
very short time intervals, which fit it directly to the movement trajectory. The
second is to collect once coordinates as combined positioning coordinates in a
very short time interval, which smooth the movement trajectory using Kalman
filter. The first operation is less difficult, and the second effect is good.

This paper determines the movement trajectory of BDS/GPS combined
observation point by the second method. The Kalman filter has a correlation
with each epoch. The observations of the previous moment have an effect on
the latter moment, and it has good smoothness. The study, which is about the
movement trajectory of combined observation points of BDS and GPS based on
Kalman filter, is assumed to be performed under linear conditions. Now only
considering the uniform tracking position of the observation point in the two-
dimensional plane, the selected state vector of the observation point is as follows:

xk =
[
xt (k) ẋt (k) yt (k) ẏt (k)

]T (6)

where the coordinate of observation point under each epoch is (xt (k) , yt (k)),
and the speed of observation point under each epoch is (ẋt (k) , ẏt (k)).

Owing to lack of control variable, the available system model and measure-
ment model of the observation point are as follows:

xk+1 = Fxk + Bwwk

zk+1 = Hxk + vk
(7)

where the state transition matrix F,Bw and the measurement matrix H are as
follows:

F =

⎡
⎢⎢⎣

1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

⎤
⎥⎥⎦ Bw =

⎡
⎢⎢⎣

T 2

2 0
T 0
0 T 2

2
0 T

⎤
⎥⎥⎦ H =

[
1 0 0 0
0 0 1 0

]
(8)

The sampling interval is set to T . wk and vk, respectively, are system state
noise and measurement noise of Gaussian white noise sequence. Dwk

and Dvk
,
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respectively, are its covariance matrix. The equations are as follows:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

E(wk) = 0
E(vk) = 0
cov(wk, wj) = Dw(k)δkj
cov(vk, vj) = Dv(k)δkj
cov(wk, vj) = 0

(9)

δkj is the Kronecker function, and E(x0) = ux(0) var(x0) = Dx(0) cov(xk, vk) =
0, cov(xk, wk) = 0 denotes the initial state of the system respectively.

4 Experiment Analysis

We choose the outdoor playground in Chongqing University of Posts and
Telecommunications as our experiment area. Experimental data were collected
by GPS/BDS two-system compatible receiver, which respectively collected 600
static data and 100 dynamic data by GPS and BDS. The measurement interval
was set to 1s. The following is a test of static positioning error using multiple
positioning, and the dynamic positioning error using the Kalman filter. Respec-
tively, we analysis the positioning error in the longitude direction of the x-axis
and latitude direction of the y-axis.

4.1 Static Point Positioning Analysis

To evaluate the combined positioning performance of static observation point,
we compare the positioning error of single-system and two-system combined
observation point after multiple positioning. In the two-dimensional coordinate
system of longitude and latitude, standard deviation and root mean square error
are defined as follows:

σ2D =

√√√√
n∑

i=1

((xi − ux)2 + (yi − uy)
2)

n
(10)

δ2D =

√√√√
n∑

i=1

((xi − x0)
2 + (yi − y0)

2)

n

where n is the number of epochs, and (xi, yi) is the positioning coordinates of
the epoch data. ux and uy, respectively, are the expected values of their corre-
sponding positioning point. The true coordinate of the test location is (x0, y0).

Table 1 shows the STD and RMS values obtained from the statistics of static
observation points after multiple positioning.

As can be seen from Table 1, in the longitude and latitude direction of the
observation point, the positioning effect of static observation point by GPS is
better in the single system, and the positioning effect of BDS is relatively poor.
At the same time, compared with the positioning of single system, the positioning
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error of the combined observation point of BDS and GPS is the smallest, and
the positioning error of the combined observation point is relatively minimal
in the two-dimensional coordinate system of longitude and latitude. Therefore,
the combined positioning of static observation point of BDS and GPS is more
accurate after multiple positioning.

Table 1. STDs and RMSs of single-system and two-system combined observation point

Scheme STD RMS

σx σy σ2D δx δy δ2D

BDS 1.4441 2.0834 2.9590 1.5391 2.3390 3.0588

GPS 0.8524 1.4384 2.0506 1.3493 1.8708 2.5992

BDS/GPS 0.7614 0.9062 1.7318 0.8063 0.9329 1.8331

4.2 Dynamic Movement Trajectory Analysis

To evaluate the combined positioning performance of dynamic observation point,
we compare the movement trajectory of single-system and two-system combined
observation point after once positioning. At the same time, we compare the
positioning error of directly fitting combined observation points and the Kalman
filter smoothing observation points. Figure 1a shows the movement trajectory
of single-system and two-system combined observation point and the Kalman
filter smoothing observation point. Figure 1b shows the positioning errors of
BDS/GPS combined and the Kalman filter smoothing observation points.

It can be seen from Fig. 1a that the corrected movement trajectory using
the Kalman filter is closer to the true movement trajectory. Tracking points of
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BDS and GPS are distributed on both sides for real movement trajectory. The
fitted movement trajectory did not achieve very good effect after the combined
observation points of BDS and GPS, but the movement trajectory is smoother
using the Kalman filter.

It can be seen from Fig. 1b that the positioning error using the Kalman filter
is less than the combination of BDS and GPS, and the positioning error is stable
within 1.5 m, which means that the Kalman filter has a good corrected effect on
the processing of dynamic observation points.

5 Conclusion

In this paper, we investigate the combined positioning of static and dynamic
observation points. Once positioning and multiple positioning of static obser-
vation point are separately analyzed, two situations that can be used for the
movement trajectory of the dynamic combined observation points have been
introduced. Finally, for static combined observation point positioning, multiple
positioning is chosen to determine a more accurate combined positioning coordi-
nate. For the movement trajectory of the dynamic combined observation points,
the Kalman filter has a good corrected effect after once combined positioning.

At the same time, the proposed weight coefficient integrated algorithm is
adjustable, which means that not only an accuracy positioning can get by BDS
and GPS, but also the positioning does not depend on BDS or GPS. The algo-
rithm can be used in the military field, because they are practical and confiden-
tial.
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Abstract. In the paper, an indoor positioning scheme combining pedestrian
dead reckoning (PDR) and magnetic strength matching (MSM) is proposed.
PDR is conducted by sensing acceleration and angular speed through the 3-axis
accelerometer in iphone7 and a fabricated high-precision rotational gyroscope.
Low bias stability (0.5°/h) of the gyroscope contributes to a small accumulative
error in heading angle estimation. Through data analysis to outputs of the
accelerometer and the gyroscope, human motion, such as walking a step,
walking upstairs or downstairs, turning left or right, is recognized and walking
path is reckoned with motion information. Magnetic strength is measured by the
magnetometer in iphone7 and MSM positioning result is used to reduce error of
reckoned heading angle. The error rate of downstairs/upstairs step count is low
and after heading angle correction by MSM, a satisfactory indoor positioning
result is obtained.

Keywords: Indoor positioning � Pedestrian dead reckoning (PDR) � Magnetic
strength matching (MSM) � Modified dynamic time warping (DTW) algorithm

1 Introduction

Service requirements of indoor positioning have been growing rapidly over time.
Though global navigation satellite system (GNSS) for outdoor navigation has been
mature and widely utilized, indoor positioning is still a task for the facts that: (1) GNSS
signal in indoor environment is unavailable or seriously attenuated [1]; (2) indoor
environment is complex with the phenomenon of not line of sight (NLoS) [2] and
interference from humans [3]; (3) human path is not restricted to specific route as
vehicles [4], however, with unpredictable turns [5]. Existing indoor positioning tech-
nology includes Wi-Fi positioning, Bluetooth Low Energy (BLE) positioning, radio
frequency identification (RFID) positioning, dead reckoning (DR), MSM, and so on.
Wi-Fi positioning, with accuracy of 10–20 m, is widely used for mature IEEE 802.11
standard and universality of Wi-Fi signal receiver, such as smartphones [6]. However,
this technology has problems of high reliability on availability and distribution of Wi-
Fi signals [7], attenuation [8], and multipath effect [9]. BLE positioning depends on
dense arrangement of signal sources and RFID positioning requires special signal
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receivers, which restrict their widespread application. DR, based on measured linear
acceleration signal and angular speed signal from inertial sensors (accelerometer,
gyroscope) to calculate motion trail without receiving any external measured signals, is
a positioning method different from others. Thus, DR is immune to outside interference
or change of environment. However, for frequently used inertial MEMS sensors in
watches or smartphones, inherent problems such as temperature sensitivity [10, 11],
non-ideal repeatability of input–output characteristic for different measurements, low
bias stability, cause measurement errors. Moreover, heading angles and linear speeds
are the accumulation of measured angular speeds and linear accelerations, which will
accumulate measurement errors [12]. DR with MEMS sensors is often used in short-
distance path reckoning, and the other method is needed to modify the path. MSM can
be a supplementary method to modify positioning error by PDR, as introduced in [13,
14]. Positioning performance of MSM relies highly on distribution condition of
magnetic strength [15, 16]. Higher stability in time and larger variations in space of
magnetic strength distribution contribute to better positioning precision by MSM.

In this paper, an indoor positioning scheme combining PDR and MSM is proposed.
The three-axis accelerometer in iphone7 and a fabricated high-precision gyroscope
(with the bias stability of 0.5°/h) with a ball-disk shaped rotor [17, 18] compose the
inertial measurement unit (IMU). Construction of IMU is introduced in Sect. 2 with the
structure of the fabricated gyroscope illustrated. In Sect. 3, PDR based on human
motions through analysis to IMU signals is described in detail. In Sect. 4, the principle
of MSM positioning and procedure of modified DTW algorithm are introduced and an
example of MSM positioning with the modified DTW algorithm is given. An exper-
iment of indoor positioning is conducted and the precision of the proposed scheme is
analyzed in Sect. 5. Section 6 concludes the significance of the proposed indoor
positioning scheme.

2 IMU Construction

The bias stability of the MEMS rate-grade gyroscope in smartphones is in the range of
10–1000°/h, which will lead to a large accumulative error in indoor positioning.
A tactical-grade gyroscope with the bias stability of 0.5°/h is fabricated, constructing
the IMU with the 3-axis accelerometer in iphone7. The fabricated gyroscope is a
rotational gyroscope with a ball-disk shaped rotor supported by a water-film bearing,
based on magnetic self-restoring effect to balance Coriolis torque, as shown in Fig. 1.
Measurement range of the fabricated gyroscope is −30°/s to 30°/s, which is restricted
by the linearity of differential capacitance detection [17, 18]. Nevertheless, for posi-
tioning application with memory module and processing module, it is feasible to
construct a lookup table with corresponding differential capacitances and input angular
speeds. To further increase the measurement range, the distance between the detection
electrode and the rotor disk is increased from 100 lm to 500 lm. And the rotor
deflection angle range increases from 1° (restricted by linearity) to 6°. And corre-
spondingly, maximum measurable input angular speed increases from 30°/s to 180°/s
(3.14 rad/s), enough for walking action recognition. But as a trade-off, sensitivity
decreases, however, enough for PDR application. Low bias stability value of the
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fabricated gyroscope (0.5°/h) contributes to a small accumulative error of heading
angle estimation. The gyroscope is fixed on its side upon the iphone7 screen and put in
a box, named as positioning box. There is a belt on the box to be fastened on the waist
of the human for motion tests.

3 PDR Based on Human Motion

PDR is conducted by detecting typical human motions of walking a step on the flat
floor, walking upstairs/downstairs, turning right/left through inertial sensors. I wear the
positioning box on the waist, collect data from sensors during these actions, analyze
their features, select those can be utilized for motion detection. In order to express it
more clearly, the forward direction (Y-axis direction of the accelerometer) and the
vertical direction (Z-axis direction of the accelerometer) during walking are defined as
shown in Fig. 2. Motion of walking on the flat floor is divided into two stages. In stage
one, from the time when heel of the left (right) foot touches the floor to the right time
before tiptoes of the right (left) foot leave the floor, acceleration in forward direction is
increased, as curve A–B in Fig. 3a. In stage two, from the time when tiptoes of the right
(left) foot leave the floor to the time when heel of the right (left) foot touches the floor,
acceleration in forward direction is decreased, as curve B–C in Fig. 3a. Thus, motion of
walking with two stages can be detected by change of acceleration in forward direction.

Fig. 1. a Engineering diagram of the gyroscope. b Photograph of the gyroscope

Fig. 2. Schematic diagram of directions during walking motion
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Kalman filtering an algorithm jointing newly measurement and prediction based on last
output to decrease measurement error is adopted to filter Y-axis acceleration. Filtered
signal is noted as the red line as shown in Fig. 3a and peak number of the filtered signal
is equal to sum of positive and negative peaks of the blue curve. Thus, through Kalman
filtering, walking steps can be obtained by the function findpeaks in Matlab. Motion of
walking upstairs and downstairs of 10 steps is detected by Z-axis acceleration (Fig. 3b,
c), and the curve for motion of one step walk is marked between points A, B. As with
walking on the flat floor, curves are Kalman filtered and the number of steps is equal to
positive (negative) peaks of the filtered red curve. Figure 3d represents the curve of Z-
axis acceleration in motion of walking on the flat floor. Compare Fig. 3b–d, curve
difference of Z-axis accelerations is obvious, which can be a distinguish standard to
differentiate three motions before step counting. Heading angle change is sensed by the
fabricated gyroscope in IMU. Gyroscope can sense the angular speed and the turning
angle is the integral of angular speed to time. Gyroscope outputs for experiments of
turning right and turning left are as shown in Fig. 3e, f. Turning direction can be easily
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Fig. 3. a Y-axis acceleration while walking on the flat floor. b Z-axis acceleration of walking
upstairs of 10 stairs. c Z-axis acceleration of walking downstairs of 10 stairs. d Z-axis
acceleration of walking on the flat floor. e Angular speed of turn right. f Angular speed of turn
left
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distinguished by angular speed direction. Turning angle is calculated by h ¼ P
i
1
f xi,

where f is the sampling frequency (30 Hz) and xi is the angular speed at the sampling
point. Calculated turning angle of turning right and turning left is −1.62 and 1.54 rad,
respectively, absolute value of which are approaching to p=2 rad.

4 Magnetic Strength Matching (MSM) Indoor Positioning

Magnetic strength matching works under the precondition of stable magnetic strength
distribution in time and existence of magnetic strength variation in space. Indoor
positioning by MSM is conducted through two stages: database construction by mobile
matching and positioning. This scheme increases the dimension of information from 3
to the length of magnetic strength sequence. Database stores magnetic strength
sequences of continuous RPs and positions of the first and the last RP as the form of:

Rk ¼ mk1; mk2; mk3; . . .mkn; posk1; posk2f g, where mk1, mk2, mk3, … mkn represent
magnetic field strength of n RPs in route Rk. When the measured continuous magnetic
strength data sequence matches Rk in shape, the walking path is positioned to be
between posk1 and posk2.

For a different height and walking speed of humans, curves of magnetic strength
sequences through the same path will have similar overall component shapes but with
different average amplitudes and sequence lengths as graph of Fig. 4a [19]. To identify
similarity of signal 1 and signal 2, a time domain signal processing method of modified
DTW is adopted. DTW algorithm stretches or compresses signal curves for dissimi-
larity analysis as shown in Fig. 4b. After signal 2 stretches to the same length as signal
1, signal similarity is evaluated by sum of squared euclidean metric of corresponding
points. Modification to DTW algorithm is to eliminate influence of difference in
average amplitude of magnetic strength. Procedure of modified DTW is as below: let
data sequences A(a1, a2,…an), B(b1,b2,…bm) be the reference data sequence and
measured data sequence, respectively. For magnetic strength change trend matching,
measured data sequence B is modified (B′ (b1 + d, b2 + d,…, bm + d)) to be with the
same average as the reference data sequence A, initially. Then, a n � m matrix grid is
constructed with one element at each grid (i, j) representing squared euclidean distance
between ai and bj. A route from (0, 0) to (m, n) is searched for with the smallest sum of
elements in grids. A chosen grid (g, h) means ag, bh are corresponding data in

Fig. 4. Example of signal alignment by DTW
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sequences A, B and the smallest sum is the similarity expressed in value between A and
B, noted as parameter SUM. The smaller the SUM is, the better sequence A matches
sequence B. The algorithm is implemented in Matlab.

To evaluate the functionality of MSM with modified DTW algorithm, a path is
walked through twice with measured data sequence 1 (D1), 2 (D2) and a path nearby is
walked through with measured data sequence 3 (D3). D2 is set as the reference data
sequence and data pair of (D1, D2), (D3, D2) are input to the Matlab algorithm of
modified DTW. (D1, D2), (D3, D2) with modified sequences MD1, MD3 are shown as
Fig. 5a, b. SUM of (D1, D2), (MD1, D2), (MD3, D2) after DTW processing is 59.4,
30.1, 498.1, respectively. The result reveals that average modification can improve
similarity between data sequences and discriminability of magnetic matching posi-
tioning with modified DTW algorithm is satisfactory.

5 Experiment and Discussion

To examine the functionality and the precision of the proposed indoor positioning
scheme with the positioning box worn, I walk from the first floor to the second floor of
a building in my campus. Layout of two floors is approximately the same, as shown in
Fig. 6, with position of stairs marked. After constructing database of MSM by mobile
mapping, I walked as the path of the red line in Floor 1, up two flights of stairs (20
steps), and as the path of green line of Floor 2 (Fig. 6). An additional experiment of
walking downstairs is conducted, afterward. During the walking, a number of steps in
Floor 1 and Floor 2 are counted. Magnetic matching corrects obvious route error by
PDR which crosses areas with large magnetic field strength change. PDR path and
magnetic matching correcting (MMC) path are marked in blue, yellow lines (Fig. 6).
PDR path can roughly indicate the walking path and MMC path decreases errors,
especially those caused by heading angle estimation (accumulative error by the
gyroscope). Curves of PDR error, MMC error, and error of heading angle at corners
(Fig. 7) reflect precision of positioning. It can be seen that maximum PDR error and
PDR error at ending point are 3.5 m and 3 m, respectively. Heading angle error is

Fig. 5. Magnetic field strength signal alignment by modified DTW of a two walks through the
same path b two walks through two nearby paths
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within 20°. After correcting of heading angle error (MMC path), positioning error at
ending point is decreased to 1.5 m. Heading angle correction can effectively find out
PDR route errors of crossing walls or other barriers. Figure 7b reveals that heading
angle error accumulates with successive turn of the same direction, which derives from
scale factor error of the gyroscope. Counted upstairs and downstairs numbers are 19, 20
respectively, with 1 step upstairs count error. The accuracy rate of stair count is high
enough.

6 Conclusion

An indoor positioning scheme combining PDR and MSM is proposed in the paper. The
3-axis accelerometer and the magnetometer in iphone7 with a fabricated high-precision
gyroscope construct the hardware system of the positioning box. Through Kalman
filtering to outputs from accelerator and gyroscope, typical human motions during

Fig. 6. Similar layout of Floor 1 and Floor 2
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walking are recognized with low error rate. MSM positioning as a supplementary
method to decrease accumulative errors is conducted through data matching between
measured magnetic strength sequence and sequences in database by modified DTW
algorithm. The proposed positioning scheme is applied in an experiment of walking
path tracking from floor 1 to floor 2 in a building of my campus. PDR error caused by
heading angle estimation error is obvious. After MSM correction, positioning error is
lowered. Further work will focus on developing a real-time data processing module to
process MSM data as the walking action and correct heading angle error in real time to
decrease accumulative effect of PDR positioning by inertial sensors.
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Abstract. This paper designs the SPI interface module in the baseband chip of
the dual mode satellite navigation receiver based on the AMBA bus, and this
paper is based on the first edition of the baseband chip accepted by the Science
and Industry Corp. This design provides the IP core of SPI for the SoC using the
LEON series processor and uses the TMR on register transfer level and eval-
uates the final results after the reinforcement. The results of verification and
evaluation show that the SPI master designed by this paper can communicate
normally based on the AMBA bus, and the SPI master after reinforcement can
resist SEU to a certain extent and improve its stability in the space radiation
environment.

Keywords: Anti-radiation � Baseband chip � AMBA bus

1 Introduction

The digital baseband chip is an important part of the navigation receiver compatible
with the GPS and BD-2 systems and is the core unit of the dual system compatible
receiver. This paper designs the SPI module as a part of a major special project. From a
global point of view, there are many kinds of on-chip buses, and many semiconductor
manufacturers have developed their own bus standards. The literature [1] shows that
the wishbone bus has been widely used in the market with its diverse topological
structures and most of the IP cores of SPI are currently designed based on the wishbone
bus. The literature [2] shows that the AMBA bus designed by ARM has been widely
recognized in the market with excellent architecture. The literature [3] shows that the
failure of the space radiation in the satellite accounts for 55% of the total number of
faults, so the stability of the integrated circuit is very important. So this paper describes
the top-down design process for SPI based on the AMBA bus in detail and verifies the
design with the LEON3 platform.
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2 Design of SPI Bus Control Module

There are two main methods for designing IP cores. One is top-down, and the other is
from bottom to top. Because the structure of SPI master is relatively simple and there
are less modules, it is relatively easy to grasp from the whole. Therefore, the top-down
approach is used to design.

The main function of the SPI master is to define and describe the related registers,
so the APB bus can control the SPI master to select the SPI slave and to receive data
from the SPI slave and to send data to SPI slave. The architecture of the SPI master
section is shown in Fig. 1.

The modules involved in Fig. 1 include: control and state register module, clock
generation module, shift register module, address decoding module, etc.

2.1 Clock Generation Module

In order to match the high-speed clock of the APB bus and the low-speed clock of the
external device, the clock division module ‘spi_clgen’ is needed in the design of the
SPI master. The main function of the module is to divide the clock frequency PCLK
from the APB bus and generate the clock signal SCLK to control the sending and
receiving data.

This module divides the frequency from the APB bus and generates the internal
clock signal. The frequency division function is realized by the reciprocal counter
(CNT). The initial value of the counter (CNT) is stored in the register named ‘divider.’
The idle state of the ‘clk_out’ is low, and the value of the counter (CNT) is reduced by
1 at the coming of the rising edge of each PCLK. When the value of counter (CNT) is

Fig. 1. Architecture of SPI master
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reduced to 0, the value of the signal named ‘clk_out’ is turned to high level, and the
high level lasts for a PCLK period, and then, it returns to low level. The signal passes
through the transceiver logic module and generates a signal which is half of the signal
named ‘clk_out.’ The signal generated is the main clock signal of the SPI
communication.

2.2 Address Decoding Module

When it needs to write data or read data, the module will compare the address from the
APB bus with the defined address constants one by one. If the APB bus address is
consistent with the defined address, it performs the operations of reading and writing.
In this judgment, the conditions should be met; that is, only when the PENBALE is
enabled, PSELx chooses the corresponding SPI slave. The address signal named
PADDR decodes the address and configures corresponding registers when it receives
data.

2.3 Shift Register Module

The main function of this module is to transform parallel data from APB bus to serial
data and deliver the serial data to the SPI master, transform serial data from SPI master
to parallel data and deliver the parallel data to APB bus.

The main function of this module is completing the conversion of serial and parallel
data through the shift register. The specific implementation process is as follows: The
serial data named ‘s_out’ from SPI slave stores in the receiving register RX in a certain
order and then the data in the RX is passed to the register named ‘data.’ When the APB
bus sends the corresponding task to the SPI master, the SPI master sends the data stored
in the register named ‘data’ in parallel to the APB bus. In the same way, when the APB
bus sends the corresponding command to the SPI master, SPI stores the parallel data
named ‘p_out’ from the APB bus in the shift register named ‘data,’ and the data in the
shift register is then transferred to the register TX in a certain order. Then, the data
transfers to serial data and delivers to the SPI slave one by one.

2.4 Control and State Register Module

The main function of the control and state register is to control the transmission state
and transmission mode of the SPI master. The transfer mode can be controlled by
setting the related bits of the register. The control and state register has 32 bits, and the
main internal signals are as follows: ASS, this bit is the twelfth bit of the register. If this
bit is set, SS signals are generated automatically. IE, this bit is the eleventh bit of the
register. If this bit is set, the interrupt output is set active after a transfer is finished. The
interrupt signal is deasserted after reading from any registers or writing to any registers.
TX_NEG, this bit is the second bit of the register. If this bit is set, the MOSI signal is
changed on the falling edge of a SCLK clock signal, or otherwise, the MOSI signal is
changed on the rising edge of SCLK.
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3 Simulation and Verification of SPI Master Interface

This paper verifies the designed SPI master in two aspects: One part is writing
testbench to do the preliminary verification, and the other is linking the design which
has passed the initial verification to the LEON3 platform provided by ESA.

3.1 Write a Testbench for Verification

Before connecting the designed SPI master to the LEON3 SoC platform, we first need
to write a testbench to verify the designed code preliminarily, and test whether the
function of the designed circuit is consistent with the expected target. The structure
diagram of testbench is shown in Fig. 2.

This paper uses Verilog to design the basic functions of the APB bus to verify the
normal work of the designed SPI master. In this section, the writing task, reading task,
and data comparison task of the APB bus are defined. In the testbench, this paper
describes the corresponding WADDR and the corresponding WDATA, and the
corresponding RADDR and the corresponding RDATA in detail. Through the
COMPARE TASK this paper defined, we can judge whether the APB bus can write
data to the corresponding address and read data from the corresponding address. The
result of the test is shown in Fig. 3.

In order to improve the reliability of the design results, this paper verifies the function
of the designed SPI master fully. The SPI master also reads and writes 1000 times
randomly to the related registers and compares the correctness of the written data and the
data which is read from the related registers. The result of the test is shown in Fig. 4.

Fig. 2. Architecture of testbench

Fig. 3. Test of communication between APB and SPI master
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3.2 Connect to the LEON3 Platform for Verification

LEON3 uses the 7-level pipeline structure, and it connects the INSTRUCTION REG-
ISTER with the MEMORY CONTROL REGISTER through the high-speed AMBA-
AHB bus. The DATA CACHE REGISTER is connected with the high-speed external
interface to transmit data. Low-speed AMBA-APB bus connects with low-power
peripherals, such as timers, serial ports, and network interfaces [4].

To connect to the LEON3 platform, it is needed to understand the plug-and-play
mechanism of APB bus, configure the designed SPI address, and connect the SPI
master to the LEON3 platform. This paper uses the Verilog language for the design of
SPI, while the open source code of LEON3 uses the VHDL language, so this paper
needs to write a wrapper to complete the conversion of two languages.

For this paper, the function of verifying the designed SPI is to write to the SPI
master and read data from the SPI master through the APB bus. The APB bus writes
data to the related registers to transmit the related data and configure the related
registers.

The basic function of this code is to write data 0 � 5a to the TX register of the SPI
master. By comparing the data read out with the written data, we can judge whether the
SPI master can be used to transmit data with the APB bus.

This code is written in/grlib/software/leon3/apbuart.c. This paper writes the test
function int spitest(int addr) and invokes the function in systest.c. When this paper
invokes the function, the APB bus must know the address of the related registers to be
written.

According to the above method, the APB bus can get the address of the related
registers. So, the APB bus can write data into the related registers and read data from
the related registers. The final results are shown in Fig. 5.

As is shown in Fig. 5, first, 000005A is written to the DIVIDER REGISTER of the
SPI master. The address of the DIVIDER REGISTER is 0000084, and then, the APB

Fig. 4. Final test of communication between APB and SPI master
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bus can read 000005A from the DIVIDER REGISTER. In the same way, 000000 is
written to the SS REGISTER and the APB bus can read the same data from the
SS REGISTER. The address of the SS REGISTER is 00000818.

It can be concluded that the SPI master has been successfully connected to the APB
bus and can be written and read out through the APB bus.

4 TMR of the SPI Master

In the actual aerospace circuit, to meet the reliability requirements of SPI, we usually
use the fault-tolerant technology to ensure the function of the SPI master. The most
common fault-tolerant technology is TMR. The main parts of TMR are three identical
modules and a voter [5]. The output of the voter is in accordance with the majority of
the three inputs. The precondition of the voter is that there are two or more than two
modules working normally in the circuit, and the overall circuit function is normal, so
that the fault of the single circuit module is shielded.

TMR technology is considered the most reliable anti-radiation method. To achieve
the best effect of anti-SEU, we can instantiate all the modules into three identical
modules. While this method will bring about an increase in resources and cost, we
should consider the importance of the module and sensitivity to SEU. This paper only
reinforces the main registers of the SPI master. There are the data receive and transmit
registers named RX0, RX1, RX2, RX3; slave select register named SS; divider register
named DIVIDER; control and state register named CTRL.

The main implementation process is that this paper instantiates three identical
modules and assumes that one of the three registers has SEU that means the data in this
register has changed. Then, this paper observes the output of the register whether has
changed; if there is no change in the output, we can consider that the SPI master
designed in this paper has a certain ability of anti-radiation. Because the probability of
happening SEU at one time is very low and the probability of happening SEU is lower,

Fig. 5. Final result of test

1140 Y. R. Yin and X. L. Zhang



it can be regarded as impossible. In this paper, we only discuss the situation of only one
register has SEU [6].

To judge whether the design achieves the purpose of reinforcement, this paper
verifies the final results after TMR. The results of TMR are shown in Fig. 6.

This paper also reinforces other registers of the SPI master in the same way. The
total test result after TMR is shown in Fig. 7.

Fig. 6. Test result of TMR

Fig. 7. Final test result of TMR

Design and Verification of Anti-radiation … 1141



5 Concluding Remarks

This paper completes the design and verification of the SPI interface module in the
baseband chip of the dual mode satellite navigation receiver, reinforces the SPI
interface modules through the TMR method, and completes simple evaluation after
reinforcement. In summary, this paper improves the radiation resistance and improves
the stability of its work.
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Abstract. The performance of indoor localization algorithm is limited by non-
line-of-sight (NLOS) error, a positioning system includes Bluetooth module,
Bluetooth gateway and cloud monitoring center based on particle filter is pre-
sented to enhance positioning accuracy. Our experimental results indicate that
the proposed localization scheme leads to higher localization accuracy and lower
power consumption.

Keywords: Localization � Non-line-of-sight � Particle filter

1 Introduction

Over the past decades, localization service has been applied to a variety of different
applications, especially in civil class positioning navigation. While Global Positioning
System (GPS) localization does not work well in certain indoor regions. To tackle the
problems with GPS, many researchers have proposed a series of alternative indoor
localization schemes. Ultrasound positioning has high accuracy and simple structure,
but it is greatly affected by multipath effect and non-line-of-sight propagation. Wi-Fi is
applied to small-scale indoor positioning with low cost; meanwhile, its accuracy is easy
to be affected by other signals. ZigBee location determines the location of the object by
calculating the distance between the object and the reference nodes with known
locations, which is not common in practical applications. Based on Bluetooth posi-
tioning network, it can span a large physical space, increases the coverage of moni-
toring area, reduces blind area, and be suitable for remote communication process. That
is to say, the Bluetooth LAN with intelligent terminals and several Bluetooth beacons,
which transmits data between Bluetooth gateway and cloud monitoring center [1–9].

At present, the Bluetooth location method mainly is based on triangular location
algorithm. Other auxiliary methods such as Bayesian-based [10] sequential Monte
Carlo [11–13] particle filter (PF), Kalman filter algorithm, and Gauss filter algorithm.

Many improved methods have been proposed [14–16]. Xie et al. [14] came up with
an unscented particle filter (UPF). The main idea of UPF is to use unscented Kalman
filter method integrating the latest observation information to get a good proposal
distribution. Gaussian particle filter (GPF) was also proposed to solve degeneracy
problem [16] with a low error when the environment is highly non-Gaussian, especially
in line-of-sight (NLOS) environment.

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 516,
https://doi.org/10.1007/978-981-13-6504-1_136

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_136&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_136&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_136&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6504-1_136


In our research, we focus on the outdoor car localization schemes that can be
adopted by smartphones. In this paper, we present the original of car location detection
algorithm in the database of cloud data center maps the one-to-one mapping rela-
tionship between car location and intelligent LED positioning lamp. The mobile phone
submits the query request service through the beacon protocol communication. The
nearest Bluetooth lamp receives the request information and broadcasts the request
information to the LED wireless ad hoc MESH network for broadcast traversal to
search of car bits information, which reduces the cost of hardware compared to tra-
ditional video parking detection methods.

The rest of this paper is organized as follows. In Sect. 1, the related work on
existing localization schemes is presented. The problem formulation and describes the
proposed hybrid localization scheme are included in Sect. 2. Section 3 includes the
details of our experimental results. Finally, our conclusions are presented in Sect. 4.

2 The Problem Formulation and Describes the Proposed
Hybrid Localization Scheme

Particle filter is to generate a set of random samples (particles). The weights and
positions of the particles are adjusted according to the measurement information, and
the initial empirical condition distribution is modified by the adjusted particle infor-
mation. Observation model is given as

zk ¼ okðxk; vk; ukÞ ð1Þ

where zk is observation position at time k, ok is Observation function, vk and uk are
observation noise and test noise, respectively.

2.1 The Model Structure

The model structure of the localization in NLOS environment, which is shown in
Fig. 1. In order to realize the stochastic characteristic analysis of the NLOS environ-
ment in the region, the dynamic process of observation noise and test noise should be
modeled first in the region.

2.2 The Proposed Hybrid Localization Scheme

The position determines its position based on the LED data received with non-line-of-
sight (NLOS) serving for this investigation. The optical power received from a single
LED without overlap is given as

xik � qðxkjxi1:k�1; z1:kÞ ð2Þ

where k is the time indicator, xk ¼ x1k ; x
2
k ; � � � xNk

� �
is the system state vector consisting

of all states at the time k, z1:k ¼ z1; z2; � � � zkf g is a vector set of all measurement, qð�Þ
is the prior probability function, i 2 ½1;N�, N is the number of generated samples.
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Suppose

wi
k ¼ wi

k�1
pðzkjxikÞpðxikjxik�1Þ
qðxikjxi0:k�1; z1:kÞ

ð3Þ

Denote their corresponding weights.
Thus, we have

pðxkjz1:kÞ ¼
XN
1

wi
kdðxk � xikÞ ð4Þ

as random quantity to represent the posteriori probability density function. Here, the
weight satisfies the regular condition. Where d is the Dirac delta function.

After updating the state of particles, we weighted and estimated the location of
particles.

bxk ¼ XN
1

wi
kx

i
k ð5Þ

Fig. 1. Model structure
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3 Simulation Result

In this paper, we propose a position mechanism, and the simulation results of particle
filtering are shown as shown. Then, we discuss the effects of car position data.

3.1 Localization Accuracy

In our research, we implemented a testbed around the Academic Building at Nanjing
Institute of Technology, China. In this testbed, an android system running the proposed
localization scheme was used to achieve localization.

Figure 2 shows the evolution of the entire system. On the one hand, by using the
original measurement equations and the random disturbances, measurements are
obtained in the forward process. On the other hand, by using the partial filter process of
the system, measurement function and the partial observation of the system state, we
are able to realize a dynamic backtracking from the measurement data to the system
state. We compare the effect of the improved state evolution process with the process
without the direct observation for partial system states. And this dimensionality of the
system is tested to have the best performance.

In the following section, we present a numerical case to the effect of the indoor
navigation observation for partial system.

3.2 The Effective of the Proposed System

We plotted these results into indoor car position as Fig. 3 shows.
The car owners can match the real-time parking demand and parking lot of accurate

data through the mobile phone APP intelligent parking. The intelligent parking owners
completely and efficiently realize the parking lot to maximize the use of resources in
Fig. 3a. The parking users who are needed to parking can get parking navigation

Fig. 2. Evolution of the entire system
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services in Fig. 3b. The parking lot operators can master the parking data in real time
through the system. The analysis of parking big data can provide strong decision-
making basis for operators to improve the operation efficiency of parking lots, and
support the unified management of multiple parking lots and the unified management
of multiple massive devices.

4 Conclusions

In this paper, we present an indoor car localization scheme, which utilizes smartphones.
With the partial filter mechanism, this scheme is expected to be more feasible than the
existing indoor localization methods. Our experimental results indicate that the pro-
posed localization scheme leads to higher localization accuracy and lower power
consumption.
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Abstract. This paper focuses on the problem of sensor selection in
time-difference-of-arrival (TDOA) localization scenario with correlated
measurement noise. The challenge lies in how to select the reference sen-
sor and ordinary sensors simultaneously when the TDOA measurement
noises are correlated. Specifically, the optimal sensor subset is found by
introducing two independent Boolean selection vectors and formulating a
nonconvex optimization problem, which motivates to minimize the local-
ization error in the presence of correlated noise and energy constraints.
Upon transforming the original nonconvex problem to the semidefinite
program (SDP), the randomization method is leveraged to tackle the
problem, and thereby proposing the novel algorithm for sensor selection.
Simulations are included to validate the performance of proposed algo-
rithm by comparing with the exhaustive search method.

Keywords: Sensor selection · Time-difference-of-arrival · Source
localization · Convex optimization

1 Introduction

Source localization has been of considerable interest for many applications
in radar [1], wireless communications [2], and spectrum monitoring [3]. In
the wireless sensor network, source localization can be boosted by time-of-
arrival (TOA), time-difference-of-arrival (TDOA), frequency-difference-of-arrival
(FDOA), angle-of-arrival (AOA) measurements, or a combination of them [4,5].
This paper focuses on the TDOA localization for a stationary source.
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In practice, sensors are always deployed in the harsh conditions and pow-
ered by batteries [6]. Although localization with a great number of sensors can
improve the accuracy [7], the system energy consumption and complexity are
also enhanced [8]. To balance the energy consumption, the number of sensors,
with the localization accuracy [7], the sensor selection problem arises and aims
at invoking only a subset of sensors used for localization.

The straightforward approach to obtain the optimal sensor subset is enu-
merating all the possible sensor combinations and selecting one which has the
optimal performance. However, this solver is computationally intensive and can-
not be applied to the actual system. A heuristic approach has been proposed in
[9] to solve the sensor selection problem by convex optimization. The authors of
[10] have proposed a method that selects the minimum number of sensors in the
premise of guaranteeing a certain estimation performance. All the above litera-
tures deal with sensor selection problems by convex relaxation that relaxes the
original nonconvex problem as a semidefinite program (SDP). In addition, sev-
eral papers addressed the sensor selection problem by greedy approaches [11,12].

In the existing literatures, whether the measurement model is linear or non-
linear, only single-sensor selection vector is used to determine whether a sensor
is selected. However, in TDOA localization scenario, both reference sensor and
other ordinary sensors have a great influence on localization performance [13].
Besides, ubiquitous TDOA correlated noise makes the sensor selection problem
more complicated since the contribution of each sensor to the Fisher information
matrix (FIM) is no longer in an additive manner [14]. Therefore, development of
sensor selection scheme in TDOA localization scenario in the presence of corre-
lated noise, which can select the optimal reference sensor and ordinary sensors
simultaneously, is crucial.

This paper develops an optimization framework for sensor selection in TDOA
localization based on two Boolean vectors, which motivates to minimize the
localization error in the presence of correlated noise and energy constraints.
Though not focusing on a specific estimate algorithm, the Cramer-Rao Lower
Bound (CRLB) is used as the performance metric [10], which results in the lowest
possible variance that an unbiased linear estimator can achieve [2] and the trace
being the minimum achievable localization mean square error (MSE) [15].

The rest of this paper is organized as follows. Section 2 introduces the mea-
surement model and CRLB. Section 3 presents the problem formulation. Sensor
selection approach is derived in Sect. 4. Section 5 presents the simulation results.
Finally, conclusions will be drawn in Sect. 6.

2 Measurement Model and CRLB

We consider a wireless radio-based sensor localization network scenario where
M sensors are used to determine the source position uo employing TDOAs. Let
us denote the true position of the source as uo = [xo, yo, zo]T and the position
of sensor i as si = [xi, yi, zi]T , i = 1, 2, . . . ,M , where (∗)T stands for transpose
operation. The true distance between the source and sensor i is
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ro
i = ‖uo − si‖ =

√
(uo − si)T (uo − si), (1)

where ‖ ∗ ‖ denotes the Euclidean distance. Assume that each sensor in the
network can act as the reference sensor, and sensor s1 is regarded as the reference
sensor in our analysis without loss of generality. The true TDOA of a signal
received by the sensor pair i and 1 is

toi1 =
1
c
ro
i1 =

1
c
(ro

i − ro
1), (2)

where c is the signal propagation speed.
In practice, the observed TDOA measurements are

t = to + Δt , (3)

where t = [t21, . . . , t(M−1)1]T is the collection of the TDOA measurements, Δt =
[Δt21, . . . ,Δt(M−1)1]T is the additive zero mean Gaussian noise with covariance
matrix Q t. Δti1 is the difference of TOA noise Δti and Δt1, where Δti is zero
mean Gaussian noise with standard deviation σi with defining σ = (σ1, . . . , σM ).
In this paper, we assume that TDOA noises between different sensor pairs are
correlated due to the common reference, so the covariance matrix Qt is not
diagonal [16].

The CRLB of u is equal to the inverse of the Fisher information matrix [17]

CRLB(u) = (Ju)−1, (4)

where FIM is defined as

Ju = HQ−1
t HT =

(
∂t

∂uT

)T

Q−1
t

∂t

∂uT
, (5)

∂t

∂uT
=

1
c

⎡
⎢⎢⎣

(u−s2)
T

r2
− (u−s1)

T

r1
...

(u−sM )T

rM
− (u−s1)

T

r1

⎤
⎥⎥⎦ ,Qt =

⎛
⎜⎝

σ2
2 + σ2

1 . . . σ2
1

...
. . .

...
σ2
1 . . . σ2

M + σ2
1

⎞
⎟⎠ . (6)

3 Problem Formulation

In this section, it discusses the general theory for the sensor selection problem in
TDOA localization scenario when the noises are correlated, and the optimization
problem is formulated and analyzed. In particular, we are motivated to select
the best sensor subset with K sensors of M(M > K) available sensors that
minimizing the localization error, which is subject to a constraint on the number
of active sensors.
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We introduce two Boolean vectors

q = [q1, q2, . . . , qM ]T , qi ∈ {0, 1} (7)

p = [p1, p2, . . . , pM ]T , pj ∈ {0, 1} (8)

to select the reference sensor and other ordinary sensors, respectively. The ith
element of q describes whether or not the ith sensor is selected as the reference
sensor and the jth element of p indicates whether or not the jth sensor is selected
into the ordinary sensor subset.

We define two matrices Φp and Φq, which are related to Boolean selection
vectors and can formulate the FIM matrix and TDOA noise covariance matrix for
selected sensors by picking out some columns or rows from information matrix.
Φp is a submatrix of diag(p) after all columns corresponding to the unselected
sensors are removed and Φq is expanded by q as Φq = [q, q, . . . , q].

Since two Boolean vectors are orthogonal, some properties are presented:

1. The products of two matrices:

ΦT
p Φq = 0(K−1), ΦpΦ

T
q = pqT , ΦT

p Φp = I(K−1), ΦpΦ
T
p = diag{p},

ΦqΦ
T
q = (K − 1)diag{q}, ΦT

q Φq = 1(K−1)×111×(K−1),

where I(K−1) is an identity matrix with size (K − 1), 0(K−1) is a zero matrix
with size (K −1), 1(K−1)×1 is a vector composed of ‘1’ with size (K − 1) × 1.

2. We have

(Φp + Φq)T E(Φp + Φq) = (Φp − Φq)T E(Φp − Φq),

where E can be any diagonal matrix. This property plays an important role
in the derivation of optimization problem.

In our analysis, since the source position u is the only unknown parameter,
the FIM for selected sensors can be expressed as

Jsel
u = (Γ tΦp − Γ tΦq)

(
ΦT

p Γ qΦp + ΦT
q Γ qΦq

)−1

(Γ tΦp − Γ tΦq)
T (9)

where
Γ t =

1
c

[
(u−s1)

r1
, (u−s2)

r2
, . . . , (u−sM )

rM

]
, (10)

Γ q = diag{Δt21,Δt22, . . . ,Δt2M}. (11)

Theorem 1. The closed form of the FIM for selected sensors Jsel
u with respect

to p and q is

Jsel
u = Γ t

(
Γ −1

o − Γ −1
o

(
Γ −1

o + C
)−1

Γ −1
o

)
Γ T

t , (12)

where

C = α−1

(
diag{p} + diag{q} − (p + q)(p + q)T

K

)

is the dependence between these two Boolean vectors and FIM, positive definite
matrix Γ o and scalar α are related to the TOA noise covariance matrix Γ q.
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Proof. To present the closed form of the FIM with respect to p and q, the
TOA noise covariance matrix Γ q is decomposed and the TDOA noise covariance
matrix for selected sensors is simplified after some algebraic manipulations.

The TOA noise covariance matrix Γ q can be decomposed as

Γ q = Γ o + αI (13)

where α is a positive scalar, I is the identity matrix, and Γ o is a positive definite
matrix [14]. This decomposition can be obtained by setting α to be half of the
any eigenvalue, and it can help simplify the inverse operation in (9).

The TDOA noise covariance matrix for selected sensors is expressed as

Γ sel
q = ΦT

p Γ qΦp + ΦT
q Γ qΦq.

According to the properties of Φp and Φq, it derives

ΦT
p Γ qΦp + ΦT

q Γ qΦq = (Φp + Φq)T Γ q(Φp + Φq)

= (Φp − Φq)T Γ q(Φp − Φq)

= Λ + (Φp − Φq)T Γ o(Φp − Φq) (14)

where Λ = α(Φp − Φq)T I(Φp − Φq).

Substituting (14) into (Φp − Φq)
(
Γ sel

q

)−1

(Φp − Φq)T and employing the
matrix inversion lemma [14], it derives

(Φp − Φq)
(
Γ sel

q

)−1

(Φp − Φq)T = Γ −1
o −

Γ −1
o

(
Γ −1

o + (Φp − Φq)(α(Φp − Φq)T I(Φp − Φq))−1(Φp − Φq)T
)−1

Γ −1
o (15)

where Γ o is determined by the matrix decomposition in (13) and has no effect
on the analysis.

Hence, the major challenge is to simplify the element in the inverse operation

C = (Φp − Φq)
(
α(Φp − Φq)T I(Φp − Φq)

)−1
(Φp − Φq)T

= α−1(Φp − Φq)
(
IK−1 + 1(K−1)×11T

(K−1)×1

)−1

(Φp − Φq)T . (16)

Considering the relationship
(
IK−1 + 1(K−1)×11T

(K−1)×1

)−1

=
(

IK−1 − 1
K

1(K−1)×11T
(K−1)×1

)
,

we have

C = α−1

(
diag{p} + diag{q} − (p + q)(p + q)T

K

)
.

Substituting (15) into (9), it derives

Jsel
u = Γ t

(
Γ −1

o − Γ −1
o

(
Γ −1

o + C
)−1

Γ −1
o

)
Γ T

t .

�
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Hence, the optimization problem can be formulated as

minimize
p,q

trace (Jsel
u )−1 (P1)

subject to 1T (p + q)= K
pT q= 0
p, q∈ {0, 1}M .

4 Sensor Selection Approach

Since the presence of Boolean constraint and the inner product of vectors, the
optimization problem (P1) is nonconvex and is not easy to address [10]. We
present the sensor selection method based on convex relaxation techniques and
the major operation is relaxing these nonconvex constraints.

Substituting (12) into (P1), it derives

min
p,q

tr
(
B − D

(
Γ −1

o + C
)−1

DT
)−1

s.t. 1T (p + q)= K
pT q= 0
p, q∈ {0, 1}M

(17)

where B = Γ tΓ
−1
o Γ T

t and D = Γ tΓ
−1
o .

Two auxiliary matrices Z and V are introduced to successively satisfy

B − D
(
Γ −1

o + C
)−1

DT � Z−1, (18)

V − D
(
Γ −1

o + C
)−1

DT � 0, (19)

where notation ‘�’ stands for an operation that A � B means that A − B is
positive semidefinite. Besides, defining a vector ι = p+q and a matrix Rι = ιιT ,
C can be rewritten as

C = α−1

(
diag{p} + diag{q} − 1

K
Rι

)
. (20)

We can use the Schur complement to transform (18)–(20) into the following
linear matrix inequalities (LMIs)

[
B − V I

I Z

]
� 0,

[
V DT

D Γ −1
o + C

]
� 0,

[
Rι ι
ιT 1

]
� 0. (21)

As for (17), p ∈ [0, 1]M and q ∈ [0, 1]M are used to relax the last constraint
and the optimal solution may be fractional. The equation pT q = 0 means that
the values of corresponding elements in p and q cannot be ‘1’ at the same
time. This constraint is abandoned in the algorithm and is considered when the
fractional vector is judged to be a Boolean vector.
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Substituting (21) into (17) and considering the above relaxation operations,
the problem can be transformed to a SDP

min
p,q ,Z ,V ,Rι

tr (Z)

s.t. LMIs in (21)
1T (p + q) = K
0 ≤ pi ≤ 1, i = 1, 2, . . . ,M
0 ≤ qi ≤ 1, i = 1, 2, . . . ,M.

(22)

The SDP problem can be solved efficiently by using interior-point approach
[9,18]. However, since the relaxation operation, the optimal selection vectors for
(22) are fractional and must be transformed to the Boolean vectors by judgement
to select the suboptimal sensor subset from all the sensors. The simplest method
is to select the maximal (K−1) weight values from p and one maximal value from
q [19]. Besides, we can also use the randomization method [14,20], generating
a set of random fractional vectors related to the SDP solution and giving a set
of random Boolean selection vectors, to select the minimum value of objective
function when each random Boolean selection vector pair is substituted.

5 Simulation Results

This section presents the simulation results of the proposed sensor selection
method and compares its performance with the exhaustive search and closest
selection method. The performance metric is CRLB when the true position of
source is substituting.

In the simulation, the sensor network contains 30 sensors in which 8 of them
are selected. Their positions are randomly obtained and the coordinate compo-
nents are Gaussian parameters when standard deviation is 3000. The position
of source is also generated randomly in a large cube at [0, 0, 0]T with a length
of 1000. TOA noise covariance matrix Γ q is a diagonal matrix with diagonal
elements as σ2, where σ is a random vector. In the SDP with randomization
method, we set 50 random sensor combinations to calculate. Figure 1 shows the
localization accuracy comparison when the range of arrival (ROA) noise strength
varies from −5 to 10 dB. The circular symbol denotes the SDP method, the cross
symbol represents the SDP with randomization method, and the inverted trian-
gle represents the exhaustive search method. It is evident from the figure that the
performance of the proposed SDP with randomization method is able to reach
the exhaustive search method and is close to the scene when all sensors par-
ticipate in localization. In particular, when five sensors of network are selected
and ROA noise strength is fixed at 0.1 m, the selected reference sensor and ordi-
nary sensors indices comparison of different methods are shown in Fig. 2. The
pink and blue lines denote the estimation fractional vector of SDP and SDP
with randomization method, and the solid symbols represent selected sensors.
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Fig. 1. CRLB versus ROA noise strength

Fig. 2. Selected sensor indices comparison

Besides, for ease of comparison, we set the selection vector of exhaustive search
method to Boolean. It is seen that the selected sensors of proposed SDP with
randomization method are similar to the exhaustive search method including
the reference sensor and other ordinary sensors.
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6 Conclusion

This paper has proposed a sensor selection method to select the reference sensor
and ordinary sensors simultaneously in TDOA localization scenario when the
measurement noises are correlated. Two Boolean vectors are introduced to for-
mulate the nonconvex optimization problem, which motivates to minimize the
localization accuracy in the constraint of energy constraint. The problem has
been solved by convex relaxation technique and randomization method. Sim-
ulation results have validated that the localization performance and selected
sensor indices of proposed SDP with randomization method are similar to the
exhaustive search method.
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Abstract. In the TDOA location system,the constellation drift can affect the
location precision. Aiming at this problem, based on the analysis of the three
satellites constellation drifting in a period of time, we proposed the location
precision results of constellation drift influence in TDOA location system.
Considering the constraint of location accuracy and satellite resources, a feasible
recommendation for location maintenance of three satellites system is put for-
ward, which provides the theoretical support for the location maintenance
strategy of three satellites TDOA location.

Keywords: Three satellites constellation � Constellation drift influence �
Location precision

1 Introduction

Three satellites TDOA(time difference of arrival) location system is a kind of passive
electronic reconnaissance location mode, which uses three formation flying satellites to
determine two equal time difference surface by measuring the time arrival difference of
radar emitter signal. Combined with the surface constraint equations, real-time and high
precise location on electronic signal is achieved [1].

However, when the satellite is in orbit, its position will drift, which can affect the
configuration of the satellite constellation than can affect the location precision of
TDOA location system [2, 3]. In the paper [4], based on the best configuration
mathematical expressions of the minimum positioning error variance, Li Wenhua
demonstrated the effect of three satellites location precision with design of the con-
stellation configuration, but did not explain the effect of the constellation changes on
the location precision. In the paper [5], based on the TDOA location error model under
the constraint of the earth, Gu Liming et al. demonstrated the effect of location per-
formance by satellite constellation configuration, but did not make the relationship
between constellation configuration and time changes.
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To solve the above problems, based on the three satellites TDOA system, we
analyze the location precision results of constellation drift influence in a period of time,
put forward the recommendation of location maintenance and improve the location
precision.

2 Location Mechanism of TDOA System

By measuring the arrival time of the electronic signal pulse, the TDOA location system
realizes the high precision location of the electronic signal radiation source. The
location mechanism is shown in Fig. 1, S0, S1 and S2 are the obtained two independent
pulse arrival times, which can determine the location points of a hyperboloid. Three
satellites can make two hyperboloids as A1 and A2, which can form two curves L1 and
L2 by intersection with the earth’s surface respectively, and the intersection point of
two curves is the location of radiation source.

Generally, there is only one location point R of the intersection between A1 and A2
and the earth’s surface. When the distribution of three satellites is unreasonable, there
will be two location points R and R′. The true radiation source is R and the false
radiation source location is R′. With the motion of the satellites, R′ is divergent, R is
stable convergent [6, 7].

3 Analysis of the Constellation Drift

3.1 Analysis of Constellation Configuration Drift

Select a time as the starting point, the satellite constellation position of the current time
is the initial position [8] and then the latitude and longitude location of the three
satellites constellation is simulated at an interval of one month. In Fig. 2, the far right is

S1 S2

A1 A2

R

R’

L2

S0

R

O

S0S1 S2

L1

Earth

Fig. 1. Mechanism of three satellites TDOA location
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the three satellites position at the starting point, and the left constellation lines are three
satellites position after one month, two months and three months.

Table 1 is the latitude and longitude positions of the three satellites with three
months change.

As we can see, the maximum constellation drifting degree of the east and west
direction (longitude) is −9.87°, and the maximum constellation drifting degree of the
north and south direction (latitude) is −4.10°.

3.2 Analysis of Constellation Angle

The changed angle of constellation lines also illustrated the changes of constellation. In
the initial design, the three satellites are an equilateral triangle and the angles are 60°. In
the observation of a month, the baseline angle changes within the range of 5°, which
will infect the location precision. The angles of the constellation are changed as shown
in Fig. 3.
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L1=106.8722° B1=-3.1882°

L2=110.0528° B2=1.9827°

L3=103.6613° B3=1.2155°

L1=108.8006° B1=-2.4559°

L2=108.7187° B2=2.9598°

L3=103.0825° B3=-0.50082°
L1=108.2859° B1=-1.0011°

L2=105.2824° B2=3.2202°

L3=101.6773° B3=-1.985°

L1=105.2468° B1=0.63086°

L2=100.18° B2=2.8295°

L3=99.329° B3=-2.8826°

Fig. 2. Three months constellation change

Table 1. Longitude and latitude drift with an interval of three months

Initial position (°) Three months later (°) Drifting degree (°)

Satellite longitude (A) 106.8722 105.2468 −1.62533
Satellite latitude (A) −3.18817 0.630862 3.819034
Satellite longitude (B) 110.0528 100.18 −9.87278
Satellite latitude (B) 1.98275 2.829539 0.84679
Satellite longitude (C) 103.6613 99.32903 −4.33232
Satellite latitude (C) 1.215527 −2.88258 −4.09811
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3.3 Analysis of the Coverage Area of Constellation

The coverage area of the three satellites constellation is also the main factor affecting
the location precision. In order to compare the area changes with the initial constel-
lation during different periods visually, we simulated the constellation changes each
month, the results are shown in Fig. 4.

From Fig. 4, we can see that there is no overlap between the changed constellation
and the initial constellation since October 16. As time goes on, the distance between the
constellations is bigger and bigger, and the satellite coverage target area decreases.
Table 2 listed the coverage area and coverage changing trends per ten days from
August 17 to December 16.

As shown in Table 2, in the period of three months from August 17, the coverage
area of three satellites is decreased. The coverage rate is decreased to 96.60% one
month later and decreased to 57.01% three months later, which will affect the location
precision of three satellites largely.

4 Simulation Analysis of Location Precision Influence

Choosing key parameters such as the constellation position error, time error and
satellites velocity measurement error [9], then we can obtain the system location pre-
cision results, as shown in Fig. 5.

Select the specific single point in the coverage area, then we can analyze the
influence of location precision of the three satellites in the drift state. Choosing the
ground electronic signal emitter with the distances from the location below satellites

Time

Angle change of three satellites constellation
D
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e 
(º)

X X X X X X X X X X

Angle between satellite 2 and 3
Angle between satellite 1 and 3
Angle between satellite 1 and 2

Fig. 3. Baseline angles change of satellite constellation
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center is 2000, 3000, 4000 and 5000 km respectively, then we can obtain the location
precision of the three satellites(GDOP)with the period of three months, as shown in
Fig. 6. In Fig. 6, select the worst value (the maximum value of GDOP) of the location
precision in the all equal distance target points at any time.

Simulation results show that the farther of the distance below the satellites center
point, the longer of the three satellites constellation drift time, the worse of the location

Fig. 4. Constellation changes each month

Table 2. Changing trends of coverage area

Time (12 h) Initial area (km2) Coverage area (km2) Coverage rate (%)

8.17 19,595,000 19,595,000 100
8.27 19,576,000 99.90
9.6 19,356,000 98.78
9.16 18,929,000 96.60
9.26 18,250,000 93.14
10.6 17,113,000 87.34
10.16 15,787,000 80.57
10.26 14,341,000 73.19
11.5 12,804,000 65.34
11.15 11,171,000 57.01
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Fig. 5. Location precision of the three satellites
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precision, as shown in Table 3. Generally, considering the location precision results
and the satellite resources, we recommend that the three satellites TDOA system carried
out a location maintenance for about 100 days.

5 Summary

In the three satellites TDOA system, the three satellites will drift, which affects the
location precision of system. In this paper, the constellation change of the three
satellites over a period of time is demonstrated, and the influence of constellation drift
on location precision is also analyzed. Considering the constraints of location precision
and satellite resources, we proposed feasible location maintenance recommendations
for the three satellites, which provided a theoretical support for the location protection
strategy of three satellites TDOA constellation.

References

1. Zhu W, Huang P, Ma Q,Lu X. Emitter location with multi-station using TDOA/FDoA
measurements. J Data Acquis Process. 2010; 05:307–12.

2. Yu M, Xu J, Xia Y, Lu BK. A Study of optimal configuration of three-satellite constellation
for localizing the object on earth. ACTA Astron Sin. 2003;08:302–9.

3. Chen Y, Li C, Li X. A precision analyzing&reckoning model in tri-station TDOA location.
ACTA Electron Sin..2004;32(9):1452–5.

4. Li W. Research on configuration of tri-satellites and location precision of TDOA.
J Astronaut. 2010;03:701–6.

5. Gu L, Zhao Y, Zhu J, Miao S. Constellation configuration and its performance based on
TDOA with four satellites. Telecommun Eng. 2017; 01:33–8.

6. Fu W. DTOA Location precision of target on the ground.Electron Inf Warf Technol. 2008;23
(6):17–20.

7. Rao H. Research on key technologies of TDOA with multi-satellites. Nan jing: Nanjing
University of Science and Technology; 2009.

8. Du L, Zhang Z, Li X, Wang R, Liu L, Guo R. Station-keeping maneuver monitoring and
moving-window ground track fitting of GEO satellites. Act Geod Cartogr Sin. 2014;03:
233–9.

Table 3. Summary of location precision at different distances

Distance below the center point
of satellites (km)

GDOP (m)

2000 342–368
3000 390–426
4000 468–515
5000 608–665

Location Precision Analysis of Constellation … 1165



9. Ping Z, Zhen H, Jianhua L. Passive stationary target positioning using adaptive particle filter
with TDOA and FDOA Measurements, vol. 4. Issue 12. 9th Asia-peck Conference about
Communications. 2010. p. 224–235.

1166 L. Shuai et al.



A Weighted and Improved Indoor Positioning
Algorithm Based on Wi-Fi Signal Intensity
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Abstract. In order to solve the problem of the influence of signal strength
fluctuation on indoor positioning accuracy, an improved indoor positioning
algorithm based on WiFi signal strength is proposed in the paper. Based on the
K-nearest neighbor location algorithm, the weight of the signal strength is fur-
ther increased, the characteristics of the received signal and the fingerprint
database are optimized, the interference of the weak signal on the positioning is
reduced, and the accurate indoor positioning is achieved. The calculation in this
work suggests that the positioning error can be reduced on the original basis, the
accuracy of the algorithm is improved. On the basis of the original algorithm,
the error range is narrowed and the positioning accuracy is improved. The
average error of the improved algorithm is controlled at about 1.87 m.

Keywords: Wi-Fi � Indoor positioning � Weighted signal strength

1 Introduction

Indoor positioning technology refers to determining the position of a receiving terminal
in a certain reference coordinate system at a certain time in an indoor environment. The
“indoor” here not only refers to the general interior of a typical building, but also
includes underground mines and dense high-rise buildings. Some fully enclosed or half
enclosed space are also called indoors, such as buildings or woods [1]. These enclosed
or semi-enclosed spaces are collectively referred to as interior spaces. With the
development of science and technology, there are more and more indoor positioning
technologies, such as wireless network technology, Bluetooth, infrared, ZigBee tech-
nology, and RFID. The principle of different positioning methods is also different; there
are positioning methods based on signal arrival time or angle of arrival, or signal
strength, long time, etc. For different indoor environments, the most suitable posi-
tioning method should be used to reduce the positioning error as much as possible. At
present, several commonly used positioning software, such as Baidu Maps and Gaode
maps, have a good positioning effect in the outdoors and also bring great convenience
to people’s lives. However, the positioning in the room is severely degraded due to the
blockage of the GPS signal by the obstacles and cannot be applied indoors. The
massive use of mobile phones has led to an increasing demand for indoor positioning.
In addition, the coverage of Wi-Fi has been continuously expanding, which has led to
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the emergence of indoor Wi-Fi positioning technology. This article mainly introduces
the commonly used indoor positioning algorithms. Based on this, it proposes a method
to increase the weights and improves the positioning accuracy through database fil-
tering and error analysis.

2 Traditional Indoor Positioning Algorithm

2.1 KNN Algorithm

KNN algorithm is the K-nearest neighbor classification algorithm. The core principle of
the algorithm is that if the most neighboring samples of a sample in the feature space
mostly belong to a certain category, then the sample is also said to belong to this
category, and has the basic characteristics of the sample of this category [2, 3]. In the
KNN algorithm, the most important affair is to correctly select the value of K. When
the value of K is small, the number of nearby points to be selected is small, and the
category of the reference point cannot be accurately determined, thereby increasing the
error. When the K value is large, the farther point will be selected, resulting in inac-
curate results. Therefore, multiple measurements are required determining the value of
parameter K during the experiment. Then selecting a certain number of collection
points in the measurement area, and collecting the position information and signal
intensity values of each point. When the user issues a positioning request, the coor-
dinate information of the point is fed back to the user through the RSS of the signal.

2.2 Triangle Positioning Algorithm

Triangle principle of distance measurement: First we must determine the coordinate
information of at least 3 Wi-Fi stores, by calculating the signal strength received by the
mobile receiver, according to the formula to calculate the distance from the measuring
point to each AP Pr(d) =

PtGtGrk
2

4pd2l
ð1Þ

Pt is the transmission power of the AP, Gt is the gain of the signal transmitting end,
Gr is the gain of the mobile receiving end, k is the wavelength of the electric wave,
Pr(d) is the signal power received by the mobile receiving end, d is the distance
between AP and the mobile terminal, l is the loss factor [3]. Only d in the formula is
unknown. Solve the distance from each AP to the point to be measured. Examples are
A, B, C APs with known coordinates. D is the point to be measured, the three trans-
mitting ends are centered, the distance between A and D is d1, the distance between B
and D is d2, and the distance between C and D is d3. The distance d3 is a radius, and the
intersection of the three circles is the point to be measured. Let D coordinate be
(x, y) A, B, and C coordinates (x1,y1), (x2, y2), (x3, y3), and calculate the known Wi-Fi
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hot spot to the point D to be determined by formula For distances d1, d2, and d3,
(x − xi)

2 + (y − yi)
2 = di

2, where i = 1, 2, and 3. The values of x and y can be obtained
by solving a system of linear equations.

2.3 Disadvantages and Demerits of Traditional Location Algorithms

The K-nearest neighbor method determines that the user equipment is located near the
sensor position when the signal of the user equipment is detected by a sensor of a fixed
position. In this way, the location of the sensor can be used to characterize the spatial
location of the user which is a relative location data. And the initial investment is not
suitable for a wide range of applications. Triangulation, in the data acquisition process,
has a high requirement for signal stability and is affected by complex indoor envi-
ronments and equipment. Signals can fluctuate and distort due to occlusion of buildings
or the flow of people.

3 Improved Weight Measurement

The main idea based on the weight measurement method is to compare the RSSI
collected in real time with the feature database, and select the centroid of the nearest
point as the target’s estimated position. In order to complete the matching, a feature
database should be established first, including: location identification, location coor-
dinates, signal strength, and intensity change range. The location identifier is an
identifier for each AP in the collected data in the indoor area. Positioning is a constant
parameter used [4, 5].

3.1 Based on Weight Measurement

Position coordinates refer to the X and Y coordinates of a signal strength set, which is
used to calculate and determine the target position. The signal strength refers to a list of
signal strengths (APn, RSSIn) after a part of the location-specific reference AP has
averaged the signal strengths several times, which is the number of selected reference
points in the target area.

The signal strength and intensity variation range in the feature database are the
features used to determine the position. The current position is determined by matching
the feature library with the signal strength acquired in real time at the current position.
Current Wi-Fi signal strength (AP1, RSSI1) (AP2, RSSI2) … (APn, RSSIn), n is the
number of currently scanned APs. The first name from the list starts with matching in
the signature database, finds the AP with the same name, and then judges its signal
strength. When the current signal strength is within the variation range of the signal
strength of the gather, the weight of the position is increased by 1, so repeated will get a
certain number of weight lists, in different positions, the maximum weight qmax is
selected as a reference, and the weight and the position of the phase difference within e
are used as reference points, where the value of e varies with the environment,
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and qmax − qi < e. qi is the first i weights. The weights of the reference points are
arranged from the largest to the smallest and are recorded as Q1 = (q1, x1, y1) to
Qn = (qn, xn, yn) according to the formula as below.

x ¼
Pn

i¼1 qixi
Pn

i¼2
qi

ð2Þ

y ¼
Pn

i¼1 qiyiPn
i¼2 qi

ð3Þ

3.2 The Main Influencing Factors of Indoor Positioning

In the indoor positioning process, due to the different environments, the influence on
the positioning accuracy is also different. The main influencing factors on the posi-
tioning accuracy are: the impact of obstacles on the strength of Wi-Fi signals, different
obstacles such as walls, furniture, and people. These obstacles reflect or absorb the Wi-
Fi signal. If these influencing factors are brought into the calculation, it will increase
the positioning error. In order to reduce the error, an improvement factor is introduced
[6]. We denote the correction of the influence of obstacles on the signal as a. The
transmission distance will also affect the signal strength. As the distance increases, the
signal strength will continue to attenuate. When the distance exceeds a certain distance,
the signal will reach the receiving end and the intensity will be weak or even absent. In
this paper, the distance will affect the signal. Correction is marked b. There are also
multipath effects in the propagation of Wi-Fi signals. Because the signal is transmitted
to the receiving process, it will be blocked by different interference and obstructions,
which will cause multiple paths during the propagation process. In this way, the arrival
time of the signal will be different, and the positioning longitude will be attenuated. In
this paper, the correction of the effect of multipath effects on the signal is denoted as c.

3.3 The Realization of Improved Algorithm

In this article, improvements are made based on signal strength acquisition and impact
factors. Through a large number of data acquisitions, it is found that the intensity
advantage of Wi-Fi signals collected at two locations with a certain distance will be
greatly different. If an AP’s signal is lost several times within the same time, it cannot
be scanned. This is not the case at another point that is a certain distance away from this
point. Through comparison, when the signal strength at a certain point is lower than a
certain value, the AP signal has a large fluctuation at this point. When the characteristic
database is established, stocks can be excluded from this type of point and can be to a
certain extent. Improve positioning accuracy.

After positioning based on the weights, the values of x and y can be obtained, and
then a judgment is made on the result of the last accurate positioning based on the
coordinates. Then, the difference between the two sets of coordinates is calculated, and
if the difference is within the required range of the positioning accuracy, the positioning
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is considered to be true. Otherwise, relocate. This method is used in the positioning
stage. After the results are obtained by the positioning algorithm, firstly, the position
coordinates obtained by the positioning algorithm are obtained, the distance d1 between
the coordinates and the coordinates of the last correct positioning is calculated, and the
accelerometer and timing on the communication device are used. Calculate the speed
and time from the first coordinate to the second coordinate by using the application of
the acceleration sensor and the timer on the communication device, and then calculate
the distance d2 that the target moves during this time, and record the positioning
accuracy of the system. For d, when |d1−d2| < d, it means the positioning result is
correct, otherwise the result is wrong.

However, the influencing factors in the signal propagation process cannot be
ignored. To improve the positioning accuracy, the corresponding x and y values can be
multiplied by the correction factor of the corresponding influencing factor. Then the
formulas for calculating x and y are as follows: x0 ¼ x � a � b � c; y0 ¼ y � a � b � c,
where x′ and y′ are the results of the last positioning. The value of a, b, c, is obtained
from the review of the reference or the measurement of a large amount of data. For
different positioning environments, the three values are not the same.

4 The Main Performance of the Positioning System

4.1 Data Collection and Filtering

In the initial period of database establishment, a large amount of data must be collected,
and the strength of the Wi-Fi signal has great volatility. If it can be filtered based on
changeable range of the intensity, the positioning accuracy will be greatly improved. In
this paper, based on the RSS signal strength filtering method, the propagation of
wireless signals in space is more complex, and the RSS values measured at the same
point are also not the same, and its measured values are affected in many ways [7, 8],
for example, the multipath of signal propagation, non-line-of-sight propagation,
interference of other signals and obstacles. This result in different RSS worth cases, and
because of the non-linear time-varying nature of the signal, the single-measured RSS
value will also be different. Provided that only one RSS value is used to measure, the
error is large, so the processing of the RSS value is necessary. In this paper, the average
value filtering method is used to process the RSS value. The main idea of the mean
filter is to perform multiple measurements at the same location to obtain different RSS
values and then average these values so that the effect of a single intensity value can be
avoided. The formula is as follows.

RSS0 ¼ 1
N

XN

i¼1

RSSi ð4Þ

RSSi represents the value obtained by the i-th measurement, to avoid the error
caused by a single value.
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4.2 Positioning Function

The positioning function is the main function of the positioning system. The main
workflow of the positioning system is as follows. First, the positioning module needs to
complete the data acquisition in real time. Then, the acquired data is stored, and the
obtained data and data in the database are completed through data calculation.
Matching and calculating the current position coordinates. Since there is a certain error
in the result of the positioning, an inaccurate judgment is made on this result. If the
error is within the required positioning accuracy, the result is correct; otherwise, the
result is discarded and repositioned [9, 10].

5 Experimental Results and Error Analysis

After the data is collected, the system diagram is simulated with MATLAB to obtain
the positioning result. According to the positioning results, the positioning error is
calculated, a chart depicting the distance of the error of the x-axis and y-axis is plotted
to calculate the cumulative probability. From Fig. 1, the cumulative probability that the
error distance of the x-axis is within 0.5 m is approximately 50% within 1 m. The
cumulative probability is about 72%, and the cumulative probability within 2 m can
reach more than 90%.

Fig. 1. Three algorithms x-axis error distance chart
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From Fig. 2 we can see that the cumulative probability of y-axis error within 0.5 m
is 38%, the cumulative probability of error within 1 m is about 70%, and the cumu-
lative probability within 2 m is 98%.

According to the Fig. 3, the error histogram and average error histogram are plotted
and compared from the error maximum, minimum, and average error. It can be seen
that the improved positioning algorithm is smaller than the other two algorithms in
numerical value. The positioning error can be shortened to within 2 m.

According to the Fig. 4, the paper uses CEP to calculate accuracy. It can be
calculated that CEP = 1.87 m. From the figure, we can see that just 50% of the points
fall within the circle.

6 Conclusion

This paper improves the positioning algorithm based on the weights and improves the
positioning accuracy through database filtering, error analysis, and correction of impact
factors. By comparing the advantages and disadvantages of the KNN algorithm and the
triangle positioning algorithm, an improved positioning method based on weights is
proposed to lay a foundation for the future development of indoor positioning tech-
nology. Wi-Fi-based positioning technology can be used in vehicle positioning sys-
tems, large shopping malls, libraries, etc. to ensure the accuracy of positioning through

Fig. 2. Three algorithms y-axis error distance chart
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real-time updates to the database. In the past two years, the application and research in
China have become more and more widespread. Many hot spots have been installed in
tourist attractions, restaurants, or subways. You can use mobile devices such as mobile
phones and tablet computers to connect to the Internet, and various Wi-Fi-based
applications are also used. The research on Wi-Fi positioning technology has become

Fig. 3. Three kinds of algorithm error comparison chart

Fig. 4. CEP
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more and more in-depth, and there are more and more positioning algorithms. People
hope to solve the limitations of the indoor environment through the advantages of this
technology and achieve indoor precise positioning. With the deepening of research, it is
constantly improving. The accuracy of positioning brings greater convenience to
people’s lives.
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Abstract. Pedestrian retrieval is an important technique of searching
for a specific pedestrian from a large gallery. In this paper, we intro-
duce three types of distance metrics for pedestrian retrieval, including
learning-free distance metric methods, metric learning methods, and con-
volution neural network (CNN) methods, and evaluate the performance
of different distance metrics using the Market-1501 database. The exper-
iment shows that the CNN methods achieve the best results.

Keywords: Pedestrian retrieval · Learning-free distance metric
methods · Metric learning methods · CNN methods

1 Introduction

Pedestrian retrieval mainly refers to a task of matching persons from different
cameras. It is widely applied to pedestrian tracking, image retrieval, human
behavior analysis, and so on [1–5]. However, the challenges of low resolution,
viewpoint change, occlusion and illumination difference make pedestrian retrieval
a non-trivial problem.

In addition to extracting robust feature representation to deal with the
above-mentioned challenges, distance metric plays an essential role in pedes-
trian retrieval. An effective distance metric could improve the matching accu-
racy for pedestrian retrieval. The existing distance metrics are mainly divided
into three categories, i.e., learning-free distance metric methods, metric learn-
ing methods, and convolution neural network (CNN) methods. The learning-
free distance metric methods exploit pre-defined distance functions, including
Euclidean distance [6], Cosine distance [7], Bhattacharyya distance [8], and so
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on, to calculate the similarity between two pedestrian images in the Euclidean
space as shown in Fig. 1a. The metric learning methods are based on learning
a transformation matrix M using the positive and negative sample pairs. The
learned matrix M can transfer the feature representation from the Euclidean
space to a new space as shown in Fig. 1b, where the positive samples are close
to each other and the negative samples are relatively far away. The CNN meth-
ods employ the end-to-end CNN architecture to obtain the classification results
directly as shown in Fig. 2.

In this paper, we review the Euclidean distance [6] and Cosine distance [7] to
analyze the learning-free distance metric methods and enumerate several typical
algorithms to describe the metric learning methods concretely. The CNN meth-
ods are introduced based on two types of CNNs that are the verification network
and the identification network, respectively. We aim to evaluate the impact of
different distance metrics on pedestrian retrieval.

Fig. 1. Pedestrian images in the Euclidean space are mapped into a new space by the
transformation matrix M .

Fig. 2. End-to-end CNN architecture.
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2 Distance Metrics for Pedestrian Retrieval

In this section, we introduce three types of distance metrics, i.e., the learning-free
distance metric methods, metric learning methods, and CNN methods.

2.1 Learning-Free Distance Metric Methods

The learning-free distance metric methods utilize the ready-made distance func-
tions, for example, Euclidean distance, Cosine distance, and Bhattacharyya dis-
tance, to compute the distance between two pedestrian images in the Euclidean
space. We take the Euclidean distance and the Cosine distance as examples to
describe the learning-free distance metric methods, and the smaller the distance
is, the bigger the similarity score between two pedestrian images is. Given two
feature vectors corresponding to two pedestrian images P = {p1, p2, . . . , pn} and
Q = {q1, q2, . . . , qn}, the Euclidean distance between two pedestrian images is
expressed as

distE(P,Q) = (
n∑

i=1

(pi − qi)2)1/2 (1)

Different from the Euclidean distance that takes the absolute distance
between two pedestrian images as the evaluation criterion of similarity score,
the Cosine distance, also known as cosine similarity, exploits the cosine value to
obtain the similarity score. If the two images are the same pedestrian, then the
cosine value is close to 1, otherwise 0. It is formulated as:

distC(P,Q) =
∑n

i=1 piqi
(
∑n

i=1 pi
2)1/2(

∑n
i=1 qi

2)1/2
(2)

The learning-free distance metric methods compute the similarity score
between two pedestrian images in a fixed way, which neglects the properties
of samples.

2.2 Metric Learning Methods

We first define two kinds of sample pairs. A pair of pedestrian images with the
same class label is named positive sample pair, and a pair of pedestrian images
with different class labels is called negative sample pair. Metric learning methods
focus on learning a transformation matrix M by positive and negative sample
pairs. The transformation matrix M maps the feature vectors of pedestrian
images to a new space, which helps decrease the distance between positive sample
pairs and enlarge the distance between negative sample pairs, simultaneously.
The Mahalanobis distance proposed by Xing et al. [10] is one of the classical
metric learning methods, and it is formulated as

distM (zi, zj) = [(zi − zj)TM(zi − zj)]1/2 (3)
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where zi ∈ R
n and zj ∈ R

n represent the feature vectors of the ith and jth
pedestrian images, respectively. M = Y Y T is the transformation matrix, and
Y ∈ R

n×c is the projection direction. c is the dimension of feature vector in the
new space.

Many metric learning methods based on the Mahalanobis distance are pro-
posed to improve the performance of pedestrian retrieval. Weinberger et al. [11]
describe a new kind of metric learning method termed large margin nearest
neighbor (LMNN), and the goal of this method is that k-nearest neighbors usu-
ally possess the same identity, and meanwhile, pedestrian images with differ-
ent identities are partitioned by a large margin. An information-theoretic app-
roach [12] is presented to learn the Mahalanobis distance, which regards the
optimal solution as searching the minimum of the LogDet divergence under lin-
ear constraints. Guillaumin et al. [13] propose the logistic discriminant metric
learning (LDML), a logistic discriminant method, to force the positive sample
pairs having smaller distance than that of negative sample pairs. Koestinger
et al. [14] come up with the KISS metric learning method, which learns the
distance function built on the statistical inference perspective. Liao et al. [15]
present the metric learning method called cross-view quadratic discriminant
analysis (XQDA) that maps the feature vectors of pedestrian images into a low-
dimensional subspace. Specifically, they build two covariance matrices that are
intra-class covariance matrix computed by positive sample pairs and extra-class
covariance matrix calculated by the negative sample pairs. They then introduce
the generalized Rayleigh quotient to solve the transformation matrix (Fig. 3).

Fig. 3. Verification network and identification network.

2.3 CNN Methods

Two types of CNNs are illustrated in Fig. 2, i.e., verification network and iden-
tification network. Figure 2a shows the verification network. Its input is a pair
of pedestrian images, and its output tells the two pedestrian images belong-
ing to the same class or not. The verification network does not require explicit
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image labels. Figure 2b shows the identification network, which considers one
pedestrian image as input and output the class labels. Both the verification net-
work and the identification network adopt the end-to-end CNN architecture to
directly obtain the classification results. The CNN methods mainly rely on two
kinds of CNNs and employ different loss functions. Here, we introduce the triplet
loss and the cross-entropy loss corresponding to the verification network and the
identification network, respectively.

The triplet loss [17] is an efficient CNN loss function which optimizes the
embedding space so that samples with the same class are closer to each other
than those with different classes. The triplet loss is defined as

LossTri =
∑

x,b,e
Lx=Lb �=Le

[s + distx,b − distx,e]

s.t. [s + distx,b − distx,e] > 0

(4)

where s is the value of margin, x is the target image, b denotes the pedestrian
image having the same class label with the target image, e represents the pedes-
trian image having the different class labels with the target image, and Lx, Lb,
and Le are the class labels of three pedestrian images, respectively. Here, distx,b
and distx,e express the distance between two pedestrian images in an embed-
ding space, and the constraint term means that the distance between the same
pedestrian is less than the distance between different pedestrians, by at least
a margin s. The cross-entropy loss [16] is simple and easy to calculate and accel-
erates the speed of training network. The cross-entropy loss is represented as

LossCross−E =
N∑

n=1

−xnlogx̂n (5)

where xn is the true identity, and x̂n indicates the prediction probability belong-
ing to the nth pedestrian. N is the number of identities.

3 Experimental Results

In this section, we evaluate the performances of three kinds of distance metrics on
the Market-1501 database [9]. The Market-1501 database is composed of 32,668
pedestrian images of 1501 identities collected with six cameras, and it is split
into the training set and test set. The training set contains 12,936 pedestrian
images of 751 identities, and the test set includes 19,732 pedestrian images of 750
identities. There are still 3368 query images, and we adopt a single query setting.
We find the same identity for each query in the test set. The Local Maximal
Occurrence (LOMO) feature representation proposed by Liao et al. [15] is utilized
for learning-free distance metric methods and metric learning methods, and the
ResNet-50 network [18,19] is taken as the pre-trained CNN model for CNN
methods. Table 1 lists the rank-1 accuracies of the different distance metrics.
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From Table 1, the metric learning methods outperform the learning-free dis-
tance metric methods because the new space is more discriminative than the
Euclidean space. Furthermore, the CNN methods achieve the best accuracy and
surpass the first two kinds of methods by a large margin, especially, combin-
ing the verification network and the triplet loss. Experimental results show that
the CNN methods have great potential to improve performance for pedestrian
retrieval.

Table 1. Rank-1 accuracies (%) of different distance metrics on the Market-1501
database [9]. V represents the verification network, and I denotes the identification
network.

Methods Rank-1 (%)

Euclidean distance 7.83

Cosine distance 9.07

LMNN 17.88

LDML 22.43

KISSME 29.59

XQDA 45.31

Cross-entropy loss + I 73.69

Triplet loss + V (s = 0.1) 75.50

4 Conclusion

In this paper, three kinds of distance metrics are described which are learning-
free distance metric methods, metric learning methods, and CNN methods. The
learning-free distance metric methods ignore the properties of samples with the
fix distance functions. The metric learning methods learn the similarity between
two pedestrian images in a new space, and the CNN methods employ the end-
to-end CNN architecture to obtain the classification results. Based on the results
of the Market 1501 database, we conclude that the CNN methods are effective
for pedestrian retrieval.
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Abstract. In order to improve the accuracy and tracking performance of the
indoor positioning system based on visible light communication (VLC), an
indoor positioning and tracking method is proposed in this paper. This method
utilizes time difference of arrival (TDOA) solved by nonlinear least squares
(NLLS) method to realize indoor positioning and uses Kalman filter to obtain
the tracking capability. The performance of the proposed positioning method is
evaluated in the room measuring 5 m � 5 m � 3 m. The simulation results
show that the average location errors by adopting the NLLS method can reach to
2.99 cm and the accuracy of positioning can be promoted to 1.33 cm by using
Kalman filter, the positioning accuracy increased by 55.52%.

Keywords: Indoor positioning � Visible light communication �
Time difference of arrival � Kalman filter

1 Introduction

In recent years, visible light communication technology based on white light LED has
gained more and more attention in academia and industry [1, 2]. White light LED with
high-speed modulation and short response time as well as other characteristics
makes the application of LED extended from illumination to communication. The dual
function of illumination and communication can be achieved simultaneously. Visible
light communication (VLC) as a new means of communication has obvious advan-
tages in terms of electromagnetic radiation, application environment, and safety
compared with the RF wireless communication [3]. For these reasons, visible light is
an effective choice for indoor positioning. Recently, VLC-based positioning is of
particular interest hotspot to be further investigated [4–6]. Visible light position-
ing technique including received signal strength (RSS), time of arrival (TOA), angle of
arrival (AOA), and time difference of arrival (TDOA) can be used currently [7–9]. The
technique of AOA can achieve high accuracy, but require deploying an array of image
sensors which is expensive at the receiver side. The technique of RSS is relatively
easier to realize, but it is hard to acquire a high accuracy. In indoor positioning, the
traveling time of signal is so short due to the short distance between transmitters and
receiver. This makes TOA method need additional hardware equipment because it
requires a precision of the clock at the receiver side. But for TDOA technique, the
synchronization between transmitters and the receiver is not necessary. As long as the
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information of time difference of arrival can be achieved, we can achieve high esti-
mation accuracy.

In this paper, we use the TDOA method to realize indoor positioning. By con-
sidering the transmission time differences between each LED and positioning node are
obtained to construct an objective function of positioning, and then the target location
is computed through nonlinear least squares method. Furthermore, the Kalman filter is
applied to modify the positioning results and promote the accuracy of mobile users
tracking [10]. Simulation results show that a high positioning accuracy has been
achieved when the Kalman filter is adopted.

The remainder of this paper is organized as follows. The principle of VLC posi-
tioning is presented in Sect. 2. In Sect. 3, a method of indoor positioning using NLLS
and Kalman filter is proposed. Numerous simulation results and performance analysis
are given in Sect. 4. Finally, the main conclusions of this paper are summarized in
Sect. 5.

2 Principle of VLC Positioning

2.1 Positioning System Structure

VLC as the most promising technology of indoor wireless communication can
provide various information transmission scheme. A VLC indoor location system
structure diagram is shown in Fig. 1. Our system is modeled in the room measuring
5 m � 5 m � 3 m. Assuming the coordinate of LED, Txi (i = 1, 2, 3, 4) to be Txi (xi,
yi, H), where H is the height of the room. The four LEDs located in (1 m, 1 m, H),
(1 m, 4 m, H), (4 m, 1 m, H), and (4 m, 4 m, H), respectively, where H = 3 m.
When VLC is applied to indoor positioning, lighting LED can transmit reference
signal, and the target position can be obtained by different positioning algorithm. This
layout ensures that the mobile user in the radiation zone can receive information
transmitted from different LEDs at the same time. The receiver can be placed at any
point in the room.

2.2 VLC Channel Model

LED is used as the reference signal emission source in this positioning system based
on VLC. Only direct signal is considered in this paper as direct signal strength is far
greater than the reflection and diffraction signal strength. Lambertian radiation pattern
is applied. In optical wireless channel, if the transmission distance d is much larger than
the detector size Ar, then the received irradiance is approximately constant over the
surface of the detector and all of the signals arrive at the same time. Thus, the impulse
response of VLC wireless channel can be expressed as

hðtÞ ¼ Ar mþ 1ð Þ
2pd2 cosm uð ÞTs /ð Þg /ð Þd t � d

c

� �
0�/� FOV

ð1Þ
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where FOV is field of view of the receiver, c is the speed of the light in free space
(approximately 3.00 � 108 m/s), u is the light angle of incidence, / is the angle of
reception of the light at the receiver, Tsð/Þ is the optical filter gain at the receiver, gð/Þ
is the gain of the optical concentrator, and m is the mode number of the radiation lobe

given by m ¼ �ln 2=ln cosu1=2

� �
, where u1=2 is the LED semi-angle at half power.

Thus, in VLC system, receiver signal y(t) can be approximated as

yðtÞ ¼ Hð0Þ � sðtÞþ nðtÞ ð2Þ

where s(t) represents the incident optical signal, H(0) is the channel DC gain given by
Hð0Þ ¼ R þ1

�1 hðtÞdt, n(t) denotes shot noise and thermal noise in the measurement and
is modeled as AWGN with mean of zero and variance r2 given as r2 ¼ r2shot þ r2thermal.
The variance for shot noise and thermal noise is r2shot and r2thermal, respectively. The
electrical SNR can be expressed in terms of the photodetector responsivity R, received
optical power Pr, and noise variance as

SNR ¼ ðRPrÞ2
r2

ð3Þ

3 Positioning Method

3.1 Time Delay Estimation

Each LED transmits a single pulse signal after every guard time period s. All signals
have the same pulse width determined by the size of positioning room and width of

5m

5m

ceilingLED array

Height

Optical receiver

Width

Length

3m

Fig. 1. System model of visible light positioning
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guard time. According to the simulation environment, the pulse width is chosen as
30 ns. The length of guard time period is set to be 100 ns so that the previous signal
causes no or very little interference to the next signal. In the VLC channel model, the
amplitude of the receiver signal is changed and arrives with different delay time.
Assuming four transmitters is used in this model and the received four signals are s1(t),
s2(t), s3(t), and s4(t), the waveforms with noise interference are shown in Fig. 2. The
cross-correlation is used to detect each signal. Then the information of peak time of
correlation signal is obtained. If correlation peak time is s1, s2, s3, and s4, respectively,
the delay difference of arrival time between various signals can be given as
Dt21 ¼ s2 � s1 � s, D t31 ¼ s3 � s1 � 2s, Dt41 ¼ s4 � s1 � 3s. Using this value, we
can obtain the transmission distance difference R21 ¼ Dt21 � c; R31 ¼ Dt31 � c,
R41 ¼ Dt41 � c. Figure 3 shows how the time delay difference is obtained using cross-
correlation detection.

3.2 NLLS Method

As we all know, a number of methods can be applied to realize the TDOA positioning
in the indoor scenario, such as the Chan method, the Fang method, and Taylor series
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expansion method. Due to the short transmission distance in indoor environment, even
very small detection error of time would lead to a large deviation of the eventual
positioning results. Thus, they are not suitable for high precision indoor position-
ing problem in terms of VLC. In this paper, we convert position estimation into the
problem of nonlinear optimization with constraints and then use nonlinear least squares
(NLLS) algorithm to achieve high precision indoor positioning. We assume that the
coordinates of mobile user and beacons used in location are set to be (x, y) and (xi, yi,
zi), i = 1, 2, 3 … M, where M is the number of beacons. We can get the time difference
ss1 between the sth signal and the first signal (as reference) to the target receiver
through correlation calculation. So, the distance difference can be expressed as Rs1 =
Rs − R1 (s = 2, 3 … M). Considering the case of M = 4, for TDOA positioning esti-
mation, the objective function can be formulated as follows

E x; yð Þ ¼ d21 � R21ð Þ2 þ d31 � R31ð Þ2 þ d41 � R41ð Þ2

s:t
0� x� dL
0� y� dW

� ð4Þ

where di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xið Þ2 þ y� yið Þ2 þH2

q
, di1 = di − d1 (i = 2, 3 … M), dL, and dW are

the length and width of the room, respectively. The coordinate (x, y) of mobile user can
be selected when E(x, y) is minimized making use of nonlinear least squares algorithm
to solve the above problem.

3.3 Kalman Filter

To realize indoor tracking for the mobile user, the Kalman filter (KF), which is a
recursive state estimator of a linear dynamic system, is introduced into the positioning
method mentioned above. The Kalman filter addresses the problem of estimating the
state of a noisy system that can be described by a linear system and a linear mea-
surement model. It generally describes the behavior of dynamical systems. The
dynamic model can be described by

Xk ¼ AXk�1 þBUk�1 þWk�1 ð5Þ

Zk ¼ HXk þVk ð6Þ

where Xk is the vector of system state at time k, Zk is the vector of system measure-
ments, Uk is the control vector, A is the state transition matrix, B is the system control
matrix, and H is the measurement matrix. The state noise is Wk* N(0, Qk), zero mean,
and Gaussian distributed noise with covariance Qk, and Vk* N(0, Rk) is the mea-
surement noise with covariance Rk.
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The Kalman filter can be divided into two steps as follow:

(1) The prediction process:

Xk;k�1 ¼ AXk�1 þBUk�1 ð7Þ

Pk;k�1 ¼ APk�1AT þQ ð8Þ

where Xk,k−1 is the priori state estimate at time k given knowledge of the process
prior to time k−1, and Pk,k−1 is the covariance matrix of the state-prediction error.

(2) The updated process:

Kk ¼ Pk;k�1HTðHPk;k�1HT þRÞ�1

Xk ¼ Xk;k�1 þKkðZk �HXk;k�1Þ
Pk ¼ ðI � KkHÞPk;k�1

ð9Þ

where Xk is the posteriori estimate at time k, K denotes the Kalman gain, and Zk is
the measurement matrix.

4 Simulation Results

Numerical simulations are performed to evaluate the performance of the considered
TDOA-based positioning and Kalman filter-based tracking algorithm. We assume that
the speed of mobile target is constant, and the average speed of moving on the x-axis
and y-axis is 0.1 and 0.05 m/s, respectively. And the initial position of mobile user is
set at (1, 1.5). The sampling interval is 1 s. In order to evaluate the performance of
positioning, the position error is defined as

ERi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xei � xcið Þ2 þ yei � ycið Þ2

q
ð10Þ

where ERi is the position error of the node numbered i, and (xei, yei) and (xci, yci) is the
estimation coordinate and real coordinate of the detection node, respectively.

The positioning error of proposed positioning method with and without KF is
shown in Fig. 4. It can be seen that the average positioning error with and without KF
is 1.33 and 2.99 cm, respectively. It is recorded that KF generates a 55.52% higher
accuracy than without KF. The error of positioning is remarkably decreased throughout
KF. Figure 5 illustrates the cumulative distribution of positioning error, which indicates
that the error with and without KF is guaranteed to be within 2.78 and 6.03 cm 95%
confidence interval. It proved that KF method has achieved higher performance.

It is generally acknowledged that SNR is lower around the room edge, and lower
SNR will result in lower accuracy of positioning. We assume the initial position of
mobile user is set at (0.5, 0.5) with SNR = −2 dB, and the user moves on along the
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room edge. The positioning trajectory is shown in Fig. 6. The average positioning error
with and without KF are respectively 1.79 and 3.62 cm. The positioning accuracy
significantly increases by 50.55%. It proves that accuracy of positioning has been
promoted when the KF is applied. Figure 7 shows the trajectory of mobile user move
on the x-axis. As we can see, the filtering path is closer to actual path. This proves that
the proposed algorithm is still valid when target moves to indoor corner areas.
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5 Conclusion

In this paper, we proposed an indoor positioning and tracking method for indoor
positioning system based on VLC. In order to realize indoor positioning, a NLLS
method was adopted. Main objective of this paper is then promoting the accuracy of
proposed positioning method by using KF method. Evaluation by simulation proves
that KF has achieved higher accuracy than the NLLS method, and the performance of
positioning and tracking has been improved significantly.
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A Novel Method for 2D DOA Estimation Based
on URA in Massive MIMO Systems

Bo Wang, Deliang Liu(&), Dong Han, and Zhuanghe Zhang
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Abstract. Massive MIMO is one of the enabling technologies to cope with
exponential data growth. It is very crucial for downlink precoding to accurately
estimate direction-of-arrival. A lot of work has been done for 2D DOA esti-
mation based on uniform rectangular array. However, in cases that snapshots are
severely limited, such as extremely complex communication environment,
conventional 2D DOA estimation method cannot work properly. Iterative
adaptive approach (IAA) is one of the sparse algorithms which can handle heavy
snapshot limitations. In this paper, we propose a novel 2D DOA estimation
algorithm based on IAA for massive MIMO systems. Unlike conventional
methods, an estimator in this algorithm is updated by previous iteration instead
of the snapshots. The iteration ends until convergence. Simulation results
demonstrate that the proposed algorithm is superior to conventional methods in
low snapshot cases.

Keywords: 2D DOA estimation � Massive MIMO � Few snapshots

1 Introduction

It is a great challenge for future wireless systems to handle exponential traffic data
growth. To meet such a challenge, the massive MIMO technology has received sub-
stantial attention for its higher data rates, enhanced link reliability, and potential power
savings [1]. Accurate 2D DOA estimation is very important for massive MIMO sys-
tems to achieve reliable downlink communication.

In recent years, a lot of literatures have been addressed for 2D DOA estimation in
massive MIMO. Classical multiple signal classification (MUSIC) is expanded into 2D
version in [2] by using a unique steering matrix structure. This algorithm still requires
spectral peak search and has high computational complexity. A low-complexity 2D
DOA estimation algorithm is developed in [3] by utilizing the rotational invariance of
two pairs of shifted URAs, in which a large scale of URA is needed. 2D DOA
estimation based on ESPRIT without spectrum peak search is investigated in [4], at
which DOA and the channel impulse responses are jointly estimated. 2D unitary
ESPRIT is applied to massive MIMO systems in [5], which reduces computational
complexity compared with 2D MUSIC. However, these methods are not suitable for
coherent multipath signals.

The above-mentioned methods assume that snapshot numbers are large. However,
in many practical application scenarios, such as underwater or indoor signal processing,

© Springer Nature Singapore Pte Ltd. 2020
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signals are easily interfered or even interrupted, which result in snapshot numbers for
2D DOA estimation are very low. In this case, the performance of these algorithms
deteriorates dramatically.

Sparsity-based algorithms can deal with snapshots limitation. In [6], Yardibi. T, etc.
propose a user-parameter-free, weighted-least-square-(WLS)-based iterative adaptive
approach for amplitude and phase estimation (IAA-APES), which has excellent esti-
mation performance with few snapshots.

In this paper, we propose a novel 2D DOA estimation method based on IAA-APES
for 2D DOA estimation in massive MIMO systems. In the first step, the optimal
weighted least square estimator is obtained. In the second step, utilizing the estimator to
update the energy of each scanning angle point. Step 1 and step 2 are iteratively
calculated until convergence. Finally, the azimuth and elevation angles can be got from
the spectrum peak without pairing process.

Notation: ð�Þ�; ð�ÞT ; ð�ÞH denote the complex conjugate, transpose, Hermitian
transpose, respectively. Symbol ‘�’ denotes Kronecker product, ‘�’ stands for Khatri-
Rao product.

2 Problem Formulation

In this paper, we consider a uniform rectangular array (URA) with M � N antenna
elements is equipped with the base station. Assume that URA locates in the xoz plane.
The positive direction of y-axis is determined by the right-hand rule from x-axis and
z-axis. The azimuth angle with respect to x-axis, uk 2 ð0�; 180�Þ, and the elevation
angle with respect to z-axis, hk 2 ð0�; 90�Þ (Fig. 1).

Fig. 1. URA for massive MIMO systems
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Without loss of generality, the reference point is placed at the antenna element in
origin o. The ðm; nÞth antenna element locates in the xoz plane with coordinate,
ðk2m; 0; k2 nÞ where k is the wavelength of carrier frequency, antenna element spacing
d ¼ k=2, and m ¼ 0; 1; . . .;M � 1; n ¼ 0; 1; . . .;N � 1. We assume that there are
K resolvable far-field narrowband signals, each of which has its own angle pair hk and
uk , k ¼ 1; 2; . . .;K.

The received signal at qth snapshot on ðm; nÞth antenna element can be written as [7]

ym;nðqÞ ¼
XK

k¼1

ckðqÞejðm�1Þlkejðn�1Þtk þxm;nðqÞ ð1Þ

where

lk ¼
2pd cos hk

k
; tk ¼ 2pd cos/k

k
ð2Þ

ckðqÞ represents the unknown complex amplitude of the kth source at qth snapshot
with power

Ef ckðqÞj j2g ¼ r2k ; k ¼ 1; 2; . . .;K ð3Þ

xm;nðqÞ is the Gaussian white noise with variance r2. The total number of snap-
shots is Q.

Let aðlkÞ and bðtkÞ be the z-axis and x-axis steering vector, respectively. Among
them,

aðlkÞ ¼ ½1; ejplk ; ej2plk ; . . .; ejpðM�1Þlk 	T ð4Þ

bðtkÞ ¼ ½1; ejptk ; ej2ptk ; . . .; ejpðM�1Þtk 	T ð5Þ

Assume that

yðqÞ ¼ ½y1;1ðqÞ; y2;1ðqÞ; . . .; yM;1ðqÞ; . . .; yM;NðqÞ	T ð6Þ

be the data matrix at qth snapshot, then it has

yðqÞ ¼ ½bðt1Þ � aðl1Þ; . . .; bðtkÞ � aðlkÞ	cðqÞþxðqÞ ð7Þ

where vector cðqÞ ¼ ½c1ðqÞ; c2ðqÞ; . . .; cKðqÞ	T, and ðm; nÞxðqÞ has the same data
stacking form as yðqÞ. Furthermore, defining A ¼ ½aðl1Þ; aðl2Þ; . . .; aðlKÞ	T,
B ¼ ½bðt1Þ; bðt2Þ; . . .; bðtkÞ	T, and considering total Q snapshots, (7) can be rewritten
as a compact form
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Y ¼ ðB� AÞSþZ ð8Þ

where Y ¼ ½yð1Þ; yð2Þ; . . .; yðQÞ	, S ¼ ½cð1Þ; cð2Þ; . . .; cðQÞ	 and Z ¼ ½xð1Þ;xð2Þ; . . .;
xðQÞ	.

3 Proposed Algorithm

First of all, we refine the interested region into a grid with predefined increment. Each
point of the grid is assumed as a potential signal with an azimuth and elevation angle.
Actual signals are much smaller than potential ones so that sparse representation
algorithm can be used in 2D DOA estimation.

We make an assumption that P is a ðm; nÞK � K diagonal matrix, whose diagonal is
the power estimation of each scanning point. P is given by

Pk ¼ 1
N

XN

n¼1

ckðqÞj j2; k ¼ 1; 2; . . .;K ð9Þ

In addition, the noise covariance matrix is written as

Qðhk;/kÞ ¼ R� Pkhðhk;/kÞhðhk;/kÞH ð10Þ

in which

ðm; nÞ hðhk;/kÞ ¼ bðtkÞ � aðlkÞ ð11Þ

R is given by R, ðB� AÞPðB� AÞH , which is dependent on the unknown signal
power.

Then, the weighted least square (WLS) cost function is expressed as

XQ

t¼1

jjyðtÞ � ckðtÞhðhk;/kÞjj2Q�1 ð12Þ

where xk k2Q�1¼ xHQx. Minimizing (12) with respect to ckðqÞ, t ¼ 1; 2; . . .;Q, yields

ĉkðtÞ ¼
hðhk;/kÞHQðhk;/kÞ�1yðtÞ

hðhk;/kÞHQðhk;/kÞ�1hðhk;/kÞ
ð13Þ

among them Qðhk;/kÞ and hðhk;/kÞ are known before. According to (10) and the
matrix inversion lemma, (13) can be expressed as

ĉkðtÞ ¼
hðhk;/kÞHR�1yðtÞ

hðhk;/kÞHR�1hðhk;/kÞ
ð14Þ
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Unlike conventional DOA estimation methods, IAA-APES [6] gets Qk from
iteration.

Table 1 shows the calculation steps. The initialization of Pk is got from traditional
DAS method

P̂k ¼ hðhk;/kÞHC hðhk;/kÞ; k ¼ 1; . . .;K ð15Þ

C ¼ 1
Q

XQ

t¼1

yðqÞyHðqÞ ð16Þ

The azimuth and elevation angles’ estimation is obtained from spectrum peak after
the above steps.

4 Numerical Examples

In this section, we demonstrate the performance and advantages of proposed method in
comparison with the 2D MUSIC algorithm. Simulation is based on a URA with
M = 11 and N = 11, and the element space along the X-axis and Y-axis is k=2. The
number of signals is K = 3, and the search step for 2D MUSIC is 0:2�.

Assume one mobile terminal with three coherent signals impinging on the antenna
array from three directions h 2 f66�; 62�; 61�g and / 2 f62�; 66�; 68�g. The SNR and
the number of snapshots are set to 12 dB and 5 respectively. The spatial spectrum

Table 1. Proposed algorithm
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obtained from the proposed algorithm and MUSIC-based algorithm is shown in Figs. 2
and 3. From the results, we can see that under the case that snapshots are only five and
three DOAs are closely separated, the 2D MUSIC algorithm fails to estimate the three
directions while the proposed method can accurately resolve the three directions with
three sharp spectrum peaks. The estimated DOAs are ð66�; 62�Þ, ð62�; 66�Þ and
ð68�; 61�Þ, respectively. Figures 2 and 3 show that the proposed method is much
superior to the 2D MUSIC algorithm in conditions of low snapshot numbers.

Fig. 2. Spectrum of the proposed method

Fig. 3. Spectrum of a MUSIC-based algorithm
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5 Conclusions

We present a new two-dimensional DOA estimation algorithm based on URA for
massive MIMO systems. There are numerous practical applications that a large number
of snapshots are unavailable, and this algorithm can effectively deal with this case.
Moreover, it provides super-resolution. Simulation results verify the proposed algo-
rithm has superior estimation performance with few snapshots.

Acknowledgments. This work is funded by the National Natural Science Foundation of China
under Grant 61601494.
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Abstract. Mobile communication is coming to the fifth generation (5G) net-
works. In the age of 5G, the three-dimensional (3D) beamforming is one of the
highlighted technologies. 3D beamforming increases vertical dimension in terms
of space domain, but also has brought a challenge to beamforming, especially
the problem of direction-of-arrival (DOA) estimation. In this paper, a DOA
estimation method based on multiple signal classification (MUSIC) of uniform
circular array (UCA) with mutual coupling compensation is presented for the
future 5G networks. 2D MUSIC does well in estimating DOA without an
accurate number of signals. The MATLAB software is employed in order to
conduct the modeling and 2D MUSIC algorithm simulations.

Keywords: 2D MUSIC � DOA � UCA � 5G networks

1 Introduction

In 5G networks, different from conventional beamforming techniques, the 3D beam-
forming shows us the possibility of combining the vertical dimension with horizontal
dimension in order to enhance system performance [1]. So, the method for jointly
estimating azimuth and elevation is important.

In [2], we can know the design of antenna array architecture, in which the antenna
elements can be designed in the shapes of a hexagon, circle, or cross, in addition to the
conventional rectangle. The simulation results indicate that while there always exists a
non-trivial gain fluctuation in other common antenna arrays, the circular antenna array
has a flat gain in the main lobe of the radiation pattern with varying angles. This makes
the circular antenna array more robust to angle variations that frequently occur due to
antenna vibration in a complex environment. So, in array signal processing, UCA with
its unique array structure and widely spread, but in practical application, the mutual
coupling effect is also very obvious, especially in the future 5G networks, which use
the narrow millimeter wave beam technology and usually at a very high frequency of
work.

DOA estimating techniques are of particular interest in communication systems,
especially with antenna technology. There are many algorithms such as multiple signal
classification (MUSIC), estimation of signal parameters via rotation invariance
techniques (ESPRIT), but most of them have been proposed to estimating the
one-dimensional direction of arrival with uniform linear array (ULA) due to their sim-
plicity [3]. Recent years, more and more 2D DOA estimation algorithms are proposed,
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in [4], a 2D DOA based on iterative adaptive approach (IAA) algorithm has been intro-
duced. As for [5], it presented a 2D DOA estimation with MUSIC algorithm using the
modulus constraint, but most of the high-resolution DOA estimation algorithm for array
mutual coupling effect caused by flow pattern error is very sensitive.

Aiming at the above problems, this article expounds how uniform circular array is
established, and a DOA estimator is introduced to jointly estimate both azimuth and
elevation based on MUSIC method under the condition of UCA mutual coupling effect,
the computer simulation results by MATLAB verify the validity of it.

2 Data Model

In this section, consider an antenna with uniform circular array, in which N isotropic
elements with radius R as shown in Fig. 1. The center of the circle is at the origin of the
frame, let K narrowband far-field sources at arbitrary locations whose angles are a(h,
u) = [(h1, u1), (h2, u2),…, (hK, uK)], respectively, impinge on this array, and wave-
length of sources is denoted as k [6, 7].

In the ideal case, the received signals can be expressed as

XðtÞ ¼ ASðtÞþNðtÞ ð1Þ

And

A ¼ ½aðh1;u1Þ; aðh2;u2Þ; . . .; aðhK ;uKÞ� ð2Þ

Matrix A is a matrix of the K steering vectors, which represents the possible value
set of DOA.

Fig. 1. Uniform circular array
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In which

aðhi;uiÞ ¼ ½ej2pRsinhicosui=k; . . .; ej2pRsinhicosðui�cnÞ=k�T ð3Þ

where

cn ¼
2pn
N

i ¼ 1; 2; . . .;K
n ¼ 1; 2; . . .;N

ð4Þ

And

SðtÞ ¼ ½s1ðtÞ; s2ðtÞ; . . .; sKðtÞ�T ð5Þ

NðtÞ ¼ ½n1ðtÞ; n2ðtÞ; . . .; nKðtÞ�T ð6Þ

where S(t) is signal source vector of size (K � 1) and N(t) is the received additive white
Gaussian noise whose variance is r2. Here, it is assumed that there is no correlation
between S(t) and N(t), based on (1), the correlation matrix of received vector can be
computed as

Rx ¼ E½XXH � ¼ AVAH þ r2I ¼ Rs þ r2I ð7Þ

V is covariance matrix of signal vector (S) which is a full rank matrix of order
(K � K) given by

V ¼

E S1j j2
h i

� � � � � � 0

0 E S2j j2
h i

� � � 0

..

. . .
. � � � ..

.

0 0 � � � E SKj j2
h i

2

6666664

3

7777775
ð8Þ

Rs is a signal covariance matrix of order N � N with rank K given by

Rs ¼

E S1j j2
h i

� � � � � � 0 � � � 0

0 E S2j j2
h i

� � � 0 � � � 0

..

. . .
. � � � ..

. � � � 0
0 0 � � � E SKj j2

h i
� � � 0

0 0 � � � 0 � � � 0

2
66666664

3
77777775

ð9Þ
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3 UCA-MUSIC Algorithm

Given the decoupling effect, steering vector can be expressed as [8]

~aðh;uÞ ¼ ZðhÞaðh;uÞ ð10Þ

where Z(h) is mutual coupling matrix (MCM) of UCA, the elevation dependence of the
mutual coupling effect is taken into account so that the MCM will vary with elevation
angle for a fixed elevation angle, it is well known that a complex symmetric circular
matrix provides a satisfactory model for the MCM of a UCA. If only consider about the
mutual coupling between adjacent arrays of three elements, the cycle of cyclic matrix-
vector can be defined as

z ¼ ½zð0Þ; zð1Þ; zð2Þ; 0 � � � ; 0; zð2Þ; zð1Þ� ð11Þ

According to (9), RS has N−K eigenvectors corresponding to zero eigenvalues.
Steering vector a(h, u) in the signal subspace is orthogonal to noise subspace. Let Qn

be such an eigenvector

RsQn ¼ AVAHQn ¼ 0 ð12Þ

Since V is a positive definite matrix

aHðhi;uiÞQn ¼ 0 ð13Þ

This implies that signal steering vectors are orthogonal to eigenvectors corre-
sponding to noise subspace. So, the MUSIC algorithm searches through all angles and
plots the spatial spectrum

PMUSICðh;uÞ ¼ 1
ðaHðh;uÞQnQH

n aðh;uÞÞ
ð14Þ

Therefore, when there is mutual coupling, the mth snapshot of the array can be
expressed as

~XðtÞ ¼ ~AsðtÞþ nðtÞ ¼ ZðhÞAsðtÞþ nðtÞ ð15Þ

Because of the existence of array mutual coupling error, the guiding vector of array
becomes

Â ¼ ZðhÞA ð16Þ

So, the actual direction vector is

âðh;uÞ ¼ ZðhÞaðh;uÞ ð17Þ

Consider the effect of array mutual coupling error on array performance, the actual
covariance matrix is
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R̂ ¼ ZRxZ
H ð18Þ

Mutual coupling effect mainly affects the direction vector of array, thus to influence
the array receiving signal matrix.

4 Simulation Results

In the first simulation, consider three sources which are uncorrelated with each other
incident on a UCA consists of N = 8 elements, sources located at angles ð88�; 80�Þ,
ð25�; 40�Þ, and ð245�; 5�Þ. The number of snapshots is set to 500 and the signal-to-
noise ratio (SNR) is 30 dB.

Figure 2 shows that three sources make three corresponding peaks in the plot when
considering mutual coupling. However, it makes some pseudo peaks when decoupling
error is not considered.

In the second experiment, we present 200 Monte Carlo simulations to illustrate the
performance of proposed methods. Define root mean squared error (RMSE). The array
structure is a uniform circular array (UCA) composed of N = 8 elements, and there are
two noncoherent sources located at angles ð10�; 20�Þ and ð30�; 60�Þ, the signal-to-noise
ratio (SNR) is 15 dB in Fig. 3b. We demonstrate the performance of UCA-MUSIC
algorithm with respect to SNR and the number of snapshots. Comparisons are per-
formed with CRB.

From Fig. 3, RMES of the algorithm with mutual coupling compensation is in a
downtrend with the increase of SNR, but elevation has no obvious changes. Also the
performance of estimation gets better with the increase of snapshot.

(a) consider coupling error (b) decoupling error is not considered 

Fig. 2. Influence of the mutual coupling error
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5 Conclusion

In this letter, An 2DDOA estimation algorithm based onMUSIC is proposed for UCA in
the presence of mutual coupling. Simulations are presented to show the effectiveness of
the proposed algorithm on SNR and snapshots. It can be concluded that the proposed
algorithm improves the performance for both azimuth estimates and elevation estimates.
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Abstract. With the extensive applications of unmanned aerial vehicle (UAV),
typical algorithm for path planning is usually restricted for its low efficiency and
easy failure, especially for the complex obstacle environments. Therefore, in this
paper, a new UAV path planning algorithm is proposed based on ant colony
optimization (ACO) for such complex obstacle environment. In particular, the
proposed algorithm optimizes the distribution of pheromones and modifies the
transfer probability by considering the regional security factors. As a result, it
can increase search speed and avoid local optimum and deadlock. Simulation
results verify the feasibility and effectiveness of the proposed method.

Keywords: UAV � Path planning � Grid map � ACO

1 Introduction

In these years, UAV takes more important roles in military missions and industrial
applications, such as reconnaissance and tracking [1]. Generally, path planning enables
an UAV with the capabilities of automatically deciding and executing a sequence of
collision-free and safety motions in order to achieve certain tasks in a given environ-
ment [2]. Path planning is the basis and prerequisite for a series of autonomous control
activities of UAV assignment planning system, such as formation control and multi-
UAV coordination.

Currently, there are various types of path planning algorithms, such as A* algo-
rithm, Dijkstra algorithm, artificial potential field algorithm, and genetic algorithm [3].
Among them, the ACO algorithm is widely used for its advantages on simple coding,
strong robustness, and positive feedback. ACO algorithm was firstly used to solve
traveling salesman problem (TSP) [4], by using a distributed feedback parallel com-
puter system. Moreover, it is easy to merge with other algorithms, with strong
robustness. Gradually, ACO algorithm was applied in the field of UAV path planning.
However, this method also exists a few inherent flaws, including long search time, slow
convergence, and easily trapped in a local optimum. In this regard, several researchers
have done a lot of researches on the basis of the traditional ACO algorithm and have
obtained good results [5]. From the early ACO algorithms, AS and ACS proposed by
Dorigo M, the ant colony algorithm has been continuously improved and optimized.
Stutzle et al. proposed MMAS [6] to improve the search in the early stages of the
algorithm by limiting the concentration range of pheromones. In [7], the ant colony
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algorithm is combined with the immune system to accelerate the convergence speed.
Literature [8] combines the global search capability of genetic algorithm with the
positive feedback of ACO algorithm to improve the efficiency of the algorithm.

Through the research on the ACO algorithm, it can be found that the bottleneck for
slow search speed is the superfluous time consumed in initial search. At the beginning
of the search, ants have few path information and the choices become relatively blind.
With the increase of the cycle, the path is prosperous and the speed will be faster after
convergence. Therefore, in this paper, aiming at the problem of too long searching time
of the ant colony algorithm, the initial distribution of the pheromone is improved. In the
initial stage, the ant is guided to reduce the wasted time in the initial search period and
speed up the algorithm. In addition, considering that the algorithm is prone to fall into a
local optimum, the improved algorithm optimizes the pheromone distribution strategy,
by changing the pheromone within the effective range. As a result, the advantages of
the excellent path are preserved, and the diversity of the solutions is increased by
optimizing the probability transfer rule of global search.

2 System Model

2.1 Grid Map

This paper is based on two-dimensional environmental maps and uses grid method to
establish the path planning environment model. In a raster map, each raster represents a
region that has been rasterized to abstract the map with a uniform equal grid. Among
them, each grid has a color attribute, i.e., white denotes a passable area, black denotes
an impassable area and is regarded as an obstacle. The position information of the grid
is described by the coordinate pair, in addition to the ID attribute that can be used to
uniquely identify it. The map environment model established by the grid method is
shown in Fig. 1a.

P

P

(a)

(b)

Fig. 1. a Grid map b Possible routes
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As shown in Fig. 1a, there are several obstacles with uneven distribution and
different shapes. The goal of path planning is to find an optimal path between the
starting point and the end point. It is also required to keep away from obstacles while
requiring the shortest distance, to strengthen the safety of the path. In Fig. 1a, the start
and end points are: the grid with ID 0 in the upper left corner and the grid with ID (the
grid number-1) in the lower right corner. In the path-finding process, each grid can be
regarded as a node, and the UAV searched path is a set of line segments connected by
the traversed nodes. In this paper, the default UAV flight range is one step at a time,
that is, it passes through a grid node in any direction. The direction in which the UAV
can fly is eight directions around the current position, allowing the selected node to be a
node in the adjacent node that is not an obstacle and has not been traversed. Nodes that
are not traversed here refer to nodes marked 0 in the tabu list. For example, in the
position of P in Fig. 1a, the next optional flight path is shown in Fig. 1b.

2.2 Path Planning Problem

In the classic ACO algorithm, when the pheromone is initialized, the amount of
pheromone in each path is unified to a certain value. Therefore, it takes a lot of time to
clear the optimal path in the early stage of searching, which makes the convergence
speed of the algorithm slow. In the grid map, there are eight directions for each step. In
addition to the obstacles that are not accessible, there are still many types of next routes
that can be selected. The same setting of the initial pheromone may cause the ant to
choose the direction opposite to the endpoint. The regional nodes either take the route,
which will lead to the increase of the search time, the length of the route, and for the
physical UAV, the frequent conversion direction during the flight will increase the time
consumption.

Besides, in a complex map environment, when an ant’s current position in the next
selectable node list is an obstacle or a traversed grid, it cannot select a node to transfer.
At this time, the ant is caught in a deadlock. Figure 2 shows a schematic of a deadlock.
The current path node sequence in the figure is 0–4–5–9–8–12. When the ant is in the
12th grid, there is no next node to reach. A rotor UAV is used in this paper. It is
assumed that a certain track has a total of N nodes. As shown in Fig. 3, the distance
from section i is li, and the total path of the track can be expressed as L ¼ PN�1

i¼1 li.

3 Algorithm Descriptions

3.1 Algorithm Improvements

An ant releases a certain amount of pheromone after passing through a path. Later ants
adjust the transition probability according to the number of pheromone on the path and
make path selection. Therefore, the distribution of pheromone is very important for the
advantages and disadvantages of ant’s global path planning. This article makes the
following improvements to the pheromone distribution strategy in the original
algorithm.
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Pheromone Distribution Optimization. For maps like the one shown in Fig. 1a,
the starting point and the ending point have already been determined, so the global
direction of the ant’s advance can also be determined. This article uses the direction
guidance to distribute the initial pheromone on each path. Take Fig. 1a as an example.
The revised rules are as follows:

Pmn ¼
p n ¼ m� 1 or n ¼ m � col or n ¼ m � col � 1
2 � p n ¼ m � col þ 1 or n ¼ m ¼ col � 1
3 � p n ¼ m þ 1 or n ¼ m þ col or n ¼ m þ col þ 1
0 else

8>><
>>:

ð1Þ

where p is the initial amount of pheromone, col is the number of rows in the raster map,
and mn is the path from raster m to raster n. According to the location of the grid n in
the path relative to the grid m, different initial pheromones are set, and a global
direction guidance is given. It can be seen here that Pmn 6¼ Pnm. The volatilization of

Fig. 2. Stuck in a deadlock

Fig. 3. Path diagram of UAV
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pheromone directly relates to the efficiency of the algorithm and the ability of global
search. In the volatile of pheromones, we must maintain the advantages of the excellent
path and concurrently do not affect the choice of follow-up ants too much. The
pheromone volatility rule in the classical algorithm is: sij tþ nð Þ ¼ sij tð Þ � 1� qð Þ,
where q is the volatility coefficient. This article proposes an adaptive volatility strategy
based on path length:

s�ij ¼
1� Lbest

Lbetter
� q ðaÞ

1� L
Lbetter

� q ðbÞ

(
: ð2Þ

Among them, L represents the length of the path searched by the ant, Lbest repre-
sents the shortest path of the current cycle, and Lbetter represents the shortest path of
history. If the path length obtained by the search is the shortest path length of the
current period, use the formula (a) to volatilize the path segment on the path. Other-
wise, use formula (b). Here, a lower limit of pheromone is given as the pheromone
initial value P. The volatilization strategy based on path length gives the corresponding
volatilization weight for different path lengths, which not only preserves the advantages
of good path, but also guides the subsequent selection.

Pheromone Updating Rule. The pheromone increment calculation formula in the
original algorithm is:

Dsij tð Þ ¼
XAntNum
k¼1

Dskij tð Þ ð3Þ

in which

Dskij tð Þ ¼
Q
L if ant k goes though ði; jÞ
0 else

�
ð4Þ

Among them, Q is the total amount of pheromone, which is a fixed value. AntNum
is the ant population. In order to manifest the advantages of the historical best path,
preserve the excellent path information and speed up the convergence, the improved
algorithm gives different update rules for each path segment in the local optimal
solution and the current historical optimal solution. Apply the formula (5) to calculate
the pheromone increment for the results of the path search in this cycle.

Dskij ¼ 2 � Q
L þ Q

Lbetter
ij 2 optimal path

0 else

�
ð5Þ

and

Dsij tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CityNum

p
4 � Q

Lbetter
Historical optimal path ð6Þ
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The increment of pheromone is calculated by applying formula (6) to each path
segment in the optimal path of history. In the formula, CityNum is the number of grids
in the map. Due to different map environments, the number of updates of the optimal
path in the iterative process may be very different. Therefore, the weight setting is
added to the consideration of scale to make it adapt to the environment.

Improvement of Transfer Probability. The transition probability is an important
basis for the choice of the ant to the next arrival point. The transitional probability
formula in the original method is as follows:

PkijðtÞ ¼
sij tð Þ½ �a gijðtÞ½ �bP

s2Tallowed;k
sis tð Þ½ �a gisðtÞ½ �b ; j 2 Tallowed;k (a)

0; else ðb)

8><
>: ð7Þ

where sij (t) denotes the amount of pheromone on the road between i-grid and j-grid at
time t, ηij (t) denotes heuristic information, and the allowed table is the current set of
selectable rasters. The value in original method is usually 1/dij, which is the inverse of
the distance between two grids. However, in this paper, the grids are adjacent to each
other and the distance difference is small, so here we use the reciprocal of the Euclidean
distance between the grid j and the target grid as the heuristic information.

gijðtÞ ¼
1
djs

ð8Þ

where S is the target grid node. This allows the heuristic effect of distance length to be
reflected.

Aiming at the problem of deadlock in the path planning mentioned in Sect. 2.2, we
propose a probability selection strategy based on regional security information. In a
grid map, each grid’s neighboring grid has two possibilities, either passable or
obstructed. If a grid has a majority of obstacles around it, the security of this grid area is
relatively poor. Here, we use the variable black to represent the black state of the grid:

blackcity ¼ AroundBlack city½ �
Around city½ � : ð9Þ

In (9), AroundBlack city½ � represents the number of obstacles in the grid adjacent to
the current grid, and Around city½ � represents the number of grids adjacent to the current
grid. Therefore, black is actually the proportion of the barrier grid in the adjacent grid
of the current grid. Consider the consideration of regional security factors, and the
modified formula is as follows:

Pk
ijðtÞ ¼

sij tð Þ½ �a gijðtÞ½ �b 1�blackjð ÞrP
s2Tallowed;k

sis tð Þ½ �a gisðtÞ½ �b 1�blacksð Þr ; j 2 Tallowed;k

0; else

8><
>: ð10Þ
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where r is the weight of the security information. Considering that there is such a
possibility that although the surrounding obstacles are in the majority, this grid is still a
high possibility or even a necessary path. Therefore, the value of r should not be too
high. In this paper, @: r ¼ 2:5 : 1.

3.2 Algorithm Description

In details, Algorithm 1 provides a pseudocode path planning for a complex environ-
ment with obstacles. In the algorithm, the obstacle grid map is generated randomly.
According to the formula (1), initialize the path pheromone, update the allowed table of
the ant k(k = 0, 1, 2 …, AntNum) at the current location. The algorithm calculates the
probability of transfer of every feasible grid in the table through the improved prob-
ability transfer formula, and uses roulette to select the next grid. Finally, UAV moves a
step of range along the planned path.
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4 Simulation Results

In this section, we make experimental simulations for evaluations on the proposed
algorithm. Two groups of simulation are carried out in MATLAB software. The first
group is in a 20 � 20 grid map 1 and the second group is in a 40 � 40 grid map 2. For
the convenience of analysis, Table 1 shows the parameters for simulations. The starting
point is set to the upper left raster, and the end point is the lower right raster. In Figs. 4
and 5, the black dashed line represents the original ACO algorithm, and the red solid
line represents the improved ACO algorithm.

Firstly, we chose value 1 in Table 1 for map 1. As shown in Fig. 4a, it is obvious
that the path of the improved algorithm is shorter than that of the original algorithm.
Moreover, the improved algorithm has fewer inflection points, so it is more suitable for
actual flight scenarios. As shown in Fig. 4b, it can be observed that the improved ACO
improves the convergence speed compared with the original algorithm, which shows
the effectiveness of improving the convergence speed of the algorithm by optimizing
the pheromone distribution strategy in the improved ACO. In Fig. 5, we chose value 2
to simulate randomly generated map with larger and more complex obstacles and
obtained the same conclusion. Furthermore, we compare the results of the 50

Table 1. Parameters of simulation

Parameter Parameter specification Value 1 Value 2

m Number of ants 50 100
v Volatile coefficient 0.16 0.16
IterNum Number of iterations 100 100
b Weight of heuristic information. 5.0 6.0
@ Weight of pheromones. 1.5 1.5
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Fig. 4. a Comparison results in map 1. b Comparison with the original algorithm in map 1
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experiments in Map 1, and the specific results are shown in Table 2. From Table 2, it
can be concluded that,

• The improvement of ACO greatly reduces the time required for path planning and
verifies the effect of improving ACO on search speed.

• The path length obtained by the improved ACO is much shorter than that obtained
by the original ACO. So, the effectiveness of directional guidance information
optimization is verified.

• The improved ACO is more stable in many experiments.
• The improved ACO converges with fewer iterations.

In Fig. 6, the conditions are randomly distributed obstacles with density from 0.2 to
0.8. We carry out thousand experiments for calculating the success rate of path plan-
ning. It is seen that, with a small amount density of obstacles, the improved ACO can
reach a probability of 98% by successfully avoiding obstacles. While, the original ACO
is obviously lower than the improved method about 16 percent. With density of
obstacles increasing, the improved APF method can still reach more than 80% prob-
ability by avoiding the obstacles.
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Fig. 5. a Comparisons in map 2. b Comparison with the original algorithm in map 2

Table 2. Comparison of experimental results

Algorithm Average
time cost

Average
path
length

Shortest
path
length

Iteration times
when
converging

Standard
deviation of path
length

Original
ACO

16.54 35.3847 33.8944 95 3.024

Improved
ACO

15.65 32.7990 30.9607 83 1.966
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5 Conclusion

An UAV flight path planning algorithm based on ACO algorithm has been presented in
this paper. By comparisons through the simulations, the proposed algorithm achieves a
considerable reduction of traveling distance and improves the convergence speed by
optimizing the pheromone distribution. Moreover, by adding the regional security
factors to improving the probability transfer rules, it also greatly avoiding the possi-
bility of deadlock. Simulation results verified that the method is effective for UAV path
planning.
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Abstract. In this paper, we propose a framework for abnormal event detection
and analysis in the field of visual surveillance based on the state-of-the-art deep
learning techniques. We train a pair of conditional generative adversarial net-
works (cGANs) using the normal behavior samples, where one cGAN takes
video frames as inputs and generates the corresponding optical flow features.
While on the other hand, the other cGANs take optical flow features as inputs
and generate the corresponding video frames. By analyzing the differences
between the generated frames/optical flow features and the realistic samples,
abnormal events can be detected and localized effectively. Moreover, for sus-
pected regions, we adopt the faster RCNN to analyze the abnormal events.
Experimental results demonstrate that the proposed framework can detect the
abnormal events accurately and efficiently.

Keywords: Conditional GANs � Faster RCNN � Abnormal event detection �
Visual surveillance

1 Introduction

With global urbanization and the rapid growth of population, detecting and analyzing
abnormal events in public places are crucial in the field of visual surveillance. Despite a
lot of research has been done in this area in the past 10 years [1–3], the problem is still
open and far from being solved automatically. Two main challenges exist in this field:
(1) Very few abnormal samples can be found in public benchmarks. This limitation
constrains the applications of current machine learning methods, especially the deep
learning-based models, due to the lack of training samples; (2) there is no clear defi-
nition on abnormality. For instance, it is very common to see vehicles moving fast on
the highway, while cars moving fast on campus or on the squares can be regarded as
abnormal. Typical normal/abnormal events in the UCSD and UMN datasets are shown
in Fig. 1, where only pedestrians walking in the scenes are labeled as normal, while
bicycles, vehicles, and running action appeared in the scenes are considered as
abnormal events.

Suspected events always have multimodes and are difficult to model due to the
limited number of training samples. The latest trend focuses on modeling merely the
normal motion patterns of events using generative methods. Abnormal events can be
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detected as the outliers of normal event distribution. Since only normal samples are
needed in the training phase, it is more feasible in realistic applications. Motivated by
the fast development of generative adversarial networks (GANs), we propose a
framework based on the conditional generative adversarial networks (cGANs) for
abnormal events detection. Furthermore, we adopt the faster RCNN to analyze the
suspicious events. The whole framework is shown in Fig. 2.

GANs are originally used to generate images [4]. In this work, we propose to
exploit cGANs [5] to learn the normal motion and appearance features in the training
phase. Abnormal event detection is achieved by measuring the distance between the
normal and abnormal distributions in terms of the motion and appearance features in

Fig. 1. First row: normal events; second row: abnormal events. These samples are taken from
the UCSD and UMN datasets

Fig. 2. Whole framework of abnormal events detection
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the test period. Once suspicious regions are obtained, we learn the prior knowledge of
objects using the faster RCNN [6] based on the VOC2007 dataset, in order to analyze
the semantic meaning of events in the scenes.

The main contributions of this paper are listed as follows:

– We propose a framework for abnormal event detection and analysis based on the
state-of-the-art deep learning techniques, which does not rely on handcrafted
features.

– The cGANs are exploited to learn the motion and appearance features only from
normal events; thus, it is not necessary to incorporate negative samples in the
training period.

– We adopt the faster RCNN to further analyze the semantic meaning of abnormal
events in suspicious regions.

The rest of the paper is organized as follows: Sect. 2 reviews the related work
briefly. We present the proposed method in Sect. 3 including the overall framework
and the details for anomaly detection, localization, and analysis. The qualitative and
quantitative results are provided in Sect. 4. We conclude our work in Sect. 5.

2 Related Works

In recent years, abnormal event detection has developed rapidly in the field of computer
vision. Traditional approaches often rely on complex handcrafted features to represent
visual information. Ionescu et al. [7] use the one-class SVM to detect abnormal events
based on the spatiotemporal motion features extracted in 3-D local cuboids. In [8],
a space-time Markov random field model is proposed to localize abnormal events in
videos. Based on the concept of proxemics [9], the so-called social force model is
exploited to analyze abnormal pedestrian behaviors in crowded scenarios [1]. In [10],
the histogram of oriented tracklets is used to detect abnormalities in the scenes.

With the rapid development of deep learning techniques, deep models gradually
become effective tools for feature learning and representation. In [11], semantic
information (learned by using the existing CNN models) and low-level optical flows
are combined to measure the local abnormality in videos. In [12], a FCN-based
framework is proposed to detect and localize abnormal events in crowded scenarios.
Most recently, generative adversarial networks [4] and its variant [13] have shown
great power in learning the latent distribution of data and generating samples. In [14],
Ravanbakhsh et al. propose a generative deep learning model for abnormality detection
in crowd analysis.

3 Proposed Method

3.1 Feature Learning

We use cGANs to learn the motion and appearance features from training samples.
Specifically, let Ft be the tth frame of a video and Ot be the optical flow obtained using
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Ft and Ftþ 1, using the method in paper [15].Ot consists of the horizontal, vertical, and
the magnitude components.

We train a pair of networks: (1)NO!F , which generates video frames from the
corresponding optical flow; and (2)NF!O, which generates optical flow from the
corresponding frames. We adopt G and D to indicate the generator and discriminator,
respectively. In the case of NO!F , G takes an optical flow Ot and a noise vector z as the
input and generates the corresponding frame PFt ¼ GðOt; zÞ, while D evaluates the
deviation of data generated by G from the real distribution. Similarly, for network
NF!O, G takes a frame Ft and a noise vector z as the input and generates the corre-
sponding optical flow POt ¼ GðFt; zÞ. Taking NF!O, for example, training set X con-
sists of original video frames and the corresponding optical flow features, denoted as
X ¼ Ft;Otf g. G and D are trained simultaneously using the loss LcGANs and loss L1 as
in Eqs. (1) and (2), respectively:

L1ðFt;OtÞ ¼ jjOt � GðFt; zÞjj1 ð1Þ

LcGANsðG;DÞ ¼ Eðx;yÞ2X ½logDðx; yÞ�
þEx2 Ftf g;z2Z ½logð1� Dðx; ðGðx; zÞÞÞ� ð2Þ

The training procedure of NO!F is similar. Since only normal events are used in the
training procedure, the model cannot reconstruct abnormal events in the test phase. As
shown in Fig. 2, GF!O takes an image F as the input, which contains a vehicle moving
on campus. However, in the corresponding map PO, the optical flow in the area that the
moving vehicle is passing by cannot reconstructed correctly. Similarly, GO!F takes an
optical flow O as the input and generates the corresponding frame PF . Comparing
F with PF , the area where the vehicle is passing by cannot reconstructed correctly

3.2 Abnormality Detection and Analysis

At testing phase, we use the generators GF!O and GO!F to generate the reconstructed
frame PF and optical flow PO. Comparing the real optical flow O and the generated
optical flow PO, we obtained DO ¼ O� PO, where DO highlights the local differences
between the real optical flow and its reconstruction. In abnormal areas, these differ-
ences are significantly higher. Similarly, we obtain DF ¼ F � PF . However, the value
of DF in abnormal regions is not that obvious; thus, we adopt the faster RCNN to
obtain the differences. We use the first 13 layers of the faster RCNN to extract feature
vector F0 and P0

F from image F and PF and compute DF ¼ F0 � P0
F . Then, we

upsample DF in order to obtain D0
F with the same resolution as DO. Next, for each

video V, we compute the maximum value MO and MF of DO and D0
F from all the

frames.D0
F and DO are normalized as in Eqs. (3) and (4):

NOði; jÞ ¼ 1=MODOði; jÞ ð3Þ

NFði; jÞ ¼ 1=MFD
0
Fði; jÞ ð4Þ
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We create the so-called ‘abnormal map’ A as in Eq. (5):

A ¼ NO þNF ð5Þ

We adopt the faster RCNN to classify objects in the scene, which takes a frame F as
the input and outputs an image PFR, where objects are labeled.PFR need to be
upsampled in order to obtain P0

FR with the same resolution as A. The labeled abnormal
map H is given by Eq. (6):

H ¼ aP0
FR þð1� aÞA ð6Þ

In our experiments, a ¼ 0:7. Examples of typical H are shown in Fig. 5, where we
can not only observe the abnormal areas intuitively, but also recognize the semantic
meanings of objects in the scenes so as to analyze what happened and whether the
events are abnormal.

4 Experimental Results

4.1 Benchmarks and Experiment Setup

We evaluate the proposed approach on two standard benchmarks, namely the UCSD
dataset and the UMN anomaly detection dataset. The UCSD dataset is divided into two
parts: (1) Ped1, which contains 34 train and 16 test videos with the resolution of 158 by
238; and (2) Ped2, which contains 16 train and 12 test videos with the resolution of 240
by 360. This dataset is very challenging due to the low-resolution images. The crowd
density in the walkways ranges from sparse to very dense. The UMN dataset consists
of 11 videos that contain escape event in three different indoor and outdoor scenarios,
with a total amount of 7700 frames. In our experiments, the video frames are resized to
the resolution of 256 by 256. NO!F and NF!O are trained by stochastic gradient
descent with momentum 0.5 and batch size 1. Each network is trained for ten epochs.

4.2 Results and Discussion

In our experiments, the criterion of detection is described as follows:

Tði; jÞ ¼ 1 Aði; jÞ� theta
0 Aði; jÞ\theta

�
ð7Þ

where Tði; jÞ ¼ 1 indicates that the pixel ði; jÞ is abnormal, while Tði; jÞ ¼ 0 indicates
that the pixel is normal, and theta is the threshold for anomaly detection. If the frame
contains at least one abnormal pixel, it is labeled as abnormal. We compute the ROC
curve according to different thetas in order to evaluate our approach in a quantitative
way.
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• UCSD Dataset

Quantitative results using the equal error rate (EER) and area under curve
(AUC) measures are shown in Table 1, and the ROC curves are shown in Fig. 3.

• UMN Dataset

Quantitative results on the UMN dataset are shown in Table 2, and the ROC curve
is shown in Fig. 4.

Typical examples of abnormality localization and analysis on the UCSD anomaly
detection dataset are shown in Fig. 5. Our method can not only visualize abnormal
regions, but also obtain the semantic labels of objects within the suspicious regions
(blue boxes).

Table 1. Comparison with other approaches on the UCSD dataset.

Method Ped1 Ped2
EER (%) AUC (%) EER (%) AUC (%)

MPPCA [8] 40 59 30 69.3
Social force (SF) [1] 31 67.5 42 55.6
SF + MPPCA [16] 32 68.8 36 61.3
SR [2] 19 – – –

MDT [16] 25 81.8 25 82.9
Detection at 150 fps [17] 15 91.8 – –

AMDN (double fusion) [18] 16 92.1 17 90.8
Proposed method 13 92.5 17 89.1

Fig. 3. ROC curves on the UCSD anomaly detection dataset.
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Table 2. Comparison with other approaches on the UMN dataset.

Method AUC

Optical flow [1] 0.84
SFM [1] 0.96
Sparse reconstruction [2] 0.97
Plug-and-Play CNN [11] 0.97
Proposed method 0.97

Fig. 4. ROC curve on the UMN anomaly detection dataset.

Fig. 5. Some examples of abnormality localization and analysis on the UCSD anomaly
detection dataset.
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5 Conclusions

In this paper, we propose a framework for abnormal event detection and analysis in
crowd scenarios based on the state-of-the-art deep learning techniques. We train the
cGANs using ordinary samples, which take video frames and optical flow features as
inputs and generate the corresponding optical flow and frames. By analyzing the dif-
ferences between the generated frames/optical flows and the realistic correspondences,
the abnormal events can be detected and localized effectively. Moreover, for
suspicious regions, we adopt the faster RCNN to recognize the semantic meanings of
objects in the scenes so as to analyze what happened and determine whether the events
are abnormal. Experimental results demonstrate the applicability of our proposed
approach.
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of China (Grant No. 61702073) and the Fundamental Research Funds for the Central Universities
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Abstract. The multi-mode positioning of Global Navigation Satellite System
(GNSS) could improve the positioning accuracy compared with the traditional
single-mode positioning, as the number of observed satellites is increased and
the geometry distribution of visual satellites is improved. In this paper, pseu-
dorange fusion algorithm is proposed to combine the pseudorange observations
of both Global Positioning System (GPS) and BeiDou Navigation System
(BDS) to obtain the position equation for dual-mode positioning. Then the
weighted least square method is used to solve this position equation. Besides
that, the proposed pseudorange fusion algorithm is implemented in a GPS/BDS
software receiver. According to positioning result comparison of single-mode
and dual-mode positioning, it is concluded that the dilution of precision
(DOP) of the dual-mode positioning is smaller and the positioning accuracy is
more precision.

Keywords: Pseudorange fusion � Weighted least square method � Multi-mode
positioning � Software receiver

1 Introduction

With the development of Global Navigation Satellite System (GNSS) technology and
applications, many countries have been developing their own navigation systems.
The US Global Positioning System (GPS) has been operated stably for more than
20 years and used widely in the world. The BeiDou Navigation System (BDS) which
has been developing independently by China has already provided services for the Asia-
Pacific region since 2012 and now is in the globalization phase. Meanwhile, dual-
mode or multi-mode positioning technologies have become one of the developing trends
and hot topics in GNSS receiver’s algorithm research [1]. Besides that, many research
groups studied GNSS software receivers based on a generic central processing unit
(CPU) or an embedded platform, as software receivers could enhance its performance by
replacing the internal software rather than changing the hardware structure [2].

The early research on the multi-mode GNSS positioning mainly focuses on a fusion
of GPS and GLONASS or Galileo navigation system. With the development of BDS,
more and more researchers began to study the multi-mode positioning with GPS and
BDS. The dual-mode positioning of GPS/BDS is more reliable than that of single-mode
positioning [3, 4]. In terms of software receivers, nowadays programming languages
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are mainly MATLAB, C/C++, etc [2, 5, 6]. However, the MATLAB program exe-
cution is inefficient and inflexible. In contrast, the software receiver implemented in
C++ is faster and more portable. Therefore, the pseudorange fusion algorithm is pro-
posed for GPS/BDS dual-mode positioning in this paper, and a GPS/BDS combined
software receiver based on real observation data is realized.

Firstly, the principle of GPS/BDS dual-mode positioning algorithm is investigated
in this paper. Pseudorange fusion algorithm is used to combine the pseudorange
observations of both GPS and BDS to obtain the position equation. The position of the
receiver is estimated by the weighted least square method. Based on the above algo-
rithm, a GPS/BDS software receiver based on C++ is designed and implemented.
Position calculation both in single-mode and in GPS/BDS dual-mode positioning has
been realized. Finally, the positioning results of GPS, BDS and GPS/BDS output from
the software receiver are compared and analyzed. The results of this research support
the idea that the dilution of precision (DOP) of GPS/BDS and the position accuracy of
GPS/BDS are improved.

The rest of the paper is organized as follows. Section 2 investigates the pseudor-
ange fusion algorithm in GPS/BDS dual-mode positioning technology. In Sect. 3, the
proposed algorithm is implemented in the GPS/BDS dual-mode software receiver. In
Sect. 4, the positioning results in different positioning mode output from the software
are given and analyzed. Finally, conclusions are made in Sect. 5.

2 Pseudorange Fusion Algorithm

The principle of dual-mode GNSS positioning is similar to the single-mode positioning.
The key technology of dual-mode positioning is the fusion algorithm. According to
different fusion information, the dual-mode positioning can be divided into positioning
result fusion algorithm and pseudorange fusion algorithm [7, 8]. In positioning result
fusion algorithm, the position estimation from different navigation systems is obtained
separately, and then the final positioning result is obtained byweighted averaging of these
independent positioning results. In the pseudorange fusion algorithm, the pseudorange
observation of different navigation systems is used to set up the position equation, thereby
solving the final positioning result. Therefore, the former requires at least four visible
satellites for eachGNSS,while the latter only requires at least five visible satellites in total
without restrictions for each GNSS. In terms of the number of visible satellite, pseudo-
range fusion algorithm is more applicable. For the GPS/BDS dual-mode receiver, signals
from at least five satellites can be received generally under most circumstances.

Generally speaking, the time of arrival (TOA) technology is used in GNSS to
determine a receiver’s position [3]. Position equation used in single-mode positioning
is shown in Eq. (1).

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xuÞ2 þðyi � yuÞ2 þðzi � zuÞ2

q
þ cdtu ¼ qci � eqi ð1Þ

As the position of the satellite (xi, yi, zi) can be computed according to the ephe-
merides, (xu, yu, zu, dtu) is the coordinates and clock offset of the receiver, qci is
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corrected pseudorange measurement, and eqi is the measurement error of the pseudo-
range. As time reference of different GNSS systems is different, time unified problem
must be considered in dual-mode GNSS positioning. Thus, the system time clock bias
dtGB should be added in the GPS/BDS dual-mode position equations. The GPS/BDS
dual-mode position equation contains five unknowns (xu, yu, zu, dtu, dtGB).

Furthermore, in order to ensure that the receiver clock offset dtu in the position
equation of each measurement is the same, all the pseudorange observations should be
obtained at the same time in the receiver. Position equation of pseudorange fusion
algorithm used in GPS/BDS dual-mode positioning is shown in Eq. (2).

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xGi � xuð Þ2 þ yGi � yuð Þ2 þ zGi � zuð Þ2

q
þ cdtu ¼ qGi

� eqGiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xBj � xu
� �2 þ yBj � yu

� �2 þ zBj � zu
� �2q

þ c dtu þ dtGBð Þ ¼ qBj
� eqBj

8><
>: ð2Þ

The subscript G and B represent GPS and BDS, respectively. The term i refers to
the ith GPS satellite, and the term j refers to the jth BDS satellite. As Eq. (2) is
nonlinear, it needs to be linearized firstly before solving it. After expanding with the
Taylor formula, Eq. (2) can be expressed as:

dqG ¼ uG � dx0 þ eqG dqB ¼ uB � dx0 þ eqB ð3Þ

where defined the vector uG, uB and dx0 as follows:

uG , @qGi

@xu

����
x0

;
@qGi

@yu

����
y0

;
@qGi

@zu

����
z0

;
@qGi

@dt

����
dt0

;
@qGi

@tGB

����tGB0
" #

uB ,
@qBj

@xu

����
x0

;
@qBj

@yu

����
y0

;
@qBj

@zu

����
z0

;
@qBj

@dt

����
dt0

;
@qBj

@tGB

����tGB0
" #

dx0 , xu � x0ð Þ; yu � y0ð Þ; zu � z0ð Þ; dt � dt0ð Þ; tGB � tGB0ð Þ½ �T

8>>>>>>><
>>>>>>>:

ð4Þ

where (x0, y0, z0, dt0, tGB0) is the initial estimated value, the vector dqG, dqB as follows:

dqG ¼ ½ dqG1 . . . dqGm �T dqB ¼ ½ dqB1 . . . dqBn �T ð5Þ

and

eqG ¼ eqG1 . . . eqGm
� �T

eqB ¼ eqB1 . . . eqBn
� �T ð6Þ

where n and m represent the number of BDS and GPS visual satellites, respectively.
Equation (5) is generally called pseudorange residual, and the element of it can be
expressed by

dqGi ¼ qGiðxuÞ � qGiðx0Þ dqBj ¼ qBjðxuÞ � qBjðx0Þ ð7Þ
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Position equation in the form of matrix of GPS/BDS dual-mode positioning is:

dq ¼ Hdx0 þ eq ð8Þ

where

dq ¼ dqG dqB
� �T

eq ¼ eqG eqB
� �T

H ¼ UT
G1 . . . UT

Gm UT
B1 . . . UT

Bn

� �T
ð9Þ

The dimension of H is (n + m) � 5. We use the weighted least square method to
solve the position equation:

dx0 ¼ HTWH
� ��1

HTW dq ð10Þ

dx0 is the initial estimation matrix of iteration. Matrix W is given by

W ¼ diag wG1 � � �wGm wB1 � � �wBnð Þ ð11Þ

wGi and wBj are the weighting factor of the ith GPS satellite and the jth BDS
satellite, respectively. They can be calculated based on the CNO of satellite signals and
the elevation angles of satellites [9]. The position of the receiver is estimated based on
Eq. (10). For the kth iteration, the iteration process can be described as follows:

dxk�1 ¼ ðHT
k�1Wk�1Hk�1ÞHT

k�1Wk�1dqk�1

xk ¼ xk�1 þ dxk�1

(
ð12Þ

3 Algorithm Implementation

The structure of the GPS/BDS dual-mode software receiver is shown in Fig. 1. GPS
and BDS signals are received from the radio frequency (RF) front end and intermediate
frequency (IF) data is processed by the baseband signal processing module. GNSS
signals are acquired and tracked by the baseband processing module. After that, the
navigation message data of GPS and BDS can both be decoded. The proposed pseu-
dorange fusion algorithm is mainly implemented in the position estimation module.
The function of the position mode selection submodule is selecting the positioning
mode. Then the result display module could display positioning information, time
information and satellite constellation.

The position mode selection submodule selects the positioning mode through the
macro definition in C++. The single-mode positioning submodule is shared by GPS
and BDS. It will distinguish between GPS and BDS through data interface. When GPS
IF data is chosen to process, the single-mode positioning submodule is used to estimate
the receiver position using GPS data. When BDS IF data is chosen to process, BDS
data is used to estimate the receiver position in the single-mode positioning submodule.
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In the GPS/BDS dual-mode positioning submodule, GPS IF data and BDS IF data are
processed simultaneously. The flow chart of the GPS/BDS dual-mode submodule is
shown in Fig. 2.

Firstly, this submodule computes pseudoranges and weight factors for all tracked
GPS and BDS satellites. Then the submodule determines whether the total number of
tracked satellites meet the combination positioning requirement. If the condition is met,
it will calculate the matrix H and matrix W given by Eqs. (9) and (11). Finally, the
submodule computes the position of the receiver according to iteration process shown
in Eq. (12).

Baseband signal 
processing 

module

Positioning 
mode selection

GPS
single-mode 
positioning

GPS/BDS 
dual-mode 
positioning

Result display
module

Position estimation module

BDS
single-mode 
positioning

RF front end 

Fig. 1. Structure of GPS/BDS dual-mode software receiver

start

calculate pseudorange 
and weights 

Calculate the H 
matrix of GPS.

n+m>=5

calculate n and m
Calculate the H 
matrix of BDS

Fusion H matrix

end

YN Solve the equation

Fig. 2. Flow chart of GPS/BDS dual-mode positioning
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4 Results and Analysis

The positioning experiments were carried out on the roof of Science Hall in Dalian
Maritime University. With the Use of HG-SOFTGPS04 four-channel GNSS interme-
diate frequency signal collector, GPS and BDS signals are received simultaneously.

4.1 GPS Positioning Results

In the GPS single-mode positioning, the result shown by the result display module of
the software receiver at a certain moment is illustrated in Fig. 3.

From Fig. 3. It can be observed that a total of 10 satellites are tracked. The dis-
tribution of tracked satellites in the Earth-fixed coordinate system (ENU) is also shown.
Positioning result is (121.522179°E, 38.869045°N).

4.2 BDS Positioning Results

In the BDS single-mode positioning, the output of the result display module of the
software receiver at the same moment is shown in Fig. 4. It can be seen that the
software receiver tracked a total of 12 satellites. The longitude of the receiver is
121.522141°E, and the latitude is 38.869015°N.

4.3 Dual-Mode Positioning Results

In GPS/BDS dual-mode positioning, the result given by the software receiver is
illustrated in Fig. 5. As can be seen from Fig. 5, the software receiver tracked a total of
22 satellites. The receiver’s positioning output from the software receiver is
(121.522194°E, 38.869072°N).

Fig. 3. GPS positioning results
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The DOP paramerters are defined as geometry factors that relate parameters of the
user position and time bias errors to those of pseudrange errors. It only relates to the
geometric distribution of visual satellites. In general, if there are more visual satellites,
the corresponding DOP value will be smaller. DOP values are dimensionless. In
general, they multiply the range errors corresponding to the position errors.

DOP values of GPS/BDS single-mode positioning and GPS/BDS dual-mode
positioning are shown in Fig. 6. Figure 6a shows position dilution of precision (PDOP)
of three kinds of positioning mode. Figure 6b shows horizontal dilution of precision
(HDOP), and Figure 6c shows vertical dilution of precision (VDOP).

From Fig. 6, although the number of the visible satellites of BDS is larger than
those of GPS, as the proportion of the GEO satellites in the tracked satellites is high,
the satellite geometry distribution is poor. Therefore, DOP is large and the positioning

Fig. 4. BDS positioning results

Fig. 5. GPS/BDS dual-mode positioning results
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accuracy is bad in BDS single-mode positioning. Meanwhile in the GPS single-mode
positioning, the geometry distribution of the tracked satellites is better than BDS, and
DOP value is relatively small. Additionally, the DOP values of GPS/BDS dual-mode
positioning are apparently smaller compared to GPS/BDS single-mode positioning,
which reveals that the satellite geometry distribution is further enhanced by the com-
bination of GPS and BDS. As there are nearly 10 GPS satellites in this experiment,
GPS positioning is well-geometry distribution. The DOP values of GPS/BDS dual-
mode positioning are close to the DOP values of GPS positioning.

5 Conclusion

The pseudorange fusion algorithm is proposed to estimate the receiver’s position in the
GPS/BDS dual-mode positioning. In order to verify the proposed algorithm, the
GPS/BDS software receiver based on C++ has been designed and implemented. This
software receiver can achieve GPS and BDS single-mode positioning and BDS/GPS
dual-mode positioning. Compared the position results of the dual-mode positioning
output from the software receiver in the experiments, it can be concluded that the DOP
of the GPS/BDS positioning mode is smaller and the position result of the GPS/BDS
dual-mode positioning is more accurate.
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Fig. 6. DOP value of GPS/BDS dual-mode positioning system and single positioning system
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Abstract. Wireless localization has become a hot issue in Internet of things,
but the none-line-of-sight (NLOS) propagation will degrade the performance of
traditional localization algorithms. Therefore, this paper proposed an improved
range scaling algorithm (RSA) in the wireless sensor networks, where we use a
two-step improvement to enhance the constrained optimization model. Simu-
lations demonstrate that the proposed algorithm outperforms the compared
algorithms, and effectively suppress the localization error caused by the none-
line-of-sight propagation.

Keywords: Wireless location � None-line-of-sight propagation � Range scaling
algorithm (RSA) � Quadratic programming

1 Introduction

Wireless localization had become a hot topic in recent years. Consequently, the
positioning technology had become an important issue in the field of Internet of things
(IoT) or communication networks [1].

In previous studies, the positioning schemes included methods based on time of
arrival (TOA) [2], angle of arrival (AOA) [3], time difference of arrival (TDOA) [4],
and received signal strength (RSS) [5]. However, the traditional location technology
did not work effectively in practical wireless networks corrupted by NLOS error and
measurement noise, in which the NLOS error acted as the major factor for the bad
positioning performance [6].

There had been many studies on the elimination of NLOS effects, mainly including
two kinds of methods. The first kind is to eliminate NLOS by appropriate weighting or
optimization, such as approximate maximum likelihood algorithm [7], residual
weighted algorithm [8], and quadratic programming algorithm [9]. The second kind is
to identify NLOS BSs and then use only LOS BSs for localization; viz. the NLOS
propagation is recognized [10].

This paper proposes an improved algorithm based on range scaling algorithm
(RSA) [11]. This improved algorithm introduces a new constraint condition, and then,
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the quadratic programming is implemented in two steps. The first step is to use the
original RSA algorithm to estimate a rough location and determine which area this
rough position belongs to. The second step is to construct a tighter distance constraint
based on this rough location region. Finally, we obtain the optimal solution according
to this optimal model. Simulation results show that the proposed algorithm yields more
accurate positioning performance than other compared algorithms.

2 Measurement Distance Model

We take into account the location algorithm based on TOA position estimation, and
then, the distance between BS and MS is expressed as:

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xiÞ2 þðy� yiÞ2

q
; i ¼ 1; . . .;N ð1Þ

where ðxi; yiÞ and ðx; yÞ are the coordinate of the ith BS and the MS coordinate of MS
position to be solved. If the corresponding measurement distance is Ri, the RSA
method uses the following scaling relation:

ri ¼ aiRi ð2Þ

where ai represents the scaling factor, which satisfies 0\ai\1 due to the influence of
NLOS error.

Combining Eqs. (1) and (2), we obtain the following expression:

ðx� xiÞ2 þðy� yiÞ2 ¼ a2i R
2
i ; i ¼ 1; . . .;N ð3Þ

We can define the weight vector as v ¼ ½v1; . . .; vN �T ¼ ½a21; . . .; a2N �T to simplify the
next derivations.

If the weight vector is accurately known, then the MS position estimation ðx; yÞ will
be solved perfectly according to Eq. (3). Hence, how to obtain the accurate weight
vector is the key issue as indicated in [11].

3 The Two-Step Optimization-Based RSA Algorithm

3.1 New Tighter Distance Constraint

From [12], we can derive the lower limit of v, i.e.,

vmin ¼ f a21;min . . . a2N;min gT ð4Þ
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where ai;min obeys,

a1;min ¼ max
L1;2 � R2

R1
;
L1;3 � R3

R1
; � � � ; L1;N � RN

R1

� �

� � �

aN;min ¼ max
L1;N � R1

RN

L2;N � R2

RN
; � � � ; LN;N�1 � RN�1

RN

� �

8>>>>><
>>>>>:

ð5Þ

where maxð�Þ means the maximum operation, and Li;j, i 6¼ j, refers to the distance
between ith BS and jth BS.

In practice, the value of vi will not beyond one, viz. vmax ¼ ½1; 1; . . .; 1�T. Hence,
the original constraint in [11] is expressed as follows:

vmin � v� vmax ð6Þ

In fact, the original constraint above is too loose to eliminate NLOS error enough.
In order to suppress the NLOS error completely, we will refine the distance constraint
next.

If MS is located in the region of {BS1, BS2, BS3} of Fig. 1a, i.e., MS is in the
triangle surrounded by BS1, BS2 and BS3, and denoting that the distance between
neighboring BSs is R, we have the inequality (7).

ri �R; i ¼ 1; 2; 3 ð7Þ

Otherwise, the distance measurement of other BSs must obey the following
constraint:

ri � 2R; i ¼ 4; 5; 6; 7 ð8Þ

Moreover, we take into consideration the MS position which is within the regular
hexagon as shown in Fig. 1b, and then, we obtain the tighter distance constraint

(a) MS in triangle region (b) MS in shade region

Fig. 1. Seven-BS topology
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0� r1 �R
R
2
� ri �R; i ¼ 2; 3ffiffiffi
3

p
R

2
� ri �

ffiffiffi
7

p
R

2
; i ¼ 4; 7

R� ri � 3R
2
; i ¼ 5; 6

8>>>>>>>>><
>>>>>>>>>:

ð9Þ

In fact, Fig. 1b and formula (9) mean that MS belongs to a center BS (BS1 in this
example). If we choose BS1 as the center base station, the inequalities above are
determined. Finally, we can construct the optimal model with tighter constraints so
long as the MS region is recognizable, which will be solved in Sect. 3.2.

3.2 The Two-Step RSA Algorithm

We utilize a two-step processing in our study. First, an original RSA is operated to find
the coarse MS region, and then, the second step operated the RSA with refined distance
constraint; finally, an improved localization performance can be obtained.

The optimization model of RSA at the first step is as follows:

Minimize
v

F vð Þ ¼
Xd
k¼1

x� xkð Þ2 þ y� ykð Þ2�� ��
s:t: vmin � v� vmax; MS 2 FR

ð10Þ

where FR denotes the feasible region and ðxk; ykÞ is the vertex of FR. We denote the
vertex set as Xk ¼ fðxk; ykÞgk2f1;...;dg with d representing the number of vertexes.

Furthermore, we expand formula (3)

v1R
2
1 � x21 � y21 ¼ x2 þ y2 � 2x1x� 2y1y

� � �
vNR

2
N � x2N � y2N ¼ x2 þ y2 � 2xNx� 2yNy

8><
>: ð11Þ

Equation (11) can be written into a matrix form

Y ¼ Ax ð12Þ

where Y ¼
v1R2

1 � x21 � y21
v2R2

2 � x22 � y22
. . .

vNR2
N � x2N � y2N

2
664

3
775; A¼

�2x1;�2y1; x2 þ y2

�2x2;�2y2; x2 þ y2

. . .
�2xN ;�2yN ; x2 þ y2

2
664

3
775; X ¼

x
y
1

2
4

3
5:

Then, we can solve the optimal solution of x on the basis of the least square
method.
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Taking x̂ as the position estimation, we rewrite the cost function of RSA as:

F vð Þ ¼
Xd
k¼1

normðx̂� XkÞ2 ð13Þ

Finally, from formula (9) and (13), we revise the new optimization model at the
second step as:

Minimize FðvÞ
v

s:t:

vmin � v� vmax; MS 2 FR

a1r1 �R

R
2
� airi �R; i ¼ 2; 3

ffiffiffi
3

p
R

2
� airi �

ffiffiffi
7

p
R

2
; i ¼ 4; 7

R� airi � 3R
2
; i ¼ 5; 6

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð14Þ

4 Simulation and Analysis

Assume that MS is uniformly distributed in the shade of Fig. 1b with the classical

seven-BS topology, i.e., the BS locates at 0; 0ð Þ, R; 0ð Þ, R
2 ;

ffiffi
3

p
R

2

� �
, � R

2 ;
ffiffi
3

p
R

2

� �
, �R; 0ð Þ,

� R
2 ;�

ffiffi
3

p
R

2

� �
, R

2 ;�
ffiffi
3

p
R

2

� �
. In our study, R = 1000 m is employed. In addition, we deal

with the measurement distance Ri in terms of two main errors: the measurement error
(dmeasure) and the NLOS error (dNLOS), i.e.,

Ri ¼ ri þ dNLOS þ dmeasure ð15Þ

where dNLOS is uniformly distributed in MIN and MAX, and dmeasure is a Gaussian
variable with zero mean and standard deviation (SD) of 10 m. Moreover, the original
RSA algorithm [11], the linear line of position (LLOP) algorithm [13], and the CLS
algorithm [14] are used to compare with the proposed algorithm.

4.1 Influence of NLOS Error

We fixed the lower limit of NLOS at MIN = 100 m and study the effect of MAX on
positioning performance.
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Figure 2 shows that the performance of the proposed algorithm is improved about
12% compared to the original RSA algorithm. Meanwhile, the proposed algorithm
outperforms other two comparison algorithms. Moreover, with the increase in MAX,
the performance advantage is more obvious. However, the larger MAX leads to the
worse accuracy.

4.2 Effect of BS Number

Here, we observe the cumulative probability distribution function (CDF) in Fig. 3.
Explicitly from Fig. 3, we catch the sight of a significant improvement on posi-

tioning performance from 3BS topology to 7BS topology. In detail, the proposed
algorithm outperforms other three conventional algorithms in all cases, whose CDF of
250 m error approximately equals 0.86 (5BS) and 0.96 (7BS).

200 250 300 350 400 450 500 550 600 650 700
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300
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original RSA
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Fig. 2. Localization accuracy versus MAX: MIN = 200 m
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Fig. 3. CDF variations versus different BS numbers
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5 Conclusions

It is a key issue to eliminate NLOS error in wireless positioning accuracy. This paper
constructs the new distance constraints on the basis of two-step RSA algorithm.
Simulation results indicated that the proposed algorithm can effectively eliminate the
NLOS error, and the algorithm performance is superior to the conventional algorithm.
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Abstract. With the popularity of smart devices, applications based on location
services have been widely used, and wireless positioning technology can pro-
vide accurate positioning information. However, due to the effect of non-line-of-
sight (NLOS) errors, the performance of the system can drop significantly.
Accordingly, this paper introduces the theory of quadratic programming opti-
mization based on the research of the time difference of arrival (TDOA) theory
and proposes an optimization algorithm that can effectively suppress the influ-
ence of NLOS error. Simulation results show that compared with other common
wireless location algorithms, the proposed algorithm has more reliable posi-
tioning accuracy under different environment models and has better system
stability.

Keywords: Wireless localization � The time difference of arrival (TDOA) �
Quadratic programming � Non-line-of-sight propagation

1 Introduction

In recent years, with the rapid development of wireless sensor networks, wireless
positioning technology has become a research hot spot and is widely used in drone
navigation, disaster rescue, and environmental monitoring [1]. The traditional local-
ization algorithm has high accuracy when the radio wave is propagating in the ideal
environment, but in the actual environment, the signal is affected by obstacles during
the propagation process to generate multiple refractions and reflections. Adding non-
line-of-sight (NLOS) propagation errors can severely impair the positioning accuracy
of the algorithm [1]. Not only that, but the measurement error also produces negative
gain.

At present, the use of wireless communication networks for location technology
research has achieved a lot of results, and some advanced algorithms have been applied
to production practices. The existing positioning algorithm mainly estimates the
position of the mobile station through the time of arrival (TOA) [2], angle of arrival
(AOA) [3], time difference of arrival (TDOA) [4], and received signal strength
(RSS) [5].
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In order to further reduce the impact of the NLOS error, the literature [6] uses the
PDF of the adaptive kernel density estimation error and uses the Newton iteration
scheme to improve the positioning accuracy. The strategy proposed in [7] is to first
identify the NLOS error and mitigate it, then using the Kalman filter to estimate the
location. Fascista [8, 9] proposed a new change-detection algorithm based on the
generalized likelihood ratio test (GLRT) to improve the accuracy of position estimation
by detecting the arrival angle of a specific signal.

Time difference of arrival (TDOA) positioning may be one of the widely used
techniques for signal source positioning, and it has higher accuracy than other con-
ventional algorithms [10, 11]. This article proposes a TDOA optimization strategy that
solves the quadratic programming problem by combining the geometric relations
between MN and SN and combining optimization theory. Simulations show that the
proposed algorithm is obviously superior to the original TDOA algorithm, and it has
advantages over other commonly used algorithms.

2 Original TDOA Positioning Algorithm

The TDOA algorithm is an improvement of the TOA algorithm. Assuming that there
are N base stations and one base station serves as a reference, the difference between
the measurement distances of other base stations and the reference base station can be
expressed as:

di ¼ Ri � R1; i ¼ 2; 3; . . .;N ð1Þ

where Ri is the measurement distance between the ith base station and the mobile
station. Assuming the coordinate of the ith base station is (xi; yi), the mobile station is
(xms; yms), we have

Ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxms � xiÞ2 þðyms � yiÞ2

q
ð2Þ

So, according to Eqs. (1) (2) I can have

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xms � xið Þ2 þ yms � yið Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xms � x1ð Þ2 þ yms � y1ð Þ2

q
ð3Þ

Writing (3) in matrix form gives

KX ¼ Y ð4Þ
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where K ¼ 2

x2 � x1 y2 � y1 d2
x3 � x1 y3 � y1 d3

..

. ..
. ..

.

xN � x1 yN � y1 dN

2
6664

3
7775, Y ¼

�d22 þðx2 � x1Þ2 þðy2 � y1Þ2
h i
�d23 þðx3 � x1Þ2 þðy3 � y1Þ2
h i

..

.

�d2N þðxN � x1Þ2 þðyN � y1Þ2
h i

2
6666664

3
7777775

and X ¼ ½xms � x1; yms � y1;R1�T .
Finally, according to the least squares theory, we can get the estimated value of X,

X̂ ¼ KTK
� ��1

KTY ð5Þ

In the case of less environmental interference, the traditional TDOA algorithm has
higher accuracy, but when the error is serious, the performance of the algorithm is
significantly worse and is no longer applicable.

3 Quadratic Programming to Optimize TDOA Algorithm

3.1 Optimization Model

In order to alleviate the impact of errors in the actual situation, especially the NLOS
error which has the most significant side effects [12, 13], we use a quadratic pro-
gramming model to optimize the algorithm. Assuming there is a linear relationship
between the measured distance and the actual distance, it can be expressed as:

Ri ¼ ki � ri ð6Þ

where ri indicates the measurement distance between the ith base station and the mobile
station. Obviously,

di ¼ kiri � k1r1 ð7Þ

Combining Eqs. (4) and (8), we have

xi � x1ð Þ xms � x1ð Þþ yi � y1ð Þ yms � y1ð Þ ¼ 1
2

k21r
2
1 � k2i r

2
i þG

� � ð8Þ

where G ¼ ðxi � x1Þ2 þðyi � y1Þ2. And writing (9) in matrix form gives

AX ¼ Y ð9Þ

where A ¼
x2 � x1 y2 � y1
x3 � x1 y3 � y1

..

. ..
.

xN � x1 yN � y1

2
6664

3
7775,Y ¼ 1

2

k21r
2
1 � k22r

2
2 þG

k21r
2
1 � k23r

2
3 þG

k21r
2
1 � k2Nr

2
N þG

2
66664

3
77775,X ¼ xms � x1

yms � y1

� �
.
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Therefore, we can get the LS solution of X̂, and the position estimate of the mobile
station is obtained.

3.2 Constraint and Cost Function

In an actual cellular network, the measurement distance between the BS and MS must
be greater than the actual distance due to the influence of NLOS error, i.e., ki � ð0; 1Þ.
For convenience, we define v as

v ¼ v1; v2; . . .; vN½ � ¼ k21; k
2
2; . . .; k

2
N

� � ð10Þ

where vmax ¼ 1; 1; . . .; 1½ �.
From [14], in the real cellular network, the lower limit of the ki should satisfy the

following conditions

ki;min ¼ max
li;j � rj

rj

				i; j 2 1;N½ �; i 6¼ j


 �
ð11Þ

where max (�) represents the maximum operation. Therefore,

vmin ¼ k1;min; k2;min; . . .; kN;min
� � ð12Þ

Then, we can get the constraint of v

vmin � v� vmax ð13Þ

Second, we design the following optimization cost

F vð Þ ¼
XN
i¼2

norm X
_ � BSi

� 

� norm X

_ � BS1
� 
� 


� vir2i � v1r21
� �			 			 ð14Þ

where norm (x) means the norm of vector x. When the value of v is closer to the real
situation, it is obvious that the cost function is closer to zero.

Now the optimization model can be derived as

minimize
v

F(vÞ
subject to vmin � v� vmax

ð15Þ

Through the quadratic programming function, the final solution can be obtained by
solving the above equations.
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4 Simulation and Analysis

Assume that the reference base station coordinates are (0, 0), and other four base

stations located at R
2 ;

ffiffi
3

p
2 R

� 

, � R

2 ;
ffiffi
3

p
2 R

� 

, � R

2 ;�
ffiffi
3

p
2 R

� 

, R

2 ;�
ffiffi
3

p
2 R

� 

. R represents

the side length of the cell, i.e., R ¼ 1000m in our study. In this paper, measurement
distance errors are mainly caused by non-line-of-sight propagation (enlos) and mea-
surement error (dm). Therefore, the distance ri can be expressed as

ri ¼ Ri þ enlos;i þ dm:i ð16Þ

where enlos is uniformly distributed between 100 m and MAX, and dm is a zero-mean
Gaussian with a standard deviation of 20 m.

In order to better reflect the superiority of the proposed algorithm, we compare it
with the original TDOA algorithm [15], opt-LLOP [16] algorithm, and TDOA two-step
maximum likelihood algorithm (TSML) [17]. We independently operate each simu-
lation for 1000 times.

4.1 Influence of NLOS Error

In order to investigate the impact of NLOS error values on the performance of the
algorithm, we set the value range from 100 to MAX. In this simulation, the mea-
surement error variance is set to 20 m, and there are a total of 5 base stations. In order
to show the performance of algorithm positioning intuitively, we use the root mean
square error (RMSE) to represent.

Figure 1 shows that compared with the initial algorithm, the proposed algorithm
has improved the performance greatly, and the optimization effect is obvious. Also, it
can be seen that with the increase of NLOS error, the performance of the proposed
algorithm has the best performance among these groups of algorithms. Therefore, the
proposed algorithm can effectively resist the influence of NLOS errors while ensuring
higher positioning accuracy.
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Fig. 1. RMSE variations versus different MAXs
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4.2 Effect of BS Number

In order to explore the effect of the number of base stations on the performance of the
algorithm, we control the NLOS error with a value of 300 m and a measurement error
of 20 m, and the comparison is shown by cumulative distribution function (CDF)

Figure 2 shows the influence of BS number. It can be seen that the topology formed
by the number of different base stations has different degrees of influence on the
performance of these algorithms. Obviously, the proposed algorithm has the best
positioning accuracy with different number of base stations.

5 Conclusion

In an actual wireless communication network, the most important factor affecting the
positioning algorithm performance is the non-line-of-sight propagation error, so how to
suppress its influence is the key to research. This paper proposes a new algorithm that
combines TDOA and quadratic programming theory. Simulations demonstrate that
compared with other common algorithms, the proposed algorithm has a higher ability
to resist NLOS errors and better positioning accuracy.
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Abstract. This paper studies an indoor positioning method combining wireless
sensor network (WSN) and inertial navigation system (INS). Because the
positioning error of INS increases with time, the long-term positioning accuracy
is poor, so the combination uses the wireless sensor network to measure the
distance between unknown node and base station by TDOA method. The dead-
reckoning data of inertial measurement unit (IMU) and the distance information
of TDOA method are transmitted to the processing terminal, and then the par-
ticle filter algorithm is used to smooth the data to obtain the position estimation.
The cumulative positioning error of INS is corrected, and the non-line-of-sight
(NLOS) error in TDOA positioning method is reduced. The experimental results
show that compared with the single TDOA localization method, the accuracy of
the combined positioning method is higher.

Keywords: Indoor positioning � TDOA � IMU � Particle filter

1 Introduction

With the deepening of the construction of smart city, the accuracy of location service,
especially indoor positioning system, is higher and higher. The importance of indoor
positioning in hospitals, shopping malls, and supermarkets is self-evident. The outdoor
positioning system is now very mature, such as the US GPS and China’s BeiDou
Navigation Satellite System (BDS), which can provide efficient and accurate outdoor
location services. However, electromagnetic waves can be blocked or reflected by
buildings and cannot enter the room, causing the moving objects to receive no satellite
signals, so they cannot be located indoors.

At present, the commonly used indoor positioning technologies are ultrasound,
Bluetooth, WIFI, radio frequency identification, ZigBEE and so on. Ultra-wideband
(UWB) technology is actually a kind of bandwidth that can reach up to GHz, and the
transmission rate reaches hundreds of Mbit/s, while the communication distance is
about 100 m [1]. The signal bandwidth of UWB system is very wide, so the time
resolution is very high, which can reach the nanosecond level, which can reach the
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positioning accuracy of centimeter-level, which is its biggest advantage. However, due
to the influence of indoor complex environment, the UWB signal can be refracted and
reflected, resulting in the appearance of the non-horizon error (NLOS error). The
inertial navigation system (INS) mainly includes accelerometers and gyroscopes, which
measure the acceleration a and angular velocity, respectively. It belongs to calculate
navigation method, that is, starting from the position x of known points, through the
continuous measurement of sports course angle and acceleration of body, the location
of the below point is deduced, and body motion can be continuous measurement of the
current position. However, due to the integration of the navigation information, the
positioning error increases with time and the long-term accuracy is poor.

This article adopts the method of UWB and INS positioning, which uses the
coordinates calculated value of UWB positioning as the main indoor localization
method, uses INS correction under the condition of non-line-of-sight its positioning
error, and improves the positioning accuracy of integrated positioning system.

2 Combination Positioning System Structure

The mobile node needs to obtain two kinds of information when realizing its posi-
tioning, the first is the measurement of inertial parameters, and the second is the
estimate of the distance to the base station. For inertial information, using MEMSIC
IMU380ZA—409, it was nine degrees of freedom inertial sensor board, can be mea-
sured, respectively, three axial linear acceleration and angular rate, there are three
optional magnetometers, nine inertial parameters can be based [2].

Mobile node in a moment, on the basis of the optimal estimate position, mainly
using UWB system orientation, under the condition of the stadia, precision can reach 5
and 16 cm [3], and under the condition of non-line-of-sight, due to reflection,
diffraction and multipath effects, the positioning results will have large errors, then the
IMU navigation a calculated as auxiliary positioning method. The self-navigation
features of inertial navigation system can effectively compensate for the deficiency of
UWB positioning system. Mobile node will be according to the features of UWB
positioning signals to judge the moment is in the horizon or non-line-of-sight envi-
ronments, if is stadia in UWB positioning, if non-line-of-sight, enable the INS system,
because the INS positioning accuracy is very high in the short time. The structure
diagram of the combined positioning system is shown in Fig. 1.

The posi on of the

last moment Mobile node 

loca on
es ma on

Mobile node UWB posi oning

The filter

Final loca on

IMU 

dead-reckoning

Auxiliary

Fig. 1. Structure diagram of the combined positioning system
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3 Combination Localization Algorithm

In indoor positioning, the common UWB-based location algorithm has time of arrival
(TOA), time difference of arrival (TDOA), angle of arrival (AOA), received signal
strength indicator (RSSI), etc. TOA technology through the measured signal trans-
mission time to calculate the distance to the base station, this needs to be strictly
accurate time synchronization between two communication nodes, but in the current
hardware conditions it is difficult to achieve this goal; AOA ranging technology relies
on installing antenna arrays on nodes to obtain angle information, requiring special
hardware devices such as antenna arrays or antennas to support them. Signal strength
and the space correlation are very strong, according to the intensity of waves in an
indoor change model and the measured signal strength can determine the mobile end
position, but most of these model parameters are estimated, and the accuracy will or
changes in the environment and reduce with the increase of the scope, so the applicable
scope is limited.

Different from TOA, TDOA don’t need to two of the base station signal absolute
time, instead of using time difference positioning, by measuring the time of arrival in
the base station signal, can determine the distance of the signal source. Therefore, it
only needs the clock synchronization between the base station, and the hardware
requirements are low. By comparing the time difference of the signal to multiple base
stations, the hyperbola with the focal length of the base station and the distance
difference is a long axis, and the intersection point of the hyperbola is the position of
the signal.

As shown in Fig. 2, BS1, BS2, BS3 for positioning the base station, the location is
known and expressed as (x1, y1), respectively, (x2, y2), (x3, y3), to estimate the
position of MS is unknown nodes (x, y), di represents the distance between the ith
positioning base station and the unknown node [4].

Fig. 2. Schematic diagram of hyperbolic rendezvous positioning

Study on Indoor Combined Positioning Method … 1253



The mathematical relationship is as follows:

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xÞ2 þðyi � yÞ2

q
ð1Þ

dij ¼ di � dj ¼ cti;j ð2Þ

c represents the speed of the light, ti;j represents the measured value of TDOA.

d21 ¼ d2 � d1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � xÞ2 þðy2 � yÞ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � xÞ2 þðy1 � yÞ2

q
ð3Þ

d31 ¼ d3 � d1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx3 � xÞ2 þðy3 � yÞ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � xÞ2 þðy1 � yÞ2

q
ð4Þ

Equation (3) can be translated into:

ðd21 þ d1Þ2 ¼ d22 ð5Þ

d221 þ 2d1d21 ¼ d22 � d21 ¼ x22 þ y22 � x21 � y21 � 2 x2 � x1ð Þx� 2 y2 � y1ð Þy ð6Þ

Making z2i ¼ x2i þ y2i , Eq. (6) can be translated into:

x2 � x1ð Þxþ y2 � y1ð Þy ¼ �d1d21 þ 1
2

z22 � z21 � d221
� � ð7Þ

Similarly, the Eq. (4) can be simplified to:

ðx3 � x1Þxþðy3 � y1Þy ¼ �d1d31 þ 1
2

z23 � z21 � d231
� � ð8Þ

Simultaneous (7) and (8) are expressed as:

Axm ¼ Bd1 þC ð9Þ

Among them

A ¼
x2 � x1; y2 � y1

x3 � x1; y3 � y1

" #
B ¼

�d21

�d31

" #

C ¼ 1
2

z22 � z21 � d221

z23 � z21 � d231

" #
xm ¼

x

y

" #
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The location of the test node MS is

xm : xm ¼ A�1Bd1 þA�1C ð10Þ

For the inertial navigation system, assuming that the moving node moves in a two-
dimensional plane, the method is based on the dead-reckoning method:

Pdrðkþ 1Þ ¼ PdrðkÞþ vkDtþ 1
2
akþ 1Dt

2

vkþ 1 ¼ vk þ akþ 1Dt

ckþ 1 ¼ ck þxkþ 1Dt

8>><
>>:

ð11Þ

Among them Pdrðkþ 1Þ, vkþ 1, akþ 1, ckþ 1, respectively, represents the position,
velocity, line acceleration, and angular deviation of k + 1 moment.

Transform the local coordinate system to the reference frame and use the cosine
formula:

axr
ayr

" #
¼ cos u; � sin u

sin u; cos u

� �
axl
ayl

" #
ð12Þ

u ¼ R
xzrdt means the angle between the local coordinate system and the reference

frame.
Particle filter is a suboptimal Bayes filter, which provides a non-gaussian envi-

ronment, with appropriate weights using a set of random samples (often referred to as
particles) to represent the state of the posterior distribution [5]. Basic idea of this
method is an important choice probability density of random sampling, to get the
corresponding weights of random sample, on the basis of state observation to adjust the
weight and the size of the particle’s position, and then use these sample approximation
of the state of the posterior distribution, with these sample weighting and finally as a
state estimate.

The state transfer model pðskjsk�1Þ and measurement model pðzkjskÞ are introduced,
where s is the state variable of the system and z is the measurement value of the system.
For non-linear and non-Gaussian processes, the model can be expressed as:

sk ¼ f sk�1; vk�1ð Þ
zk ¼ h sk; nkð Þ ð13Þ

where vk�1 and nk are independent and distributed process noise and measurement
noise. Our task is to estimate unknown state variable sk according to the measured
value z1:k of noise pollution, where f( ) and h( ) are known.
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The posterior density of the system at the k moment can be approximately:

pðs0:kjz1:kÞ �
XNs

i¼1

xi
kdðs0:k � si0:kÞ ð14Þ

sik is the state value with weight xi
k.

At this point, we get a discrete weighted estimation of the true posterior density
function.

The option value is based on the importance sampling principle. In general, it’s
hard to sample from p(x), let’s say pðxÞ / pðxÞ. We might as well sample the density
function q(x) which is easy to sample, namely, si � qðxÞ; i ¼ 1; . . .;Ns, q( ) is called
importance density. The system obeys the first order Markov process,
qðskjs0:k�1; z1:kÞ ¼ qðskjsk�1; zkÞ is established, and the weight is fixed as:

xi
k / xi

k�1

p zkjsik
� �

p sikjsik�1

� �
q sikjsik�1; zk
� � ð15Þ

The posterior filtering density can be approximated as:

p skjz1:kð Þ �
XNs

i¼1

xi
kd sk � sik
� � ð16Þ

Unfortunately, this process leads to degradation. After a series of iterations, the
weight of most particles becomes very small, almost trivial, and the weight is con-
centrated only on a few particles. Effective sample size is introduced.

Neff ¼ 1PNs
i¼1 xi

k

� �2 ð17Þ

Here xi
k is the normalized weight.

In order to solve the degradation problem by resampling, its basic idea is to
eliminate the particles with smaller weights and to reproduce the particles with larger
weights according to their weight. The specific practice is to resample Ns times from an
approximate discrete representation of pðxkjz1:kÞ and generate pðxkjz1:kÞ new set of
particle fsi�k gNs

i¼1, all weight of which are set to 1
Ns
.

Algorithm: Particle Filter

sik;x
i
k

� �Ns

i¼1

h i
¼ PF sik�1;x

i
k�1

� �Ns

i¼1; zk
h i

FOR i ¼ 1 : Ns

– Draw sik � qðskjsik�1; zkÞ
– Assign the particle a weight xi

k
– END FOR
– Calculate total weight: t ¼ SUM½fxi

kgNs
i¼1�
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– FOR i ¼ 1 : Ns

– Normalize: xi
k ¼ t�1xi

k
END FOR
Calculate Neff
IF Neff\NT

RESAMPLE sik;x
i
k

� �Ns

i¼1

h i
END IF

4 Algorithm Test Results

In order to evaluate and compare the algorithms we proposed, we set the experiment in
a rectangular corridor 20 m long and 3 m wide, with corresponding obstacles in the
corridor [6]. The six base stations are fixed around the corridor, essentially covering the
path of the moving target. We then tested and recorded the estimated results of each
algorithm in 48 different locations, using the cumulative distribution function (cdf) to
observe the error patterns of all scenarios. Generally, as expected, the TDOA+IMU
method performs better than the pure TDOA and inertial navigation methods. After the
horizontal coordinate normalization processing, 0–0.5 is captured, as shown in Fig. 3.

5 Conclusion

In this paper, using a mobile sensor node to the environment of TDOA measurements
in combination with the direction and distance from the inertial measurement unit
adopts the minimum mean square estimation and maximum a posteriori estimation to
get position estimation. TDOA positioning is suitable for passive positioning and does
not require a signal time stamp. We make full use of the advantages of UWB posi-
tioning and inertial navigation system positioning to complement each other, reduce
UWB non-line-of-sight error, and reduce the accelerometer and gyroscope drift and
magnetometers, so as to improve the positioning accuracy.

Fig. 3. Experimental result graph
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According to the estimate of the unknown nodes with two stations distance through
the simulation model of measurement noise, using the minimum mean square estimate
and maximum a posteriori estimation algorithm, finally obtains the optimal estimation
of unknown node position and suboptimal estimate position. Simulation and experi-
ment show the effectiveness and robustness of this algorithm.
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Abstract. In the array signal processing, the direction of arrival (DOA) is a
very important parameter. It can be used to estimate the spatial parameter or
source location of signals, so it has been deeply studied by scholars and has been
widely applied in radar detection, underwater operation, and mobile commu-
nication. In this paper, an array signal DOA estimation and display system are
proposed. It adopts the fast beamforming algorithm, which is an improved
algorithm based on the MVDR algorithm. By comparing the output power of
different positions, the angle of the arrival of the signal to the array can be
obtained. The system can manually set the basic parameters, such as the number
of sensors, the frequency of sampling, the parameter of the filter, the trans-
mission speed of the sound wave, and so on. Then, the waveform characteristics
of the time and frequency domain of the original acquisition signal and the
filtered signal are displayed intuitively, and the real-time waveform of the signal
is displayed at the same time. Through theoretical analysis and simulation
experiments, we can get that the related algorithm in this system is not only
suitable for microphone array, but also can meet the application requirements of
radar monitoring, underwater operation, and other fields.

Keywords: Array signal processing � Direction of arrival (DOA) estimation �
Beamforming algorithm

1 Introduction

The direction of arrival estimation (DOA) is a very important parameter in the spatial
spectrum estimation of the array signal processing. It has been widely used in radar,
communication, sonar, earthquake, astronomy, and other scientific and technological
fields, which are widely used [1]. In this paper, an array signal DOA estimation and
display system are proposed. First, the analog far-field signal is received, and then the
DOA is estimated after filtering. In this system, the basic parameters can be set
according to the actual conditions, such as the number of sensors, the spacing of the
array element, the sampling frequency of the signal, the filter parameters, and so on. In
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this way, many applications can be simulated, such as the acoustic signal receiving of
the microphone, the radar, and the underwater operation. The system can directly
display the time–frequency characteristics of the original acquisition signal, including
waveform and phase. After the signal arrives, it will be filtered by the FIR filter to
become a narrowband signal. The time and frequency characteristics of the filter can
also be displayed in the system. The filtering effect can be easily seen through the
comparison of the frequency-domain characteristics of the original signal and the
filtered signal. After the basic parameters are set up, we can see the real-time waveform
of the signal from a certain direction after running the system. Through theoretical
analysis and simulation experiments, the feasibility of the system in the fields of
microphone, radar, and underwater operation can be proved.

2 Signal Processing Model

In different application domains, the distance between the source and the receiving
array is different. According to the size of the distance, the signal processing model can
be divided into two parts: near-field model and far-field model. In the near-field model,
the distance between the source and the receiving array is small, and the magnitude of
the received signals is quite different. As shown in Fig. 1, the wavefront of the array at
this time is the wavefront model of the sphere. The far-field model is the opposite. The
distance between the source and the receiving array is far away, so the difference of the
amplitude of the signal received by the array element can be ignored. At this time, the
array wavefront can be regarded as the front model of the plane, as shown in Fig. 2.
The signal received in this paper can be regarded as a far-field signal, and it can be
considered that the amplitude of the signals received by each element is the same,
which greatly reduces the complexity of the calculation.

Fig. 1. Near-field model
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Assuming that there are arrays of M elements, N far-field signals are received at the
same time and then become N far-field narrowband signals after filtering. The signal
can be expressed as:

Si tð Þ ¼ ui tð Þej w0tþu tð Þð Þ ð1Þ

Then,

Si t � sð Þ ¼ ui t � sð Þej w0 t�sð Þþu t�sð Þð Þ ð2Þ

Among them, w0 is the frequency of the signal, uðtÞ is the phase of the signal, and
uiðtÞ is the amplitude of the signal. Since the signal is far-field signal, it can be obtained
as: ui t � sð Þ � ui tð Þ, and because the signal is a narrowband signal, it can be obtained
as: ui t � sð Þ � u tð Þ. Bring them into (2) and get the following:

Si t � sð Þ � Si tð Þe�jw0s; i ¼ 1; 2; . . .;N; ð3Þ

The reception signal of the R element can be expressed as:

xrðtÞ ¼
X

griSiðt � sriÞþ nrðtÞ; r ¼ 1; 2; . . .;M; ð4Þ

gri represents the gain of the I signal received by the R element; sri represents the delay
difference of the I signal to the R element; niðtÞ n represents the interference in the
R array element.

Therefore, we can list the signals received by M elements at t time, that is:

Fig. 2. Far-field model
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:

:

:

:

:

:

:

:

:

:

:
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3

7777775

s1 tð Þ
s2 tð Þ
:

:

:
sN tð Þ

2
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3

77777775

þ

n1 tð Þ
n2 tð Þ
:

:

:
nM tð Þ

2

66666664

3

77777775

If it is represented as a vector form, it can be obtained as:

XðtÞ ¼ ASðtÞþNðtÞ ð5Þ

Among them, X(t) represents the data received by the matrix, A represents the
steering vector array, S(t) represents the data emitted by the source, and N(t) represents
the noise parameter [2].

3 Far-Field Signal Arrival Estimation and Display System

The system includes the parameter setting module, the far-field signal receiving
module, the filtered signal display module, the DOA estimation module, and the real-
time waveform display module. The system block diagram is shown in Fig. 3. First, the
basic parameters should be set up, including the receiving array parameters, filter
parameters, and so on. After the operation, the system will receive the far-field signal;
here, the signal can come from the analog signal source and can also come from the
actual signal source. These signals will then be filtered to make them narrowband
signals. Then, the direction of arrival is estimated and the real-time waveform of the
filtered signal will be displayed. The direction of arrival is determined by the difference
of color and luminance in different regions of the waveform.

Array Signal DOA
Estimation and
Display System

Basic parameter setting module

Far-field signal receiving module

Filtered signal display module

DOA estimation module

Real-time waveform display module

Fig. 3. System block diagram
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3.1 Basic Parameter Setting Module

As shown in Fig. 4, the module is set for the basic parameters. Through this module,
different parameters can be set according to various actual conditions, including setting
parameters for receiving array: the number of sensors in the X-direction and the Y-
direction, the spacing between the elements, the sampling frequency of the signal, and
the intercepting frequency of the signal. The parameters of the FIR filter used for signal
filtering, including its order, upper and lower cutoff frequencies, the gain fluctuation of
the passband, and the attenuation multiple of the stopband, can also be set. In addition,
it can also change the sound propagation speed V and determine the wavelength of the
array with the frequency f. Setting up different parameters can simulate a variety of
working environment, so the system is theoretically applicable to the sound reception
of the microphone, radar signal detection, underwater operation, and many other fields.

3.2 Far-Field Signal Receiving Module

As shown in Fig. 5, it is the far-field signal receiving module, which can be analog or
real signals. The parameters of the X-direction and the Y-direction are set according to
the actual conditions. Through the “drawing” button, the time-domain waveform,
frequency-domain phase, frequency-domain amplitude, and power density of the
original far-field signal can be observed, respectively.

Fig. 4. Basic parameter setting module
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3.3 Filtered Signal Display Module

As shown in Fig. 6, it is the filtered signal display module. It shows the time–frequency
characteristics of the narrowband signal formed by the original far-field signal filtered
by the FIR filter. Similar to the far-field signal receiving module, this module can
intuitively display the time-domain waveform, frequency-domain phase, frequency-
domain amplitude, and power density of the filtered signal under different parameters.
Compared with the original signal waveform in the frequency domain, it can clearly see
its filtering effect. Compared with the original signal waveform in the frequency
domain, the filtering effect can be displayed intuitively.

3.4 DOA Estimation Module

The module is the core module of the system. After processing the filtered data by
correlation algorithm, the direction of arrival can be estimated. The beamforming
algorithm is used here. The traditional beamforming algorithm is delay-and-sum

Fig. 5. Far-field signal receiving module

Fig. 6. Filtered signal display module
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(DAS) beamforming. The distance between signal sources to various elements is dif-
ferent, so there will be delays, and each delay corresponds to a direction of arrival.
The DAS algorithm is to apply the delay value set in advance to the output signal of
each sensor and finally superimpose the output of all sensors. When the corresponding
angle of the delay coincides with the direction of the signal source, the output power
will reach the maximum value, thus obtaining the direction of the source [3]. The
minimum variance beamforming used in this system is based on the DAS algorithm.
Because in the DAS algorithm, the predetermined delay value is fixed and does not
take into account the characteristics of the input signal. However, the delay in the
minimum variance beamforming changes with the input signal, and finally, the output
power is minimized without distortion. Finally, the power of the output signal will be
represented by different brightness colors, so as to facilitate direct observation.

3.5 Real-Time Waveform Display Module

As shown in Fig. 7, it is the real-time waveform display module. After you have set the
basic parameters, click “start,” and the module will display the real-time waveform.
The waveform is an upward view, where a rectangle window is intercepted. Since the
signal is random, the graph is dynamic. The depth of the color and brightness repre-
sents the power of the signal in different directions. The deeper the color, the greater the
signal power in the direction. By comparing the output power of various positions, the
angle of signal arriving at the array can be obtained.

Fig. 7. Real-time waveform display module
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3.6 Total Effect Diagram of the System

As shown in Fig. 8, the total effect diagram of the array signal DOA estimation and
display system are presented.

4 Simulation

In order to verify the effectiveness of the system, the following simulation is carried
out.

4.1 DOA Estimation Based on Acoustic Sensor

The velocity of the sound wave is c = 340 m/s, where the central frequency of the
wave signal is set to 1500 Hz, and the wavelength of the obtained wave is 0.23 m
according to the v ¼ kf . So the spacing of the array element is set to 0.1 m. A two-
dimensional (2D) uniform microphone array with a received array of 8 * 8 arrays is
set; the sampling frequency is set as 22.05 k SPS; the filter order is set as 4; the upper
and lower limits of the cutoff frequency are set as 20 and 500 Hz, respectively; the
passband gain is set to 0.5 dB, and the stopband attenuation multiplier is set to 20 dB.
The average number of times that the incoming wave is processed by smoothing
filtering is set to 4. After the above parameters are set, the system will get the result
shown in Fig. 9.

Fig. 8. Array signal DOA estimation and display system
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4.2 DOA Estimation Based on Sonar Signal

Sonar consists mainly of active sonar and passive sonar. Active sonar mainly uses
ultrasonic waves to work, and its working frequency is high, probably in the range of
3 K–97 KHz. The working frequency of passive sonar is relatively low, with a range of
3 Hz–97 KHz. The working environment of passive sonar is simulated. The center
frequency of the wave is set as 1 kHz, and the transmission speed of the ultrasonic

Fig. 9. DOA estimation based on acoustic sensor

Fig. 10. DOA estimation based on sonar signal
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wave is 1500 m/s. Thus, the wavelength of the wave is 1.5 m according to the formula
v ¼ kf . So the spacing of the array element is 0.75 m, and the settings of other
parameters are the same as those in 4.1. After setting the above parameters, the
operation result is shown in Fig. 10.

5 Summary

This paper proposes a system which can estimate the DOA: the array signal DOA
estimation and display system. The system can simulate various working environments
by changing the values of basic parameters, such as acoustic signal reception of
microphone array, radar, and sonar. After setting the parameters, the system can receive
the analog far-field signal, and the filtered signal is estimated by DOA. Finally, the real-
time waveform of the signal will be displayed. The output signal power of different
positions can be judged by the difference of the color and luminance of various regions
in the waveform graph, so that the direction of the incoming wave can be estimated.

Through theoretical analysis and simulation experiments, it can be proved that the
system is feasible in the fields of microphone, radar, and underwater operation.
However, there are still some problems that need to be further studied.
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Abstract. In the process of direction-of-arrival (DOA) estimation, the
difference co-array of sparse arrays can achieve high degrees of freedom,
which can be utilized to detect more signal sources than physical sensors
based on spatial smoothing (SS) algorithm. In this paper, we present a
method for DOA estimation using sparse signal recovery through com-
pressive sensing (CS) approach in the presence of mutual coupling. Com-
pared with SS algorithm, CS approach achieves a lower estimation error.
Additionally, simulation results show that the estimation error of CS app-
roach increases with the increase of mutual coupling. Also, it increases
with the increase of the grid interval of the entire DOA space.

Keywords: DOA estimation · Sparse arrays · Spatial smoothing ·
Compressing sensing · Mutual coupling

1 Introduction

Direction-of-arrival (DOA) estimation plays a significant role in radar and wire-
less communications [1,2]. It is well known that uniform linear arrays (ULAs)
can only detect N − 1 sources with N sensors using traditional methods like
MUSIC [3] and ESPRIT [4]. Recently, many researchers have proposed sparse
arrays constructions, which can achieve higher degrees of freedom and detect
more signal sources than physical sensors. In [5], minimum redundancy arrays
(MRAs) are proposed, but the disadvantage of the MRA is that there is no
closed-form expression to calculate the MRA. In addition, in [6,7], the authors
proposed nested arrays and coprime arrays. Based on SS algorithm [6,8], coprime
arrays can detect MN + M − 1 sources with N + 2M − 1 sensors (M and N are
coprime integers), and nested arrays can detect N2(N1 + 1) − 1 sources with N1

elements of the dense ULA part and N2 elements of the sparse ULA part. How-
ever, coprime arrays have holes in the difference co-array and nested arrays have
higher mutual coupling than coprime arrays. Considering the mutual coupling,
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Liu in [9] proposed super nested arrays, which can reduce mutual coupling by
redistributing the elements of the dense ULA part of the nested array. There-
fore, super nested arrays have higher estimation accuracy than nested arrays.
As we know, the array aperture affects the estimation performance in the pro-
cess of estimating DOA. Larger array aperture tends to have smaller estimation
error [10,11]. SS algorithm [6,8] requires that the arrays are no-hole. Therefore,
SS algorithm does not fully utilize the array aperture achieved in the differ-
ence co-array from the sparse arrays, and the utilizable degrees of freedom are
approximately halved.

In this paper, we present sparse signal recovery through compressive sensing
(CS) approach for DOA estimation in the presence of mutual coupling. The
sensor arrays may not be continuous for CS approach, and CS approach fully
utilizes the entire virtual array aperture and the degrees of freedom obtained in
the difference co-array. Simulation results show that CS approach has a lower
estimation error than that of SS algorithm.

The rest parts of this paper are organized as follows. In Sect. 2, we introduce
the construction of coprime arrays, nested arrays, and super nested arrays. Then,
in Sect. 3, CS approach are proposed. Section 4 shows simulation results of CS
approach and SS algorithm. Conclusion and future work are provided in Sect. 5.

2 The Constructions of Three Categories
of Sparse Arrays

Through the difference co-array of sparse arrays, we can obtain lots of virtual
sensors, which can be utilized in DOA estimation. In this section, three categories
of sparse arrays will be introduced.

2.1 Coprime Arrays

Coprime arrays can achieve lots of virtual sensors, which can be utilized in
DOA estimation. Assume M and N are a coprime pair of positive integers with
M < N ; the locations of coprime arrays are

S = {0,M, 2M, . . . , (N − 1) M,N, 2N, . . . , (2M − 1) N} (1)

The number of physical sensors is N + 2M − 1, and the difference co-array is

D = ± {Mn − Nm} , 0 ≤ n ≤ N − 1, 0 ≤ m ≤ 2M − 1 (2)

where D has 2MN +2M − 1 continuous elements between −(MN +M − 1) and
(MN + M − 1). In Fig. 1a, it shows an example of coprime arrays with M = 3,
N = 5, and d = λ/2. We can get the disadvantage of coprime arrays is that the
difference co-array has holes.
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2.2 Nested Arrays

Compared with coprime arrays, the difference co-array of nested arrays is no-
hole. Assume there are N1 elements in the dense ULA part and N2 elements in
the sparse ULA part. The locations of nested arrays are

S = {1, 2, . . . , N1, (N1 + 1) , 2 (N1 + 1) , . . . , N2 (N1 + 1)} (3)

The number of physical sensors is N1 + N2, and the difference co-array is

D = {m (N1 + 1) − n} (4)

where 1 ≤ m ≤ N2 and 1 ≤ n ≤ N1. We can obtain 2[(N1 + 1)N2 − 1] + 1
continuous elements between −(N1 + 1)N2 + 1 and (N1 + 1)N2 − 1. In Fig. 1b,
it shows an example of nested arrays with N1 = 5, N2 = 5, and d = λ/2. As the
result of the inter-element spacing of the dense ULA part is small, the mutual
coupling between sensors is very large.

0 1 2 3 64 5 8 97 11 1310 1412 181715 201916 2321 22 24 25

(a) coprime arrays

1 2 3 64 5 8 97 11 1310 1412 181715 201916 2321 22 24 25 26 27 28 29 300

d

d

d
(b) nested arrays

1 2 3 64 5 8 97 11 1310 1412 181715 201916 2321 22 24 25 26 27 28 29 30

physical sensor loca ons
posi ve virtual Sensor loca ons

(c) super nested arrays

0

Fig. 1. Three categories of sparse arrays structures for physical sensors is 10

2.3 Super Nested Arrays

The dense ULA part of nested arrays is the main origin of the mutual coupling.
In order to alleviate mutual coupling between the sensors. The authors in [9]
proposed super nested arrays, which remove some sensors in the dense ULA
part and relocate them, and the difference co-array of super nested arrays is
no-hole. Assume N1 and N2 are integers satisfying N1 ≥ 4 and N2 ≥ 3. The
locations of nested arrays are

S = X1 ∪ X2 ∪ X3 ∪ X4 ∪ X5 ∪ X6 (5)
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where

X1 = {1 + 2�|0 ≤ � ≤ A1}
X2 = {(N1 + 1) − (1 + 2�)|0 ≤ � ≤ B1}
X3 = {(N1 + 1) + (2 + 2�)|0 ≤ � ≤ A2}
X4 = {2(N1 + 1) − (2 + 2�)|0 ≤ � ≤ B2}
X5 = {�(N1 + 1)|2 ≤ � ≤ N2}
X6 = {N2(N1 + 1) − 1}

(A1, B1, A2, B2) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(r, r − 1, r − 1, r − 2), if N1 = 4r,

(r, r − 1, r − 1, r − 1), if N1 = 4r + 1,

(r + 1, r − 1, r, r − 2), if N1 = 4r + 2,

(r, r, r, r − 1), if N1 = 4r + 3,

Super nested arrays increase the spacing between physical sensors, and the dif-
ference co-array is equal to nested arrays. In Fig. 1c, it depicts an example of
super nested arrays with N1 = 5, N2 = 5, and d = λ/2.

Based on the three categories of sparse arrays, we can utilize sparse signal
recovery through CS approach to detect DOA. In the next section, CS approach
is presented.

3 DOA Estimation with CS Approach in the Presence of
Mutual Coupling

In this section, we present CS approach used in DOA estimation. Assume D
narrowband sources with powers

[
σ2
1 , . . . , σ

2
D

]
impinge on the three categories

of sparse arrays from direction θi, i = 1, 2, . . . , D. The locations of sensors are
nd, where n belongs to the set S and d = λ/2, where λ is the wavelength of the
signal. When mutual coupling is taken into account, the received signal of the
arrays is

xS [k] = CAs [k] + n [k] (6)

where C is a mutual coupling matrix and can be approximated by a B-banded
symmetric Toeplitz matrix in the ULA configuration [12,13] as follows:

〈C〉n1,n2 =

{
c|n1−n2|, if |n1 − n2| ≤ B,

0, otherwise,
(7)

n1, n2 ∈ S, and coupling coefficients c0, c1, . . . , cB satisfy 1 = c0 > |c1| > · · · >
|cB |. A = [aS (θ1) ,aS (θ2) , . . . ,aS (θD)] denotes the array manifold matrix, and
aS (θi) = ej(2π/λ)nd sin θi , n ∈ S, s [k] = [s1 [k] , s2 [k] , . . . , sD [k]] is the source
signal vector. The n [k] is assumed to be temporally and spatially white noise,
which is also uncorrelated from the sources. The covariance matrix of xS [k] is

RS =
D∑

i=1

σ2
i aS (θi)aH

S (θi) + σ2I (8)
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where aS (θi)aH
S

(θi) is ejπ(n1−n2) sin θi , n1, n2 ∈ S. Vectorizing RS yields

z = vec(RS) = Br + σ2
nIn (9)

where B = [aD (θ1) , . . . ,aD (θD)], aD (θi) = ejπn sin θi , n ∈ D, r =[
σ2
1 , σ

2
2 , . . . , σ

2
D

]
, and In = vec (I). z is received signal of the virtual sensors

arrays. The virtual source signal becomes a single snapshot of r, and the rank of
z is 1. Therefore, the authors in [6,7] proposed SS algorithm. However, SS algo-
rithm sacrifices the array aperture and halves the utilizable degrees of freedom.
In this paper, we present CS approach to estimate DOA based on the three
categories of sparse arrays in the presence of mutual coupling. The objective
function of CS approach is defined as

r̂ = arg min
r̃

‖r̃‖1 s.t.
∥
∥
∥z − B̃r̃

∥
∥
∥
2

< β (10)

We define β as follows:

β =

√

(x2
L − ‖xD‖2)2

L
(11)

where xL is the maximum in xD and L is the number of virtual sensors. B̃ =[
aD

(
θ̃1

)
, . . . ,aD

(
θ̃Q

)]
, θ̃ =

[
θ̃1, . . . , θ̃Q

]
denotes the entire DOA space region,

Q 	 D. r̃ = [r1, r2, . . . , rQ]T is a D-sparse vector and r̃ is expressed as

r̃ =
{

σ2
i , θ̃i ∈ [θ1, θ2, . . . , θD]

0, θ̃i /∈ [θ1, θ2, . . . , θD]
(12)

We can solve (10) by using the convex optimization toolbox CVX [14].

4 Simulations and Analysis

In this section, we will compare the estimation error of CS approach and SS
algorithm based on the three categories of sparse arrays in the presence of mutual
coupling. In the simulation, we assume there are D = 7 uncorrelated sources
coming from [−45◦,−35◦,−25◦, 0◦, 10◦, 20◦, 40◦]. The number of the physical
sensors is 10, and the physical sensors’ locations of the three types sparse arrays
are shown in Fig. 1. The root-mean-squared error (RMSE) is defined as (13).
Monte Carlo simulation is 5000, and the grid interval θg is 1◦. The mutual
coupling is based on (7) with c1 = 0.3ejπ/3, B = 50, and c� = c1e

−j(�−1)π/4/�.

RMSE =

√
√
√
√

D∑

i=1

(
θ̂i − θi

)
2
/

D (13)

Figure 2 shows RMSE of CS approach and SS algorithm for coprime arrays,
nested arrays, and super nested arrays versus SNR. The red lines represent
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Fig. 2. RMSE of CS approach and SS algorithm in the presence of mutual coupling
versus SNR; the number of snapshots is 300

coprime arrays, the black lines represent nested arrays, and the blue lines rep-
resent super nested arrays. It shows that the estimation error of CS approach is
lower than that of SS algorithm for the three types sparse arrays, because CS
approach utilizes all virtual aperture. With the increase of SNR, the estimation
error of super nested arrays is the smallest in the presence of mutual coupling,
and nested arrays is worst. Figure 3 shows RMSE of CS approach and SS algo-
rithm versus the number of snapshots. We can draw the conclusion that RMSE
decreases as the number of snapshots increases and the estimation error of CS
approach is lower than that of SS algorithm.

RMSE of CS approach and SS algorithm versus the parameter c(1) of the
mutual coupling is plotted in Fig. 4. We choose coprime arrays as an example. It
is quite obvious that the estimation performance heavily depends on the mutual
coupling. RMSE is smallest if c1 is close to 0. The estimation error starts to
increase dramatically for CS approach when c1 is larger than 0.24, and c1 is
larger than 0.16 for SS algorithm. This phenomenon indicates that CS approach
has a lower estimation error than that of SS algorithm in the presence of mutual
coupling. Figure 5 shows RMSE of CS approach versus the grid interval θg.
RMSE appears a rising trend with the increase of the grid interval θg. In order
to get a lower estimation error, we trend to choose a smaller θg. However, the
time needed to do one complete simulation will increase.
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Fig. 3. RMSE of CS approach and SS algorithm in the presence of mutual coupling
versus the number of snapshots, SNR = 0 dB

Fig. 4. RMSE of CS approach and SS algorithm for coprime arrays versus the param-
eter c(1); the number of snapshots is 300 and SNR = 0 dB
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Fig. 5. RMSE of CS approach versus the grid interval θg, the number of snapshots is
300 and SNR = 0 dB

5 Conclusion and Future Work

This paper utilizes three categories of sparse arrays and proposes a method for
DOA estimation using sparse signal recovery through CS approach in the pres-
ence of mutual coupling. Compared with SS algorithm, CS approach fully uses
all the virtual array aperture, which is extended based on the three categories of
sparse arrays structures. The estimation error of CS approach is lower than that
of SS algorithm. In addition, we discuss the effect of mutual coupling parameter
c(1) on the estimation error. The threshold of c(1) for CS approach is lower
than that of SS algorithm. Therefore, CS approach has the advantage over SS
algorithm. Besides, the estimation error of CS approach presents a rising trend
with the increase of the grid interval θg. In the future, we may apply the sensor
nodes moving algorithm to the three categories of sparse arrays structures.
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Abstract. The vast market of location-based services (LBSs) has
brought opportunities for the rapid development of indoor positioning
technology. In current indoor venues, by considering the fact that the
wireless local area network (WLAN) infrastructure is widely deployed,
the indoor WLAN localization method has become the focus of study.
Nowadays, the WLAN module is used widely in a large number of
advanced mobile devices, and meanwhile there are a variety of WLAN
mobile access points (APs) in indoor environment. In this circumstance,
due to the uncertainty of the state of mobile APs, the associated received
signal strength (RSS) data are usually lowly dependent on the locations,
which will consequently result in the decrease in localization accuracy. To
solve this problem, a new method of mobile AP detection based on the
density-based spatial clustering of applications with noise (DBSCAN) is
proposed. This method aims to identify mobile APs in target area so as
to eliminate the adverse impact of mobile APs on localization accuracy.

Keywords: Indoor localization · mobile AP detection ·
Location dependency · DBSCAN · WLAN

1 Introduction

Nowadays, people have been farther and farther away from the problem
of getting lost, which has to be attributed to the rapid development of
localization technology. As more and more electronic products such as
mobile phones and tablet computer are able to access WLAN, indoor
localization based on RSS in WLAN environment has gained a good
opportunity for development. The reason why the traditional RSS-based
indoor localization technology obtains high-accuracy lies in the high
location dependency of RSS data. However, more and more electronic
devices have mobile hotspot function, which leads to the existence of
many mobile APs in the target area. The widespread existence of mobile
APs significantly reduces the location dependency of the collected RSS
data, causing large fluctuations in the collected RSS and serious local-
ization errors. In this way, removing the impact of mobile APs on indoor
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localization is particularly important. To this end, we propose a new app-
roach of mobile AP detection based on density-based spatial clustering of
applications with noise (DBSCAN) to identify mobile APs in WLAN. In
this way, in the RSS-based localization process, after the construction of
position fingerprint database in the offline phase, the RSS data from the
mobile APs are removed, and the RSS data from the stationary APs are
used as fingerprint database for matching location in the online phase.
The structure of this paper is as follows. Localization-related technologies
are introduced in Sect. 2. Mobile AP detection and localization system
are described in Sect. 3. Then, Sect. 3 shows the experimental results.
Finally, we conclude this paper in Sect. 4.

2 Related Work

In the outdoor environment, global positioning system (GPS) [1] can
provide us with efficient localization and navigation services. However,
GPS signals are not strong enough to provide high-accuracy localization
service indoors due to the building obstruction. In this case, there are
still a lot of achievements in indoor localization without GPS signals.
Among the numerous approaches, the WLAN-based indoor localization
has been widely welcomed by scholars because of its low infrastructure
input costs and convenient RSS signal acquisition [2]. Indoor localiza-
tion based on WLAN RSS is divided into offline phase and online phase
[3]. In offline phase, a large number of reference points (RP) will be
set in the target area and the RSS data collected from all APs at each
RP constitute a piece of position fingerprint information. After that, the
position fingerprint information at all RPs constitutes the position fin-
gerprint database. In online phase, we will select several known location
test points and newly collect RSS data at test points. Then, by comparing
the online newly collected RSS data with the preconstructed fingerprint
database, we will estimate the location of test points.

3 Approach Overview

3.1 RSS Sequence Generation
Previous research shows that indoor propagation model can well reflect
the relationship between physical location and RSS data [4]. RSS
sequences corresponding to the motion path are generated based on the
indoor propagation model, as shown in Fig. 1.

For the convenience of the following discussion, the RPs is uniformly
selected on every known location path of motion. Next, the RSS at each
RP is calculated by the indoor propagation model. We assume that there
are APs and �L motion path in the target area. On each motion path, Nl

(l = 1, . . . , L) RPs are been selected. Therefore, the set of RSS sequences,
RSS, can be represented as

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

RSS = {RSSl, l = 1, . . . , L}

RSSl =

⎡

⎢
⎣

rss1
l1 · · · rss1

lM

...
. . .

...

rss
Nl
l1 · · · rss

Nl
lM

⎤

⎥
⎦

(1)
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where rssnlm (n = 1, . . . , Nl; m = 1, . . . , M) is the RSS at the nth RP of
the lth motion path from the mth AP, which is calculated by

rssnlm = p0 − 10η lg (dn
lmd0) − pwall (2)

where p0 is the RSS value whose location is d0 (usually set to 1m) away
from the AP, η is the path loss factor, pwall is the path loss caused by
walls, and dn

lm is the distance between nth RP on the lth motion path and
the mth AP. It can be seen that if the AP is mobile, the RSS generated by
the indoor propagation model changes continuously with the movement
of the AP. Similarly, it is not hard to imagine that the area where RPs
can receive signals from mobile APs will be larger than a stationary one.

3.2 Mobile AP Detection

For each AP, we select the RPs whose RSS rselm is in the following range

max {rnlm} − pm
diff ≤ rselm ≤ max {rnlm} (3)

where max {rnlm} is the maximum of RSS from the mth AP corresponding
different RPs and pm

diff can be calculated by

pm
diff = −10η lg (1 + ddiffdm

min) (4)

where ddiff is the signal reference distance (SRD) and dm
min is the mini-

mum distances between the mth AP and different RPs. According to the
electromagnetic field coherent diffraction theory [5], we usually set ddiff

to 10 m.
Then, we cluster the position coordinates of the RP selected for each

AP through DBSCAN [6]. At this time, if the maximum distance, dmax,
between two RPs in a cluster is larger than 2ddiff , the corresponding AP
is identified as a mobile one, and otherwise it is identified as a stationary
one. Here, the reason why the maximum distance between two RPs in
the mobile AP’s cluster is larger than the stationary one can be inter-
preted by the fact that if the AP is mobile, as the AP moves, more RPs
can receive signals from the mobile AP and the RSS is much stronger.
Therefore, for mobile APs, we will select more RPs for clustering, and
the cluster will be larger. By comparing the sizes of dmax corresponding
different APs and 2ddiff , we can accurately determine whether the AP is
mobile or stationary. To illustrate this process clearer, the pseudo-code
of the proposed approach is shown in Algorithm 1.

4 Experimental Result

4.1 Environmental Layout

For this target area, we deploy five stationary APs and two mobile APs
in five rooms and two corridors, as shown in Fig. 1.
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Algorithm 1 Pseudo-code of mobile AP detection
Input: m-th AP’s RSS sequence
Output: m-th AP’s mobility
1: ddiff ← 10m; // Initialize SRD
2: Calculate pn

diff ;
3: Initialize L; //Number of motion paths
4: for l= 1:L do
5: for n = 1:Nl do
6: if max {rnlm} − pm

diff ≤ rselm ≤ max {rnlm} then
7: rselm is selected;
8: end if
9: end for

10: end for
11: C ← 0; //Initialize clusters number
12: Γ ← rselm ; //Initialize unvisited RP set
13: while Γ �= Φ do
14: for each unvisited RP, p ∈ Γ do
15: Ψ = getNeighbors(p, Eps); //Find p’s neighbors with the radius Eps
16: if sizeof(Ψ) ¡ MinPts then
17: Label p as noise;
18: else
19: C ← C + 1
20: Add p into the cluster with the cluster ID C;
21: for each point p′ in Ψ do
22: Label p′ as visited RP;
23: Ψ ′ = getNeighbor(p, Eps);
24: if sizeof(Ψ ′)≥ MinPts then
25: Ψ = Ψ ∪ Ψ ′;
26: end if
27: if p′ is not included in any cluster then
28: Add p′ into the cluster with the cluster ID C;
29: end if
30: end for
31: end if
32: end for
33: end while
34: Calculate lmax;
35: if lmax > 2ldiff then
36: The n-th AP is in mobile state;
37: else
38: The n-th AP is in stationary state;
39: end if
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Fig. 1. Layout of experiment

4.2 Mobile AP Detection Results

For ease of testing, we randomly select five known motion paths in the
target area as shown in Fig. 1. Then, we select one RP every second on
this five paths and generate corresponding RSS sequences based on the
indoor propagation model [4]. Next, we cluster the filtered RPs’ position
based on DBSCAN and obtain clustering results, as shown in Figs. 2 and
3.

After getting the clustering results, we calculate each AP’s maximum
distance between two RPs and the result is shown in Table 1. We preset
the threshold 20m to detect mobile AP. From Table 1, we can see that
our approach can accurately detect mobile APs.

Table 1. Maximum of distance between different RPs in the cluster

AP IDs Maximum of distance (m)

AP1 8.49

AP2 9.30

AP3 13.15

AP4 8.58

AP5 11.68

Mobile AP1 21.65

Mobile AP2 24.36

4.3 Contrast of Localization Accuracy with and Without
Mobile AP Detection

In order to verify the improvement of mobile AP detection for indoor
localization accuracy, we use the traditional KNN algorithm to locate
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Fig. 2. Clustering result by the DBSCAN for stationary AP.

Fig. 3. Clustering result by the DBSCAN for mobile AP.
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[7]. From Fig. 4, we can find that with the use of mobile AP detection,
localization accuracy has been increased by about one time. Therefore,
mobile AP detection can effectively improve the indoor localization accu-
racy.

Fig. 4. Mean of localization errors with and without mobile AP detection.

5 Conclusion

We have proposed a new approach to detect mobile APs with the purpose
of removing the RSS data from them and meanwhile claimed that the
RSS data from stationary APs are featured with strong location depen-
dency. At the same time, the KNN algorithm is applied to verify that
the localization accuracy after detecting mobile APs can be significantly
improved compared with the one without mobile AP detection.
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Abstract. Applications on location-based services (LBSs) have driven
the increasingly demand for indoor localization technology. Motivated by
the widely deployed wireless local area network (WLAN) infrastructure
and the corresponding easily accessible WLAN received signal strength
(RSS) data, the Wi-Fi signal-based localization has become one of the
superior positioning techniques in GPS-denied scenes. Meanwhile, the
error bound estimation for the Wi-Fi localization has been attracting
much attention due to its significant guidance meaning in practice. In
this survey, the error bound estimation approaches for different categories
of Wi-Fi localization approaches are overviewed and compared, including
the error bound estimation with temporal and spatial signal features, and
that with the RSS characteristics. Regarding the temporal and spatial
signal feature-based Wi-Fi localization, we present how to utilize the time
of arrival (TOA), the time difference of arrival (TDOA) as well as the
arrival of angle (AOA) to analyze the error bound of localization systems.
Regarding the received signal strength (RSS) characteristic-based Wi-Fi
localization, we clarify the error bound estimation approaches for both
the wireless signal propagation-based and location fingerprinting-based
localization schemes. In addition, some future directions with respect to
the error bound estimation for Wi-Fi localization are also discussed.

Keywords: Error bound estimation · Wi-Fi localization · Signal
features

1 Introduction

For well over a decade, the rapid development of wireless communication tech-
nology has driven the increasing demand for the location-based services (LBSs).
Because of the complicated indoor building structure and multipath effect,
the performance of the outdoor positioning systems such as global position-
ing will dramatically deteriorate in indoor environment. Meanwhile, with the
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wide deployment of wireless Wi-Fi infrastructure, Wi-Fi has become one of the
priorities for indoor positioning.

Wireless technology used for indoor positioning has been reviewed [1], while
few of these works focus on the Wi-Fi localization error estimation, which has
not yet been properly reviewed but has a significant guidance meaning in real
practice. In this paper, we first introduce some typical localization techniques in
Wi-Fi environment from following aspects.

(1) Temporal and spatial feature-based Wi-Fi localization. The tempo-
ral feature-based Wi-Fi localization includes the time of arrival (TOA) and
time difference of arrival (TDOA)-based approach, while the spatial feature
based localization contains the localization approach with the arrival of angle
(AOA) information.

(2) Received signal strength (RSS) characteristic-based Wi-Fi local-
ization. The RSS characteristic-based Wi-Fi localization utilizes the RSS
from access points (APs) to estimate the collecting locations and can be
divided into two categories including the wireless signal propagation based
as well as the location fingerprinting.

Then, the error bound estimation approaches for different categories of Wi-Fi
localization approaches are reviewed and compared from the following categories.

(1) Error bound estimation with temporal and spatial signal features.
By utilizing the TOA, TDOA as well as the AOA information, the Wi-Fi
localization based on temporal and spatial features is clearly clarified.

(2) Error bound estimation with RSS features. With the easily hear-
able RSS from APs, the error bound estimation for both the wireless signal
propagation-based as well as the location fingerprinting-based Wi-Fi local-
ization approaches is analyzed.

This survey is organized as follows. In Sect. 2, we give a comprehensive intro-
duction about the existing Wi-Fi localization algorithms. In Sect. 3, the error
bound estimation of the temporal and spatial signal feature-based Wi-Fi local-
ization approaches is clearly discussed. In Sect. 4, the error bound estimation
with respect to the error bound of the RSS-based Wi-Fi localization approaches
is reviewed and compared. Finally, Sect. 5 concludes the paper and gives some
future directions.

2 Review of Wi-Fi Localization Approaches

2.1 Temporal and Spatial Feature-Based Wi-Fi Localization

The temporal and spatial feature-based Wi-Fi localization utilizes the TOA,
TDOA as well as AOA of the signals from APs to estimate the collecting locations
and can be divided into two categories including the temporal feature-based as
well as the spatial feature-based Wi-Fi localization approaches.



1288 M. Zhou et al.

Wi-Fi localization with temporal features. Both TOA and TDOA are the
spatial features in Wi-Fi localization. For the localization with TOA, according
to the TOA from APi to the target under noiseless environment, ti, the distance
between APi and the target, ri, can be calculated through multiplying ti by the
signal propagation velocity C. Then, the location of target is at the intersec-
tion of circles as shown in Fig. 1a. However, the TOA-based Wi-Fi localization
has extremely strict requirement for the time synchronization between APs and
mobile terminal. In addition, the target is often in the non-line-of-sight (NLOS)
range round APs, and this will cause large measurement deviation and make the
circles in Fig. 1a cannot intersect at a point as shown in Fig. 1b.

To overcome the strict requirement for time synchronization, some researches
utilize the TDOA between different APs to localize target. As shown in Fig. 2,
the target is at the interaction of hyperbolas, where focal points are the locations
of APs, and focal distance is the distance difference from different APs to target.
This method just needs the time synchronization between APs, without demand
for the time synchronization between APs and mobile terminals. However, the
localization approach with TOA is also influenced by the NLOS factors.

AP1

AP2

AP3
r1 r3

r2

Target

(a) In ideal case.

AP1

AP2

AP3

Target

(b) In noisy case.

Fig. 1. Localization with TOA.

AP1

AP2

AP3

Target

Fig. 2. Localization with TDOA.

Wi-Fi localization with spatial features. The AOA-based localization
approaches utilize the directional antenna or array antennas to measure the
direction angles of the signal arrived at APs from the target, which are used to
estimate the targets location in Fig. 3. This kind of approach can achieve high
even sub-meter level localization accuracy with good superiority in position-
ing principle and operability. However, the estimation of AOA requires special
antenna array, which will increase the cost and the complexity of the localization
system. Besides, the localization with AOA is also influenced by NLOS factors.
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Target

AP1 AP2
θ2θ1

Fig. 3. Localization with AOA.

2.2 RSS Characteristic-Based Wi-Fi Localization

Signal propagation model-based Wi-Fi localization. In this approach,
the wireless signal propagation model is established to describe the RSS value at
each collecting location from APs, based on which the distance between collecting
location and each hearable AP can be calculated, and the corresponding location
of mobile terminal is estimated with triangulation method. However, due to the
complicated building structure and multipath effect in indoor environment, the
constructed signal propagation model is often unstable, which may dramatically
decrease the localization accuracy.

Location fingerprinting-based Wi-Fi localization. Due to the easily acces-
sible WLAN RSS, the location fingerprinting-based WLAN indoor localization
systems have been widely researched. Generally, the location fingerprinting-
based Wi-Fi localization consists of two phases, including the offline and online
phases. Specifically, in the offline phase, the RSS value from APs collected at
each reference point (RP) is regarded as the RPs’ fingerprint, which is stored
with the RPs’ position together in the location fingerprint database. In the online
phase, the newly collected RSS signal by mobile terminal is sent to the server
and matched with the stored fingerprints to obtain the estimated location. How-
ever, due to the influential factors such as the distance interval of RPs, the
signal fluctuation indoor environment as well as the reliability of location finger-
print database construction, the distance error between the real and estimated
positions is inevitable in practical applications.

3 Error Bound Estimation with Temporal and Spatial
Signal Features

3.1 Error Bound Estimation with Temporal Signal Features

As shown in Table 1, there are a batch of studies focusing on the error bounds of
temporal signal feature-based Wi-Fi localization. With the TOA-based distance
estimation, the authors in [2] develop an analytical framework for the relation-
ships between multiple-access design parameters and localization error in Wi-Fi
environment with a spread-spectrum physical layer, which is further utilized to



1290 M. Zhou et al.

Table 1. Different methods utilizing temporal and spatial signal features

Category Scheme Signal feature Key algorithm Limitations

Temporal
signal
features

[2] APs’ locations, TOA CRLB Targets should be
located in the
LOS range from
APs

[3] APs’ locations, TOA CRLB FIM may be
singular and
incalculable

[4] TOA CRB Cannot be
applied in the
NLOS case

[5] APs’ locations, TOA Generalized CRLB FIM may be
singular and
incalculable

[6] APs’ locations, TOA CRB Targets should be
located in the
LOS range from
APs

Spatial
signal
features

[5] APs’ locations, AOA CRB Require the prior
information of
distance range
distribution from
AP to target

[7] APs’ locations, AOA CRB Cannot be
applied in the
time-varying
environment

[8] APs’ locations, AOA CRB Cannot be
applied in the
NLOS
environment

extract the optimal network parameters for maximizing the localization accu-
racy. The authors in [3] compute the Cramer–Rao lower bound (CRLB) on posi-
tioning accuracy under different assumptions on the network synchronization
to assess the ultimately achievable accuracy in practice, and the corresponding
numerical examples show that the collaboration of multi-APs can eliminate the
influence caused by AP deployment. The authors in [4] derive two kinds of error
bound with respect to the TOA-based Wi-Fi localization, where the first kind
utilizes the geographic information to calculate the upper and lower Cramer–
Rao bound (CRB) of localization error with the prior information about at least
three APs locations, and the second kind derives the approximate CRB for Wi-Fi
localization without any prior knowledge of the APs.
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However, these approaches all assume that the targets are localized in the
line-of-sight (LOS) range round APs, which may be inconsistent with the real
environment especially the complicated indoor environment. To overcome this,
the authors in [5] propose a generalized lower CRB-based localization error esti-
mation in both the LOS and NLOS environments, and the experimental results
prove that the multipath information of Wi-Fi signal can effectively improve
the localization performance. In addition, in the environment with dense AP
deployment, some APs’ locations cannot be accurately obtained, thus will cause
with derived Fisher Information Matrix (FIM) in CRB singular and incalcula-
ble. To solve this, the authors in [6] construct an equivalent FIM to derive the
localization error bound of the TOA-based system.

3.2 Error Bound Estimation with Spatial Signal Features

As one of the most representative studies, the authors in [4] construct the
Fisher Information Matrix (FIM) as a function of the angles between the
target and APs to derive the upper and lower CRB of localization error,
respectively. Specifically, according to the AOA from the ith mobile terminal
to the kth AP, αik, the FIM for AOA-based localization can be constru-
cted as J= 1

σ2 [ W+
∑W

k=1 cos(αik)

2

∑W
k=1 sin(αik)

2 ; W+
∑W

k=1 cos(αik)

2

W−∑W
k=1 cos(αik)

2
],

where W is the AP number, and σ2 is the variance of the distance range
from each AP to the target. Then, with the unbiased estimator, the lower
CRB with respect to the localization error of the target, d̃, can be obtained
by d̃2 ≥ 4Wσ2

W 2−(
∑W

k=1 cos(αik))
2−(

∑W
k=1 sin(αik))

2 ≥ 4σ2

W .

However, this method requires the prior assumption that the distance ranges
from APs to the target are i.i.d. Gaussian with zero mean and common variance
σ2, which may be inconsistent with the real case and make the derived error
bound cannot effectively describe the localization error in target environment.
Different from this, the authors in [7] utilize AOA measurements to analyze the
localization accuracy of moving target and extract the lower bound of distance
error between real and estimated positions via CRLB. However, this approach
requires to assume that the AOA of received signals at a location is stationary,
which may be unsuitable for the real environment. Besides, the authors in [8]
derive the lower error bound for AOA-based passive source localization.

4 Error Bound Estimation with RSS Features

The existing studies on the error bound estimation of RSS-based Wi-Fi localiza-
tion are usually based on the wireless signal propagation model, kernel density
estimation, and other approaches. Some typical works are shown in Table 2 and
are described as follows.

Up to now, the overwhelming majority of studies working on the error bound
of the RSS-based Wi-Fi localization are based on the CRB. For example, the
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Table 2. Different methods utilizing RSS characteristics.

Scheme Signal feature Key algorithm Limitations

[9] APs’ location,
SSD, AOA

Joint PDF of SSD,
CRLB

Need to assume
that the RSS
follows Gaussian
distribution

[10] APs’ location,
RSS, AOA

Joint PDF of RSS,
CRLB

Cannot be
applied in the
time-varying
environment

[11] APs’ location,
RSS, AOA

Joint PDF of RSS sum
from APs, CRLB

Require accurate
APs’ locations

[12] APs’ location,
RSS, AOA

Log-normal model of
RSS, CRLB

Cannot be
applied in the
time-varying
environment

[13] APs’ location,
RSS, AOA

CRLB RSS should
follow Gaussian
distribution

[14] APs’ location,
RSS, AOA

Joint PDF of different
distributed RSS, CRLB

Cannot be
applied in the
time-varying
environment

[15] RSS Nonparametric kernel
density estimation

Require accurate
PDF of RSS

[16] RSS Hyper-parameters
estimation

RSS should
follow Gaussian
distribution

authors in [9] rely on the CRLB to analyze the error bound of Wi-Fi local-
ization using the signal strength difference (SSD) data as the location finger-
print. In concrete terms, based on wireless signal propagation model, the SSDs
expression can be obtained as [pik1/pik2 ]dB = −10β log(dik1/dik2) + nik1 − nik2 ,
where pik1 and pik2 denote the RSS value at RPi from APk1 and APk2 , respec-
tively, in mW scale, dik1 and dik2 are the distances from APk1 and APk2 ,
and nik1 and nik2 are the corresponding signal noise with the same variance
σ2. Utilizing SSD expression, the joint probability density function (PDF) of
the independent SSD measurements with W APs can be written as f(pi) =
∏W−1

k=1
1√

2πWσ2
10

In10

pik1
pik2

× exp{−[10 log(pik1/pik2) + 10β log(dik1/dik2)]
2
/2σ2}.

Based on this, the FIM of the localization is constructed, and the CRLB of
target’s location can be obtained.

Similarly to this, the authors in [10] adopt the joint PDF with respect to the
RSS value from each AP to calculate the CRLB of Wi-Fi localization errors. The
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authors in [11] rely on the sum of RSS from APs to establish a CRLB-based error
bound estimation criterion for Wi-Fi localization. With the log-normal model for
RSS measurement, the authors in [12] derive a closed-form solution to the CRLB
of the variance with respect to the distance between real and estimated locations.
The authors in [13] obtain the CRLB of the distance between real and estimated
locations in dynamic environment. In addition, the authors in [14] construct the
joint PDF of RSS by considering three basic RSS distributions (i.e., Gaussian,
Rayleigh, and Rice distributions) in Wi-Fi environment, and derive the error
bound of Wi-Fi localization under both the LOS and NLOS scenarios.

However, due to the difficulty of acquiring the accurate AP locations as well
as complexity and dynamics of indoor signal propagation property, the CRLB-
based approaches are most often ineffective and unstable for indoor WLAN local-
ization error bound estimation [10]. Different from above estimation methods,
the authors in [15] utilize the nonparametric kernel density function to estimate
the PDF of errors and as well as the corresponding confidence regions for the
generalized location fingerprint-based positioning, based on which the localiza-
tion error bounds are derived. The authors in [16] derive the CRLB of location
fingerprint-based Wi-Fi localization via analyzing the hyper-parameters of kernel
function for RSS distribution. However, the kernel function-based error bound
estimation schemes often require exact PDF expression of RSS as well as some
prior information about the Wi-Fi signal distribution in the target environment.

5 Conclusion

In this paper, the error bound estimation approaches for different categories
of Wi-Fi localization approaches are comprehensively reviewed and compared,
including the error bound estimation with temporal and spatial signal features,
and that with the RSS characteristics. For the temporal and spatial signal
feature-based Wi-Fi localization, we present how to utilize the TOA, TDOA
as well as the AOA to calculate the error bound of localization systems. For
the RSS characteristic-based Wi-Fi localization, we clarify the error bound esti-
mation approaches for both the wireless signal propagation-based and location
fingerprinting-based localization schemes. However, the assumptions of the tar-
get environment in most existing error bound estimation approaches are ideal
and simple and cannot be widely spread. Therefore, developing the localiza-
tion error estimation approaches for more complicated and time-varying Wi-Fi
environment forms an interesting work in future.
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Abstract. With the dramatic development of location-based service
(LBS), indoor localization techniques have been widely used in recent
years. Among them, the indoor wireless local area network (WLAN)
localization technique is recognized as one of the most favored solutions
due to its low maintenance overhead and high localization accuracy. In
this paper, we propose a new received signal strength (RSS)-based indoor
localization approach using augmented manifold alignment. First of all,
we construct the objective function in manifold space for indoor local-
ization. Second, the optimal transform matrix is used to transform the
coordinates of reference points (RPs) and the corresponding RSS vec-
tors into manifold space. Finally, we locate the target at the RP with
the transformed coordinates nearest to the transformation of the newly
collected RSS vector in manifold space. The experimental results demon-
strate that the proposed approach is able to achieve satisfactory local-
ization accuracy with low overhead.

Keywords: Indoor localization · Augmented manifold alignment ·
Transform matrix · Lagrange multiplier · WLAN

1 Introduction

With the rapid development of wireless communication technology and the
widespread popularity of mobile devices, the demand for location-based service
(LBS) is continuously increasing, which has brought unprecedented develop-
ment space to LBS. Therefore, the indoor localization systems have attracted
great attention for domestic and foreign scholars. Among them, wireless local
area network (WLAN) indoor localization system [1] is widely used due to the
widespread deployment and low overhead of WLAN.

Currently, the measurements used in WLAN indoor localization systems are
mainly composed of time of arrival (TOA) [2], time difference of arrival (TDOA)
[3], angle of arrival (AOA) [4], andreceived signal strength (RSS) [5] according

c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
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to its basic principles and methods. For RSS-based localization technology, all
it needs is to install the corresponding software on the mobile device to store
and read the RSS values at different locations without adding any additional
equipment, which results in high portability and feasibility. Therefore, RSS-
based localization technology is preferred in most WLAN indoor localization
systems.

In this paper, to further improve the indoor localization accuracy, a new
WLAN RSS-based indoor localization approach using augmented manifold align-
ment is proposed. Through the objective function construction, we can get the
optimized transform matrix that can transform RP coordinates and correspond-
ing RSS vectors into manifold space and still maintains their neighborhood rela-
tions. Afterward, the target location can be estimated by finding the nearest
RSS to the newly collected RSS vectors in manifold space.

The rest of this paper is organized as follows. In Sect. 2, we give some related
work on manifold alignment. Section 3 describes the proposed approach in detail.
The experimental results are presented in Sect. 4. Finally, Sect. 5 concludes the
paper and provides an outlook of future work.

2 Related Work

Generally, semi-supervised learning approach is always used to improve the prob-
lem of time-consuming and costly site survey, which can achieve satisfactory
localization accuracy through a small number of calibrated points. The authors
in [6] propagate the labels to the unlabeled data by embedding labeled data and
unlabeled data in common low-dimensional manifold to reduce calibration effort
for localization. Without indoor space measurement, the authors in [7] automat-
ically find the best correspondence between floor plan and RSS through graph
matching-based manifold alignment process, which can achieve high localization
and tracking accuracy.

Different from the works mentioned before, firstly, we augment the physical
coordinates of RPs into the same dimension as the corresponding RSS vectors.
Then the objective function of manifold alignment is constructed to obtain the
optimal transform matrix. Finally, we convert the online RSS vector collected
at the target location into manifold space and choose the nearest coordinate as
the estimated target location.

3 System Overview

3.1 Algorithm Description

As shown in Fig. 1, the proposed algorithm is composed of two phases, namely
offline phase and online phase, respectively. In offline phase, we first collet RSS
vectors r = (r1, . . . , rm)T from m RPs, where ri = (ri1, . . . , rin) is the RSS
measure collected at the ith RP and rij (j = 1, . . . , n) denotes the RSS measure
from the jth AP and n is the number of APs. Then, we construct the objective
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function and map RP coordinates and corresponding RSS vectors into manifold
space, such that we can get the optimized transform matrix through solving the
objective function.

In online phase, firstly the online RSS vector is mapped into manifold space
and then we choose the nearest physical coordinate to it as the estimated location
in manifold space.

Fig. 1. Algorithm process

3.2 Objective Function

Let c
′
i = (xi, yi)

T be the physical coordinate of the ith RP. According to the con-
cept of manifold alignment that data should be connected in the same dimension
[8], we firstly augment the two-dimensional coordinate into the same dimension
as the corresponding RSS vector ri = (ri1, . . . , rin). Thus, we can get

ci =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛

⎜
⎝xi, yi, · · · ,xi, yi

︸ ︷︷ ︸
n2 paris of (xi,yi)

⎞

⎟
⎠

T

, when n is even

⎛

⎜
⎝ xi, yi, · · · ,xi, yi

︸ ︷︷ ︸
(n−1)2 paris of (xi,yi)

,xi

⎞

⎟
⎠

T

, when n is odd

(1)

It can be seen that the above formula still preserves the relative distance between
different coordinates of RPs. Based on this, we construct the objective function
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of the proposed algorithm for indoor localization as

arg minPc,Pr

{
∑

i∈{1,··· ,m}

∥
∥PT

c ci − PT
r ri

∥
∥2

2
+

∑

i,i′∈{1,··· ,m};i�=i′

(∥
∥PT

c ci − PT
c ci′

∥
∥2

2
Sc
ii′

)

+
∑

j,j′∈{1,··· ,m};j �=j′

(∥
∥PT

r rj − PT
r rj′

∥
∥2

2
Sr
jj′

)
}

(2)
where the notation “‖·‖2” represents the two-norm operation, the transform
matrices Pc and Pr are optimized to transform ci and ri into ai = Pc

Tci
and bi = Pr

Tri, respectively, in the n-dimensional manifold space, Sc
ii′ =

exp
(
−‖ci − ci′‖22

)
, Sr

jj′ = exp
(
−‖rj − rj′‖22

)
. The first term stands for the

proximity between the physical coordinates of RPs and corresponding RSS vec-
tors in manifold space. The second and third term are to preserve proximity
between coordinates and RSS vectors, respectively. Since

∑

i∈{1,··· ,m}

∥
∥PT

c ci − PT
r ri

∥
∥2

2
= Tr(PT

c CCTPc+PT
r RRTPr −PT

c CRTPr−PT
r RCTPc)

(3)
∑

i,i′∈{1,··· ,m};i�=i′

(∥
∥PT

c ci − PT
c ci′

∥
∥2

2
Sc
ii′

)
= 2Tr

(
PT

c CHcCTPc

)
(4)

∑

j,j′∈{1,··· ,m};j �=j′

(∥
∥PT

r rj − PT
r rj′

∥
∥2

2
Sr
jj′

)
= 2Tr

(
PT

r CHrCTPr

)
(5)

where the notation “Tr (·)”
is the trace of matrix, C = (c1, · · · , cm), R = (r1, · · · , rm), Hc = Mc − Nc,
Hr = Mr − Nr, Nc =

{
N ii′

c

}
, N ii′

c = exp
(
−‖ci − ci′‖22

)
, Nr =

{
N jj′

r

}
,

N jj′
r = exp

(
−‖rj − rj′‖22

)
, Mc = diag

(∑m
i′=1 N1i′

c , · · · ,
∑m

i′=1 Nmi′
c

)
, Mr =

diag
(∑m

j′=1 N1j′
r , · · · ,

∑m
j′=1 Nmj′

r

)
, we have

arg minPc,Pr

{
Tr

(
PT

c CCTPc + PT
r RRTPr − PT

c CRTPr −PT
r RCTPc

)

+2Tr
(
PT

c CHcCTPc

)
+ 2Tr

(
PT

r RHrRTPr

)} (6)

Considering the noise interference δδδ on RSS, R is modified into R+ δδδ, thus the
objective function is rewritten as

arg minPc,Pr

{
Tr

(
PT

c CCTPc + PT
r RRTPr − PT

c CRTPr − PT
r RCTPc

)

+Tr
(
PT

r RδδδTPr + PT
r δδδTRPr + PT
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+2Tr
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+ 2Tr
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TPr
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+ 2Tr
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r δδδHrRTPr

)
+ 2Tr

(
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(7)
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Let P =
(
Pc

Pr

)

, V =
(
C 0
0 R

)

and G =
(
I + 2Hc − I
−I I + 2Hr

)

, where I is the

m × m unit matrix, (7) can be converted into

arg minP {Tr
(
PTVGVT P + PTVG

(
0 0
0 δδδ

)T

P + PT

(
0 0
0 δδδ

)

GVTP+

PT

(
0 0
0 δδδ

)

G ×
(
0 0
0 δδδ

)T

P

)}

s.t. PTVVTP = I, PTVe = 0
(8)

where e is the 2m×n all-one matrix. By using the Lagrange multiplier approach
and letting the partial derivatives of the above formula with respect to P equal
to 0, we can obtain

2VGVTP − 2λVVTP − μVe

+2
( −CδδδT

−CδδδTPc + R (I + 2Hr)δδδT + δδδ (I + 2Hr)RT + δδδ (I + 2Hr)δδδT

)

P = 0

(9)
where λ and μ are the Lagrange coefficients. By multiplying both sides of (9)
with P

′
PT , where P

′
PT = E is the 2n× 2n unit matrix and P

′
is the invertible

matrix of PT , we have
(

VGVT +
(

0 − CδδδT

−CδδδT R (I + 2Hr)δδδT + δδδ (I + 2Hr)RT + δδδ (I + 2Hr)δδδT

))

P

= λVVTP
(10)

By multiplying both sides of (10) with , we can obtain

PT

(
VGVT +

(
0 −CδδδT

−CδδδT R (I + 2Hr)δδδT + δδδ (I + 2Hr)R
T + δδδ (I + 2Hr)δδδT

))
P

= λPTVVTP = λI

(11)

Let J = VGVT+
(

0 − CδδδT

−CδδδT R (I + 2Hr)δδδT + δ (I + 2Hr)RT + δδδ (I + 2Hr)δδδT

)

and K = VVT , we convert (11) into

JP = λKP (12)

Therefore, the optimal solution Popt =
(
Poptc

Poptr

)

is composed of n non-zero

minimum generalized eigenvalues corresponding to n generalized eigenvectors,
where Poptc and Poptr are the optimal solutions to Pc and Pr respectively.

During online phase, firstly, map the RSS vector rtar = (r1, . . . , rn)T col-
lected at the target location into manifold space as Poptr

Trtar. And then, we
select the coordinate of RP closet to Poptr

Trtar in manifold space as the esti-
mated location of the target, i.e.,

arg min
ci

{∥
∥PT

optcci − PT
optrrtar

∥
∥2

2

}
(13)
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4 Experimental Results

4.1 Environmental Layout

As shown in Fig. 2, the experimental environment is selected on the fifth floor
in a building with the dimensions of 57 m × 25 m. There are five APs fixed in
target environment. The 73 RPs are uniformly distributed and there are several
RSS vectors collected at each of them.

Fig. 2. Environmental layout

4.2 Localization Performance

We learn the noise interference on localization performance through experiment
with measured RSS vectors. The experimental result in Fig. 3 shows that the
increase in noise causes the deterioration of localization errors.

In Fig. 4, we compare the mean of localization errors of the proposed local-
ization approach with CIMLoc [9] and WILL [10], respectively. As can be seen,
our approach performs better than the other two existing approaches, although
the mean of localization errors of CIMLoc is close to the proposed one under
large number of RSS sequences. And there is more location information in large
size of RSS vectors, which finally improves the performance of localization.

5 Conclusion

We propose an indoor WLAN localization approach based on augmented mani-
fold alignment. By preserving the neighborhood relations of the transformed RP
coordinates and the corresponding RSS vectors, we achieve satisfactory local-
ization accuracy for the target. In addition, the impact of environmental noise
and size of RSS vectors is also discussed through the experiments conducted
in the actual indoor WLAN environment. In future, the application of the pro-
posed approach in more complicated indoor environment forms an interesting
direction.
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Fig. 3. Localization errors under different standard deviation of noise

Fig. 4. Localization errors under different standard deviation of noise
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Abstract. The traditional outdoor integrated positioning and
navigation system is normally suffered by the disadvantages of accu-
mulative error and high power consumption. To solve this problem, we
propose a new trajectory reckoning method which use the BeiDou sys-
tem (BDS) to conduct the attitude measuring and point positioning with
respect to the target. In concrete terms, the target location is estimated
by solving the pseudo-range observation equation, while the attitude
angle is obtained from the dual-difference pseudo-range and carrier phase
observation equations. Then, the trajectory of the target is constructed
based on the estimated location and associated attitude angle. Finally,
the extensive experimental results demonstrate the effectiveness of the
proposed trajectory reckoning method with the BDS attitude measuring
and point positioning.

Keywords: BeiDou System · Trajectory reckoning · Attitude
measuring · Point positioning · Carrier phase

1 Introduction

The BDS has been used in all aspects of daily life, such as automatic driving,
unmanned navigation, and air transportation. In recent years, with the rapid
development of BDS, navigation satellites are used to obtain reliable and accu-
rate attitude information, which has become a high-income, low-cost technology.
Fan et al. [1] use a centralized extended Kalman filter to achieve attitude mea-
suring based on GPS/gyroscope combination, conduct static and vehicle-borne
dynamic experiments. Aboelmagd Noureldin achieves GPS/INS combined atti-
tude measuring and positioning navigation by constructing a neural network
model [2]. The traditional integrated navigation systems rely on satellites and

c© Springer Nature Singapore Pte Ltd. 2020
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inertial sensors for integrated navigation to obtain track information, but inertial
sensors have disadvantages such as high cost and accumulated error.

In order to solve the problems of the traditional integrated navigation sys-
tem, we propose a trajectory reckoning method using BDS for positioning and
attitude measuring. In attitude measuring phase, by solving the ephemeris data
and observation data, the dual-difference pseudo-range and carrier phase obser-
vation equations are solved to obtain the attitude information. In point posi-
tioning phase, we establish the pseudo-range observation equations based on the
satellite ephemeris data to solve the location of receiver.

The rest of the paper is organized as follows. In Sect. 2, we describe the
proposed method in detail. In Sect. 3, we introduce the framework of the pro-
posed trajectory reckoning system and also present the algorithm principle of the
BDS attitude measuring and point positioning. Section 4 shows the experimental
results and finally the conclusion of this paper is given in Sect. 5.

2 Related Work

In [3], the authors propose a GPS/BDS-combined baseline solution method and
focus on the issue of cycle slips in relative positioning, and conduct a detailed
study of how to detect cycle slips. Wu et al. [4] propose a multi-information fusion
directional attitude measuring method, and use a micro-electro-mechanical Sys-
tem (MEMS) sensor and a GPS dual antenna to perform fusion attitude measur-
ing. In [5], the authors use GPS and dead reckoning (DR) combined positioning
method based on federated Kalman filter structure to carry out research on
vehicle-mounted technology based on geographic information system, they use
the unscented Kalman filter to achieve GPS/DR combined positioning to further
improve the accuracy of the car navigation system.

Different from the works mentioned before, we firstly use the BDS pseudo-
range observation equations to solve the location of moving target. Second, the
carrier phase observation equations are solved by using the least-squares ambi-
guity decorrelation adjustment (LAMBDA) algorithm, and the algorithm is also
used to solve heading angle. Finally, we use the path deduction method to output
estimated trajectory of moving target.

3 System Description

As shown in Fig. 1, the proposed system contains heading angle and location
calculation modules. In our system, we use BDS antenna to receive the original
data. According to the BDS original data, we select BDS dual-antenna attitude
measuring algorithm and point positioning algorithm to calculate the location
and heading angle of carrier at each moment. Then, the location and heading
angle information are used to calculate the trajectory of moving target.
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Fig. 1. System structure of the proposed BDS trajectory reckoning.

3.1 Attitude Measuring

In this paper, we mainly study single-baseline attitude measuring system, which
is composed of dual antennas and the two BDS receiving antennas are fixed in
the longitudinal direction of the carrier. As shown in Fig. 2, Antenna 1 is the
main antenna and Antenna 2 is the secondary antenna.

Antenna 1 Antenna 2

Carrier

a

Fig. 2. Sketch map of single baseline attitude measuring.

Antenna 1 and Antenna 2 simultaneously perform pseudo-range and carrier
phase measurements. As shown in Fig. 3, according to the attitude measuring
algorithm, the location of baseline in the Earth-fixed Coordinate System (ENU)
can be obtained, so as to calculate the attitude angles yaw and pitch.

BDS data reception 
and processing

BDS satellite 
positioning 

Receiver 
positioning

BDS altitude 
calculation

GDOP factor 
calculation

Select the 
main satellite 

Building  observation 
equation

Ambiguity 
resolution

Baseline 
coordinate 
calculation 

Solving 
attitude angle

Begin

End

Fig. 3. Scheme of single baseline attitude measuring.

3.1.1 Double-Difference Observation Equation
BDS broadcast satellite ephemeris. By analyzing the ephemeris, the location of
satellite orbital can be calculated as
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⎧
⎨

⎩

Xk = xk . cos Ωk − yk . cos ik . sin Ωk

Yk = xk . sin Ωk − yk . cos ik . cos Ωk

Zk = yk . sin ik

(1)

where [Xk, Yk, Zk] is the location of satellite and [xk, yk, zk] is the coordinates
of satellite in orbital plane.

According to the geometric dilution Of precision (GDOP) factor selection
results, the four minimum satellite combinations of GDOP factors are selected.
Combined with the principle of double-difference observation model, six double-
difference observation models are constructed to establish the following observa-
tion equation

Y = AX (2)

where A is the receiver-to-satellite unit vector matrix and X is the required
baseline vector and ambiguity solution. According to the least squares theory, X
[6,7] can be obtained as

X = (AT ·P · A)
−1 ·AT ·P · Y (3)

where P is weight matrix.
Then, we set the double-difference integer ambiguity vector is a and base-

line correction vector is b = [δ Xj , δ Yj , δ Zj ]
T
, the least squares result can be

calculated by
X̂ =

[
b̂
â

]
(4)

3.1.2 Gesture Solution
By searching for the integer ambiguity by the Lambda algorithm, a double-
difference integer ambiguity vector can be obtained. The integer accuracy of the
integer ambiguity can be used to further improve the baseline vector estimation
accuracy [8]

�

b = b̂ − Qb̂â · Q−1
â ·(â − �

a) (5)

where the baseline
�

b is based on the CGCS2000 (China Geodetic Coordinate

System 2000),
�

bn is obtained by converting the coordinate transformation matrix
to the ENU coordinate system.

�

bn =

⎡

⎣
xn

yn
zn

⎤

⎦ = R
n
L ·�

b l =

⎛

⎝
− sin λ cos λ 0

− cos λ sinφ − sin λ sin φ cos φ
cos cos ϕ sinλ cos ϕ sinφ

⎞

⎠

⎡

⎣
δX
δY
δZ

⎤

⎦ (6)

where λ is the longitude and φ is the latitude. The attitude rotation matrix Cb
n

is expressed as

C
b
n = Rx ·Ry ·Rz =

⎛

⎝
1 0 0
0 cos θ sin θ
0 − sin θ cos θ

⎞

⎠

⎛

⎝
cos γ 0 − sin γ

0 1 0
sin γ 0 cos γ

⎞

⎠

⎛

⎝
cos ψ sinψ 0
− sin ψ cos ψ 0

0 0 1

⎞

⎠

(7)
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⎡

⎣
xn

yn
zn

⎤

⎦ = C
b
n ·

⎡

⎣
xb

yb
zb

⎤

⎦ =

⎛

⎝
cos ϕ sin ϕ 0

− cos θ sin ϕ cos θ cos ϕ sin θ
sin θ sin ϕ − sin θ cos ϕ cos θ

⎞

⎠

⎡

⎣
0
1
0

⎤

⎦ (8)

⎧
⎨

⎩

xn = − cos θ sin ϕ
yn = cos θ cos ϕ
zn = sin θ

(9)

The heading angle can be calculated by

ϕ = arctan
xn

yn
(10)

3.2 Point Positioning

According to the pseudo-range observation equation [9]

ρ(n) = r(n) +δ tu −δ t(n) + I
(n) +T

(n) +ε ρ(n) (11)

where n = 1, 2, . . . , N is temporary number of satellite measurements, r(n) is
the geometry distance from satellite to receiver, δ tu is receiver clock error, δ t(n)

is satellite clock error, I(n) is ionosphere delay, T (n) is tropospheric delay, and
pseudo-range measurement noise is ε ρ(n). Error-corrected pseudo-range mea-
surements ρ(n)c is expressed as

ρ(n)
c = ρ(n) +δ t(n) − I

(n) −T
(n) (12)

The corrected pseudo-range observation equation is described as

r(n) +δ tu = ρ(n)
c −ε ρ(n) (13)

where r(n) is geometric distance from the receiver to the satellite n that can be
expressed as

r(n) =
∥
∥
∥x(n) −x

∥
∥
∥ =

√

(x(n) −x)2 + (y(n) −y)2 + (z(n) −z)2 (14)

where x = [x, y, z]T is an unknown receiver position coordinate vector,
[
x(n), y(n), z(n)

]T
is the location coordinate vector of satellite n [10]. Then, we

subtract the pseudo-range error ε ρ(n) in Eq. (13) to obtain a quaternary non-
linear system of equations

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

√

(x(1) −x)2 + (y(1) −y)2 + (z(1) −z)2 + δ tu = ρ(1)c√

(x(2) −x)2 + (y(2) −y)2 + (z(2) −z)2 + δ tu = ρ(2)c

· · ·√

(x(N) −x)2 + (y(N) −y)2 + (z(N) −z)2 + δ tu = ρ(N)
c

(15)

By solving the four unknowns of the above equations, the location of receiver
can be solved. Then, the iterative process is repeated through Newton iteration
to obtain accurate positioning results. The iteration process is shown as below.
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Step (1) Preparing data and setting initial solution.
Step (2) Linearizing nonlinear equations.
Step (3) Solving linear equations.
Step (4) Updating the root of the nonlinear equations.
Step (5) Determining the convergence of Newton’s iteration.

4 Experimental Results

In this part, we verify the feasibility of the proposed method in a real-world
environment. The platform consists of a BDS receiver, a personal computer
(PC), and two BDS antennas, which is as shown in Fig. 4. During the test,
the moving target carries the dual-antenna masts move in the direction of the
predetermined trajectory, and saves the ephemeris data and observation data
received by the BDS receiver on PC.

In the open environment (N 29.5389◦ and E 106.6039◦), we set the heading
angle in the north 0◦, east 90◦, west −90◦, and south −180◦. The real trajectories
of moving target are L-shape and rectangle, respectively.

The L-shaped trajectory starts from direction of the east, and goes straight
ahead by 10 m turn to the north. The positioning coordinates of moving
target are shown in Fig. 5 and the heading angle is shown in Fig. 6. From
Figs. 5 and 6, we can find that the actual positioning trajectory of L-shape
test trajectory roughly consistent with the actual trajectory, the heading angle
output clearly jumps from 90◦ to 0◦ at the corner.

Fig. 4. Platform of BDS dual-antenna test.
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Fig. 5. Positioning result of L-shape trajectory.
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Fig. 6. Estimated heading angle of L-shape trajectory.

The rectangle test trajectory starts from direction of the east, and goes
straight ahead 10 m turn to the north, then turns straight to the west and
goes straight for 10 m, at last, turn left 90◦, heading angle is −180◦, which is a
closed rectangle. The positioning coordinates are shown in Fig. 7 and the head-
ing angle output is shown in Fig. 8. From the two figures, we can find that the
estimated trajectory almost fits the true trajectory.
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Fig. 7. Positioning result of rectangle trajectory.
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Fig. 8. Estimated heading angle of rectangle trajectory.

5 Conclusion

In this paper, we rely on the BDS single-baseline attitude measuring and point
positioning to effectively improve the accuracy of target trajectory reckoning.
By constructing the carrier phase and pseudo-range observation equations, we
are capable of estimating the target location and the associated attitude angle.
Compared with the traditional integrated positioning and navigation system,
the proposed method is featured with high flexibility and low cost.
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Abstract. Indoor WLAN intrusion detection technique for the
anonymous target has been widely applied in many fields such as the
smart home management, security monitoring, counterterrorism, and
disaster relief. However, the existing indoor WLAN intrusion detection
systems usually require constructing a passive radio map involving a lot
of manpower and time cost, which is a significant barrier of the deploy-
ment of WLAN intrusion detection systems. In this paper, we propose
to use the adaptive-depth ray tree model to automatically construct an
adaptive passive radio map for indoor WLAN intrusion detection. In
concrete terms, the quasi-3D ray-tracing model is enhanced by using the
genetic algorithm to predict the received signal strength (RSS) propa-
gation feature under the indoor silence and intrusion scenarios, which
improves the computational efficiency while preserving the accuracy of
passive radio map. Then, the RSS mean, variance, maximum, minimum,
range, and median are allied to increase the robustness of passive radio
map. Finally, we conduct empirical evaluations on the real-world data to
validate the high intrusion detection rate and low database construction
cost of the proposed method.

Keywords: Indoor intrusion detection · Adaptive ray-tracing ·
Passive radio map · Genetic algorithm · WLAN

1 Introduction

With the wide deployment of wireless local area network (WLAN) and general
support of WLAN protocol by various intelligent terminals, the intrusion detec-
tion with respect to the indoor target can be realized by using the existing WLAN
infrastructure. Among the existing anonymous target intrusion detection tech-
niques, the wireless local area network (WLAN) indoor target intrusion detection
system [1–4] proposed by the University of Maryland performs outstandingly
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because it can effectively protect the user’s location privacy and work stably
under non-line-of-sight and without special hardware at the same time. How-
ever, the main problem with this kind of algorithms is that the construction of
the prior passive radio map takes a lot of manpower and time, which is a major
barrier of WLAN intrusion detection systems deployment. On this basis, the
WLAN indoor target intrusion detection algorithm proposed in this paper uses
the adaptive-depth ray tree-based quasi-3D ray-tracing model to construct the
passive radio map automatically, which requires less labor overhead compared
with the traditional RSS feature database construction method. In addition, six
signal characteristics of the passive radio map are constructed, which results in
the better pattern recognition ability and learning convergence. The rest of this
paper is structured as follows. In Sect. 2, we describe the proposed indoor WLAN
intrusion detection method in detail, and the related experimental results are
shown in Sect. 3. Finally, we conclude this paper in Sect. 4.

2 System Description

The overall flow of the system is shown in Fig. 1. First, a number of WLAN
access points (APs) and monitor points (MPs) are arranged in the target area.
Second, the GA algorithm is used to optimize the limited number of depth of
the ray tree adaptively and the RSS characteristics under the indoor silence,
and intrusion scenarios are constructed according to the optimized ray-tracing
model. Then, the obtained RSS characteristics are used for probabilistic neural
network (PNN) training. Finally, the trained PNN is used to classify the new
observation RSS data by multiple classifications, so as to realize the intrusion
detection and area localization.

2.1 Signal Prediction

Considering the limitations of the existing 2D and 3D ray-tracing models [5,6]
on the accuracy of the signal prediction and the complexity of the algorithm
respectively, the quasi-3D ray-tracing model used in this paper first carries out
the ray-tracing in the 2D projection plane, and then transforms it into the prop-
agation path in the 3D space, and this process significantly improves the com-
putational efficiency while guaranteeing the accuracy of prediction. In this case,
as shown in Fig. 2, a quasi-3D ray-tracing model based on the adaptive-depth
ray tree is proposed in this paper, considering two factors: the model accuracy
and calculation efficiency.

The import of environmental information. Figure 3 gives a 3D modeling
of a simple environment and the corresponding 2D projection results. The gray
and black parts of the diagram represent the boundary face of environment and
the indoor facilities, respectively. In addition, in order to ensure the integrity
of the imported environmental information, the 3D vertex coordinates, height
information and relative permittivity, conductivity and permeability of the cor-
responding material will be recorded.
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Fig. 1. Overall system flowchart

Optimization of the limited number of depth. In order to significantly
improve the computing efficiency of the ray tree, the GA algorithm is used to
optimize the limited number of depth of the ray tree in different environments.
Specifically, first, the limited number of depth is initialized to 1; secondly, all
the vertical planes and vertical lines of the 3D modeling of the environment
are numbered; besides, the number of the functional parts of each ray is spliced
into a chromosome in chronological order, and the field strength of each ray
that reaches the MP is used as the fitness of its corresponding chromosome;
then, the contribution rate of the ray to the field strength at MP under the
condition of the current limited number of depth is calculated by Algorithm 1;
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Fig. 2. Signal prediction flowchart

finally, determine whether the contribution rate of the ray under the current
limited number of depth is greater than the preset threshold, and if so, add
1 to the limited number of depth and repeat the above steps, otherwise the
current limited number of depth is the optimal limited number of depth (or the
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Fig. 3. 2D projection from 3D modeling of environment

Algorithm 1 Calculation of contribution rate of ray to the field strength
Input: n (the limited number of depth); Dk(k=1, . . . , N)(the unique number of the

kth functional part); N (the total number of the functional parts); Pc (crossover
probability); Pm (mutation probability); M (population size); ρth(calculation rate
threshold); en−1(maximum field strength of the n-1 order ray)

Output: Cn(contribution rate of the ray to the n order field strength)
1: The first generation population T1 is randomly generated according to the limited

number of depth n (that is, M random number sequences with a length of n), and
set the current population T = T1

2: while ρ < ρth do
3: Use inverse ray-tracing method to calculate the fitness of each chromosome in

current population T , namely e1,...,eM (as described in Algorithm 2)
4: for i= 1:M do
5: 2 chromosomes were selected from T by fitness ratio selection algorithm[7]
6: if random(0,1)< Pc then
7: implement crossover operation on the selected 2 chromosomes
8: end if
9: if random(0,1)< Pm then

10: implement mutation operation on the selected 2 chromosomes
11: end if
12: Add this 2 new chromosomes to the updated population Tnew

13: end for
14: T ⇐ Tnew

15: Compute ρ = NC/Nn, and NC is the number of chromosomes types that have
appeared from the initial population to the current population

16: end while
17: Compute Tf = en−1/2
18: Compute m namely the number of chromosomes whose fitness> Tf in the current

population T
19: Compute Cn = m/M

optimal ray order). In Algorithm 1, the fitness of each chromosome in the current
population is calculated by the reverse ray-tracing method, and its calculation
process is described in Algorithm 2.
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Algorithm 2 Calculation of the n order chromosome fitness
Input: Dk(k=1, . . . , N (the unique number of the kth functional part); N (the total

number of the functional parts); Pk and Hk (k = 1, . . . , N1) (vertex coordinate
and height information of the kth vertical lines); N1 (the total number of the
vertical lines); ck εk and μk (k = 1, . . . , N2) (relative permittivity, conductivity
and permeability of the kth vertical planes); N2 (the total number of the vertical
planes); λ (working wavelength); n (the limited number of depth); PAP and PMP

(position coordinates of AP and MP); Pt (transmitting power of AP)
Output: ei(chromosome fitness of the ith n order ray)
1: Assign Bk (k = 1, . . . , n + 2) according to the number sequence of functional part

of the ith (i = 1, . . . , M) n order ray, in which B1 = 1 and Bn+2 = 1 is the initial
position of the ray AP and the termination position MP respectively; Bk=0 and 1
(k = 2, . . . , n + 1)represents reflection and diffraction occurs in the kth functional
part respectively.

2: The 2D projection coordinates of AP and MP are L1 and Ln+2, respectively
3: for k = 2: n + 1 do
4: if Bk = 0 then
5: Lk ⇐ 2D projection coordinates of the mirror points of Lk−1 with respect

to the kth vertical planes
6: else if Bk = 1 then
7: Lk ⇐ 2D projection coordinates of the kth vertical planes
8: end if
9: end for

10: while there exists k ∈ (1, ..., n) which makes Bk = 1 do
11: if Bk = 0 and Bk+1 = 1 then
12: Lk ⇐ 2D projection coordinates of the intersection point of the line con-

necting Lk and Lk+1 and the kth vertical planes
13: Bk ⇐ 1;
14: end if
15: end while
16: for k = 1 : n + 1 do
17: Set Tk,k+1 as the line connecting Lk and Lk+1

18: if there exists the intersection of Tk,k+1 and any functional part then
19: ei ⇐ 0
20: break;
21: end if
22: end for
23: if ei �= 0 then
24: The 2D projection of the ith n order ray extends to 3D space according to

the Fermat principle, and then the fitness of the corresponding chromosome ei is
calculated

25: end if

Calculation of received signal power. In order to calculate the received
signal power of MP, direct and non-direct rays are considered respectively. All
the direct and non-direct rays within the n order are superimposed on the signal
field strength, and the received signal power at MP can be obtained by the ray



1318 Y. Lin et al.

power summation method [8] as

Ptotal =
l∑

i=1

(
λ |Ei|
4π |E0|

)2

, (1)

in which E0 is the arrival signal field strength at 1 m from AP, and Ei is the
arrival signal field strength of the ith ray, l is the total number of rays.

2.2 Intrusion Detection

In this paper, the kernel density estimation method based on Bayesian decision
theory is applied to train the PNN feature data under the indoor silence and
intrusion scenarios.1 In particular, the kernel density function is used to estimate
the conditional probability of different states, and then the state of the maximum
posterior probability is used as the PNN output [9] according to the Bias decision
theory. In order to ensure the stability of RSS characteristic data between each
pair of AP and MP, this paper uses a sliding window function to segment the
original RSS data2 and calculates the mean, variance, maximum, minimum,
maximum, and middle value of each segment data. On the basis of these six signal
characteristics, six PNN structures are trained respectively. Finally, according
to the voting criterion, the indoor target detection and location are realized by
the multiclassification decision of the newly acquired RSS data.

3 Experimental Result

3.1 Environmental Layout

Figure 4 shows an experimental environment, in which two APs (AP1 and AP2
with model D-Link DAP 2310) and three MPs (MP1, MP2, and MP3 with model
SAMSUNG GT-S7568) are placed at 2 and 0.5 m high, respectively. At each MP,
5 min of RSS data from each AP are collected separately under the indoor silence
and intrusion scenarios.

3.2 GA Optimization Result

Figure 5 shows the change of the overall fitness of each generation of population
under the conditions of different values of ρth when the GA was used to calculate
the ray contribution rate. The overall fitness is defined as the ratio of m to
the population size M , and m is the number of chromosomes whose fitness is
greater than the threshold value Tf in the population. It can be seen that with
the increasing of population algebra, the overall fitness is on the rise and tends
to be the same when the population algebra reaches 30. In addition, Table 1
1 Considering the content of water in the human body more than 70%, the human

body is modeled as a 3D water column [10] with a certain height.
2 The length of each segment of the RSS data is the width of the sliding window.
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Fig. 4. Structure of experimental environment

Fig. 5. Change of overall fitness
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compares the average time overhead required by the 3D ray-tracing model [5],
the traditional 2D ray-tracing model [6], and the proposed method for the ray
modeling between each pair of AP and MP under the condition of the limited
number of depth of 3. It can be seen from the table that this method performs
obviously better than the methods used in the literature [5,6] in terms of time
overhead.

Table 1. Average time cost for ray modeling between each pair of AP and MP

Performance index Paper [6] Paper [5] The proposed

Time overhead (s) 6.03 7.25 3.41

3.3 Signal Prediction Result

Figures 6 and 7 compare the cumulative density function (CDF) of RSS pre-
diction errors by the proposed method and the ones in [5,6] under the limited
number of depth of 3, from which we can find that the proposed method performs
better than the others.

Fig. 6. CDF of errors for AP1
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Fig. 7. CDF of errors for AP2

4 Conclusion

In this paper, we propose the adaptive-depth ray tree model, which can be
used to adaptively construct a passive radio map for indoor WLAN intrusion
detection. For one thing, we use the genetic algorithm to enhance the traditional
quasi-3D ray-tracing model to depict the RSS variation under the indoor silence
and intrusion scenarios with low labor and time cost. For another, six common
signal features are allied to ensure the stability of RSS data and robustness of
passive radio map. In future, we will continue to investigate a more effective
passive radio map construction method to accurately locate multiple targets in
the anonymous indoor WLAN environment.
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Abstract. In order to improve the performance of the existing iris location
algorithm, a transform algorithm based on gray projection and Hough is pro-
posed. The algorithm uses the grayscale transformation of the binary image to
obtain a graph of the gray projection. At the same time, according to the value of
the peak or trough in the graph, the maximum radius of the circle is obtained.
The result of experiment shows that: The algorithm can get the parameters
needed in Hough transform, which greatly improves the speed and accuracy of
iris positioning.

Keywords: Iris recognition � Canny edge detection � Binarization � Grayscale
projection � Hough transform

1 Introduction

With the development of society, the importance of identity recognition is increasingly
evident. In recent years, in the fields of maintaining national security, aviation safety,
financial security, social security, and network security, there is a need for more
accurate, reliable, and more practical authentication methods for identifying and
authenticating identity. However, relying on identity documents, user names, and
identity authentication in the form of passwords is far from meeting the requirements of
the information age for the validity of authentication and the accuracy of identification.
As an important identification feature, iris has the advantages of uniqueness, stability,
collectability, and non-invasion. One of the keys to the iris recognition algorithm is to
accurately locate the iris region from the acquired iris image. It mainly includes the
edge position of the pupil and the iris, the iris and the sclera, hereinafter referred to as
the inner edge and the outer edge.

There are many articles on iris recognition at domestic and foreign, including
Daugman [1], who used the characteristics of the inner and outer edge of the iris as an
approximate circle, a circular difference operator is proposed to extract the edge of the
iris. Wildes [2] uses a two-step method combining edge detection and Hough transform
to locate the iris region. Both of these iris location methods have high accuracy, but
both searching in three-dimensional space, positioning speed is slow and is unable to
meet the requirements of real-time systems. Tisse proposes to extract iris features using
a time-phase technique. Weiqi Yuan [3] uses the traditional gray projection method to
roughly locate the pupil center and position and then uses Hough transform to
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accurately position. When the iris image contains thick eyelashes, the gray projection
method can easily misplace the eyelash position as the pupil position, so that the
accuracy of this method is lower.

In order to overcome the above defects and further improve the iris recognition
system, according to the characteristics of the iris itself, an iris location algorithm based
on gray projection and Hough transform is proposed. This method can not only sup-
press noise interference, but also improve the accuracy of iris location.

2 Iris Localization Algorithm

2.1 Iris Image Smoothing and Edge Extraction

The collected iris images have different levels of interference. Filtering before the iris
boundary location can help to eliminate the effect of interference on the boundary
location. The image should be smoothed. On the one hand, it can highlight a large area,
a low-frequency component and a trunk part, on the other hand, smoothed can suppress
image noise and interfere with high-frequency components. At the same time, it can
reduce a sudden gradient, and improve image quality [4]. In addition, taking into
account the edge extraction of the grayscale image of the iris, the inner and outer
boundaries of the iris belong to the detailed information. In order to not only retain the
iris edge information but also effectively eliminate high-frequency interference,
Gaussian filter templates are used for smoothing. The formula is as follows:

Hij ¼ 1

2pd2
exp � i� kþ 1ð Þ½ �2 þ j� kþ 1ð Þ½ �2

2d2

 !
ð1Þ

When Gaussian template filtering is used, the point farther from the center point
will have less effect on the smoothing effect. According to the distance, selecting a
weighting coefficient can construct Gaussian templates of different sizes whose filter
parameters can be determined by the variance of the Gaussian function. The Gaussian
template can well protect the contour information of the iris region while filtering the
noise, so as not to cause the edges to be too fuzzy. Figure 1a is the original. The result
is shown in Fig. 1b.

For effective edge extraction, Canny edge detection is used in this paper. In the first
step, the gradient intensity and direction of each pixel in the image are calculated for
the smoothed image. Edges in the image can point in all directions, so the Canny
algorithm uses four operators to detect horizontal, vertical, and diagonal edges in the
image. The operator of the edge detection (such as Roberts, Prewitt, and Sobel) returns
the first derivative value of the horizontal Gx and vertical Gy directions, thereby
determining the gradient G and the direction theta of the pixel [5]. The formula is as
follows:

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q
ð2Þ
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h ¼ arctan Gy
�
Gx

� � ð3Þ

In the second step, non-maximum suppression is performed to compare the gradient
intensity of the current pixel with two pixels in the positive and negative gradient
directions. If the gradient intensity of the current pixel is the largest compared to the
other two pixels, the pixel remains as an edge point, otherwise the pixel will be
suppressed. The third step, it is dual threshold detection. After non-maximal sup-
pression, the remaining pixels can more accurately represent the actual edges in the
image. However, there are still some edge pixels caused by noise and color changes. In
order to solve this type of edge pixels, weak gradient values are used to filter edge
pixels, and edge pixels with high gradient values are retained, which is achieved by
selecting high and low thresholds [6]. If the edge pixel’s gradient value is higher than
the high threshold, it is marked as a strong edge pixel; if the edge pixel’s gradient value
is less than the high threshold and greater than the low threshold, it is marked as a weak
edge pixel; if the edge pixel’s gradient value is less than low thresholds, it will be
suppressed. The choice of threshold depends on the content of a given input image. The
result is shown in Fig. 2.

Fig. 1. (a) Original image (b) Gaussian image

Fig. 2. Edge contour extraction map of the entire eye
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2.2 Iris Boundary Localization

To locate the inner circle, we need to extract the inner circle. By setting the threshold,
the image is binarized and the pupil is extracted. The formula is as follows:

B m; nð Þ ¼ 1; if I m; nð Þ[ a
B m; nð Þ ¼ 0; if Iðm; nÞ� a

�
ð4Þ

According to the formula, in this paper, a has a value of 47, the binarized picture
obtained, at the same time, we should extract the outline, as shown in Fig. 3a, b.

Thus leaving only the outline of the inner circle. Then we can use the information of
the gray change to determine the parameters of the pupil. The algorithm is as follows:

Step 1. Find the horizontal grayscale projection curve. The image is represented by
a matrix of M * N, then M can be regarded as a matrix, i and j are the matrix rows
and columns, and the horizontal grayscale projection curve of the image, then the

Fig. 3. (a) and (b) show further extraction of contours by binarization
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abscissa is the row number of each row of the matrix, and the ordinate is a matrix
[7]. The sum of the row elements, that is, the sum of the pixel values for each row in
the picture. Actually, the curve contains the change in the sum of the pixels in each
row of the image.
Step 2. Based on the calculation of the gray curve, the peaks and troughs of the
curve are obtained, as shown in Fig. 4a. Since the black gray value is 0 and the
white gray value is 255, the region coordinates information with a smaller gray
value is included in the trough.

Step 3. Drawing the line information of the image represented by the abscissa of the
wave trough, as shown in Fig. 4b, c, and the maximum value of the radius can take
the maximum difference r_max in the crest or trough. According to the prior
knowledge, the minimum radius can be obtained by subtracting 13 from the
maximum difference r_max.

The Hough transform is used to locate the circle parameter. A circle is a typical and
regular geometric shape with fewer parameters, namely the center coordinates and

Fig. 4. (a) Shows a chart of pixels in the horizontal direction (b) and (c) show the peaks and
valleys of the outline according to the chart
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radius [8]. Therefore, detection of a circle becomes a process of voting on a parameter
group. Define a three-dimensional array as

H xm; yn; rð Þ ¼
Xn
j¼1

h xm; ym; xn; yn; rð Þ ð5Þ

Here, Hðxm; yn; rÞ is an accumulator corresponding to the parameter group
xm; yj; r
� �

formed by the center point coordinate and the radius size, and the obtained
value is used to accumulate the votes of the group of parameters. The number of votes
is represented by the number of boundary points passed by the circle drawn by the
parameter. If the edge point falls on the circle corresponding to the parameter group, it
is equivalent to the edge point casting a vote for the parameter group, and the corre-
sponding array element value is increased by 1, otherwise the corresponding array
element value is not changed [9]. The formula is as follow:

h xm; ym; xn; yn; rð Þ ¼ 1 g xm; ym; xn; yn; rð Þ ¼ 0
0 g xm; ym; xn; yn; rð Þ ¼ 1

�
ð6Þ

In the formula, g xm; ym; xn; yn; rð Þ ¼ ðxm � xnÞ2 þðym � ynÞ2 � r2 is a decision
function that satisfies the circular equation of the parameter ðxn; yn; rÞ. When
g xm; ym; xn; yn; rð Þ ¼ 0, the center of the circle is ðxn; ynÞ, and the boundary circle with
the radius r passes through the edge point ðxm; ymÞ, indicating that the point will vote
for the parameter ðxn; yn; rÞ. After passing through all votes of columnar-(5) statistic,
the circle with the most votes will be used to determine the circle of the boundary
equation [10]. In the end, the results obtained are shown in Fig. 5.

Fig. 5. Inner edge contour extraction image
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3 Experiments Results

The computer CPU used in the experiment was clocked at 2.01 GHz and the memory
was 1 G. The programming tool was MATLAB 2014a. The iris images used were all
from the CASIA 1.0 database of the Chinese Academy of Sciences. According to the
method mentioned above, the iris is positioned inside and outside the circle. The final
result is shown in Fig. 6.

4 Conclusions

Based on previous study of iris recognition, this paper proposes an algorithm which can
locate iris by grayscale changes. Firstly, image which should be detected is binarized
and the outline is extracted. Then, grayscale graph is drawn by taking advantage of
gray change of the image. Finally, according to the peaks and valleys in the graph, the
parameters required by the Hough transform are obtained. Experiments show that the
method used in this paper reduces Hough transform traversal, which can make iris
localization improve efficiently.

Acknowledgments. This paper is supported by Natural Youth Science Foundation of China
(61501326, 61401310), the National Natural Science Foundation of China (61731006) and
Natural Science Foundation of China (61271411). It also supported by Tianjin Research Program
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Fig. 6. The final result
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Abstract. In this paper, we propose a novel correlation filter
framework constrained by dual filters. The Minimum Output Sum of
Squared Error (MOSSE) filter is the unbiased estimate of the filter which
easily to cause overfitting. The trained filter by linear ridge regression
is the biased estimate of the filter which can deal with the overfitting.
We combine the advantages of the two filters to constrain the trained
filter which optimizes our model. To deal with background clutter, clip-
ping background patches around the target position up, down, left, and
right, we add the cropped background patches to the learning filter. To
overcome the challenge of occlusion, we introduce a novel criterion, Aver-
age Peak-to-Correlation Energy (APCE). Extensive experiments on the
CVPR 2013 Benchmark well demonstrate that our tracker can effectively
solve the background clutter and occlusion. Both quantitative analysis
and qualitative analysis show that our tracker outperforms some state-
of-the-art trackers.

Keywords: Dual filters · Background clutter · Occlusion ·
CVPR 2013 Benchmark

1 Introduction

In recent years, visual tracking has attracted the attention of researchers as an
important part of machine vision field. A large number of tracking algorithms
have been proposed [1–6]. In general, visual tracking is divided into single-target
tracking and multi-target tracking. The paper focuses on the theoretical explo-
ration of single-target tracking. The problem of object tracking is to estimate the
trajectory of an object in a video sequence when given object’s initial state (posi-
tion and size) in the first frame. There are still many challenges that will affect
the target tracking effect although some trackers have demonstrated superior
performance in both precision and success rate, such as illumination variation,
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scale variation, occlusion, deformation, background clutter, and fast motion. So
how to design a robust target tracking algorithm is still a difficult problem in the
current target tracking field. In this paper, we are mainly focused on designing a
novel visual tracking approach to correlation filtering and solving the problems
of background clutter and occlusion.

Correlation Filter (CF) tracking algorithms have attracted the attention of
researchers in recent years, due to their excellent performance. Bolme et al. [1],
proposed the MOSSE tracker, it introduces correlation filtering into the target
tracking field for the first time. The Fourier transform is used to directly con-
vert the operation to the frequency domain, which greatly reduces the amount
of computation. Henriques et al. [2], proposed Circulant Structure with Kernel
(CSK) has superior performance. Furthermore, many CF-based trackers have
been proposed to solve a kind of tracking challenges such as DSST proposed in
[3] to deal with scale variation and KCF [4] proposed a CF-based tracker com-
bining multi-channel features which improves tracking performance. Although
these methods above have greatly improved in both precision and success rate,
they still can not solve the tracking drift, due to scale variation, occlusion, and
deformation.

Current correlation filter trackers still have some shortcomings; the first one
is that tracking box is fixed, and the tracker cannot adapt to the scale change
of the target. In other words, the model will be polluted due to the introduction
of a lot of background information. And model training is incorrect due to the
introduction of few of background information. The second shortcoming is that
model update learning rate is fixed. That is, the filter parameters would be
learned from occluded objects when occlusion occurs, which may lead to wrongly
update of the model. As time passes, it will be tracking drift.

To solve the challenging problem of occlusion, Bolme et al. [1] proposed to
adaptively update the model based on Peak-to-Sidelobe Ratio (PSR), which
measures the strength of a correlation peak and can be used to detect occlu-
sions or tracking failure. The confidence degree (APCE) is proposed in [6]; in
the method, both the response peaks and the APCE are a certain proportion
and greater than their respective historical averages. Then update the tracking
model.

In this paper, we mainly focus on designing a robust CF-based tracker to
solve the above-mentioned problems which are the occlusion and background
clutter. We aim to build a comprehensive correlation filter that can handle the
background clutter and occlusion. We propose a novel correlation filter frame-
work constrained by dual filters. The Minimum Output Sum of Squared Error
filter is the unbiased estimate of the filter which easily to cause overfitting. The
trained filter by linear ridge regression is the biased estimate of the filter which
can deal with the overfitting. We combine the advantages of the two filters to
constrain the trained filter which optimize our model. To deal with background
clutter, clipping background patches around the target position up, down, left,
and right, we add the cropped background patches to the learning filter. To
overcome the challenge of occlusion, we introduce a novel criterion, APCE. Our
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method shows superior tracking performance than the existing CF, especially
when dealing with the tracking problems of occlusion and background clutter.

2 Proposed Method

2.1 Dual Constrained Filters

Bolme et al. [1], proposed the MOSSE tracker, which trained filter by the Min-
imum Output Sum of Squared Error. Henriques et al. [2], proposed the CSK
tracker, which trained filter by ridge regression. We propose a novel correlation
filter framework constrained by dual filters, which combined the advantages of
the above filters. Then we will introduce our model in detail. The goal of the CF
trackers is to learn a discriminative correlation filter which can be applied to the
region of interest in consecutive frames to infer the location of the target. It can
be seen to find a linear regression function f(x) = wTx to minimize the training
sample error. Where x is a training sample, and the learned correlation filter
is represented by the vector w. In order to achieve this with dual constrained
filters, the model can be optimized as follows:

min
w1

∑

i

(f(xi) − yi)
2 + λ1 ‖ w1‖2 + λ2||w1 − w2||2 (1)

where L(yi, f(xi)) = (yi − f(xi))2 express as a Loss function, and yi is the
corresponding regression label to the sample xi. And λ1 is a regularization coef-
ficient to prevent the model from overfitting. λ2 represents penalty coefficients
for double-constrained filters. w2 is the trained filter by the Minimum Output
Sum of Squared Error. The optimization model can be seen as a ridge regression
problem, which has a closed-loop solution. Equation 1 can be solved as follows:

w1 = (XTX + λ1I + λ2I)−1(XTy + λ2w2) (2)

where X, y represent the sample matrix and the label matrix, respectively.
I represents a unit matrix. However, the inversion process in Eq. 2 is a problem
to solve. We can solve Eq. 2 easily by introducing the property (Eq. 3) that the
circulant matrix is diagonalizable in the Fourier domain.

x = Fdiag
(

�
x
)
FH (3)

The solution to Eq. 2 is as follows:

�w1 =
�x

∗ � �y + λ2
�w2

�x
∗ � �x + λ1 + λ2

(4)

In the case of no-linear regression, kernel trick f(z) = wT z =
∑n

i=1 αik(z,xi)
is applied to allow more powerful classifier. For the most commonly used kernel
functions, the circulant matrix trick can also be used. Therefore, the dual domain
resolves as follows:

�
α =

�y + λ2

�

β
�

k + λ1 + λ2

(5)
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where
�

β is the solution of the dual domain of �w2. And
�

β =
�
y
�
k

. Therefore, Eq. 5

can be rewritten as follows:

�
α =

�

k
∗

� �y + λ2
�y

�

k
∗

� �

k + λ1

�

k + λ2

�

k
(6)

In order to predict the position of target in the next frame and the location
corresponding to the peak response is the position of the target, the target
detection formula can be expressed as follows:

�

f =
�

k � �
α (7)

The above is a correlation filter general framework proposed by us, suitable
for other related filter trackers. To solve the background clutter, we introduce
a context-aware correlation filter tracker [8] in our model. Clipping background
patches around the target position up, down, left, and right, we add the cropped
background patches to the learning filter. Equation 1 can be rewritten as:

min
w1

= ||A0w1 − y||2 + λ1||w1||2 + λ2||w1 − w2||2 + λ3

k∑

i

||Aiw1||2 (8)

where A0 represents the cyclic matrix generated by the cyclic shift of the base
sample. Ai is the cyclic matrix generated by the cyclic shift of the background
patch. The number of background patches is represented as k. Similar as Eqs. 1,
8 can be solved as:

w1 = (AT
0 A0 + λ1I + λ2I + λ3

k∑

i

AT
i Ai)−1(AT

0 y + λ2w2) (9)

which can also be rewritten as:

�w1 =
a∗
0 � y + λ2

�w2

a∗
0 � a0 + λ1 + λ2 + λ3

k∑
i

a∗
i � ai

(10)

2.2 Model Updating

The traditional CF-based trackers update the target model with a fixed learning
rate. However, the model will be degenerated if a fixed high learning rate to
update the model when the target is occluded. To overcome this problem, we
introduce a novel criterion, APCE, which indicates the degree of oscillation of
the response map. And the confidence degree (APCE) is defined as follows:

APCE =
|Fmax − Fmin|2

mean

(
∑
w,h

(Fω,h − Fmin)
2

) (11)
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where Fmax represents the peak of the response map. Fmin is the minimum value
of the response map. The response value on the coordinate (w, h) is expressed
as Fω,h. We update the model only when the response peaks and APCE of the
current frame are greater than their respective historical averages by a certain
percentage β1, β2.

{
responsemax ≥ β1 · mean response

APCE ≥ β2 · mean APCE
(12)

where mean response and mean APCE represent the historical average of the
response peak and the historical average of APCE, respectively. Then we update
the model with a learning rate parameter η as

{
�
αt = (1 − η) · �

αt−1 + η · �
αt

�xt = (1 − η) · �xt−1 + η · �xtt

(13)

Fig. 1. Overall quantitative evaluation on CVPR 2013 Benchmark: precision plots (a)
and success plots (b).

3 Experimental

3.1 Experimental Setup

We consider doing some work on feature extraction; the powerful features we
use is HOG features. The proposed method in this paper is implemented in
MATLAB 2016a. We perform the experiments on a PC with Intel i5-6500 CPU
(3.2 GHz) and 8 GB RAM memory. We test the performance of the proposed
tracker with the total 51 video sequences using in the CVPR 2013 benchmark
[7] and compare with the top nine state-of-the-art trackers which include DSST
[3], DCF CA [8], KCF [4], CSK [2], MOSSE CA [8], Struck [9], TLD [10], VTD
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Fig. 2. Qualitative results of ten trackers on the video sequence with Coke, Jogging-1,
and Lemming, which in the challenges of occlusion.

[11], and CXT [12], where Struck, VTD, and CXT are the three best-performed
ones demonstrated in the CVPR 2013 Benchmark.

The parameters are set as follows. The regularization parameters λ1, λ2, λ3

are set to be 10−4, 0.0045 and 25. The learning rate parameter η and search box
(padding) are set to 0.015 and 2, respectively. β1, β2 are set to be 0.5 and 0.4.

3.2 Experimental Results

Figure 1 contains the precision plots and success plots that overall quantitative
evaluation with One-Pass Evaluation (OPE). Both precision plots and success
plots show that our tracker is more robust than some state-of-the-art trackers in
terms of the total 51 video sequences in CVPR 2013 Benchmark. Our trackers
have achieved 0.703 and 0.815 in success rate and precision, respectively, which
both rank the first. The baseline tacker KCF has achieved 0.623 and 0.740 in
success rate and precision, respectively. Our tracker is better than the baseline
tracker.

Seen in Fig. 2 the qualitative results of 10 trackers on the video sequence with
Coke, Jogging-1, and Lemming in the attribute of occlusion.

As seen in Fig. 3, we give the results of our tracker in CVPR 2013 Benchmark
on the attributes. Our tracker have achieved 0.684 and 0.804 in success rate and
precision in the attribute of occlusion, respectively, which both rank the first.
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Fig. 3. Attribute-based comparison of our tracker with some state-of-the-art trackers
in precision rate and success rate.

4 Conclusion

This paper has shown that the correlation filter framework constrained by
dual filters, which combine the advantages of the MOSSE filter and the linear
ridge regression filter, has better robustness with excellent performance. With
adding the cropped background patches to the learning filter and introducing a
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novel criterion, APCE, our designed tracker can effectively solve the background
clutter and occlusion. Extensive experiments on the CVPR 2013 Benchmark
well demonstrate that our tracker outperforms some state-of-the-art trackers in
both quantitative and qualitative analysis. The correlation filter framework con-
strained by dual filters can also be extended to other similar CF-based trackers
to improve the robustness and performance.
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Abstract. Localization is an important requirement for wireless sen-
sor networks (WSNs), but the inclusion of GPS receivers in sensor net-
work nodes is often too expensive. Therefore, many solutions focus on
static networks and do not consider mobility. In this paper, we analyze
the Monte Carlo location (MCL) algorithm and propose an improved
method—grid-based MCL. It applies the mobility of nodes to reduce the
sampling area and to build an internal grid to predict the behavior of
nodes. We investigate the properties of our technology and analyze its
performance. The simulation and analysis show that the proposed grid-
based MCL not only reduces localization error, but also improves the
sampling efficiency.

Keywords: WSNs · Grid-based MCL · Mobility

1 Introduction

Location awareness is important for wireless sensor networks since many appli-
cations such as environment monitoring, vehicle tracking, and mapping depend
on knowing the locations of sensor nodes [1,2]. Localization denotes the process
of identifying the own position in space, but placing GPS receivers in every node
or manually configuring locations is not cost-effective. Therefore, localization
schemes for sensor networks typically let a small number of seed nodes whose
location and protocols are already known(e.g., they are all equipped with GPS
receivers) [3] to broadcast their location messages around and then estimate the
location of other nodes according to the messages they received.

Solutions for localization in WSNs can be classified into two groups of algo-
rithms: range-based and range-free [4–6]. Range-based localization means that
distances between sensor nodes are estimated by using some physical properties
of communication signals [7,8], while range-free algorithms are often based only
on connectivity. A prominent example of range-free is the Monte Carlo localiza-
tion (MCL). MCL is designed for applications in which all nodes are able to move
freely in the deployment area. In certain applications, one can assume that nodes
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are mainly moving on a group of paths [9]. The authors in [10] proposed an path-
oriented approach (PO MCL). It directly applies the original MCL algorithm.
PO MCL builds grids for static paths but requires additional hardware (magne-
tometer) on the nodes, and it may cost many times of sampling to find a valid
sample. MCB [11,12] was proposed to reduce the sampling area. In this paper,
we propose grid-based mobility behavior and present an adapted solution based
on the MCL algorithm. We not only use the idea of MCB to improve sampling
efficiency, but also use a forecast grid to divide the application area into cells
to prognosticate the node’s direction of movement. The grid is updated dynam-
ically based on new observations from seed nodes. We show that by scheming
anchor boxes and the grid, a better sample prediction of node localization can
be achieved.

The rest of the paper is organized as follows. In Sect. 2, we present the
main idea of MCL and proposes grid-based MCL. In Sect. 3, we present our
experimental results. Finally, we conclude our work in Sect. 4.

2 Grid-Based MCL

2.1 MCL Algorithm

There are two main steps of MCL localization algorithms.
• Prediction step: In this step, a new sample is drawn from a circular sampling

area with radius rsarea = vmax × tcheck around its current position given by a
transition equation p(lt|lt−1). The probability of the current location based on
the previous location estimation is given by a uniform distribution (1).

p (lt|lt−1) =
{

1
π× vmax2 , d (lt, lt−1) ∈ [0, vmax)
0, d (lt, lt−1) /∈ [0, vmax)

(1)

• Filtering step: In this step, the set generated by the prediction step is put
into the filtering step which uses the observations to filter out impossible node
locations from the sample set. Each node keeps track of its rst-hop neighbor
seeds S and of its second-hop neighbor seeds T. The filtering condition for a
sample l is given in Eq. (2).

filter (l) = ∀ s ∈ S, d (l, s) ≤ r ∧ ∀s ∈ T, r < d (l, s) ≤ 2r (2)

However, the MCL algorithm has a large sampling area and the sampling
efficiency is not high. In order to obtain a sufficient number of valid samples,
continuous sampling is required, which reduces positioning efficiency. For making
better use of new observations from seed nodes, we propose a grid-based Monte
Carlo positioning algorithm in the next subsection. In Sect. 3, we will show the
results of the MCL algorithm simulation and compare it with the algorithm
(centroid and APIT) in the static network.
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2.2 The Key Idea of the Grid-Based MCL

The main process of this algorithm is similar to the MCL algorithm, with the
main difference being the selection of the sampling area and the establishment of
the prediction grid. The choice of sampling area lies in the construction of anchor
boxes and sample boxes and then the use of node mobility to reduce the sampling
area. The sampling area will be divided into cells by using the prediction grid.
Based on the observation from the seed node, the grid is updated. As long as
seed node information is available, the original MCL algorithm is performed
except that the sample is assigned the weight of its corresponding grid cell. The
grid-based MCL algorithm is shown in Algorithm 1.

Algorithm 1 Grid-based MCL algorithm
Require: Initial Lt = { }
Require: Initial |Ot| > 0

if |Ot| > 0 then
MCL();
UpdateGrid();

end if
EstOnGrid();

2.3 Theoretical Analysis of the Grid-Based MCL

• Selection of the sampling area: We use the idea of the MCB algorithm [6] to
select the sampling area and then rely on the mobility of the node to narrow
down the sampling area (Fig. 1).

(a) (b)

Fig. 1. Selection of the sampling area: a build sample boxes based on seed nodes;
b reducing the sampling box based on node mobility

As shown in Fig. 1a, the superposition region formed by the seed nodes A,
B, and C contains the node P to be measured, and then, the four endpoint
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coordinate expressions of the superposition region are calculated according to
Eq. 3. The maximum moving speed of the node P to be measured is vmax, and
the other nodes to be tested are the same. Therefore, each node can construct
a circular sampling area with its own position as the center and radius vmax,
as shown in Fig. 1b. These nodes have Markov characteristics, and the current
position of each node is only related to the previous moment.

{
Xmax = maxn

i (xi − r)
Ymax = maxn

i (yi − r)

{
Xmin = minn

i (xi − r)
Ymin = minn

i (yi − r) (3)

• The construction of prediction grid: A node can only be located in one
cell, and the entire grid cell can be divided into eight adjacent cells exactly. The
neighboring cells are marked with the corresponding basic directions. We assign
values for all grid cells, which indicate the probability of moving to this cell next,
as shown in Fig. 2.

(a) (b)

Fig. 2. The construction of prediction grid: a grid directions; b grid update process.

The size of the grid cells is an important parameter because they mainly
determine the memory overhead of the grid-based MCL. We are adjusting the
size of the grid cell based on vmax and tcheck. Since the maximum distance that
a node can travel between two location estimates is d = vmax × tcheck, we also
define the size of the grid unit as 2d/3, as shown in Fig. 2a. Obviously, as the
value of d is smaller, the resolution of the grid is higher, and the positioning of
the nodes can be more accurately mapped to the grid.

At the beginning, each of the grid cell is given an initial value of
0.1, because the information about the route has not yet been collected
and any block of the nine cells of the grid totals 1. Based on the obser-
vation from the seed node, the grid is updated so that the probability
of the cell to which the node has moved increases and the values of all
other neighbor cells decrease. The value of the probability increase Δinc

and the decrease Δdec is determined according to the values of cell ct in
Eq. 4, where α is a tunable parameter for adjusting the increase level.
A smaller value of α leads to a slower rate of increase in the probability that the
grid convergence rate will slow down.

Δinc =
α

value
, Δdec =

Δinc

8
(4)
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Fig. 3. Comparison of the estimated error of different localization techniques

3 Simulation Results

3.1 Analysis of MCL

We compare the MCL algorithm with the positioning algorithms (centroid algo-
rithm and APIT algorithm) in the static network under the main performance
indicators, such as node speed, seed density, node density, and degree of irregu-
larity, as shown in Fig. 3.

Figure 3 shows that mobility can improve the accuracy in WSNs. Our sim-
ulation experiments reveal that the MCL technique can provide accurate local-
ization even when the seed density is low, and network transmissions are highly
irregular.

3.2 Simulation Results of Grid-Based MCL

We compare the grid-based MCL with the MCL in terms of node speed, seed
density, node density, and degree of irregularity. As shown in Fig. 4, the trend of
the simulation curve of the grid-based MCL is similar to the MCL, because the
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Fig. 4. Comparison of the estimated error of grid-based MCL and MCL algorithm

grid-based MCL still follows the main idea of the MCL, although the grid-based
MCL has higher positioning accuracy and faster convergence speed.

Figure 4a illustrates the impact of node density. It performs poorly when
network density is below 6, but performs best when network density is larger
than 10. This is due to the fact that network density has a great impact on the
accuracy of hop count. Figure 4b shows that the accuracy of both grid-based
MCL and MCL improves as seed density increases since nodes will receive more
location announcements. The localization error of MCL and grid-based MCL
will almost converge to a single curve, although grid-based MCL still benefits
little from its improved particle weighting. In Fig. 4c, we investigate different
node velocities. Both algorithms benefit from an increasing node velocity in
the beginning, as periods without seed information are getting shorter as nodes
are moving faster. However, since the node velocities are larger than .8r, the
localization error is growing as nodes lose contact to seed nodes more often. We
use the degree of irregularity (doi) to denote the maximum radio range variation
in the direction of radio propagation. For example, if doi = 0.1, then the actual
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radio range in each direction is randomly chosen from [0.9r, 1.1r]. Figure 5d
shows the grid-based MCL and MCL techniques are not substantially affected
by doi.

4 Conclusion and Future Work

In this paper, we analyzed the MCL algorithm and proposed grid-based MCL,
a localization solution for mobility applications in WSNs. The grid-based MCL
uses node’s mobility to reduce the sampling area and builds grids to predict the
node’s movement behavior. In our approach, either the estimated error or the
sampling area can be reduced. The proposed grid-based MCL approach can be
applied to, but not limited to applications where nodes are moving on predefined
paths as in wildlife monitoring, car traffic, and so on. Future work may include
how different types of movement will affect localization and how our technologies
will be extended to provide security.

Acknowledgments. This work was supported by the National Natural Science Foun-
dation of China (61671138, 61731006) and was partly supported by the 111 Project
No. B17008.

References

1. Chien CH, Hsu CC, Wang WY, Kao WC, Chien CJ: Global localization of Monte
Carlo localization based on multi-objective particle swarm optimization. In: 2016
IEEE 6th international conference on consumer electronics-Berlin (ICCE-Berlin).
IEEE; 2016. p. 96–7.

2. Saarinen J, Andreasson H, Stoyanov T, Lilienthal AJ. Normal distributions trans-
form Monte-Carlo localization (NDT-MCL). In: 2013 IEEE/RSJ international con-
ference on intelligent robots and systems; Nov 2013. p. 382–9.

3. Nuss D, Yuan T, Krehl G, Stuebler M, Reuter S, Dietmayer K. Fusion of laser
and radar sensor data with a sequential Monte Carlo Bayesian occupancy filter.
In: 2015 IEEE intelligent vehicles symposium (IV); June 2015. p. 1074–81.

4. Doherty L, Pister KSJ, Ghaoui LE. Convex position estimation in wireless sen-
sor networks. In: Proceedings IEEE INFOCOM 2001. Conference on computer
communications. Twentieth annual joint conference of the IEEE computer and
communications society (Cat. No. 01CH37213), vol. 3; 2001. p. 1655–63.

5. Li CY, Li IH, Chien YH, Wang WY, Hsu CC. Improved Monte Carlo localiza-
tion with robust orientation estimation based on cloud computing. In: 2016 IEEE
congress on evolutionary computation (CEC); July 2016. p. 4522–7.

6. Adewumi OG, Djouani K, Kurien AM. RSSI based indoor and outdoor distance
estimation for localization in WSN. In: 2013 IEEE international conference on
industrial technology (ICIT); Feb 2013. p. 1534–9.

7. Bellili F, Amor SB, Affes S, Samet A. A new importance-sampling ml estimator
of time delays and angles of arrival in multipath environments. In: 2014 IEEE
international conference on acoustics, speech and signal processing (ICASSP); May
2014. p. 4219–23.



1346 Q. Tang and J. Liang

8. Al-Jazzar SO, Strangeways HJ, McLernon DC. 2-d angle of arrival estimation
using a one-dimensional antenna array. In: 2014 22nd European signal processing
conference (EUSIPCO); Sept 2014. p. 1905–9.

9. Militzer B, Driver KP. Development of path integral Monte Carlo simulations with
localized nodal surfaces for second-row elements. Phys Rev Lett. 2015;115:176403.
https://doi.org/10.1103/PhysRevLett.115.176403.

10. Hartung S, Kellner A, Rieck K, Hogrefe D. Monte Carlo localization for path-based
mobility in mobile wireless sensor networks. In: 2016 IEEE wireless communications
and networking conference; Apr 2016. p. 1–7.

11. Baggio A, Langendoen K. Monte Carlo localization for mobile wireless sensor
networks. Ad Hoc Netw. 2008;6(5):718–33. http://www.sciencedirect.com/science/
article/pii/S1570870507001242

12. Zhu H, Mao J, Wang L, Fu L, Guo N. The study on point average energy con-
sumption by Monte Carlo in large-scale wireless sensor networks. In: 2015 IEEE
international conference on information and automation; Aug 2015. p. 1700–3.

https://doi.org/10.1103/PhysRevLett.115.176403
http://www.sciencedirect.com/science/article/pii/S1570870507001242
http://www.sciencedirect.com/science/article/pii/S1570870507001242


WalkSLAM: A Walking Pattern-Based
Mobile SLAM Solution

Lin Ma1(&), Tianyang Fang1, and Danyang Qin2

1 School of Electronics and Information Engineering,
Harbin Institute of Technology, Harbin, China

malin@hit.edu.cn
2 Electrical Engineering College, Heilongjiang University, Harbin, China

Abstract. In indoor localization scenarios, a sheer coordinate with respect to a
basis is insufficient to indicate the users’ situation due to a lack of information
about landmarks distributed in the environments. To extract landmarks’ infor-
mation manually, however, is inefficient and thus vulnerable to changes of the
environments. Simultaneous localization and mapping can solve the localization
and landmarks’ information extracting problems. This paper presents Walk-
SLAM, a SLAM solution that estimates both the path taken by the user and the
locations of Wi-fi devices in the indoor space, using a smartphone. This solution
extends the previous work by introducing human walking patterns into the
specific SLAM problem. Experiments demonstrate that the improvement con-
sists of increased efficiency of the particle filter, and hence, of the overall
algorithm, and a better estimation of the user’s location and path.

Keywords: Indoor localization � Simultaneous localization and mapping �
Walking pattern � Walk ratio

1 Introduction

In the last decades, both military and civil have seen increasing need for efficient and
accurate location-based service. Location-based service, as its name indicates, controls
features and provides functions regarding location data of the users. Thus, the basis of
location-based service is to provide a location estimate of the user according to the
measurements of devices distributed in the environment taken by the user’s device,
which requires mapping measurements into exact locations.

In order to provide massive location-based service in large-scale indoor scenario
both efficiently and economically, the idea of using a smartphone to run SLAM
algorithm while the user carries it and walk around the indoor [1–3] space comes out
and draws researchers’ immediate attention. But the inaccurate nature of smartphone
sensors will lead to an undesirable uncertainty of both the location estimates and
landmark estimates.
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1.1 Related Work

Previous work has addressed this accuracy issue of smartphone SLAM in different
levels. SmartSLAM [3] used path-smoothing model and building orientation model to
supervise the heading orientation of the user in order to smooth the noisy path estimate;
simultaneously localization and configuring [1] used fixed step length model and EKF
to overcome the unreliability of motion measurements. However, fixed step length is
still not optimal. Some researches also focused on elimination of Gaussian noise in a
RSSI-based localization scenario [4].

This paper presents WalkSLAM, a SLAM solution runs on smartphones. Walk-
SLAM contributes previous work by adding human walking pattern elements into the
SLAM algorithm, both on prior stage and posterior stage. The evaluation on live data
shows a noticeable improvement on the path estimation and landmark estimation.

The rest of the paper is organized as follows: In Sect. 2, the problem statement and
the model are discussed. In Sect. 3, we introduce a new SLAM algorithm named
WalkSLAM. The implantation of WalkSLAM and some refining maneuvers are
introduced shortly after. In evaluation section, live data is analyzed and the average
errors of both path estimation and landmark estimation are discussed separately with a
comparison between WalkSLAM solution and common FastSLAM solution.

2 Problem Definition and Modeling

The original aim of the research is to map an indoor environment using a smartphone
without any prior information from the environment. The smartphone is capable of
motion sensing and RSSI observing, and in a common SLAM system, the motion
sensing ability guarantees the control info of a robot, where location estimation can be
extracted, and the RSSI observing achieved by Wi-fi module inside the smartphone can
obtain observation of the accessing points working as the landmarks. After this
thought, a hidden Markov model [5–7] can be applied to our scenario.

Figure 1 represents a hidden Markov model. The poses make the core Markov
chain, and in our situation, they are the locations on the path during the navigation; the
state transition means a step of the user is taken. Because we do not know the actual
coordinate of the locations, they become the hidden states.

s1 s2 s3 s4

z1 z2 z3 z4

u1 u2 u3 u4

s5

...

...

...

s0

observation

controls

poses

Fig. 1. Hidden Markov model in SLAM problems
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Now, we can effectively describe our problem as a SLAM problem. The poses are
the user’s location, and the current pose will be denoted st. Poses evolve according to
the motion model [7]:

st � pðstjut; st�1Þ ð1Þ

Among which st is the current pose, st�1 the previous, and ut the current control.
The control consists of motion measurements from the device, which in our case is the
smartphone. After initializing each pose, to map the surroundings, the device senses
landmarks using sensors. Sensor observations follow the measurement model:

zt � pðztjst; hÞ ð2Þ

where h is a set consisting of all the landmarks. Now, the SLAM problem can be
formulated. SLAM problem is to make a refined estimation of all landmarks h and all
poses st ¼ s0; s1; s2; . . .f g along the user’s path from the controls and observations,
which can be described as pðst; hjzt; utÞ. The controls, as stated above, are the motion
measurements from motion sensors on the phone, which indicates a step’s heading and
orientation. After an initialization of the starting pose, given previous and current
control, an estimate of the current state can be calculated. However, the motion sensors
are alarmingly inaccurate; thus, in further discussion, we decide to add some prior
information into the controls for better performance.

3 WalkSLAM

3.1 Particle Path Sampling

With the control and the observation of our SLAM system defined, we can present our
SLAM problem solution in the following steps with implantation details. As shown in
Fig. 2, the algorithm begins with the path particle sampling after the input of motion
measurements ut from motion sensors. Due to the nature of human walking pattern, we
do not sample the pose st directly but rather estimate the transition from st�1 to st which

is denoted ðst � st�1Þ
������!

.
The transition can be described as a combination of the fixed step length and the

heading. For the filtering of the heading direction, instead of the path-smoothing
method, we present a new filtering model:

xt ¼ xt�1; xt�1 � xtj j[ ex
xt; xt�1 � xtj j � ex

�
ð3Þ

The rationale behind this model is that first the motion sensor is pretty noisy and
unreliable according to previous reports [1, 8], and because of that, in some degree we
can safely ignore small direction changes without worrying too much about losing the
details of heading since Monte Carlo method involved in the sampling phase can
guarantee the coverage of most minor direction changes.
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After the path sampling, we get a set of path particles, and according to our design,
the next step should be landmark estimation, where we initialize and update the
landmarks’ locations using the observations. However, since our observation is the 1D
RSSI measurements, a single observation is not enough to initialize a landmark’s
location. Thankfully this problem can be solved using the range-only localization
model presented in [9], and the major requirement of this method is several consecutive
poses and relative observations.

The updating of landmarks is guided by the observations, so we need a filter to
refine the landmark location, in this situation a 2D coordinate, with 1D RSSI as the
observations. An extended Kalman filter can be applied to this situation, using the
method mentioned in [1].

3.2 Importance Weight Updating

In robotic SLAM systems, the only indicator of the reliability of a particle is how the
observation matches up the landmark estimations, and it is called importance weight
factor:

w½m�
t ¼ target distribution

proposal distribution
¼ p st;½m�jzt; ut� �

p st;½m�jzt�1; utð Þ ð4Þ

However, in our WalkSLAM scenario, another factor should be taken into con-
sideration to evaluate the degree of the particle path fitting human walking pattern [10],
specifically the walk ratio indicator [11]. For convenience, we call the original

Start

Motion 
measurements

Path particle 
sampling

RSSI 
observation

Landmark 
estimating

Weight 
Updating

N t
eff  > ε

Path particle 
resampling

NY

Fig. 2. SLAM algorithm loop. Notice that the dotted line connecting RSSI observation with
weight updating step means the observation takes part in the weight’s calculation
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importance weight factor observation factor (OF), and the walk ratio indicator walk
factor (WF). Then, the new weight becomes:

w½m�
t ¼ OF �WF ð5Þ

As the matter of implantation, for the calculation of OF, we can use the conclusion
from [7]:

OF ¼ p st;½m�jzt; ut� �
p st;½m�jzt�1; utð Þ �EKF

X
k

p ztjh½m�k ; s½m�t

� �
p h½m�k

� �
ð6Þ

Since we are always sure about the identity of each RSSI scan result, the equation
can be simplified to:

OF½m� ¼
X
k

p ztjh½m�k ; s½m�t

� �
ð7Þ

Then, we can calculate OF using the Gaussian function:

OF½m� ¼
X
k

f ztj h½m�k � s½m�t

��� ���; dx� �
ð8Þ

For the calculation of WF, since the proposal distribution is made to be a Gaussian
distribution, according to the Bayesian theory we can simplify the equation as:

WF½m� / p dt;½m�jDt;½m�; dWR

� �
ð9Þ

For implementation purpose, we first calculate the average WR of the path particle,

WR ¼ 1
n

Xn
k¼1

dk � Dk ð10Þ

Then, through a Gaussian function, we can get the WF of the particle as:

WF½m� ¼ f WRjR; dWR
� � ð11Þ

where dk is the step length and Dk the time that step costs. R is the average walk ratio of
a healthy man, and dWR the variance of walk ratio.

To sum up, the new weight updating model becomes:

w½m�
t ¼ f

1
n

Xn
k¼1

dk � DkjR; dWR

 !X
k

p ztjh½m�k ; s½m�t

� �
ð12Þ

WalkSLAM: A Walking Pattern-Based Mobile SLAM Solution 1351



Then, for further use, we normalize the weights:

w½m�
t ¼ w½m�

t

Xn
k¼1

wk
t

 !�1

ð13Þ

3.3 Resampling Particles

After getting the weights of the particle set, we now resample the particle set due to the
weight of each particle. To evaluate the effectiveness of a particle set using the weight
factor, the effectiveness index is introduced:

Nt
eff ¼

Xn
k¼1

wk
t

 !�1

ð14Þ

As shown in Fig. 2, every time the value of Nt
eff gets low enough, the resampling

step is triggered; this way we can resample only when we need to, to effectively use all
the particles and lower the time consumption.

4 Implementation and Evaluation

In the test, we choose a typical indoor scenario which is a floor of office with a long
corridor. The longest part of the corridor is 47.3 m at length, and the overall corridor is
3 m at width. Thirteen access points were accessible along the corridor. A live test in
comparison with the ground truth is given in Figs. 3 and 4. Since our goal is to estimate
both the path and the landmarks, the localization biases of them are evaluated.

Considering the additive nature of the pedometer bias, tests were run on different
lengths to indicate the difference made by navigating different lengths and the results
are given in Table 1, although due to the variance of step length the tests can only be
grouped by a range of distance they cover.

Fig. 3. Replay of a live test
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We can still conclude from the results that for a short run of the WalkSLAM, the
average localization error falls below 3.0 m, which is good enough for a room-level
localization scenario. Another essential factor of the evaluation is the localization error
of the landmarks. In the three long runs, 12 access points are all observable; thus, we
use them to calculate the error.

To better demonstrate the overall performance when localizing the landmarks, we
take each landmark estimation in each run as an individual landmark estimation and use
the cumulative distribution function to bring out the result. When compared to a
common FastSLAM run with an S1 model applied and one without, as shown in Fig. 5,
the improvement in performance of WalkSLAM is quite noticeable.

Fig. 4. Ground truth of the same test with a floorplan

Table 1. Result of three long tests and three short tests

Path length Test Localization error (m) Standard deviation

90–100 m 1 2.97 0.37
2 2.34 0.29
3 2.78 0.30

35–40 m 4 1.17 0.11
5 1.41 0.17
6 0.94 0.10

0 2 4 6 8 10
Localization error (m)

0

0.2

0.4

0.6

0.8

1

C
D

F

WalkSLAM
FS with S1 model
FastSLAM

Fig. 5. Comparison of landmark estimating performance between WalkSLAM and traditional
FastSLAM
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5 Conclusion

In this research, a simultaneous localization and mapping solution that focuses on
running on smartphones was developed. Compared to traditional SLAM solutions, in
this new solution, the human walking pattern was considered into the algorithm, with a
new sampling model and an advanced weight updating model presented, and the
implantation methods given in detail. Six live tests were run in a typical indoor
environment. The result indicated that the accuracy could fit a room-level localization
scenario and the landmark estimation performance of WalkSLAM is noticeably better
than that of a traditional solution.
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Abstract. In this paper, the time-frequency spatial smoothing MUSIC algo-
rithm (TF-SSMUSIC) for DOA estimation based on co-prime array is proposed.
The spatial smoothing MUSIC (SSMUSIC) is a typical DOA estimation algo-
rithm based on co-prime array. TF-SSMUSIC replaces SSMUSIC’s data
covariance matrix with a time-frequency distribution matrix, which leads to a
better DOA estimation performance. By selecting points in the time-frequency
domain, not only the signal-to-noise ratio (SNR) can be improved effectively,
but the signal interference in different time-frequency domains can be isolated.
The improvement of SNR makes TF-SSMUSIC have a more accurate DOA
estimation than SSMUSIC in the case of low SNR. Especially, if source signals
are separable in the time-frequency domain, TF-SSMUSIC can process them
solely. In this way, the angle resolution and the number of predictable source
signals can be improved greatly.

Keywords: DOA estimation � Time-frequency � Co-prime array � Spatial
smoothing MUSIC

1 Introduction

In recent years, co-prime array has attracted extensive attentions because of its own
characteristics: simple construction, large degree of freedom, etc. However, the DOA
estimation of co-prime array is faced with difficulties. Because the distance between
array elements includes multiple scales, the traditional algorithm is no longer appli-
cable. The spatial smoothing MUSIC (SSMUSIC) algorithm has solved this problem,
which is introduced in detail in [4–7]. Because of the increased array aperture, the angle
resolution is improved. By making effective use of the degree of freedom, the number
of predictable source signals can be improved obviously.

In order to further improve the performance of the SSMUSIC algorithm, the time-
frequency analysis method was introduced. The spatial time-frequency distribution
matrix is applied to the subspace-based algorithm and used to replace the covariance
matrix in the SSMUSIC algorithm for DOA estimation, which is called the time-
frequency spatial smoothing MUSIC algorithm. PWVD enhances the signal-to-noise
ratio and sort source signals in different time-frequency domains, which greatly
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improve the performance of DOA estimation [1–3, 8]. In the case of low SNR, the SNR
of the useful signal can be effectively improved by selecting points on the time-
frequency ridge of the signal, so the DOA estimation is more accurate. For source
signals which are separable in the time-frequency domain, TF-SSMUSIC can process
them solely. In this way, the angle resolution and the number of predictable source
signals in the time-frequency domain can be improved greatly.

The manuscript is organized as follows. The system model and the SSMUSIC
algorithm are briefly introduced in Sect. 2. In Sect. 3, we shall introduce the TF-
SSMUSIC algorithm in detail. In order to verify the performance of the TF-SSMUSIC
algorithm, the simulation results are given in Sect. 4. Lastly, the paper is concluded in
Sect. 5.

2 System Model

Figure 1 shows a co-prime array, consisting of a co-prime pair of uniform linear sub-
arrays. The first uniform linear array includes N array elements with an array element
spacing of Md. The second uniform array includes 2M − 1 arrays, and the element
spacing is Nd, where M and N are co-primes. The basic array element spacing is d = k/
2, where k is the wavelength of signals.

Since M and N are prime numbers, other array elements will not overlap except the
first array element. So, there are N + 2M − 1 array elements in total, which will result
in a continuation position from –MNd to MNd sets at least. In this way, we can get
2MN + 1 degrees of freedom from N + 2M − 1 physical elements. These elements are
located at:

S ¼ Mnd; 0� n�N � 1f g[ Nmd; 0�m� 2M � 1f g ð2:1Þ

Assuming there are P narrowband signals in the far field, the data received by the
co-prime array can be expressed as:

X k½ � ¼ AS k½ � þN k½ � ð2:2Þ

Among them, A = [a(h1) a(h2) ⋯ a(hp)] denotes the array manifold matrix, a(h)
denotes the N + 2M − 1 dimension steering vector and S[k] = [s1(k) s2(k) ⋯ sp(k)]

T

Position Md Nd MNd (2M-1)Nd

ULA1 ULA2

0 (N-1)Md(M-1)Nd

Fig. 1. System model
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denotes the kth snapshot of the source vector. The noise N[k] is assumed to be white
Gaussian noise.

Therefore, the array’s covariance matrix of the received data X(k) can be expressed
as:

Rxx ¼ E X kð ÞXH kð Þ� � ð2:3Þ

Vectorize Rxx:

z ¼ vec Rxxð Þ ¼ vec
XP
i¼1

r2i a hið ÞaH hið Þ
" #

þ q2ln ¼ B h1; . . .; hPð Þpþ q2L ð2:4Þ

where

B ¼ b h1ð Þ b h2ð Þ � � � b hPð Þ½ � ð2:5Þ

b hið Þ ¼ a� hið Þ � a hið Þ ð2:6Þ

p ¼ r21; . . .; r
2
P

� �T ð2:7Þ

L ¼ eT1 ; . . .; e
T
L

� � ð2:8Þ

Among them, ei (i = 1, …, L) is a column vector where the ith position is 1 and the
other positions are 0. z can be seen as a received signal model whose array manifold is
B, where p denotes the source vector and q 2L can be seen as a noise term.

At this time, each column of B is a longer array manifold, and its specific position is
determined by the position differences, including the position differences between the
sub-arrays:

� Mn� Nmð Þd; 0� n�N � 1; 0�m� 2M � 1f g ð2:9Þ

and the position differences of the two sub-arrays:

Mn1 � Nn2ð Þd; 0� n1; n2 � 2M � 1f g ð2:10Þ

Nm1 � Nm2ð Þd; 0�m1;m2 � 2M � 1f g ð2:11Þ

Sort these differences and reject the excesses. From these differences, continuous
position differences can be obtained from −MN to MN. This results in a new array
manifold B1, which is a subset of B, and the dimension is (2MN + 1)K. B1 can be seen
as an array manifold corresponding to an array containing 2MN + 1 array elements
whose position difference is from −MNd to MNd. Then, it is decomposed into MN + 1
overlapping sub-arrays, where the position of the ith sub-array is: {(−i + 1 + n)d |
n = 0, 1, …, MN} and the degree of freedom of each sub-array is MN + 1. Assuming
that Ai represents the array manifold of the ith sub-array, the corresponding sub-array
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receiving model is: zli ¼ Aipþ r2nei. The ith position of ei is 1, and the rest is 0. The
covariance matrix of each sub-array is: Ri ¼ zlizHli . Take the average of them to get the
final expression:

R ¼ 1
MN þ 1

XMNþ 1

i¼1

Ri ð2:12Þ

This matrix is called a spatial smoothing matrix, which is full rank. Therefore, the
subsequent steps can be performed with the MUSIC algorithm. In this way, MN source
signals can be estimated.

3 Time-Frequency Spatial Smoothing MUSIC

Before introducing the time-frequency spatial smoothing MUSIC algorithm, we first
introduce the spatial time-frequency distribution matrix. In discrete Cohen class
bilinear time-frequency transforms, express x(t) as xp(t) and xq(t) (p, q = 1, 2, …, M),
and then we can obtain the mutual time-frequency distribution among elements. We
can construct the spatial time-frequency distribution matrix by using these elements.

Cxx t; fð Þ ¼
Xþ1

l¼�1

Xþ1

k¼�1
/ k; lð Þ x tþ kþ lð ÞxH tþ k � lð Þe�j4pfl ð3:1Þ

where t denotes time, f denotes frequency and /(k, l) is a kernel function, which is a
function of time and delay. Substituting the received array signal model (2.2) into (3.1)
and taking the statistical average:

E Cxx t; fð Þf g ¼ ACss t; fð ÞAH þ r2IM ð3:2Þ

The formula (3.2) has a similar structure to the covariance matrix of the data
received from arrays, so it is called an array reception model in the time-frequency
domain.

When the kernel function /(k, l) = d(k − m), the time-frequency distribution is
Pseudo-Wigner–Ville distribution (PWVD), which has a good time-frequency floc-
culability. Spatial PWVD is defined as:

Cxx t; fð Þ ¼
XL�1ð Þ=2

s¼� L�1ð Þ=2
x tþ sð Þ xH t � sð Þe�j4pf s ð3:3Þ

where L denotes the length of the window function.
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The PWVD of the signal is expressed as:

Css t; fð Þ ¼
XL�1ð Þ=2

s¼� L�1ð Þ=2
s tþ sð Þ sH t � sð Þe�j4pf s ð3:4Þ

The spatial time-frequency distribution matrix can still be expressed by formula
(3.2).

The model shown in Eq. (3.2) is suitable for all the time-frequency points, and we
can use the time-frequency average method to choose points. For chirp signals which
contain noise, the energy of the signal in the time-frequency plane concentrates on the
vicinity of instantaneous frequency. The noise is evenly distributed in the entire time-
frequency plane. Therefore, selecting the time-frequency points along the signal time-
frequency ridge can increase signal-to-noise ratio effectively.

The ith diagonal element of the signals’ spatial time-frequency distribution matrix
Css (t, f) is:

Cdidi t; fð Þ ¼
XL�1ð Þ=2

s¼� L�1ð Þ=2
A2
i e

j ui tþ sð Þ�ui t�sð Þ½ �e�j4pf s ð3:5Þ

where ui tð Þ denotes the phase of the ith signal and Ai denotes the amplitude of the ith
signal.

For each signal, take N – L + 1 time-frequency points along the time-frequency
ridge, and then average them to obtain the average spatial time-frequency matrix, as
shown in the formula:

Ĉ ¼ 1
n0 N � Lþ 1ð Þ

Xn0
q¼1

XN�Lþ 1

i¼1

Cxx t; fq;i tð Þ
� � ð3:6Þ

fq,i (t) represents the instantaneous frequency of the qth signal at the ith sampling point,
taking a mathematical expectation on Ĉ:

C ¼ E Ĉ
� �

¼ L
n0

A0R0
ss A0� �H þ r2I ð3:7Þ

where

R0
ss ¼ diag A2

i ; i ¼ 1; 2; . . .; n0
� � ð3:8Þ

A0 ¼ a1; a2; . . .; an0½ � ð3:9Þ

only, n0 signals are considered here.
It has been proved that the spatial time-frequency distribution matrix has a similar

structure as a traditional array covariance matrix. Therefore, the STFD matrix can be
applied to the subspace-based algorithm to replace the covariance matrix in the spatial
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smoothing MUSIC algorithm. The spatial spectrum estimation of the signal can be
obtained by processing the STFD matrix. We call this the time-frequency smoothing
MUSIC algorithm.

4 Simulation Results

In this section, we present several numerical examples to evaluate the proposed
method. We will compare the performance of SSMUSIC and TF-SSMUSIC under
different conditions by simulation. Construct a co-prime array. In this array, M = 2,
N = 3, basic array element spacing d = k/2.

First, we consider a single source coming from 21°. Using the Monte Carlo method,
500 simulations, take 512 snapshots, and the SNR is varied from −20 to 10 dB in
increments of 2 dB. The comparison of SSMUSIC and TF-SSMUSIC is shown in
Fig. 2. In DOA estimation success rate, the estimated angle is rounded to an integer.

As shown in the simulation results, the TF-SSMUSIC algorithm is more accurate
and stable, especially in the case of low SNR. The energy of the source signal has a
good aggregation on the time-frequency ridge, but the noise is evenly distributed on the
time-frequency domain. By selecting points on the time-frequency ridge, the actual
SNR can be effectively improved. In this way, TF-SSMUSIC can have a better DOA
estimation performance.

In order to analyze the angle resolution, set two chirp sources and make the
direction of them approach gradually. Keep the SNR constant (SNR = 0 dB), and the
start and end frequencies of the two sources are: 0.2–0.3 and 0.3–0.4.

(a) Success Rate (b) RMSE

-20 -16 -12 -8 -4 0 4 8 10
0

0.2

0.4

0.6

0.8

1

SNR(dB)

SSMUSIC
TF-SSMUSIC

-20 -16 -12 -8 -4 0 4 8 10
0

0.5

1

1.5

2
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SNR(dB)

SSMUSIC
TF-SSMUSIC

Fig. 2. DOA estimation in the case of single source signal
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From Fig. 3, we can see that when the direction of arrivals is 0° and 4°, respec-
tively, the SSMUSIC algorithm cannot distinguish them, but the TF-SSMUSIC algo-
rithm can get the DOA clearly. The reason is that the source signals are separable in the
time-frequency domain, and the interference of others can be avoided by selecting
points in the time-frequency domain. So, as long as the two source signals are separable
in the time-frequency domain, they can be distinguished using the TF-SSMUSIC
algorithm no matter how close they are.

For co-prime array, using the SSMUSIC algorithm, continuous position differences
can be obtained from −MN to MN at least. In this part, we consider MN = 6 uncor-
related chirp sources with same SNR. The direction and the begin–end frequency of
them are shown in Table 1.

The result is shown in Fig. 4, and it can be seen from the simulation that both
algorithms can estimate the DOA of six source signals well. But, for the TF-SSMUSIC
algorithm, as long as the signal is separable in the time-frequency domain, it can
estimate more source signals regardless of M and N. There are eight sources that
estimate the DOA of them using TF-SSMUSIC. It can be seen from Fig. 4c
TF-SSMUSIC 2 that the DOA of them can be well estimated.

(a) SSMUSIC (b) TF-SSMUSIC 1 (c) TF-SSMUSIC 2
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Fig. 3. Angle resolution of SSMUSIC and TF-SSMUSIC

Table 1. Source signal settings

Signals 1 2 3 4 5 6

Frequency 0.1–0.15 0.15–0.2 0.2–0.25 0.25–0.3 0.3–0.35 0.35–0.4
DOA −55 −35 −15 0 20 40
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Consider six sources as shown in Table 1, and change the spacing between the
elements. The influence of the reduction in element spacing on TF-SSMUSIC is shown
in Fig. 5. For the SSMUSIC algorithm, the interference between source signals will be
more serious when the spacing between array elements is reduced, which makes it
difficult to reduce the element spacing. By using the frequency division feature of the
TF-SSMUSIC algorithm, high angle resolution can be maintained on the premise of
narrower array element spacing. However, if different source signals are inseparable in
the time-frequency domain, the DOA estimation performance of the TF-SSMUSIC
algorithm will be drastically reduced.

It can be seen from the simulation that the reduction in element spacing leads to a
decrease in the DOA estimation performance of SSMUSIC, and it has been unable to
estimate the direction of arrival correctly. However, TF-SSMUSIC can still estimate the
DOA correctly. When the spacing between the elements is further reduced, the results
of the TF-SSMUSIC algorithm are shown in Fig. 5.

(a) SSMUSIC (b) TF-SSMUSIC 1 (c) TF-SSMUSIC 2
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Fig. 4. Maximum number of predictable source signals
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Fig. 5. TF-SSMUSIC
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5 Conclusion

In this paper, the TF-SSMUSIC algorithm is proposed by replacing SSMUSIC’s data
covariance matrix with a time-frequency distribution matrix. TF-SSMUSIC algorithm
has the function of SNR enhancement and signal screening, which has been verified
through theoretical analysis and simulation. Therefore, TF-SSMUSIC algorithm has a
better estimation performance than SSMUSIC algorithm. However, TF-SSMUSIC
algorithm has its own limitation too. The signals processed by TF-SSMUSIC should be
separable in the time-frequency domain.
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Abstract. Optical-resolution photoacoustic microscopy (OR-PAM) has rapidly
emerging as tool for label-free morphology and function imaging of the
microvasculature in vivo with a high resolution. However, it is difficult to
achieve real-time imaging due to the limitation of data acquisition time.
Therefore, a sparse PAM (SPAM) has been proposed to obtain a high-resolution
PAM image with relatively low sampling density. In order to successfully set up
a SPAM system, the two key problems that we need to keep focus on are
designation of the compressive sampling scheme and the corresponding image
recovery algorithm. Typically, a random uniform sampling scheme is adopted.
In this paper, a non-uniform sampling scheme based on low-rank matrix
approximate is proposed to replace the conventional point-by-point scanning
scheme to implement fast data acquisition. The effectiveness of the proposed
non-uniform scanning scheme is validated using both numerical analysis and
PAM experiments. As compliments for SPAM system, the total sampling points
are dramatically decreased for a relatively high-resolution PAM vascular image
and to implement accelerated data acquisition. Thus, OR-PAM is of great
potential to find board biomedical applications in the pathophysiology studies of
tumor and treatments for anti-angiogenesis.

Keywords: Tumor angiogenesis � Optical-resolution photoacoustic
microscopy � Low-rank matrix approximate

1 Introduction

Angiogenesis is a hallmark of tumor growth, invasion, metastasis, etc. all [1–3]. Take
tumor growth as an example, regulated by a number grown factors secreted by tumor
cells, the remodeling of existing vasculature and forming of new microvascular results
in the morphology alteration of microvascular network [3, 4].

Medical imaging modalities such as magnetic resonance imaging and positron
emission tomography have been employed to study angiogenesis, but the micrometer-
level resolution limits their capacity to visualize the fine feature changes [3, 5, 6]. To
clearly visualize the finest micro-vessels in tumor angiogenesis, a spatial resolution of
*5 lm is required, which can be provided by optical-resolution photoacoustic

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 516,
https://doi.org/10.1007/978-981-13-6504-1_162

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_162&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_162&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_162&amp;domain=pdf
https://doi.org/10.1007/978-981-13-6504-1_162


microscopy (OR-PAM)—a technique that uses a tightly focused laser beam for pho-
toacoustic excitation [7, 8].

OR-PAM images are typically acquired with a point-by-point sampling scheme in
the field of view [9–11]. For OR-PAM, more researches are focused on the resolution
enhancement. Unfortunately, most of the methods sacrifice the imaging speed, such as
employing more measurements to get high-resolution images [12]. For example, the
spatially Fourier-encoded photoacoustic microscopy [13] proposed by Liang et al. In
their system, the measurements required are twice as many as the conventional OR-
PAM. Besides, the more the number of measurements the great challenge for the
system memory and the more is the radiation to tissues. Thus, a fast OR-PAM with a
relatively high resolution is preferred.

Like many other medical images [14–16], the sparsity of the PAM has been proven
[16–18] and thoughtfully explored by incorporated the technique of compressed
sensing. The final image is reconstructed from far less measurements [19–21]. Based
on that analysis, we have proposed a SPAM system to achieve fast imaging [11]. The
effectiveness of a SPAM system depends on many critical techniques, the most
important one being the compressive sampling scheme.

Typically, a random uniform scanning has been adopted. In our research [11], the
random uniform sampling mask is generated by a random uniform expander graph, for
it can be perfectly recovered by low-rank matrix completion (LRMC) [22, 23].
However, the significant part of the PAM image is ignored for uniform scanning. Thus,
a non-uniform sampling scheme is preferred, which could be acquired based on the
edge expander graphs. Therefore, different sampling density could be utilized for the
region of interest and other background areas to put more measurements on the sig-
nificant region of the image. This operation can further reduce the measurements.

However, the region of interest and other background areas could not be separated.
In this situation, more measurements may be focused on the principal components [24].
Based on that analysis, low-rank matrix approximate (LRMA) based non-uniform
sampling scheme is proposed for vascular imaging by OR-PAM.

In this paper, a LRMA-based non-uniform sampling scheme is investigated for
vascular PAM imaging. The paper is organized as follows. The proposed method is
presented in Sect. 2, including the theory of LRMA and the LRMA based non-uniform
sampling scheme. In Sect. 3, the results of both numerical and real PAM system have
been analyzed and discussed to validate the non-uniform sampling scheme. Conclu-
sions are drawn in the final section.

2 Methods

2.1 Low-Rank Analysis for PAM Vascular Images

The sparsity of the photoacoustic image has been verified in many researches. More
recently, the low-rank property has been incorporated into the field of photoacoustic
imaging.

To our knowledge, photoacoustic imaging is typically used in tumor and vasculature
imaging. As for the low-rank and non-uniform properties for PAM vascular images,
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compressive random sampling scheme has been proposed to cope with the redundancy
(sparsity) of the observed photoacoustic data to realize rapid data acquisition.

Therefore, the image reconstruction process is formulated into a LRMC problem.
Based on that analysis, the compressive sampling model for our system is defined as
follow:

D ¼ Kx; ð1Þ

where D is the incomplete compressive measurement data, x is the final desired PAM
image, and K is the random sampling mask. The goal is to recover x from D, which is a
typically LRMC problem. The problem is defined as:

min
x

rankðxÞ
s:t: D ¼ Kx

; ð2Þ

Unfortunately, the rank minimization problem in (2) is NP-hard, and so we solve
the following convex relaxation problem instead:

min
x

xk k�
s:t: D ¼ Kx

; ð3Þ

where xk k� is the nuclear norm of x.
According to the compressive sampling model, our interest is focused on two key

problems: the sampling scheme and the corresponding image recovery method. The
major contribution of our paper is the former problem. For the designation of K, the
edge expander has been incorporated to fully explore the low-rank and non-uniform
properties. However, the non-uniform property is not obvious for vascular image,
which means the region of interest cannot be point out from the background. But the
edge expander can only be used as uniform random sampling scheme in this situation.
Therefore, a LRMA-based sampling scheme has been proposed for PAM vascular
images in this paper.

2.2 Low-Rank Matrix Approximation

LRMA method is a fast way to solve the LRMC problem. The method is utilized to
obtain the non-uniform sampling mask to focus more measurements on the principal
component of vascular.

Given a matrix A 2 Rm�n and an integer r, r�minðm; nÞ, finding its LRMA matrix
B is a critical task in many technical fields. The problem has been described as:

min
x

A� Bk k2F
s:t: rank Bð Þ\r

; ð4Þ

Thus, the constraint here is the same for low-rank matrix completion problem.
Typically, the problem of LRMA can be solved by the truncated singular value
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decomposition (TSVD). In order to obtain B with rank (B) = r of A, the SVD of
A should be calculated first:

A ¼
Xn
i¼1

uiriv
T
i ð5Þ

For TSVD, the first-r singular values approximation is chosen as these of LRMA
results for A, which is

B ¼ Ar ¼
Xr

i¼1

uiriv
T
i ð6Þ

Take a numerical vascular image, for example, the dimension for the full rank
image, which is shown in Fig. 1a, is 256 � 256. The LRMA image obtained by TSVD
with r = 50 is shown in Fig. 1b. From Fig. 1, all the principal components of the
vascular were exacted by TSVD-based LRMA.

With the help of low-rank matrix approximate B, the non-uniform sampling mask
K could be obtained by the comparison between A and B,

Kij ¼ 1 if Aij � Bij

�� ��� T
0 otherwise

�
ð7Þ

where T is the threshold, which is determined by experience.

2.3 LRMA-Based Fast Non-uniform Sampling Scheme

In general, TSVD method is used in LRMA. However, it is time-consuming that all the
singular values should be calculated for TSVD. In this section, the bilateral random

Fig. 1. Low-rank approximation image of photoacoustic image. a Original image. b Low-rank
approximation image, rank is 50.
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projections (BRP) of matrix A 2 Rm�n are used to replace the SVD computation to
significantly reduce the time cost.

Assume that ~A is a fast rank r BRP approximation of A, the bilateral random
projection is

Y1 ¼ AA1

Y2 ¼ ATA2
ð8Þ

where both A1 2 Rn�r and A2 2 Rm�r are random matrixes. Therefore, the fast rank
r BRP approximation of A is

~A ¼ Y1 AT
2Y1

� ��1
YT
2 ð9Þ

The computation for ~A included a matrix inversion operation and three matrix
multiplication. Therefore, the computation cost for ~A is r2 2nþ rð Þþmnr which is
dramatically less than TSVD.

However, the decreasing rate of the singular values for vascular images is not fast
enough. In this case, the effect of Eq. (9) will be worsened. Therefore, a modified
version of BRP is utilized.

For the modified BRP, A0 ¼ AATð ÞqA is used to instead of A. Because these two
matrixes have the same singular values, while they have equal eigenvalues
ki A0ð Þ ¼ ki Að Þ2qþ 1. However, the decreasing rate of the singular values for A0 is much
faster than A. Based on that analysis, the BRP for A0 is defined as

Y1 ¼ A0A1

Y2 ¼ A0AT
2

ð10Þ

And the fast rank r matrix approximate for A0 is

~L ¼ Y1 AT
2Y1

� ��1
YT
2 ð11Þ

Here, the QR decomposition of Y1 and Y2 are computed to obtain ~L. Thus, the
LRMA is

L ¼ ð~LÞ2qþ 1 ¼ Q1 R1 AT
2Y1

� ��1
RT
2

h i 1
2qþ 1

QT
2

Y1 ¼ Q1R1

Y2 ¼ Q2R2

ð12Þ

In order to show a comparison study, Fig. 1a is still used to test the performance of
BRP-based LRMA method. The LRMA image obtained by BRP with r = 50 is shown
in Fig. 2b. From the result, all the principal components of the vascular were exacted
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by BRP-based LRMA. Even though there are many artifacts in BRP-based LRMA
image, there is no influence on the non-uniform sampling scheme with the help of
threshold T.

3 Experimental Results

The performance of the proposed non-uniform sampling mask based on LRMA was
investigated both by simulated and real PAM images involving quantitative and
qualitative analysis.

3.1 Results from Simulated Study

The simulated study is conducted to provide both qualitative and quantitative analysis.
Besides, the reference image has been carefully selected to simulate the property of
vascular, as shown in Fig. 3a. The dimension of the image is 500 � 500. The same
with our previous results, the compressive sampling image is acquired by downsam-
pling on the reference image according to sampling mask K [11].

In our paper, a non-uniform sampling mask based on LRMA has been proposed to
effectively improve the imaging speed by dramatically reduce the sampling points with
relative high resolution. As for vascular, the region of interest is not obvious, the edge
expander can only be used as uniform sampling mask. Our method focused on the
principal components is more appropriate.

Figure 3 shows the non-uniform sampling mask and the comparison results
between LRMA-based non-uniform scheme and edge expander-based uniform
schemes. Figure 3b shows the non-uniform sampling mask base on LRMA with the
sampling rate fixed at 0.5. From the sampling mask, the outline of the vascular could be

Fig. 2. Low-rank approximation image of photoacoustic image. a Original image. b BRP-based
Low-rank approximation image, rank is 50.
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found for more sampling points are focused on the principal components. The
recovered image under two sampling schemes is shown in Fig. 3c, d. The results show
that the two sampling schemes could acquire considerable results.

In order to better compare the two schemes, three quantitative parameters are
evaluated to illustrate the performance, mean square error (MSE), peak signal to noise
ratio (PSNR), and structural similarity (SSIM), which are defined as

MSE ¼
Xm
i¼1

Xn
j¼1

X � Yk k2=mn
� �

ð13Þ

PSNR ¼ 10 log10
2552

MSE

� 	
ð14Þ

Fig. 3. Result of non-uniform sampling based on low-rank matrix approximation with
BRP. a Original image. b Non-uniform sampling mask. c Recovered image with non-uniform
sampling scheme. d Recovered image with uniform sampling scheme.
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SSIM ¼ l X; Yð Þ � C X; Yð Þ � S X; Yð Þ

l X; Yð Þ ¼ 2lxly þC1

l2x þ l2y þC1
;

C X; Yð Þ ¼ 2rxry þC2

r2x þ r2y þC2

S X; Yð Þ ¼ rxy þC3

rxry þC3

ð14Þ

where X is the reference image and Y is the recovered image. lx and ly are the mean
value of X and Y, while rx and ry are the variance. Besides, rxy is covariance between
X and Y. The results are shown in Table 1. From all the three parameters, the proposed
sampling scheme shows a better result.

3.2 Results from Real PAM System

In this section, the feasibility of our non-uniform sampling scheme in practice has been
verified with our system. Figure 4 shows a schematic of the experimental OR-PAM
system, adapted from a conventional OR-PAM system. In order to achieve non-
uniform sampling, a compressive sampling scheme is utilized to realize rapid data
acquisition, and the corresponding image reconstruction problem is formulated as a
low-rank matrix completion problem.

As shown in Fig. 4, our system is modified from an OR-PAM system and can be
transferred to many other existing OR-PAM systems. The main modification is the
compressive sampling mode achieved by the optical scanner. The compressive sam-
pling employs a sampling mask K, which is a 0 � 1 matrix generated by the PC with a
user-defined sampling density k. Based on the sampling mask K, the X–Y linear stage is
controlled by a controller to achieve sparse optical scanning.

The mouse ears have complete vascular structure. Moreover, imaging tumor
angiogenesis on the mouse ear could avoid the respiratory and cardiac motion artifacts
from living animals [3]. So, the mouse ears are chosen as our imaging sample to image
the vascular as other previous studies.

The full sampling image (Fig. 5a) has been acquired to be a reference image to
better compare the non-uniform and uniform scheme in real system. The resolution of
conventional OR-PAM system could reach microvascular level. For comparison
between non-uniform and uniform sampling, both schemes are utilized to acquire the
incomplete observed data, as shown in Fig. 5b, c. The sampling rate is both fixed at
0.48. From the sampling mask, more sampling pints are focused on vascular for non-

Table 1. Performance indices for comparison between uniform and non-uniform sampling mask

Uniform Non-uniform

SSIM 0.9949 0.9957
MSE 3.5351e−06 2.8853e−06
PSNR 54.5160 dB 55.3980 dB
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uniform sampling mask. The corresponding recovery image is shown in Fig. 5e, f. The
recovery method we used is OPTSPACE. All the microvascular could be recovered by
both schemes. But there are more artifacts shown in Fig. 5e, which is non-uniform
sampling scheme.

The same quantitative analysis with numerical study, SSIM and PSNR are also
studied. The SSIM and PSNR for uniform sampling are 0.9172 and 39.5907 dB,
respectively. Further, the SSIM and PSNR for non-uniform sampling are 0.9898 and
47.0978 dB, respectively. Both parameters have shown significantly improvement.

In summary, non-uniform sampling scheme proposed for photoacoustic micro-
scopy imaging on vascular has obtained more complete sparse sampling data than the
uniform random sampling in real PAM experiments. Besides, in terms of the final
image recovery performance, non-uniform scheme still has achieved a better result.

4 Conclusion

In this paper, a LRMA-based non-uniform sampling scheme has been proposed. The
main idea of the paper is to obtain higher resolution image than uniform sampling
scheme by giving more observation to the principal component and recovery the
images from limited number of acquisitions. For the designation of LRMA-based non-
uniform sampling, BRP has been incorporated to accelerate the speed of sampling
mask generation by avoid the computation of SVD. Finally, the numerical and PAM
experiment results have validated that the proposed method can achieve fast data better
resolution imaging than uniform sampling in the compressive OR-PAM system.

Nd: YLF Pulse Laser Dye Laser

ND filter
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Mirror Mirror
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Fig. 4. Schematic of the experimental sparse PAM system.
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Fig. 5. Results of non-uniform sampling based on low-rank matrix approximation. a The full
sampling PAM image. b The uniform sampling PAM data. c Non-uniform sampling PAM data
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Abstract. In recent years, with the development of sensor technology
and wireless communication technology, wireless sensor network (WSN)
as the technology for information acquisition and processing is widely
applied in many fields. It is important for nodes to know their local-
izations for further applications. In this article, a range-free localization
algorithm in WSN that builds upon the Monte Carlo Localization (MCL)
algorithm is proposed. It concentrates on improving the sampling effi-
ciency by changing the weights of samples. More specifically, mobility is
used to improve the sampling efficiency to make sure MCL can perform
well even when the sample number is low.

Keywords: Wireless sensor network · Monte Carlo Localization
algorithm · Newton interpolation method · Sample weight

1 Introduction

WSN is a new technology filed based upon wireless communication technology,
sensor technology, and microelectromechanical system. WSN system includes
sensor node, sink node, and management node. Plenty of nodes can be set ran-
domly inside or near the sensor filed by throwing them down from a plane or
a rocket. Nodes in the sensor filed can form wireless networks through self-
organizing [1].

Nowadays, there are many applications of WSN. For instance, since WSN can
be set easily and the cost is not high, people are able to set sensors in those places
that are hard for humans to reach, sensors in WSN can collect the information
human needs to explore the area. However, receiving monitoring information of
nodes without knowing the position is meaningless, so it is crucial for nodes in
WSN to know their locations.
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In order to determine the locations of sensor nodes, the global positioning sys-
tem (GPS) is used, it provides with 3D localization based on direct line-of-sight
with at least four satellites. Theoretically, people can put GPS on every single
sensor nodes to get the location information. Those nodes with GPS which knows
their locations are called beacon nodes, and those nodes which have no idea of
their locations are called unknown nodes. However, if every node is equipped
with GPS, the price is often too high. As a result, we need to use as few beacon
nodes as possible to determine more unknown nodes locations.

The rest of the paper is organized as follows. Section 2 presents several local-
iztion methods adapted in WSN. Section 3 presents the main idea of MCL and
the improvement for MCL using Newton interpolation. Section 4 presents our
simulation results. Finally, we conclude our work in Sect. 5.

2 Localization in WSNs

In this section, we mainly introduce several localization protocols designed for
wireless sensor networks. Those protocols are traditionally classified in two types,
range-free and range-based.

2.1 Range-Based Localization Methods

Range-based localization methods mainly depend on special hardware to deter-
mine the distance or angles between different nodes, then use mathematical
methods to determine the location of the unknown node.

In common, there are several mathematical methods to determine the posi-
tion of unknown nodes using angle or distance information between nodes, for
example, trilateration method and triangulation method. As a result, it is crucial
to obtain the distance and angle information in WSN using other techniques.

Mostly, distance and angles can be determined using four techniques (AOA
[2], TOA [3], TDOA [4], and RSSI [5]). Although range-based localization meth-
ods always have high accuracy, most range-based methods depend on special
hardware making the cost pretty high. Also, in real environment, nodes in WSN
can be affected easily, making those methods unsuitable when nodes are mov-
ing. In order to be independent of hardware and counter range inaccuracies,
researchers developed range-free methods that depend uniquely on the informa-
tion a node receive from its neighbors.

2.2 Range-Free Localization Methods

Compared to range-based localization methods, range-free localization methods
do not rely on distance information or angle information. They can finish local-
ization with data as network connectivity and hop numbers. Range-free methods
can achieve high localization accuracy and do not require special hardware or
expensive facilities, making them one of the most potential localization tech-
niques in the future. For example, centroid method [6], DV-HOP method [7],
and APIT method [8], are commonly used in localization.
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3 Improved Monte Carlo Localization Algorithm Based
on Newton Interpolation

3.1 Monte Carlo Localization Algorithm

In 2004, Hu and Evans firstly come up with the idea that using Monte Carlo
method in WSN localization [9]. Normally, Monte Carlo method is used in deter-
mining location of robots. It is a range-free method so that it is low cost and
does not have high requirement for hardware. More importantly, Monte Carlo
localization (MCL) performs much better than other localization methods when
beacon nodes and unknown nodes are moving, which suits the real world envi-
ronment.

In MCL, the time is divided into discrete intervals. A sensor node realizes in
each time interval (the location can be described as Lt). The whole algorithm
has three steps, which are prediction step, filtering step, and sampling step.

In prediction step, a node starts its moving from its location in t − 1, which
is Lt−1. Assume the node has no idea of its moving speed and direction, but is
aware of its maximum velocity, vmax. If a node position in t − 1 is Lt−1, then
Lt should be contained in the circle with a radius vmax. Once the location of a
node in previous step is known, we are able to obtain the possible area the node
may be in the next time interval.

However, only knowing the possible area of nodes is not enough, so in filtering
step, we use the relationship between unknown nodes and beacon nodes to obtain
filtering conditions, hoping to restrain the possible area. In MCL, we assume
that all messages nodes send are received instantly. Hence, at time t, every node
within the radio range R of beacon nodes, is able to hear announcement from the
beacon nodes. If a beacon node can communicate directly with unknown nodes,
which means it is within the radio range R, it is called one-hop node. If a beacon
node cannot communicate with unknown nodes directly by itself, but it is able to
communicate with nodes via one-hop neighbors, then it is called two-hop node.
Formula (1) is used to present the filtering condition. In a time interval, we can
obtain one-hop list, S, and two-hop list, T from a node. According to S and T ,
we are able to get filtered area from (1).

filter (l) = ∀ s ∈ S, d (l, s) ≤ R ∧ ∀s ∈ T, R < d (l, s) ≤ 2R (1)

d(l, s) stands for the Euclidean distance between unknown node and beacon
node. With the filtering condition, the circle in prediction step can be reduced.

In sampling step, we use importance sampling, if a sample meets the filtering
condition, the weight is set as 1, otherwise, the weight is 0. After collecting
enough samples MCL needs, the average coordinate of samples are regarded as
the coordinate of the estimating position of unknown node in a time interval.
However, the degeneracy of the importance sampling is unavoidable since the
unconditional variance if the importance weight will increase. It is necessary
to do re-sampling if the number of samples is not enough. In MCL, a sample
threshold Neff is set as a standard for sampling.
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In the simulation, they adopt the random waypoint mobility model and vary
several parameters for both sensor nodes and WSN. In MCL, when localization
error reaches a balance phase, error in MCL is less than centroid algorithm
and amorphous algorithm. Maintaining more samples for MCL algorithm can
improve accuracy, but needs additional memory. From this simulation, we find
that MCL performs well in WSN when nodes are moving, and mobility can even
improve accuracy and reduce the costs of localization.

However, since MCL has high requirement for sample numbers, when the
area after filtering is small, it is difficult to obtain enough effective samples to
meet the threshold Neff , which means the algorithm will do re-sampling over
and over again. It increases the cost of the algorithm and cause time waste. As a
result, we suggest an improved MCL algorithm based on Newton interpolation,
fixing the problem by using the mobility of nodes.

3.2 Improved Monte Carlo Localization Algorithm Based
on Newton Interpolation

In MCL, the weight of samples is either 1 or 0. In our algorithm, we change
sample weight into numbers between 0 and 1 to increase localization accuracy.
Prediction step and filtering step stay the same. Because of inertia, the moving
track of nodes is continuous. Theoretically, a present position of node Lt can
be predicted by its previous location Lt−1, Lt−2, etc. In numerical analysis,
interpolation is often used to predict data from the information of its previous
value. So we adopt Newton interpolation in our prediction. Assume the position
of a node in Lt−1, Lt−2, Lt−3 is known, we use second phase Newton interpolation
(2) to determine its previous position Lt.

f (x) = f (x0) + (x − x0)f [x1, x0] + (x − x0)(x − x1)f [x2, x1, x0] (2)

f [x0, x1] stands for difference quotient of x0 and x1, the same as f [x0, x1, x2].
After computation, the predicted ndoe’s coordinates are shown as (3) and (4).

xpre = 3xt−1 − 3xt−2 + xt−3 (3)

ypre = 3yt−1 − 3yt−2 + yt−3 (4)

Since the predicted position follows the mobility track, a node has higher proba-
bility of moving to the position near the predicted position. By using this feature,
we can change samples’ weights. The nearer a node is to the predicted position,
the more contribution it has for localization, which means the importance weight
is also higher. In order to make the computation easy, we consider the recipro-
cal of the distance of samples and predicted location as the sample weight as
shown in (5). After normalization shown in (6), the sample weights are changed
to numbers between 0 and 1.

di =
√

(xi − xpre)2 + (yi − ypre)2 (5)
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wi =
1
di∑N
i=1

1
di

(6)

The final coordinate the algorithm provides is shown as (7) and (8)

xt =
N∑
i=1

xiwi (7)

yt =
N∑
i=1

yiwi (8)

If the predicted position does not follow the filtering condition, we still use
traditional MCL algorithm to finish localization in this time interval. And we
also have to set a sample number threshold in case of degeneration. However, the
threshold can be smaller than traditional MCL, for after fixing the importance
weights, a sample has more contribution to localization. This method improves
sampling efficiency by shortening the time MCL wastes on doing re-sampling.
When initializing the algorithm, the location of nodes, L1, L2, and L3 are deter-
mined by traditional MCL.

4 Evaluation

In WSN, doing simulation for nodes localization is an essential way to see the
advantages and disadvantages of an algorithm. In this paper, we use MATLAB to
run the test to show the localization result for improved MCL based on Newton
interpolation.

4.1 Simulation Parameters

In our experiment, the simulation parameters are shown as follows.

• Sensor nodes are randomly distributed in a 500 m × 500 m rectangular region.
• The number of unknown nodes is 320, while number of beacon nodes is 96.
• Both beacon nodes and unknown nodes can move in a velocity between 0

and vmax. In our experiment, a node cannot move faster than 50 m in a time
interval, which means vmax equals to 50 m.

• The radio range of nodes is 100 m, and all nodes are able to communicate
with other nodes if are within the radio range.

• The mobility model of nodes is random waypoint mobility model.
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Fig. 1. Impact of sample number: a for traditional MCL; b for improved MCL

4.2 Number of Samples

As we mentioned in the last section, improved MCL increases sampling efficiency.
We are going to prove that by comparing the influence the sample number has
for localization accuracy. For traditional MCL, samples numbers threshold are
set as four groups, 2 samples, 10 samples, 30 samples, and 50 samples. When
the sample number is lower than threshold, do re-sampling until sample number
equals to (or is higher than) threshold. The simulation result is shown as Fig. 1a.

The figure shows that maintaining more samples for MCL can definitely
increase localization accuracy. However, when sample number is around 30, the
effect of sample number is not obvious, especially when localization reaches its
balance phase. And if there is too many samples in sampling phase, the accuracy
is certainly high, but the computation cost can be high. Also, we cannot sacrifice
localization accuracy only to make the computation simple. For improved MCL,
sample numbers are set as three groups, 2 samples, 10 samples, and 30 samples.
In order to make the effect of Newton interpolation more obvious, we assume
that nodes move in certain track. The simulation result is shown as Fig. 1b.

The figures show that localization with high accuracy can also be achieved
even when sample number is low. However, when sample number is too small,
localization result may not be stable. This problem can be fixed when sample
number is high, for example, over 10 samples are enough for a stable localization.
This method fixes the problem that too much re-sampling process decreases the
sample efficiency.

4.3 Localization Accuracy Comparison

In last section, we can see that improved MCL algorithm increases sampling
efficiency. However, they are simulated in two different environments. In this
section, we will simulate two algorithms in the same environment, which means
nodes in both two algorithms follow the same moving track, to see whether the
accuracy has been sacrificed to decrease the sampling efficiency. The simulation
result is shown as Fig. 2.
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Fig. 2. Comparison of both algorithms

As is shown in Fig. 2, we can see that improved MCL does not affect the
localization accuracy, even increases it, although the improvement in accuracy
is not obvious.

5 Conclusion

Monte Carlo Localization algorithm is the first work to study range-free localiza-
tion in the presence of mobility, and it shows that mobility improves localization
accuracy, which is essential for localization in moving WSN.

However, MCL suffers from low sampling efficiency, mostly because of re-
sampling. Our work, Monte Carlo Localization based on Newton interpolation
increases sampling efficiency by adjusting sample weights due to their contri-
bution to localization. While increasing sampling efficiency, the improved MCL
algorithm still has high localization accuracy, even higher than traditional MCL.

However, there are still some disadvantages in the improved MCL algorithm.
For example, computing the distance between a sample and the predicted posi-
tion can be complex, which will increase the cost of the network. And when
predicted position does not follow the filtering condition, the algorithm is use-
less. As a result, many issues remain to be explored in future work to improve
those disadvantages mentioned above.
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Abstract. In the UAV path planning study, due to the relative movement of
multiple targets and the drone, long-term and large-scale UAV autonomous
tracking has not been achieved. Therefore, aiming at this problem, this paper
uses multiple moving target tracking algorithm to provide a real-time feedback
on target position, estimates the later motion state of the target according to its
position, and then performs the dynamic path planning by combining the
feedback data and the state estimation result. Finally, The UAV path is
optimized in real time. Experiments show that the proposed scheme can better
plan the UAV path when multiple targets are in motion, thus improving the
intelligence of the drone and the capability of long-time tracking.

Keywords: UAV � Target tracking � Motion estimation � Path planning

1 Introduction

Relying on the flexibility of UAV with the fast and low-cost remote sensing of the
high-definition cameras on board, UAVs have achieved a wide application in the field
of military and civil aviation remote sensing, communication relay, and so on. In the
aspect of moving target tracking by UAV, the existing autonomous tracking of the
single moving target has been extensively studied and applied [1]. However, as to the
problem of multiple moving target tracking, the UAV operation still relies on opera-
tor’s observing to control the UAV flight, and the autonomous flight path design has
not been realized. Therefore, this paper combines the tracking, prediction, and path
planning of single moving target by UAV, so as to realize UAV autonomous path
planning for multiple targets. In order to achieve long-term and large-scale UAV
autonomous tracking of multiple moving targets, this paper presents a solution. There
are N moving targets to be tracked, and a drone starts from a point to reach the
positions of these targets. After each target is visited once, the drone will return to the
starting point. The UAV path problem [2] means how to find the shortest path. To
realize the UAV autonomous path planning, this paper divides the scheme into three
steps.

The first step is to obtain the specific motion equation of the selected moving
targets. Because of the continuous relative movement of the drone and the targets, the
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target’s position will constantly change. To obtain the motion equation of the targets,
this paper adopts the method of target tracking. Correlation filter method is widely used
in the field of target tracking, due to its speed and accuracy, such as the KCF algorithm
proposed by Henriques [3]. KCF constructs a training sample of a circulant matrix
structure and transforms the solution of the problem into a discrete Fourier domain,
avoiding the process of matrix inversion, reducing the complexity of the algorithm, and
improving the tracking real-time performance. Therefore, the target position can be
effectively updated by the KCF algorithm.

The second step is to predict the positions of moving targets. Because the position
of a target is constantly changing, tracking its present position will lead to longer
tracking time. Therefore, this paper uses the method of estimating the target position to
optimize the UAV path. Due to the state change and uncertainty of moving targets,
Kalman filtering method [4] is used in this paper. Kalman filtering method is a time-
domain method which solves the problem based on state space. It has high applicability
to the estimation of moving targets that frequently change motion states, thus becoming
a universal machine learning method.

The last step is to use predicted positions to plan the UAV path, which means to
quickly and accurately design a non-repeating shortest path after obtaining the posi-
tions of the targets. This problem is called the traveling salesman problem (TSP) in the
unified research [5]. Due to the complexity of TSP, the time complexity of the exact
solution method is long. Therefore, ant colony algorithm is adopted instead of the exact
algorithm. The basic principle of ant colony algorithm uses pheromone to control the
direction of ant’s movement and autonomously and effectively approach the optimal
path ultimately [6]. Then, Stutzle [7] proposed the maximum and minimum ant colony
algorithm. Only the pheromone of the ant with the optimal algorithm is updated; thus,
the convergence speed of the algorithm is improved. Li [8] uses prior knowledge to
limit the increment of pheromone and increase the road weight factor to effectively
avoid the stagnation of the algorithm. Therefore, this paper combines the improved
methods of scholars to optimize the ant colony algorithm and thus solves the problem
of long solution time and falling into the local optimum in the route plan using ant
colony algorithm.

In general, to solve the problem of UAV autonomous flight path planning, this
paper presents a solution. First, the KCF algorithm is used to track multiple moving
targets to obtain the position and motion information of multiple moving targets. Then,
the Kalman filter method is used to predict the positions of the moving targets. Finally,
the improved ant colony algorithm is used to process the acquired information to
design a shortest UAV flight path to track multiple moving targets.

The scheme can realize the near-optimal drone flight path by means of computer
vision under the scene of UAV multiple moving targets tracking, thereby reducing
manual operations and improving the UAV autonomous flying capability.
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2 Algorithm Implementation

2.1 Overall Algorithm Flow

This paper presents an algorithmic process for UAV autonomous planning. Firstly, the
targets to be tracked are selected on the video sequence returned by the drone. Then,
the tracking algorithm is used to obtain the positions and state changes of the moving
targets, and the positions of the targets after a certain period of time are estimated
according to the position changes. After obtaining the estimated motion states, the
present path is optimized based on the present UAV path setting and the motion
estimation of the moving targets using the ant colony algorithm. Finally, when the
drone performs the calculated path flight, it updates the positions of the targets and the
path in real time to achieve the UAV path planning requirement for multiple moving
targets. The specific flowchart is shown in Fig. 1.

2.2 Target Tracking Algorithm

The KCF tracking algorithm completes target tracking by designing a ridge regression
classifier. The purpose of training the ridge regression classifier is to find a function
f ðxÞ ¼ wTx to obtain the minimum loss function:

min
w

X
i

ðf ðxi � yiÞ2 þ k wk k2Þ ð1Þ

Fig. 1. Flowchart of the algorithmic process
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where x ¼ ðx1; x2; . . .; xnÞ represents a sample of the tracking model, k represents a
regular term which prevents over-fitting, and w represents a solution parameter. Solve
the above equation and obtain:

w ¼ ðXTXþ kIÞ�1XTy ð2Þ

where X is the cyclic matrix, and y is a set of tag values for each sample. For samples
that cannot be classified in the original space, the kernel function is needed to map the
linearly inseparable patterns in the low-dimensional space to the high-dimensional
space. The format of the kernel function is as follows:

kðx; zÞ ¼ uðxÞuðzÞ ð3Þ

where kðx; zÞ is the kernel function, and uðxÞ and uðzÞ are mapping functions from
low-dimensional space to high-dimensional space. When the kernel function is used to
map the sample x to uðxÞ, in f ðxÞ ¼ wTx, the coefficient w is converted into a in the
dual space. Combine with the above formula and obtain:

a ¼ ðK þ kIÞ�1y ð4Þ

where K represents the mapped kernel matrix, Kij ¼ kðxi; xjÞ. In the tracking phase,
dense sampling is performed near the targets to obtain different tracking samples, and
then the ridge regression classifier is used to determine the final position information of
the targets. After that, the position information is further trained by the ridge regression
classifier again. The process is performed repeatedly to complete the tracking of targets.
The specific process is shown in Fig. 2.

Fig. 2. Flowchart of the KCF tracking algorithm
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2.3 Target Position Prediction

Kalman filter is a recursive estimator that implements the estimation of motion states
through the principle of feedback control. From the dynamic target tracking in the
previous step, the motion vector of the targets can be obtained. According to the
historical motion states of the targets, the current states of the targets can be predicted.
The basic state model of the targets includes the observation equation and the state
equation as follows:

Zk ¼ HkXk þVk

Xk;k�1 ¼ Ak;k�1Xk�1 þBk�1Uk�1

�
ð5Þ

where Zk represents the observed value of the target state, Hk represents the observation
matrix, Xk represents the real state at time k, Xk;k�1 represents the target state estimated
from the previous state, Ak;k�1 represents the state transition matrix from k − 1 to k,
Bk�1 represents the system control matrix at time k − 1, Uk�1 represents the noise that
influences the current motion law of the targets, such as acceleration and deceleration
of the moving targets, Q is the self-covariance of Uk�1, and Vk represents the obser-
vation noise, which in this experiment represents the deviation during the tracking
process. Therefore, the prediction equation of the next coordinate Xkþ 1;k and its
covariance matrix Pkþ 1;k can be obtained as:

Xkþ 1;k ¼ Akþ 1;kXk þBkUk

Pkþ 1;k ¼ Akþ 1;kPkAT
kþ 1;k þBkQkBT

k

�
ð6Þ

2.4 UAV Path Planning

This paper focuses on the optimization of ant colony algorithm which is slow in
convergence and easy to fall into the local optimal solution. The probability of stag-
nation of the algorithm is reduced by limiting the increment of pheromone update and
the dynamic change of volatile factors, also by using blending inheritance algorithm;
thus, the UAV dynamic path planning can be realized. The specific steps are as follows:

Step 1: Information initialization:

sijð0Þ ¼ m=dmin ð7Þ

where sijð0Þ represents the pheromone from target i to target j, m represents the number
of ants, and dmin represents the distance between the closest two targets.

Step 2: Path construction by all ant state transition.
Calculate the probability of transition of each ant k from target i to target j by the

following formula at time t:

pkijðtÞ ¼
saijðijÞgbijP

s2allowedk
saijðijÞgbij

; j 2 allowedk

0; other

8<
: ð8Þ
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where gijðtÞ ¼ 1=dij represents the degree of expectation of ants from target i to target j,
a represents the information heuristic factor, which indicates the influence of pher-
omone on the transition probability, b represents the expected heuristic factor, which
indicates the influence of visibility on the transition probability of ants, allowed ¼
f1; 2; . . .; ng � tabuk represents the targets which ant k has not visited, and tabuk
represents the targets that the ant k has passed.

Step 3: Pheromone update according to the steps which ants construct.
Ants will release pheromone on the path and update the pheromone locally

according to the following formula. In order to increase the difference between the best
and the worst paths, this paper adopts the maximum and minimum ant system to
strengthen the optimal solution and weaken the worst solution:

sijðtþ 1Þ ¼
ð1� qÞsijðtÞþ eðLworst � LbestÞ; if ij is the best path:
ð1� qÞsijðtÞ � eðLworst � LbestÞ; if ij is the worst path:
ð1� qÞsijðtÞ; other

8<
: ð9Þ

where q represents the pheromone volatility coefficient, e represents the pheromone
enhancement coefficient, and Lbest; Lworst represent the length of the optimal path and
the worst path, respectively, for all ants in this time.

Step 4: Update the number of iterations.
If the number of iterations is less than the set value Nmax, repeat step 2.
Finally, the ant colony will gradually converge on the best path through the con-

stant updating of pheromone. The specific process is shown in Fig. 3.

Fig. 3. Flowchart of ant colony algorithm
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3 Simulation Experiment

3.1 Single-Target Tracking Experiment

In order to demonstrate the effectiveness and feasibility of the algorithm, there are two
simulation experiments for the single-target tracking and multi-target tracking of UAV.

The first experiment is the simulation of UAV’s approaching a single moving
target. At first, a moving target is marked for tracking. Then, the marked target is
tracked by the KCF tracking algorithm to obtain the target motion and position
information, and the Kalman filter method is used to predict the moving target position.
There are two UAVs for comparison in the experiment, one of which is an experi-
mental UAV and the other is a comparison UAV. The experimental UAV is the UAV
that tracks pre-targeted positions, and the comparison UAV is the UAV that tracks the
current position of the target. In the experiment, the UAVs’ movement speed was set to
2 pixels per frame, and the target movement speed was about 1 pixel per frame. The
experimental results are shown in Fig. 4.

The result shows that the flight path of the experimental UAV is shifted in advance
to the moving direction, and the required path is relatively shorter. It means the
algorithm can improve tracking efficiency and optimize the UAV path.

3.2 Multi-target Tracking Experiment

The second experiment is the simulation of the path planning of multiple moving
targets for UAV. Based on the first experiment, this experiment expands the single
target to multi-targets, then by using the improved ant colony algorithm to plan the
UAV’s paths. The experimental results are as shown in Fig. 5.

The experimental result shows that the algorithm can effectively adapt to track the
targets’ movement and get the tracking sequence of the moving target to plan the
UAV’s paths. It means that the UAV path planning algorithm is feasibility. And at
the 50th frame, two UAVs have the same sequence of tracking the targets. But at 70
frames, the experimental UAV changed the tracking experimental, but the tracking
sequence of the comparison UAV did not change. At 90 frames, the tracking sequence

Fig. 4. Experimental results of the simulation of a single moving target
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of the comparison UAV changes to the same as that of the experimental UAV. It means
that the UAV path planning algorithm can effectively predict the moving target posi-
tions, and the algorithm can update the tracking sequence of the moving targets in
advance to optimize the UAV tracking path.

4 Conclusions

In this paper, aiming at the problem of UAV path planning for multiple moving targets,
firstly, the KCF algorithm is used to track the moving targets to obtain the positions of
the targets. Then, Kalman filter is used to predict the positions of the moving targets,
and finally, the improved ant colony algorithm is used to complete the dynamic path
planning to achieve the UAV path planning for multiple moving targets. The experi-
mental results show that the proposed scheme can effectively complete the dynamic
optimization of the UAV path, thus improving the intelligence of the drone in the scene
of multiple moving target tracking.
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Abstract. In wireless sensor network localization, many anchor nodes and
target node exchange information at specified time intervals to obtain the dis-
tance information between each anchor node and the target node. With this
information, the coordinates of the target node can be achieved through the
calculation of the positioning algorithm. However, as there are numerous neg-
ative factors like non-line-of-sight measurement, complex multipath fading,
which leads to high-level localization error. To improve localization accuracy,
an improved least square localization algorithm is proposed, which combines the
least square localization method with the statistical filtering optimization strat-
egy. The simulation results show that this algorithm can effectively reduce
localization error and achieve more accurate localization.

Keywords: Wireless sensor networks � Localization � Least square method �
Extended Kalman filter � Particle filter

1 Introduction

With the development of science and technology, people’s demand for localization is
increasing day by day, and the demand for localization accuracy is also greatly
increased. As a mature positioning scheme, GPS has good user experience and posi-
tioning accuracy in an open and unobstructed environment. However, after encoun-
tering obstacles, the satellite signal strength decreases greatly, which leads to a
significant decline in GPS positioning accuracy. And it is difficult to meet the
requirements of high-precision positioning results. Wireless sensor network localiza-
tion could solve the problem.

The use of wireless sensor network in a small range of high-precision positioning
has become the current trend. Wireless sensor network is a self-organizing network
composed of a large number of randomly distributed small nodes, which integrated
with sensors, data processing units, and communication modules. There are two import
steps in range-based localization method. Firstly, the distances between anchor nodes
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and unknown node (to be localized) should be estimated via a specific method. And
then localization result can be gained based on distances estimation results through
specific localization computation method. When we choose a suitable algorithm, we
can get high-precision positioning results.

The remainder of this paper is organized as follows: In Sect. 2, we review the
related research works. Section 3 introduces the least square method and its imple-
mentation principle. Section 4 describes the proposed improved localization algorithm
based on least square and statistical filtering strategy. Section 5 simulates the proposed
algorithm and compares it with other related works. Finally, we conclude this paper.

2 Related Works

There are numerous negative factors during distance estimation and localization
computation, which lead to different degrees of error in distance estimation and
localization error, or even more serious consequence. Therefore, in recent years,
scholars of various countries have proposed many optimization algorithms.

Literature [1] proposed a localization algorithm based on mobile anchor nodes. The
author used mobile anchor node localization to avoid the accumulation of localization
errors caused by multi-hop and long-distance transmission in wireless sensor networks.
Literature [2] proposed a moving anchor node localization estimation algorithm based
on weighted least square method. The author moves the anchor nodes along the linear
model [3, 4]; at the same time, using the weighted least square method reduces the
distance estimation error. This algorithm has good performance on localization esti-
mation [5]. In the literature [6], the author designed an indoor wireless localization
platform based on NanoLoc and used an improved particle filter algorithm. Compared
with the ordinary least square method, it had a certain improvement in accuracy. In the
literature [7], the problem of limited precision of the traditional least square localization
algorithm based on the received signal strength indicator (RSSI) is addressed. Starting
from the lower signal-to-noise influence, the author proposed a modified least square-
BFGS localization algorithm based on dynamic t-test [8]. In reference [9], the author
put forward a Monte Carlo mobile node localization algorithm based on least square
method. Based on the continuity of the movement, this algorithm used the method of
least square curve fitting and calculated where the unknown nodes may be in the next
moment.

3 The Least Square Localization Algorithm

The principle of least square localization algorithm is shown in Fig. 1. Take n reference
nodes as P1, P2, P3, …, Pn. We suppose their coordinates are x1; y2ð Þ; x2; y2ð Þ;
x3; y3ð Þ; . . .; xn; ynð Þ, respectively. The distance between them and the unknown node
D is d1; d2; d3; . . .; dn. And suppose the coordinate of point D is x; yð Þ, which to be
determined. According to geometric constraint relation among anchor nodes and
unknown node, we can get the equations as shown in (1).

1394 X. Yan et al.



ðx1 � xÞ2 þðy1 � yÞ2 ¼ d21
..
.

ðxn � xÞ2 þðyn � yÞ2 ¼ d2n

8><
>:

ð1Þ

According to the idea of least square method, the target node coordinate ðx; yÞ should
get the smallest error sum of squares between all measured distances di(i = 1, 2, …,

n) and its corresponding actual distances
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xð Þ2 þ yi � yð Þ2

q
. The equation can be

formed as followed.

min
x;y

Xn
i¼1

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xð Þ2 þ yi � yð Þ2

q
� xÞ2 D

m
e x; yð Þ ð2Þ

Taking the partial derivative to e x; yð Þ and let it be zero, we can get the equation as
followed.

de
dx

¼
Xn
i¼1

2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xð Þ2 þ yi � yð Þ2

q
� diÞ 2 xi � xð Þ � ð�1Þ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xð Þ2 þ yi � yð Þ2

q ¼ 0 ð3Þ

de
dy

¼
Xn
i¼1

2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xð Þ2 þ yi � yð Þ2

q
� diÞ 2 yi � yð Þ � ð�1Þ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xð Þ2 þ yi � yð Þ2

q ¼ 0 ð4Þ

Then, we can simplify them and get the equations as followed.

Pn
i¼1

li�di
l
i

xi � xð Þ ¼ 0

Pn
i¼1

li�di
l
i

xi � xð Þ ¼ 0

8>><
>>:

ð5Þ

The coordinates of target nodes can be obtained by solving the equations.

1P

1P
2P

3P

4PnP ..........

D

Fig. 1. Principle of least square localization algorithm
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4 The Improved Least Square Localization Algorithm

This section mainly introduces the optimized least square localization algorithm, which
uses extended Kalman filter or particle filter to optimize localization results to improve
localization accuracy. The following is mainly discussed for the nonlinear model.

4.1 The Least Square Localization Algorithm Based on Extended
Kalman Filtering

For nonlinear filtering system, transforming it into an approximate linear filtering
problem by linearization technique is a commonly used treatment method. And one of
the most widely used is extended Kalman filter method. Extended Kalman filter based
on linear Kalman filter, the core idea is that below. For a nonlinear system, we can
expand the nonlinear function f (*) and h (*) into Taylor series around the filter value
X kð Þ, and omit the second order and above terms. Then, we will get an approximate
linear model, and apply linear Kalman filter to estimate filter result and other processes.

The flowchart of extended Kalman filter localization algorithm is shown in Fig. 2.
First of all, an approximate linear model is obtained by local linearization of the

nonlinear motion model. For a nonlinear system, its dynamic equations can be
expressed as shown in (6) and (7).

X kþ 1ð Þ ¼ f k;X kð Þ½ � þG kð ÞW kð Þ ð6Þ

Z kð Þ ¼ h k;X kð Þ½ � þV kð Þ ð7Þ

Based on the local linearization characteristics of nonlinear functions, we can
expand the nonlinear function (6) and (7) into Taylor series in first order around the
filter value X̂ kð Þ. The equations can be formed as followed.

The state equation is presented as following:

X kþ 1ð Þ ¼ / kþ 1jkð ÞX kð ÞþG kð ÞW kð Þþ/ kð Þ ð8Þ

The observational equation is noted as follows:

Z kð Þ ¼ H kð ÞX kð Þþ y kð ÞþV kð Þ ð9Þ

where the matrix is defined as follows, respectively:

@f

@X̂ kð Þ ¼
@f X̂ kð Þ; k� �

@X̂ kð Þ

�����
X̂ kð Þ¼X kð Þ

¼ / kþ 1jkð Þ ð10Þ
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f X̂ kð Þ; k� �� @f
@X kð Þ

����
X̂ kð Þ¼X kð Þ

X̂ kð Þ ¼ / kð Þ ð11Þ

@h

@X̂ kð Þ

����
X kð Þ¼X̂ kð Þ

¼ H kð Þ ð12Þ

y kð Þ ¼ h X̂ kjk � 1ð Þ; k� �� @h

@X̂ kð Þ

����
X kð Þ¼X̂ kð Þ

X̂ kjk � 1ð Þ ð13Þ
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Fig. 2. Framework of extended Kalman filter localization algorithm based on least square
method
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After local linearization, we can use the basic equations of linear Kalman filter to
get the recurrence equations of extended Kalman filter.

One-step state prediction equation and covariance prediction equation are formed
as followed.

X̂ kjkþ 1ð Þ ¼ f ðX̂ kjkð ÞÞ ð14Þ

P kþ 1jkð Þ ¼ / kþ 1jkð ÞP kjkð Þ/T kþ 1jkð ÞþQ kþ 1ð Þ ð15Þ

Then, we can use the formula (16) to get the Kalman filter gain.

K kþ 1ð Þ ¼ P kþ 1jkð ÞHT kþ 1ð Þ H kþ 1ð ÞP kþ 1jkð ÞHT kþ 1ð ÞþR kþ 1jkð Þ� ��1

ð16Þ

Next, we can have the following equation for state optimization estimate:

X̂ kþ 1jkþ 1ð Þ ¼ X̂ kþ 1jkð ÞþK kþ 1ð Þ Z kþ 1ð Þ � h X̂ kþ 1jkð Þ� �� � ð17Þ

where Z kþ 1ð Þ is the localization result obtained by the least square localization
algorithm.

Finally, update the covariance with the following equation so that it can be used for
the next recursive calculation.

P kþ 1ð Þ ¼ I � K kþ 1ð ÞH kþ 1ð Þ½ �P kþ 1jkð Þ ð18Þ

We can recursively compute the above equations to obtain the filtering estimate of
the least square localization result.

4.2 The Least Square Localization Algorithm Based on Particle Filtering

Particle filter is an approximate Bayesian filtering algorithm based on Monte Carlo
simulation. Its core idea is to use some discrete random sampling points to approximate
the probability density function of system random variables. Based on that, we can use
the sample mean instead of the integral operation to obtain the minimum variance
estimate of the state.

The flowchart of particle filter localization algorithm is presented in Fig. 3.
For N particles, we need to make predictions based on the state transfer function

during sampling. The relationship is as follows.

XðiÞ
k � q XkjX ið Þ

0:k�1; Z1:k
� 	

ð19Þ

When calculating the weight, substitute D tð Þ ¼ Z tð Þ � Zpre tð Þ as the error value
into the weight calculation equation, where Zpre tð Þ is the observed value of the
sampling point and Z tð Þ is the localization result obtained by the least square method.
The choice of Z tð Þ affects the accuracy of the filter estimation.
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Based on the position of the particle, we can get the corresponding weight. This
estimation method will determine the effect of each particle, and by re-sampling, it will
remove some particles that have little effect on the estimation of the filter. Then, we can
estimate a result with the highest probability, which is our optimized localization result,
by the weighted average method.

5 Evaluation

In this section, we will validate and evaluate the performance of our optimized least
square localization algorithm. The performance of the localization is evaluated in terms
of localization accuracy and computation time. We adopt absolute localization error
(eER) to indicate localization accuracy, which is calculated according to (20), where eER
is the absolute localization error, (x̂n, ŷn) is the localization result of the unknown node,
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Fig. 3. Framework of particle filter localization algorithm based on least square method
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(xn; yn) is the exact coordinate of unknown node, n is the serial number of the local-
ization point, and N is the total number of localization experiments. The smaller the eER
is, the more accurate the localization result becomes. Computational time can reflect the
cost of the algorithm.

eER¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn � x̂nð Þ2 þ yn � ŷnð Þ2

q
ð20Þ

During the simulation, five anchor nodes were randomly distributed in the
100 m * 100 m motion region. The simulation results are shown in Figs. 4, 5, and 6.
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Under the nonlinear model, the localization trajectory obtained by different local-
ization methods is illustrated in Fig. 4. It can be seen from Fig. 4 that all three
localization methods can basically complete the task of localization.

Figure 5 is a comparison of localization errors of the three localization methods.
Based on the distance between nodes measured by the wireless sensor, the least square
localization algorithm can get the location result by solving the equation. However, due
to noise and error, this algorithm has a relatively large localization error. As for
extended Kalman filter algorithm based on the least square method, the localization
error is reduced compared with the result before optimization. At the same time,
localization errors fluctuate less. Least square localization algorithm based on particle
filter has the best localization accuracy most of the time. However, because of accu-
mulative error, the localization error will gradually increase.

Comparison of calculation time of three localization methods is shown in Fig. 6.
The calculation time can reflect the overhead problem of the algorithm. In areas where
real-time requirements are relatively high, this indicator is extremely concerned. As can
be seen from Fig. 6, the least square method and the extended Kalman filter local-
ization algorithm based on the least square method have shorter calculation time and
better real-time performance. As for the particle filter localization algorithm based on
the least square method, it has longer calculation time and more overhead than the
previous two algorithms. Therefore, it is suitable for applications where the demand for
localization accuracy is high, but the demand for real-time performance is not superior.

6 Conclusion

To improve the localization accuracy with a nonlinear dynamic model, we proposed an
optimized least square localization algorithm. It can also be divided into two types of
algorithms, which are based on the extended Kalman filter algorithm and the particle
filter algorithm, respectively. In these two methods, we take advantage of filtering
estimates to minimize the impact of negative factor during the localization procedure.
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Relative to least square localization method, EKF algorithm based on the least square
method has higher accuracy with approximate efficiency. As for PF algorithm based on
the least square method, it has higher accuracy but less computational efficiency rel-
ative to the EKF.
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Abstract. Accurate and reliable distance information is essential to a
variety of wireless applications, and ultra-wideband (UWB) signal can
theoretically achieve centimeter-level ranging accuracy. In this paper, we
design and implement an UWB-based anti-lose system, using commercial
ScenSor DWM1000 module. The centimeter-level ranging accuracy of
the system is shown under both line-of-sight (LoS) and non-line-of-sight
(NLoS) experimental conditions.

1 Introduction

Accurate and reliable distance information is essential to a variety of wireless
applications, such as anti-lose devices, indoor/outdoor positioning and naviga-
tion, and wireless sensor networks [1]. High-accuracy ranging can be achieved by
using high-resolution time measurement, which is reversal to the bandwidth of
the ranging signal [2]. Ultra-wideband (UWB) signal has huge bandwidth, i.e.,
more than 500 MHz, thus it can theoretically achieve centimeter-level ranging
accuracy [3].

In this paper, we design and implement an UWB-based anti-lose system using
ScenSor DWM1000 module, which is the first commercial module conformed to
the IEEE 802.15.4a standard with low cost [4]. In the experiments, ranging
performance is measured under two perpendicular antenna radiation angles and
two signal prorogation conditions, i.e., line-of-sight (LoS) and non-line-of-sight
(NLoS).

The rest of the paper is organized as follows. Section 2 introduces the design
and implementation of the anti-loss system. Section 3 gives the experimental
ranging results. A conclusion in Sect. 4 wraps up this paper.

c© Springer Nature Singapore Pte Ltd. 2020
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https://doi.org/10.1007/978-981-13-6504-1_166

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6504-1_166&domain=pdf
https://doi.org/10.1007/978-981-13-6504-1_166


1404 Y. Wang and Y. Yuan

2 System Design and Implementation

The anti-loss system contains a pair of nodes; the distance between them is mea-
sured using two-way time-of-arrival (TW-ToA) ranging protocol [5], as shown in
Fig. 1. The distance between node A and node B is calculated by

d̂AB = c · t̂p = c ·
(
tARTT − tBTAT

2

)
, (1)

where c is the propagation speed of UWB signal, t̂p is the calculated propagation
time, tARTT is the round-trip-time (RTT) measured by node A, and tBTAT is the
turn-around-time (TAT) measured by node B.

Each node in Fig. 1 contains four subsystems, as shown in Fig. 2; they are
power subsystem, UWB ranging subsystem, micro-controller subsystem, and
alarm subsystem.

Fig. 1. TW-ToA ranging protocol.

The key element of the UWB ranging subsystem is ScenSor DWM1000 mod-
ule and its peripheral circuit, which integrates DW1000 chip, onboard antenna,
power management, clock management, and serial peripheral interface (SPI).
By using DWM1000 module, the size of ranging node can be reduced and the
RF circuit design is omitted. The micro-controller subsystem can configure the
registers of DWM1000 and control its send/receive status via SPI.
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Fig. 2. Hardware structure of the ranging node.

The micro-controller subsystem adopts low-power and ARM-embedded
STM32F411 chip. By designing the embedded program, the micro-controller can
read the ranging information from the UWB ranging subsystem and transmit
this information to the computer display via SPI to conduct ranging experiments.

The power subsystem uses single lithium battery TP054 to provide 5V power
source, which can be charged by USB port.

The alarm subsystem contains a buzzer and a 2-bit dial switch. By using the
2-bit dial switch, there are four kinds of alarm distance settings; they are 0.5, 1,
5, and 10 m. If the ranging result is larger than the setting distance, the buzzer
will produce the alarm sound.

The implemented ranging node is shown in Fig. 3.

Fig. 3. UWB ranging node prototype.
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3 Experimental Ranging Results

In our ranging experiments, one ranging node is fixed on a tripod, the other
ranging node is mounted on a moving cart. The distance between two nodes is
preset, and the increasing distance step is 1 m. For each distance, 50 ranging
measurements are carried out and recorded. We define the ranging error between
node A and node B as

eAB =
∣∣∣d̂AB − dAB

∣∣∣ , (2)

where d̂AB is the measured distance between node A and node B, and dAB is
the real distance between them.

In the first experiment, we measure the ranging accuracy for two perpendicu-
lar directions, i.e., 0◦ and 90◦, between the antenna on each ranging node in the
indoor environments, since the antenna gain is different for different directions.
Two antennas on two nodes are parallel for 0◦, and two antennas on two nodes
are perpendicular for 90◦.

The cumulative distribution function (CDF) for two directions is shown in
Figs. 4 and 5. Under both 0◦ and 90◦ directions, the ranging error is less than
0.07 m with about 50% probability, and less than 0.15 m with about 90% prob-
ability.

Fig. 4. CDF of 0◦ direction.

The box plot for two directions is shown in Figs. 6 and 7. Although the
median for both directions is small, the outliers for 90◦ are larger than that
for 0◦.
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Fig. 5. CDF of 90◦ direction.

Fig. 6. Box plot of 0◦ direction.

In the second experiment, we compare the ranging accuracy for LoS and
NLoS conditions. The experimental setting is shown in Fig. 8, where the NLoS
condition is caused by a wooden door with 10 cm thickness.
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Fig. 7. Box plot of 90◦ direction.

Fig. 8. LoS and NLoS ranging experimental settings.

The CDF for ranging error in LoS and NLoS conditions is shown in Figs. 9
and 10, respectively. Under LoS condition, the ranging error is less than 0.1 m
with about 50% probability, and less than 0.13 m with about 90% probability.
Under NLoS condition, the ranging error is less than 0.17 m with about 50%
probability, and less than 0.25 m with about 90% probability.
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Fig. 9. CDF of LoS condition.

Fig. 10. CDF of NLoS condition.

The box plot for ranging error in LoS and NLoS conditions is shown in
Figs. 11 and 12, respectively. The ranging error becomes larger in NLoS condition
due to the signal block by the door. Even in the NLoS condition, the ranging
error is relatively low thanks to the good penetrating property of UWB signal.
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Fig. 11. Box plot of LoS condition.

Fig. 12. Box plot of NLoS condition.

4 Conclusions

In this paper, an UWB-based anti-loss system is design and implemented. The
centimeter-level accuracy of the system is shown under both LoS and NLoS
experimental environments.

Acknowledgments. This work was supported by the Scientific Research Plan Project
of the Committee of Education in Tianjin (No. JW1708).
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Abstract. Localization technology has been widely applied in various
fields such as military investigation, natural disaster prevention, address
search, and travel route planning. In order to guarantee the coverage
range and localization performance of localization technology in both
indoor and outdoor environments, research on indoor and outdoor seam-
less localization using global navigation satellite system (GNSS) and
wireless local area network (WLAN) has attracted lots of attention. In
this paper, a seamless localization method based on GNSS and WLAN is
proposed. The method is able to switch smoothly from GNSS to WLAN
localization in indoor and outdoor environments and outperforms either
the GNSS localization or WLAN trilateration localization.

Keywords: Global Navigation Satellite System · Wireless Local Area
Network · Seamless Localization · Trilateration

1 Introduction

In recent years, with the emergence of smart terminal devices and the rapid
development of Internet of Things, people have more demands on location-
based services (LBS) [1–3]. In outdoor environments, people can get satisfac-
tory LBS with global navigation satellite system (GNSS) that consists of Bei-
dou, GLONASS, global positioning system (GPS), and so on [4,5]. However,
in indoor environments, satellite signals that are blocked by buildings are usu-
ally very weak [6]. The terminal devices can occasionally receive the satellite
signals indoors. So indoor localization has been one of the research hot spots.
Currently, wireless local area network (WLAN) is almost ubiquitous in people’s
daily life. WLAN-based indoor localization systems are able to meet the people’s
requirements for high-accuracy and low-cost LBS [7,8]. Therefore, in order to
achieve seamless localization in indoor and outdoor environments, we propose an
indoor and outdoor seamless localization method based on GNSS and WLAN.
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The proposed localization method has strong localization reliability and is able
to switch smoothly from GNSS to WLAN localization in indoor and outdoor
environments.

2 Related Localization Methods

2.1 Satellite-Based Localization

Satellite-based localization technology usually locates a terminal device with
four satellites as shown in Fig. 1. The ground terminal device measures the
satellite signals and computes the location coordinates and clock bias. Let the
device location coordinates be (x, y, z), ith satellite location and satellite time
be (xi, yi, zi, si) , i = 1, 2, 3, 4, the signal reception time denoted by the terminal
device clock be t′i, and the true signal reception time from ith satellite be ti =
t′i − b, where b is the clock bias of the terminal device. For ith satellite, we can
have the distance between the terminal device and ith satellite as follows:

di = (t′i − b − si) × c (1)

where c is the speed of light and di =
√

(xi − x)2 + (yi − y)2 + (zi − z)2.
When four satellites are available, we have four equations to determine the four
unknown parameters (x, y, z, b).

Fig. 1. Satellite-Based Localization Method

2.2 WLAN Trilateration Localization

When WLAN signals are transmitted, there will be power loss that is closely
related to the propagation distance. WLAN trilateration localization is actually
based on this relationship to obtain the propagation distances between a terminal
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device and access points (APs). In our experiment, we use the propagation model
denoted by (2) to estimate the distances.

r = −(10N log10 d + A) (2)

where, r is the RSS value measured by a WLAN terminal device, d is the dis-
tance between the terminal device and an AP, N and A are propagation model
parameters. With the propagation model, three distances between the termi-
nal device and APs are estimated, then WLAN trilateration localization can be
performed [5].

3 Experimental Setup and Results of GNSS and WLAN
Localization

3.1 Experimental Setup

The experimental area is a part of the top floor of the School of Computer
Science and Technology in Nanjing Tech University. As shown in Fig. 2, there
is an outdoor terrace with dimensions of 20.4 m × 9.2 m, which makes the floor
a proper experimental area for indoor and outdoor seamless localization. We
totally select 46 testing points (TPs) with 0.6 m gaps in the outdoor terrace and
indoor office area denoted by the green dots. We collect satellite signals and RSS
samples using an OPPO smart phone. The smart phone is placed on a tripod
with a height of 1.2 m.

Fig. 2. Experimental Area Plan.
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3.2 GNSS Localization Experiment

As shown in Fig. 2, 20 TPs are in the outdoor terrace and the other 26 TPs are
in the indoor environment. We find that when we enter into the building from
the terrace about 4 meters, satellite signals are difficult to obtain. Therefore,
besides the 20 outdoor TPs, we collect satellite signals at extra six indoor TPs
and calculate the localization results of the 26 TPs using GNSS. Then, we trans-
form the localization results into a coordinate system we establish based on the
experimental area plan. Within the signal collection duration, some latitude and
longitude outliers appear, which may be caused by the ionosphere or troposphere
effects, satellite clock errors, or human interference factors. In order to improve
the localization accuracy, we filter the outliers and then sample the data. The
means of the latitude and longitude are used to compute the localization coor-
dinates. As shown in Fig. 3, the localization errors of the 26 TPs are calculated
and the mean error is 5.13 m.

Fig. 3. GNSS Localization Errors.

3.3 WLAN Localization Experiment

The WLAN localization experiment is also carried out under the experimental
area shown in Fig. 2. A total of six APs of WLAN are mounted in the exper-
imental area with a height of 2.2 m and 60 RSS samples are collected at each
TP. After filtering the RSS outliers from the six APs, the means of RSS samples
collected at each TP are shown in Fig. 4.

According to empirical data, we set the propagation model parameters N
and A be 1.73 and 21.31, respectively. Using the RSS data measured at each
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Fig. 4. Means of RSS Samples Collected at TPs.

Fig. 5. Trilateration Localization Results.

TP, the distances between each TP and three corresponding APs are computed,
so trilateration localization can be performed. The localization results as well
as actual locations of TPs and APs are shown in Fig. 5. The mean error of the
WLAN trilateration localization is 6.91 m.
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4 Experiment of Indoor and Outdoor Seamless
Localization

The experimental area can be divided into three subareas: GNSS localization
subarea, handover subarea, and WLAN localization subarea. Satellite signals
are used in the GNSS localization subarea and RSS data are used in the WLAN
localization subarea. In the handover subarea, RSS may be strong and satellite
signals are also available, so localization method can be selected according to a
handover mechanism. We select the nearest three APs to the handover subarea
that are AP3, AP5, and AP6, and set an RSS threshold Trss be −65 dBm for
localization method selection. When the measured RSS values from the near-
est three APs are smaller than −65 dBm, then GNSS localization is selected in
the handover subarea. If these RSS values are equal or greater than the thresh-
old Trss, then the counting parameter α increases by 1, otherwise the counting
parameter α will multiply with a reduction rate β, which can be denoted by:

{
α (i) = α (i − 1) + 1, rss (i) ≥ Trss

α (i) = α (i − 1) × β, rss (i) < Trss

(3)

After the counting parameter α is greater than a counting threshold, which
means the RSS values are equal or greater than the threshold Trss for a while,
then WLAN-based trilateration localization is applied. The general flowchart of
the handover mechanism is shown in Fig. 6.

Fig. 6. Means of RSS Samples Collected at TPs.
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From the experimental results, we find that the localization coordinates of
outdoor TP1, TP2, . . ., TP18 are computed using GNSS localization and the
localization coordinates of the other TPs are computed using WLAN trilater-
ation localization. The localization errors of all the TPs are shown in Fig. 7.
After performing the indoor and outdoor seamless localization, the mean error
of the localization results is reduced to 4.60 m. Compared with the mean errors
of 5.13 m using GNSS localization only and 6.91 m using WLAN trilateration
localization only, the proposed indoor and outdoor seamless localization method
outperforms any of the two localization methods.

Fig. 7. Seamless Localization Errors.

5 Conclusions

This paper proposes an indoor and outdoor seamless localization method based
on GNSS and WLAN. The method utilizes a handover mechanism to achieve
seamless localization using GNSS and WLAN. The handover mechanism is used
to select the GNSS localization or WLAN trilateration localization in the han-
dover subarea. The experiment is performed in a real environment with an out-
door terrace and indoor office area. The experimental results demonstrate that
the proposed indoor and outdoor seamless localization method using GNSS and
WLAN outperforms either the GNSS localization or WLAN trilateration local-
ization.
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Abstract. Land subsidence is a geological disaster caused by natural
or human activities. The rate of change in early settlements is often
extremely small and presents a challenge to monitoring. This experiment
includes BeiDou positioning, multiple antenna, and high-precision base-
line solution. It developed the BeiDou deformation monitoring system
and used static relative positioning for high-precision land subsidence
monitoring. We have adopted integrated hardware design, equipped with
a variety of communication modules, satellite receivers, and embedded
module in one. In addition, we have developed the corresponding com-
munication protocol for data transmission. Finally, a corresponding mon-
itoring interface software was designed on the client to intuitively reflect
the settlement process in a graphical manner.

Keywords: Land subsidence · Baseline solution · High-precision
positioning

1 Introduction

Since entering the twenty-first century, China has made remarkable achievements
in the process of modernization. However, in the process of rapid development,
many potential hidden dangers are often ignored by people. Land subsidence is
one of them, which is a kind of local subsidence movement caused by the loosen-
ing of underground structures and stratum crushing due to human engineering
activities, resulting in the reduction of the elevation of the upper crust.

The secondary consequences of land subsidence have caused heavy casualties
and loss of social wealth. In order to avoid or reduce the disasters caused by land
subsidence, it is necessary to carry out effective monitoring in the early stage of
land subsidence.

Current monitoring methods are mainly divided into traditional manual mon-
itoring and automatic monitoring systems. In the last century, land subsidence
monitoring has been dominated by traditional methods which is often difficult
c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (eds.), Communications, Signal Processing,
and Systems, Lecture Notes in Electrical Engineering 516,
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to meet the monitoring needs due to the poor accuracy. With the development
of information, communication, and automation technology, automatic monitor-
ing system has been rapidly developed in recent years. Compared to traditional
methods, the automatic monitoring system has advantages such as real time,
accuracy, and stability.

2 Measurement Technology

There are many ways in traditional geodesy, such as leveling, GNSS, InSAR, and
layerwise mark [1]. Among them, GNSS measurement technology has been devel-
oped rapidly in the past decades. It may provide high-precision three-dimensional
coordinate which can be widely used in land subsidence monitoring. The relative
baseline precision of GNSS can achieve 110−7.

Current GNSS measurement technology mainly includes precise point posi-
tioning (PPP), differential positioning, and network real-time kinematic (RTK).

2.1 Precise Point Positioning

Precise point positioning, also called as absolute positioning, uses single receiver
for positioning. GNSS performances are optimal in an open sky when many
satellites are in view and the signals are uncorrupted [2]. After years of develop-
ment, PPP has been widely used in high-precision measurement, satellite orbit
determination, aeronautical measurements, and surface deformation monitoring.
The system architecture of PPP is relatively simple, while precise satellite orbit
and clock products required by it always suffer a latency [3].

Traditional precise point positioning using undifferenced and ionosphere-
free pseudo-range and phase combination measurements can obtain positioning
results of centimeter level [4].

2.2 Differential Positioning

Differential positioning, also known as relative positioning, places some GPS
receivers as reference station for observation. Based on the known precise coor-
dinates of the reference station, the distance correction to satellite is calculated,
and the reference station sends data continuously. After years of improvement,
real-time differential positioning technology has been well developed which can
significantly improve the positioning accuracy and reliability [5].

2.3 Network RTK

Network RTK is a new technology based on continuous operation reference sta-
tion (CORS) network and conventional RTK technology which have been widely
used in real-time high-precision navigation, survey, and mapping [6].
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3 Land Subsidence Monitoring System

For a real-time precise positioning service, at least three components including
precise orbit determination (POD), precise clock estimation (PCE), and precise
point positioning (PPP) are necessary.

Multi-global navigation satellite system (GNSS) combined positioning [7] has
become an inevitable trend in GNSS-based navigation. In addition to BeiDou as
the main reference, the system also introduced GPS, GLONASS, and GALILEO
auxiliary navigation systems.

3.1 System Schematic

The automatic land subsidence monitoring system mainly includes data receiving
system, communication network, and monitoring center as Fig. 1 shows.

The receiving system consists of several GNSS stations, and satellite raw
data will be transmitted to communication modules and then be forwarded to
communication network to the cloud server.

Data of all the station will be transmitted to the solution terminal. When
completed, results will be uploaded to the cloud server and broadcast to the
monitoring center.

Fig. 1. Land subsidence monitoring system

3.2 Receiving System

In order to obtain data in a specific format and verify it, commands need
inputting to the serial port of GNSS receiver. As for stability and safety, and rel-
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atively low real-time requirements, ARM embedded modules are recommended
to be applied in the subsystem.

The GNSS receiver and ARM embedded module together form a receiv-
ing system. Orbit and ephemeris parameters will be transmitted to the GNSS
receiver through high-frequency (HF) antenna. ARM embedded module is
responsible for messaging with the receiver and as the controlling core.

3.3 Communication Network and Monitoring Center

In actual situations, the reference point of geological stability often exceeds the
distance of the monitoring point beyond the scope of the general local area
network, so that the cloud server will play the role of forwarding data.

4 Data Processing

The processing of GPS measurements adopts GAMIT/GLOBK, which is a
comprehensive GPS analysis package developed by MIT, Scripps Institution of
Oceanography, and Harvard University [8]. IRTF2000 is adopted as reference
frame, and the model is set to the baseline solution (detailed in Fig. 2) with an
interval of 24 h.

Fig. 2. Process of baseline solution

4.1 Basline Solution

The principle of the baseline solution can be summarized in the following steps:

(1) Adjustment initialization: Uncertain parameters can be solved based on the
double-differenced observables, and the error equation is as follows.
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Undetermined parameters:

̂X =

[

̂X C
̂X N

]

(1)

Cofactor matrix of the undetermined parameters:

Q =
[

Q
̂XC

̂XC
Q

̂XC
̂XN

Q
̂XN

̂XC
Q

̂XN
̂XN

]

(2)

After initialization, the variable of integer ambiguity is obtained.
(2) Determination of ambiguity: There are many ways to confirm the ambiguity.

Now, a more reliable and reliable way is based on the search method which
takes each ambiguity as the origin and then uses the error as a radius to
confirm the integer solution of all the ambiguities.

(3) Determination of baseline fix solution: When confirming the integer solution
of ambiguity, baseline integer solution [9] that the integer ambiguity located
can be obtained. The integer solution can be used as a reference, which is
helpful to the subsequent baseline solution, and to evaluate the quality of
baseline.

4.2 Kalman Filtering

The essence of GLOBK is a Kalman filter, which makes the best estimate of the
system state by analyzing the input and output observation data [10].

The Kalman filter estimates the process through a form of feedback control:
The filter estimates the process state at a certain time and then obtains the
feedback as a measurement. Therefore, the Kalman filter equations are divided
into two groups: time-updated and measured equations, which can be expressed
as follows:

x̂k
− = Ax̂k−1 + Bûk−1 (3)

Pk
− = APk−1A

T + Q (4)

Kk = Pk
−HT (HPk

−HT + R)−1 (5)

x̂k = x̂k
− + K(zk − Hx̂k

−) (6)

Pk = (I − KkH)Pk
− (7)

The schematic diagram of Kalman filter is detailed in Fig. 3.
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Fig. 3. Process of Kalman filtering

5 Results and Analysis

To simulate the actual settlement, observation antenna was placed on a precision
mobile platform with an precision of 0.1 mm. The platform was moved in the
vertical direction of 1.0 cm on March 24.

5.1 Results

Table 1 and Fig. 4 show the daily average observations from 23 to 28, which
reflect the average change trend of the elevation. Compared with the actual
adjustment, the absolute measurement accuracy has reached mm level.

Table 1. Daily average settlement data

Station Date Altitude (m) Settlement (mm)

NJ-01 March 23 154.0375 0

NJ-01 March 24 154.0327 4.8

NJ-01 March 25 154.0275 10

NJ-01 March 26 154.0269 10.6

NJ-01 March 27 154.0273 10.2

NJ-01 March 28 154.0273 10.2

5.2 Error Analysis

The data of March 23 is taken as a benchmark to analyze the accuracy of the
system.



1426 Y. Chen et al.

Fig. 4. Settlement curve

In order to quantitatively reflect the accuracy, it is necessary to introduce
absolute difference and standard deviation which can be expressed as follows:

σ =

√

∑N
i=1 (Si − Savg)

2

N
(8)

According to the data in Table 1, substituting them into formula (8) respec-
tively, the average absolute error and standard deviation can be calculated as
1.2 and 2.2 mm, having reached the mm level.

6 Conclusions

The chapter first introduced the current situation, background, and hazards of
land subsidence in China. In order to take necessary measures in time for the
hidden safety hazards of land subsidence, high-precision areas need to be moni-
tored in real time. However, traditional monitoring methods have been difficult to
meet the monitoring needs. Therefore, automated subsidence monitoring systems
using modern communications, computer science, and satellite navigation tech-
nologies have emerged. With the completion of the BeiDou navigation system,
more and more GNSS receivers are now beginning to be compatible with BeiDou
Navigation Satellite System (BDS) information. Compared with other naviga-
tion systems, BeiDou provides unique short message communication means on
the basis of ensuring safety, reliability, and high performance and can be used
as an emergency communication method when a disaster occurs. Therefore, this
experiment uses BDS as the main body and uses GPS, GLONASS, etc., as aux-
iliary references to establish a multi-mode fusion ground subsidence monitoring
system to ensure the positioning accuracy in the case of real time and stability.
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Abstract. The mobility and feasibility of mobile ad hoc networks (MANETs)
have to deeply rely on the accurate location information to support multiple
applications. A wrong announced location of a node may cause some serious
consequences. Thus, the localization and the location security should be con-
sidered as important parts of the whole design of the MANETs. In the traditional
way, the location verification schemes need complex calculation and multi-step
communication with base stations and other vehicles, which are strengthen the
burden of the MANETs routings and increased the complexity of protocol. In
this paper, an improved multi-layer location verification system (MLVS) based
on the optimal common neighbor’s knowledge between claimer and verifier in
MANETs is been proposed and discussed. In this system, each node in
MANETs could have a trust value, and a mutually shared token scheme is
provided to make the decision of the MLVS. Furthermore, the MLVS shows a
reliable performance on the ability of attacker defense and accuracy in high node
density networks.

Keywords: Mobile ad hoc networks � Location verification system � MLVS �
Location security

1 Introduction

As several innovative technologies of multi-hop ad networks, the mobile ad hoc net-
works (MANETs), it has been one of the most popular and interesting topics for
researchers. The major characteristic of MANETs is that many mobile terminals and
low-cost sensors are consisted, and the packets are delivered between wireless inter-
faces following the geographic routing. To achieve a better performance and support
possible applications, some localization schemes should be deployed into sensors and
terminals, such as Global Positioning Systems (GPS). However, the openness and
public ability of the wireless communication makes that the localization of MANETs
could be easily attacked by malicious nodes [1]. Hence, the accuracy of the location
information plays a significant role to protect the sensors’ privacy, and the way to
authenticate location information has been concerned [2–6]. Figure 1 illustrates the
basic concept of location verification.
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A basic binary rule is proposed for location verification system between claimer
and verifier in [7]. However, some measurements are difficult to acquire without line-
of-sight (LOS). Therefore, the cooperative nodes’ location communication scheme is
proposed with the protocol and routing techniques’ help [8, 9]. Compared to the other
routing techniques, geographic routing has got foremost attention for information
transmission in vehicular communication [10–12], and the information of neighbors
can be obtained [13].

In this paper, a two-layer location verification system with neighbors’ knowledge in
mobile ad hoc networks is proposed; it follows the basic principle of mutually shared
region-based location verification (MSRLV) in WSNs [14]. In layer one, LVS would
roughly eliminate some malicious nodes and create a trust value table for nodes. Then,
in layer two, the trust weight of common neighbors would be signed as the preparation
to create a mutually shared model; the selected common neighbors in shared region
between verifier and claimant provide the common knowledge to both verifier and
claimant. With the information collected from neighbors, the system shows a good
performance with higher node density. However, the location error would be increased
in sparse MANETs.

2 System Model

In this section, some assumptions are considered for the network as follows: The
mobile terminals and sensors have the same wireless transmission range r; assume that
the network contains N nodes. Some of them are malicious nodes nm; which may
provide a fake location to others. The nodes’ location is assumed to be obtained by
GPS which is considered as the true location neglecting the localization error; we
assume that the node (source) who sends the data first is not a malicious node, and
following the protocol, the hops between source and destination must do the location
verification before the data transmission.

The transmitted data of nodes is ni datai; Li; RVif g, where datai is the data trans-
mitted by the node ni, Li is the announced location, and RVi is a random value which
would be discussed in next section.

Location
1.Announce the location

2.Collect information

3.Location verification Location 

Fig. 1. Basic concept of location verification

Multi-layer Location Verification System in MANETs 1429



2.1 Layer 1: Trust Value Table (TV)

The trust value table (TV) is constructed by several factors which are RSSI, moving
direction and relative speed.

The RSSI is capable of roughly eliminating some malicious nodes who provide
fake locations. The node n could obtain the received signal power Pr

nj from its one-hop

neighbors nj to measure the distance dnj using RSSI. At the same time, the Pr
n�j
could be

calculated with announced location from nj with dn�j . In ideal state, the malicious node

could pass the estimation only if dnj ¼ dn�j . However, considering the mobility of the

MANETs, some error may be caused by complex wireless environment. In this term, a
filter could be proposed to eliminate some malicious points with the threshold a; the
neighbors who pass the distance filter can consist into a set Sneighbor with their different
level.

bi ¼ 1� Pr
nj � Pr

n�j

��� ���=Pr
n�j

ð1Þ

where bi is the i-th neighbor’s distance different level of ni. The bi would be stored in

Sneighbor n; bn; Pr
nj � Pr

n�j

��� ���\a
n o

. However, the RSSI could only eliminate some mali-

cious nodes which fake their location with a large distance difference; in some cases,
the system may be suffered from the similar distance-based malicious node (SDM
attack). Hence, a mutually shared region token scheme (MSR) is considered to deploy
as layer two of the LVS [14]. To achieve a better performance, a trust value is regarded
as the standard about common neighbors’ selection in layer two. The probability that
the neighbors passed the distance filtering, the relative speed and the relative distance
between verifier and claimant are the factors contributing to the trust value. The model
of the network is shown in Fig. 2, the node n could be seen as the verifier nv, and the
next-hop node could be seen as the claimant nc.

Fig. 2. Sensors and mobile terminals in network
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We assume the speed of nv,nc, and ni are sv, sv and si, respectively, which the unit is
m/s. The speed difference level c is calculated by the following equation:

ci ¼ 1� sv � sij j þ sv � sij j
2si

ð2Þ

The distance difference between the verifier and claimant level l is measured with:

li ¼
r

dv�i þ dv�c
ð3Þ

where dv�i is the distance between the verifier and the i-th neighbor, and dv�c is the
distance between the claimant and i-th neighbor; the location information is acquired
from the GPS. r is the communication range. Hence, the trust value TVni of the i-th
neighbor is represented by Eq. (4):

TVni ¼ ci þ li þ bi ð4Þ

2.2 Layer 2: Mutually Shared Token Scheme

As Fig. 2 shows, when the nodes finished the distance filtering, it could collect RVif g
into a packet datancmst from the common neighbors, the mutually shared token follows
the bellowing calculation:

MSTnc ¼ fni 2 SCN : TVni [u; datancmst ¼
X

RVig ð5Þ

where u is a threshold of trust value depending on the wireless environment, and SCN
is the set of common neighbors. And then datancmst would be sent to nv. As the packet
received by the verifier nv, the nv would do mutually shared token in the same way:

MSTnv ¼ fnj 2 SCN� : TVnj [u; datancmst ¼
X

RVjg ð6Þ

and if the MSTnc matched with MSTnv MSTnc ¼ MSTnvð Þ, the location information of
nc could be accepted and regarded the nc as the next-hop node.

3 Performance Analysis

We assume that the malicious nodes nmk fake its location and broadcast a wrong

location to the transmission environment n�mk
L�mk

n o
, L�mk

6¼ Ltruemk
. With the suitable

selection of common neighbors, the verifier and the claimant can receive the same
MST. However, if a malicious node pretends its position at a wrong place, such as the
situation shows in Fig. 3, even it is an SDM attack, it is hard to collect all necessary
packets from signed nodes. Hence, the multi-layer location verification system can
defense several attacks discussed above.
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The performance is evaluated in terms of the ability of the malicious nodes rejection
and the location error in different situation. The simulations are built on the MATLAB.
The parameter of the simulation is shown in Table 1 which is similar to the [15].

The ability of the malicious nodes’ defense means that the probability of location
error has been discovered under the MLVS. It is assumed that the total number of the
malicious nodes is Nm, and the times that packets sent to a malicious node in i-th
simulation can be regarded as Ti

m. Then the location error eL happened in the MANETs
with multi-layer location verification is following the equation:

Fig. 3. Mutually shared region model with malicious nodes

Table 1. Parameters of the simulation

Parameters Values Parameters Values

Simulation area 1000 � 1000 m2 Propagation Shadowing

Nodes’ speed 0–10 m/s MAC data rate 10 Mps
Simulation time 20 MAC protocol IEEE 802.11
Number of nodes 0–500 nodes Frequency 5.9 GHz
Sources and destinations 20 nodes Packet type UDP
Transmission range 150 m Packet size 512 bytes
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eL %ð Þ ¼
P20

i¼1
Ti
m:

Nm

20

( )
� 100 ð7Þ

In addition, we assume that a single-fake location error in this simulation. Single-fake
location error is considered that only one malicious node fakes its location around honest
nodes. And Fig. 4a illustrates the performance of MLVS in MANETs with different
maximum nodes which contains 10%, 20%, and 30% malicious nodes respectively.
The MLVS is a location verification scheme which verifies nodes relying on the neigh-
bors’ information; thus, the density of the MANETs deeply impacts the performance of
the system. As Fig. 4a shows, the system has a lower location error as the maximum
number of nodes is more than 400.

In Fig. 4b, it shows the performance of MLVS with different number of malicious
node and the maximum number of nodes is 500 compared with LIVES illustrated in
[15]. In LIVES, the number of malicious nodes impacts the probability of fake position
rejection. However, the MLVS has a stable performance with higher node density.

4 Conclusion

In this paper, a multi-layer location verification technique is discussed based on geo-
graphic routing in MANETs. The first layer performs a distance filtering for verifiers
and claimants and then calculates the trust value for their neighbors as the preparation
of common neighbor selection. The second layer evaluates the information collected
from common based on the principle of mutually shared token. The trust value cal-
culated in layer one considers the mobility of the network to ensure the verifier, and the
claimant can collect information from the same group of neighbors. The MLVS shows
a good performance with high-density network; however, it cannot be deployed in

Fig. 4. a Performance of MLVS with difference number of malicious nodes and b the
performance of MLVS compares with LIVES
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sparse MANETs or higher mobility ad hoc networks, such as VANETs. In future, an
improved location verification system for VANETs will be considered with the concept
of cooperative position.
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Abstract. With the progress of society and economic development and
the expanding deployment scale of substations, the automatic monitoring
of the foundation settlement in construction station becomes an impor-
tant issue of the operation and maintenance in the power grid. BeiDou
satellite navigation system is a global navigation and positioning system,
which is independently developed to provide navigation, positioning, and
timing services in China and its surrounding areas. This article describes
the principles of BeiDou high-precision positioning. According to the
land subsidence monitoring and warning requirements for substations,
multi-antenna technology is introduced in order to solve the problem
of the cost of large-scale land subsidence monitoring system. The mon-
itoring interface software is designed to visually reflect the settlement
situation. The monitoring system can effectively improve the monitor-
ing efficiency and early warning capability of the ground subsidence in
the power company’s substation. The system will also provide a basis
for decision-making management and improve the reliability, safety, and
stability of power grid operation based on high-precision field accuracy
and trend.

Keywords: Land subsidence · Multi-antenna ·
BeiDou satellite positioning

1 Introduction

With the development of social economy, land resources are decreasing more and
more land and low-lying areas are being exploited and utilized. Grid transmis-
sion and transformation should be synchronized with the development of social
economy, when choosing the location of the substation, and some of them have to
be established in some areas that are not suitable for them. Meanwhile, substa-
tion foundation sedimentation problem is increasingly prominent. Hidden dan-
gers that may cause substation equipment accidents happen sometimes, which
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bring great influence to the safety of substations [1,2]. Substation foundation
sedimentation problems are divided into two parts: uniform sedimentation and
non-uniform sedimentation. On the occasion of uniform sedimentation, there is
little internal stress on electrical equipment on the ground, doing no harm to the
substation. However, on the other occasion, the internal stress is much larger. It
is easy to cause the electric equipment to break, tilt, or even collapse, resulting
in accidents. In order to avoid above-mentioned problems and keep substations
work under safe conditions, monitoring the non-uniform sedimentation of the
substation foundation is of great significance. Nowadays, the automatic level of
land subsidence and deformation monitoring systems is limited [3,4].

According to the ground sedimentation monitoring and warning requirements
for substations, this paper studies and develops a BeiDou high-precision network
deformation monitoring system, focusing on the development of multi-antenna
technology to achieve time-sharing reception of multi-channel antenna signals
by satellite receiver boards. That is, a receiver board can receive antenna signals
at multiple points, which greatly reduce the cost of large-scale deployment of
satellite positioning monitoring networks.

The system provides the power company with an advanced, practical, and
reliable online monitoring and analysis system for ground sedimentation in sub-
station areas. It is able to remotely monitor and analyze the geological defor-
mation of the site in the substation area and provide timely warning of various
dangerous situations that may occur. Based on BeiDou’s high-precision field
accuracy and trend, it will also provide a basis for decision management and
improve the reliability, safety, and stability of power grid operation [5].

2 Problems

With the improvement of satellite receiver hardware performance and software
processing technology, satellite positioning technology has been applied and pop-
ularized in many fields such as slope deformation monitoring, geodetic survey,
crustal deformation monitoring, and precision engineering measurement. The
application of satellites to slope deformation monitoring is not only highly accu-
rate, unaffected by climatic conditions, but also enables unattended automated
real-time monitoring modes.

BeiDou satellite navigation system is a global satellite navigation system
independently developed by China. At present, the system is actively promoting
and building in accordance with the principles of openness, autonomy, com-
patibility, and gradual progress. Now, it has the ability to cover the positioning,
navigation, and communication services in the Asia-Pacific region. Around 2020,
the system will include 5 GEO satellites, 3 IGSO satellites, and 27 MEO satel-
lites, eventually achieving global coverage [6]. In Asia-Pacific areas, it is even
better than GPS, which is verified by researchers from different countries. The
basic method of ground sedimentation monitoring is to obtain ground elevation
changes through high-precision positioning technology and to analyze vertical
displacement components based on complex algorithms to achieve monitoring
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of ground subsidence. The BeiDou second-generation satellites’ high-precision
positioning technology plays an active and important role in it. The application
of satellite technology to a wide range of geological monitoring is mainly limited
by the following factors:

– The precision measurement satellite receiving equipment are expensive. In a
conventional way, one satellite antenna is equipped with one receiver. If it is
utilized in a large-scale deformation monitoring, the cost could be high.

– Generally, the landslide that needs to be monitored has a large monitoring
range and many monitoring points. The amount of original satellite moni-
toring data collected at the monitoring site is large, and how to use effective
means to ensure the massive and reliable transmission of massive data to the
control center is worth focusing.

3 Receiver with Multi-antenna Design

One receiver is connected to multiple antennas. At each monitoring point, satel-
lite antennas are installed with no receivers. Multiple monitoring points share one
satellite receiver. Compared to the conventional idea that one satellite antenna
uses one satellite receiver, the cost of such a monitoring system can be signifi-
cantly reduced by the reduction in the number of satellite receivers [7,8]. The
satellite multi-antenna controller is shown in Fig. 1.

GPS multi-antenna 
controller

antenna antennaMonitoring 
points

Satellite signal

Fig. 1. Multi-antenna technology

The satellite multi-antenna controller is a key device in the landslide moni-
toring system. It is an organic integrated body of multiple satellite antennas and
microwave switches with multiple channels. Each satellite antenna is connected
to a corresponding channel of the microwave switch, and the on/off state of the
plurality of signal channels of the microwave switch is controlled by the switch
control circuit in real time through computer programming. The rotation of the
monitoring point data acquisition is realized by controlling the on and off states
of the channel.

Figure 2 provides a multichotomous antenna signal controller, including a
power supply module, a control module, and a switch module. The power supply
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module provides the voltage for the system. The control system consists of a
microprocessor unit and a relay drive unit. The switch system includes a relay
group, receiving antenna bases, and a sending antenna base. Through the selector
in the module, signals are sent to the sending antenna base and transmitted to
the receiver board.

Micro processing unit

...

Relay group

Antenna 
base

Pow
er supply m

odule

Signal 
input

Relay drive unit
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R
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...
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Switching 
module

LED 
indicator 

circuit unit

Fig. 2. Multi-antenna controller

4 Multi-antenna BeiDou High-Precision Positioning
System

According to the requirements of data acquisition and power system security
considerations, the ground sedimentation monitoring system consists of moni-
toring terminals, a reference terminal, a substation local server, a cloud server,
and a client, which is illustrated in Fig. 3. To monitor one substation, there are
always more than one monitoring terminals that are distributed around the sub-
station. The monitoring terminal is deployed at where is geological hard and
about 3 kms away from the substation.

4.1 System Structure

The receiving terminal is mainly responsible for receiving the radio-frequency
signal transmitted by the satellite through the antenna and performing prelimi-
nary processing of the satellite signal to obtain the original data and transmitting
it to the local server terminal.
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Fig. 3. Overall design of land subsidence monitoring system

4.2 Reference Terminal

The reference station terminal consists of a power supply module, a GNSS board,
a control module, and a communication module. The power supply module
mainly contains DC-DC voltage conversion circuits. The GNSS board is respon-
sible for receiving satellite radio-frequency signals through the satellite antenna
and transmitting the coordinate data to the control module. The control mod-
ule is made up of a microprocessor unit, a storage unit, an LED indicator unit,
and an associated external circuit. It is mainly responsible for transmitting the
satellite positioning coordinate data of the desired format to the receiver board
module. Meanwhile, it transmits the coordinate data of the desired format to
the communication module. The coordinate data is stored locally. The commu-
nication module includes a wired network unit and a 4G mobile network unit.

4.3 Monitoring Terminal with Multi-antenna

This part includes power supply modules, a module that has one receiver with
multiple antennas, a GNSS board, a control module, and a communication mod-
ule. Different from the reference station terminal, the monitoring station terminal
has a module that has one receiver with multiple antennas. Other parts are con-
sistent with the reference station terminal. The multichotomous switch module
is composed of a relay driving unit, an RF relay group, and a receiving antenna
base. The microprocessor unit outputs a control signal at a preset time interval,
and the control signal can cause the corresponding pin of the relay driving unit
to output a current which is high enough to drive the corresponding relay to real-
ize the function of switching the control circuit. This module enables the GNSS
board to receive signals from multiple antennas in a time-division manner.
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4.4 Substation Local Server

The substation local server deploys the data solving subsystem and receives the
terminal data. The main functions implemented include: (1) Receive raw data
sent by the satellite positioning information receiving subsystem, and store it
locally in real time. (2) Set the solution interval, sampling interval, filter settings
according to the instructions sent by the center, and start solving. (3) Keep a long
connection with the central station, send the solution result (site coordinates)
to the center through the cloud center, and receive instructions from the center.

4.5 Client

In order to better realize the management and maintenance of the settlement
monitoring system, the central station software is designed. The main functions
realized are: (1) Download the solution data forwarded from the cloud center,
and store it to a local database in real time. (2) Display the solution data by
graphics. (3) Control the receiving terminal subsystem partially.

5 Experiments and Results

5.1 Experiments

The ground subsidence monitoring system designed in this paper was tested at
a substation in Laibin, Guangxi province. The offset of XYZ was adjusted by
the coordinate adjustment table, compared with the system data measurement.
Figure 4 is the measurement data in the X-direction; Fig. 5 is measurement data
in the Y-direction; Fig. 6 is measurement data in the Z (elevation)-direction.

Fig. 4. Measurement data of X-direction

Figure 6 shows the monitoring data for the experiment of simulation settling.
For measurement data of the elevation test, we reduced the height of the moni-
toring station by 16 mm during the sixth data solution calculation. We find that
the offset between 1–5 sets of data and 7–9 sets of data is about 15 mm.
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Fig. 5. Measurement data of Y-direction

Fig. 6. Measurement data of Z-direction

5.2 Results

We use the range and standard deviation as the evaluation criteria to analyze the
above test data. Table 1 shows the test data. The standard deviation is within
3 mm, and the error meets the design accuracy requirements.

Table 1. The data analysis

Range(R) (mm) Standard deviation(σ) (mm)

X 6 1.7

Y 7 2.5

Z(1–5) 7.8 2.9

Z(7–9) 4.6 2.5
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The range is the difference between the maximum and minimum values of
a set of measurements, which is also known as range error or full distance,
expressed as R:

Range : R = Xmax − Xmin, (1)

Standarddeviation : σ =

√
1
∑N

i=1(xi − μ)2

N
. (2)

6 Conclusion

According to the ground subsidence monitoring and early warning requirements
of the substation, this paper proposed a BeiDou high-precision network defor-
mation monitoring system, especially developed a multi-antenna technology and
module. The system reduced the system cost and effectively realized the auto-
matic collection, monitoring, early warning, and management of ground set-
tlement monitoring data, which greatly improved the automation level of grid
operation and maintenance. The results of experiment show that the system
function is stable, and the positioning accuracy meets the design requirements.
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Abstract. With the development of artificial intelligence voice technology,
array signal processing technology has been widely used in intelligent human–
computer interaction. In this field, the sound source localization technology of
the microphone array system is also one of the key technologies in the com-
position of intelligent systems, and it is also a research hotspot technology,
which is of great significance for improving human–computer interaction abil-
ity. In this paper, the microphone array technology is used to demonstrate and
improve the sound source localization of indoor speech signals. A spatial dis-
tributed microphone array localization algorithm is proposed to improve the
accuracy of the indoor voice source signal localization in the presence of indoor
noise and reverberation.

Keywords: Spatial distributed microphone array � Sound source localization �
Room impulse response � Phase transformation weighted generalized
cross-correlation algorithm

1 Introduction

The microphone array technology uses a focused method to generate a beam and align
it with the estimated position of the sound source, thereby reducing the interference
signals of other unwanted signals, environmental noise, indoor reverberation, etc., to a
certain extent, so that the collected elements are acquired [1, 2].

The time delay of arrival (TDOA) sound source localization method is the most
commonly used in all positioning fields [3]. It first estimates the time delay of the sound
source reaching each element of the receiver and obtains the distance difference. The
mathematical method of space geometry is used to solve the position of the target
sound source [4].

However, the sound source localization technology of steerable beamforming is
difficult to apply in practice [5]. Even though some iterative methods can be used to
reduce the computation time and enhance the real-time performance, this may result in
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the inability to search for effective global peaks and make the positioning effect less
than ideal [6]. In addition, the algorithm relies on the spectral characteristics of the
sound source. In practical applications, a series of interference signals in the sound
source environment make the spectral characteristics of the sound source difficult to
obtain, which also limits the application range of the algorithm [7].

2 Sound Source Localization Algorithm Based on PHAT
for Spatial Distributed Microphone Array

Establishing a spatial distributed microphone array model, the indoor space is a cube,
as shown in Fig. 1. The origin of the coordinate is also the coordinate position of the
microphone element M1ð0; 0; 0Þ, and the positions of the remaining seven elements are
M2ðL; 0; 0Þ, M3ðL; L; 0Þ, M4ð0; L; 0Þ, M5ð0; L; LÞ, M6ð0; 0; LÞ, M7ðL; 0; LÞ, M8ðL; L; LÞ,
and L represents the length of the room model. The coordinates of the speaker are
Sðx; y; zÞ. The azimuth is uð0� �u� 360�Þ. The pitch angle is hð0� � h� 90�Þ. The
distance from the first microphone receiver elementM1 is r. dið2� i� 8Þ is the distance
difference between the sound source to the position 2 of the first microphone element
and the position of the sound source to the third element position 3. dið2� i� 8Þ is the
distance difference between the position M1 of the sound source to the first microphone
element and the position Mi of the source to the ith element.

According to the geometric relationship between each receiver element and the
position of the sound source:

Fig. 1. Spatial distributed microphone array
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SðOÞM1 : x
2 þ y2 þ z2 ¼ r2

SM2 : ðL� xÞ2 þ y2 þ z2 ¼ ðrþ d2Þ2

SM3 : ðL� xÞ2 þðL� yÞ2 þ z2 ¼ ðrþ d3Þ2

SM4 : x
2 þðL� yÞ2 þ z2 ¼ ðrþ d4Þ2

SM5 : x
2 þðL� yÞ2 þðL� zÞ2 ¼ ðrþ d5Þ2

SM6 : x
2 þ y2 þðL� zÞ2 ¼ ðrþ d6Þ2

SM7 : ðL� xÞ2 þ y2 þðL� zÞ2 ¼ ðrþ d7Þ2

SM8 : ðL� xÞ2 þðL� yÞ2 þðL� zÞ2 ¼ ðrþ d8Þ2

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð2:1Þ

From formula (2.1):

r ¼
c � P8

i¼2 ŝ
2
i � 4ðŝ2 þ ŝ4 þ ŝ6Þ

h i
8ðŝ2 þ ŝ4 þ ŝ6Þ � 2

P8
i¼2 ŝi

ð2:2Þ

From formula (2.1) can obtain the elevation angle h and the azimuth angle u:

tan h ¼ L2 � 2rd4 � d24
L2 � 2rd2 � d22

tan u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL2 � 2rd2 � d22Þ2 þðL2 � 2rd4 � d24Þ2

q
L2 � 2rd6 � d26

8>>>><
>>>>:

ð2:3Þ

From formula (2.3), di ¼ c ŝi, c is the speed of sound. ŝi ¼ ð2� i� 6Þ represents an
estimated value of the signal delay received by the first microphone element M1 and the
ith microphone element Mi.

Using the above method, the azimuth of the sound source and the tangent of the
pitch angle are obtained. At the same time, since the arctangent function belongs to the
transcendental function, it is calculated by the coordinate rotation numerical calculation
method Coordinate Rotation Digital Computer (CORDIC). This method is a simple
displacement and addition and subtraction operation, which will improve the accuracy
of the iterative calculation.

The azimuth angle r obtained by formula (2) and the azimuth angle u obtained by
formula (3), and the elevation angle h, the spherical coordinates can be obtained as
ðr;u; hÞ, which can be expressed as (4):

x ¼ r sin u cos h

y ¼ r sin u sin h

z ¼ r cos u

8><
>: ð2:4Þ

Formula (2.4) can determine the position coordinates of the sound source.

Research on Sound Source Localization … 1445



3 Conclusion

It can be seen from above that in the case of indoor background noise and reverberation
in the room, there is a certain deviation between the actual result and the simulation
result. Compared with the traditional quaternary cross-indoor positioning effect, the
indoor positioning effect of the spatial distributed microphone array has the charac-
teristics of improved positioning accuracy.
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Abstract. In the 5G communication network, D2D technology is considered to
be one of the important components of the future [1]. D2D users bring multi-
plexing gain to the channel resources of multiplexed cellular users, improve
system communication capacity, and reduce communication delay and terminal
performance [2]. D2D also brings considerable interference to the reuse of
cellular user channel resources [3]. The research on the resource allocation
algorithm in D2D communication system mainly aims to reduce the interference
between D2D users and cellular users. The improved bilateral rejection algo-
rithm based on the best algorithm improves the stability and system performance
of the whole communication system to a large extent [4].

Keywords: Wireless communication � Resource allocation � D2D �
Interference suppression � Bilateral rejection algorithm

1 Introduction

In the past research on network communication systems, D2D technology has become an
important research direction in the 5G network framework due to its low latency, higher
transmission rate, and higher spectrum utilization [5]. The D2D user brings multiplexing
gain to the channel resources of the multiplexed cellular users, improves the system
communication capacity, and reduces the communication delay and the power con-
sumption of the terminal [6]. However, while D2D users access traditional cellular
communication networks with the reuse of communication resources, the problem of
inter-user interference is caused [7]. An effective resourcemanagement strategywill solve
the interference problem, and it's an important way to make D2D users and traditional
cellular users gain higher spectrum utilization and increase the capacity of commu-
nacation system [8]. This paper proposes a new scheme to satisfy the communication
between D2D users and cellular devices sharing spectrum resources, and studies the
optimization of D2D communication resource allocation algorithm under this model.

The main work of this paper includes: (1) Propose and build a new D2D into the
existing cellular network communication system model. (2) Try an existing resource
allocation algorithm for the model to satisfy the frequency reuse of D2D users and
cellular users. (3) Improve the existing resource allocation algorithm, propose a new
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bilateral elimination algorithm, and compare the simulation. (4) Simulation shows that
the improved bilateral culling algorithm can effectively improve the stability of the
system communication link and increase the system communication capacity (Fig 1).

2 System Model

There are M cellular users and N D2D users in one cell, and each pair of D2D users
includes one transmitting user Dn and receiving user Dn′, and when the nth pair of D2D
users multiplex the channel resources of the mth cellular user, the D2D user interference
occurs for themth cellular user, and the base station in the system also interferes with the
D2D receiving user [9]. The number of channel resources in the cell is K, because some
D2D users in the cell multiplex cellular user channel resources, and some D2D users
occupy dedicated channel resources, so the total channel resource quantity of the system is
greater than the number of cellular users, and is smaller than the sum of the number of
D2D users and the number of cellular users [10], that is, N < M < K < N + M.

The SINR of receiving part in the D2D pairing-user could be calculated by formula

cn;m ¼ an;mPn;mGn;n
0

I
BS;n

0 þN0
, an,m is the nth pair of D2D users multiplex the channel resources of

the mth cellular user, Pn,m represents the transmit power of the D2D pair of users
transmitting the user Dn of the mth cellular user communication resource, IBS,n′ is the
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Fig. 1. Cell model
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transmission interference from the base station received by the D2D to the receiving
user in the user, and N0 is the received noise power of Dn, Gn,n′ is the link gain between
the nth D2D user pair [11].

The signal-to-noise ratio (SINR) of cellular users is:

cm ¼ PBS;mGBS;m

In;m þN0
ð1Þ

where PBS,m is the base station transmit power received by the mth cellular user, GBS,m is
the link gain between themth cellular users of the base station, and In,m is the interference
of the sender Dn from the nth pair D2D users to the cellular user. In,m = Pn,m, Gn,m, Gn,m

represents the link gain for the sender for the cellular user and the D2D user.
According to the Shannon formula, the communication capacity of the system is as

follows:

C ¼
XN
n¼1

XM
m¼1

XK
k¼1

log2ð1þ SINRk
n;mÞþ

XM
m¼1

XK
k¼1

log2ð1þ SINRk
mÞ ð2Þ

3 Algorithm Analysis

Using the appropriate resource allocation algorithm to improve the communication
capacity of the communication system is the focus of this paper. Based on the above-
mentioned system model, the related algorithms are proposed to realize the rational
allocation of resources.

3.1 Game Playing Algorithm

Establish a game model and define the communication network power control model
for cellular users and D2D users to coexist with users as follows:

G ¼ L;P;Cð Þ ð3Þ

L Link set between communication users.
P The set of user transmit powers participating in the game, values ½0;Pmax

D �; Pmax
D is

the maximum transmit power of the D2D user.
C Cost function set.

CnðPn;P�nÞ ¼ Gn;mPn

Im;n þN0
� SINR

� �2

þ bnPn ð4Þ

Pn The transmit power policy value of the nth D2D user pairs.
P�n Other users (except the nth pair D2D user pairs) interfere with the link’s power

policy value.
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Under this model, each D2D user can choose its own optimal cost function to
determine its own transmit power, and establish a minimum cost function for the
communication link:

min
pn2½0;Pmax

D �
CnðPn;P�nÞ ð5Þ

Then, the distributed iterative algorithm is used to find the Nash equilibrium point
power that satisfies the objective function, and the partial derivative of the cost function
is obtained.

@Cn

@Pn
¼ 2Gn;m

Im;n þN0

Gn;mPn

Im;n þN0
� SINR

� �
þ bn ð6Þ

Let the formula be equal to 0 and we can get the follows:

Pn ¼ Im;n þN0

Gn;m
SINRn;m � bnðIm;n þN0Þ

2Gn;m

� �
ð7Þ

The best response function of the link ln can be obtained by using the above
formula.

P� ¼ f ðPnÞ ð8Þ

According to the given optimal power response function, the optimal power can be
achieved by the distributed power allocation algorithm. We get the simplification of the
above formula:

Im;n þN0 ¼ In ð9Þ

Pqþ 1
n ¼ Iq�n

Gn;m
SINRn;m � bnI

q
�n

2

� �
ð10Þ

In one cycle, all transmitting users should adjust the transmission power of the user
by accepting the interference value and the best response function of the user feedback
until the transmission power satisfies Pqþ 1

n � Pq
n

�� ��\DP, and the task link converges to
the Nash equilibrium state.

3.2 Optimal Algorithm

The process of multiplexing the mth cellular user for the nth D2D user is to be
analyzed. During the D2D link establishment process, it is interfered by the cellular
user and the signal-to-noise ratio that the D2D communication establishment condition
needs to satisfy is:
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cn;m ¼ Pn;mHn

Im;n þN0
� cDth ð11Þ

Pn,m is the transmit power of the D2D pair user transmitting user Dn multiplexed
with the mth cellular user communication resource, Hn is the link gain between Dn and
Dn, Im,n is the D2D for the user receiving user Dn The transmission interference from
the cellular user, N0 is the noise received by Dn. As we have set the threshold of
SINR for the communication system,only when the receiving SINR of the receiving
part is greater than the threshold that the quality of the D2D user can be guaranteed.

Then, the minimum transmission power of the sender of the D2D user pair can be
calculated as:

Pn;m ¼ cDthðIm;n þN0Þ
Hn;n0

ð12Þ

In this communication system, cellular users have higher priority than D2D users.
So base stations can determine whether D2D users can access cellular communication
systems. To facilitate the algorithm calculation, a control factor h is set to indicate
whether the D2D user is allowed to multiplex the channel resources of the cellular user,
and the value is 0/1. I0 is set as the interference threshold of the base station. If In;m � I0,
the system allows the nth D2D users to multiplex the channel resources of the mth
cellular user, h = 1, and vice versa,h = 0.

If N1 D2D user pairs are unable to multiplex cellular user channel resources, when
N1 � K + M, these multiplexed D2D users can still access the communication system
through dedicated communication channel resources. When N1 > K + M, insufficient
dedicated communication channel resources result in N1 − K + M D2D user pairs
being completely excluded from the communication system.

The threshold for setting the interference of the D2D user to the base station is C1,
and the objective function for establishing the D2D communication link is:

min
qn;m

XN2

n¼1

XK
m¼1

pn;mIn;m ð13Þ

If minpn;m
PN2

n¼1

PK
m¼1 pn;mIn;m [C1, then the final channel allocation matrix is

calculated.

3.3 Bilateral Rejection Algorithm

Set the link gain between cellular users and D2D users as a fixed value. The user
acceptance of noise power is also a fixed value. The transmission power of the user was
determined by the interference value. Then the objective function of the maximum
system capacity can be converted to the maximum interference value that the cellular
user can withstand.
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min
bkn;m

XN
n¼1

XM
m¼1

XK
k¼1

bkn;mI
k
m;n þ

XN
n¼1

XM
m¼1

XK
k¼1

Ikn;m ð14Þ

In the communication system, some D2D users multiplex cellular user communi-
cation resources, and another part of D2D users use dedicated communication
resources. D2D users do not interfere with other cellular users when using dedicated
communication resources, and are not interfered by other cellular users. The above
formula can be turned into:

min
bkn;m

XN0

n¼1

XM
m¼1

XK
k¼1

bkn;mI
k
m;n þ

XN0

n¼1

XM
m¼1

XK
k¼1

Ikn;m ð15Þ

bkn;m ¼ 0; 1f g; 8n;m; k;
PN 0

n¼1

PM
m¼1

bkn;m ¼ 1; 8k;
PN 0

n¼1

PM
m¼1

bkn;m ¼ 1; 8m;
PM
m¼1

PK
k¼1

bkn;m ¼ 1; 8n;

8>>>>>>>>>><
>>>>>>>>>>:

ð16Þ

Algorithm steps:

1. Setting parameters(number of communication resource blocks K, number of cellular
users M, number of D2D users N, interference threshold of D2D users IDth , and
interference threshold of cellular users Icth )

2. Calculating the interference matrix of the D2D user multiplexed cellular user
communication resources IN�M and the interference matrix of the D2D users of the
multiplexed communication resources by the cellular users IM�N .

3. Calculating IN�M , we can get the minimum value Imin
n;m , and if Imin

n;mCth, we find Im,n in
IM�N , when Im;nDth, the BS will allocate resource block k to the cellular user m and
the D2D user n. And then Excluding resource block k from K to indicate that the
D2D user n and the cellular user m are no longer involved in the resource allocation
progress. If it is not satisfied, the same operation is performed to the second smallest
In,m in the sorting, and so on to the end.

4. If there is a cellular user failing to allocate communication resources, then the
resource blocks in K will be preferentially assigned to these cellular users, and after
the cellular users are fully satisfied, the allocation of dedicated communication
resources will be performed.
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4 Simulation Analysis

We simulate and analyze the above optimal algorithm, game algorithm, and bilateral
culling algorithm. To reduce the complexity of the algorithm, a base station is set in a
cell, so that the D2D user pair and the cellular user are evenly distributed in the cell,
and each cellular user is preset to occupy only one channel resource, and only one D2D
user pair can be restored. Using a cellular user channel, the average is taken after
multiple simulations (Fig. 2).

The figure above shows the relationship between the interference threshold of the base
station and the number of D2D users allowed to communicate. It can be seen that as the
interference threshold of the base station becomes larger, the number of D2D users that can
be allowed to communicate is gradually increasing, but eventually an equilibriumvaluewill
be reached, i.e., the system will allow up to 10 pairs of D2D users to communicate. The
simulation results can clearly see the comparison of the three algorithms. We name the
improved algorithm proposed in this paper as the bilateral culling algorithm.It could reach
the maximum allowable communication D2D user pair when the interference threshold is
−120 dBm. The signal is reached at −115 dBm, and the game algorithm reaches the D2D
user-to-communication upper limit at −108 dBm. From −140 dBm, the bilateral culling
algorithm can allow five pairs of D2D users to communicate with each other, and the best
algorithm and game. The algorithm can only do four pairs and three pairs.

As shown in Fig. 3, it can be seen that as the distance between users increases, the
number of D2D users that can access the system will decrease. This is because the D2D
user’s interference value to the system will also vary with the D2D users. The maxi-
mum distance increases and increases, but the stability of the resource allocation
strategy based on the double-quenching algorithm has obvious advantages. When the
distance keep under 160m, the maximum number of accessers could be maintained at
the number 10, and is exceeded. In the case of more than 160 m, the system still
maintains considerable stability. In the case of 160 m, it still maintains considerable
stability. In contrast, the communication link based on the best algorithm and the game
algorithm shows considerable instability.

Fig. 2. Relationship between the interference threshold of a base station and the number of D2D
users allowed to access
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5 Conclusions

In this paper, the D2D communication system based on cellular users is established
firstly, and the optimal algorithm and the resource allocation method of the game
algorithm in D2D communication are analyzed in detail. Finally, an improved method
is proposed based on the optimal algorithm. The simulation results of the bilateral
culling algorithm shows that the proposed bilateral culling algorithm could effectively
reduce the complexity of algorithm, and it keeps the considerable advantage of the
system communication link. The bilateral culling algorithmgreatly greatly increases the
accessibility of D2D users to the cellular communication systems.
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