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Preface

From the idea to the content, this book is basically Alan McIntosh’s theory. In this
book, we state systemically the theory of singular integrals and Fourier multipliers
on Lipschitz graphs and surfaces which stems largely from the famous “Coifman-
McIntosh-Meyer Theorem” since 1980s. The book elaborates the basic framework,
essential thoughts, and main results of the theory. At the same time, this book also
serves as a comprehensive reference on recent developments of this topic.

The subject of Fourier multipliers on Lipschitz surfaces has a profound back-
ground in harmonic analysis and partial differential equations. When we study
boundary value problems of second-order elliptic operators, we need to deal with
L2-boundedness of the Cauchy-type integral operators on Lipschitz curves c.
Because the kernel of the Cauchy integral is nonlinear and non-smooth, there exists
an essential difficulty on the study of the corresponding singular integral operators.
In 1977, by using techniques of complex analysis, C. P. Calderón first proved that
the singular Cauchy integral operator is bounded on L2(c) under the assumption that
the Lipschitz constant is sufficiently small. For the general cases, R. Coifman,
A. McIntosh, and Y. Meyer applied the method of multilinear operators to get rid
of the restriction on the Lipschitz constant and obtained the L2-boundedness of the
singular Cauchy integral operator on any Lipschitz curve c. In considering the
Lp-boundedness, 1 < p < ∞, of a linear or non-linear operator, from the view of
point of harmonic analysis, its L2-boundedness would be the core. In fact, the
Lp-boundedness of an operator may be deduced from its L2-boundedness by using
the interpolation theorem and the duality of Lp.

The corresponding problem on higher dimensional spaces is the Lp-boundedness
of the singular Cauchy integral operators on Lipschitz surfaces R. The increase
of the spatial dimension requires to apply a truly original approach. To introduce a
Cauchy-type complex structure on the Euclidean spaces Rn, the most efficient way
is to embed R

n into the Hamilton quaternions or the Clifford algebra R(n). The L
2-

boundedness of the singular integral operators with holomorphic kernels on the
Lipschitz surfaces was proved independently by Li et al. [1] and Gaudry et al. [2].
In this book, we adopt the method of Gaudry et al.
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There exists a one to one correspondence between the convolution integrals T/
and the Fourier multipliers Mb. In 1994, C. Li, A. McIntosh, and T. Qian estab-
lished an explicit and one-to-one correspondence between the Clifford monogenic
kernels / and the complex holomorphic symbols b on Lipschitz graphs R (see [3]),
and obtained the Cauchy-Dunford functional calculus of the Dirac operator on R.
Such functional calculus has three equivalent forms: the Cauchy-Dunford integrals,
the singular integrals with holomorphic kernels, and the bounded holomorphic
Fourier multipliers. Since 1996, T. Qian began to consider the analogy on the
high-dimensional spheres, tours, and their Lipschitz perturbations, i.e., the theories
on starlike Lipschitz surfaces. For the cases of the spheres in the quaternionic and
the Clifford algebras R(n), by a generalized Fueter’s theorem, Qian [4, 5] obtained a
correspondence between a class of H∞-Fourier multipliers and a class of holo-
morphic kernels, and proved that the corresponding class of H∞-Fourier multipli-
ers, the corresponding singular integral operators, and the induced Cauchy-Dunford
functional calculus of the spherical Dirac operators are equivalent. Moreover, the
mentioned operators are all bounded on Lp(R). We note that, as necessary technical
preparations of proving the correspondence and the boundedness of the operators,
generalizations of the quaternionic Fueter theorem to the Clifford algebras
R(n) were achieved: the cases n being odd were obtained by M. Sce [6], while the
cases n being even were done by Qian [7], in the latter the fractional Laplace
operators were defined via the corresponding Fourier multipliers. So far, the Fueter’s
theorem and its n-dimensional generalizations seem to be the unique approach
to dealing with the singular integrals on Lipschitz perturbations of the spheres. The
approach to analysis on the spheres offered by the Fueter theorem and its gener-
alizations is an art of mathematics that may be viewed as the Clifford algebra
version of “Starting from the unit disc” (see [8]). The further generalizations of
Fueter’s theorem and inverse Fueter’s theorem have independent interest and
applications; we refer the reader to [9].

This book establishes singular integral and Fourier multiplier theories in three
different contexts: the Lipschitz curve context in the one complex variable setting;
the graph type Lipschitz surface context; and the starlike Lipschitz surface context.
The later two contexts are with the Clifford algebra setting. Chapters 1 and 2 are
devoted to the theory of singular integrals and Fourier multipliers on Lispchitz
curves. In Chap. 1, we state the boundedness, the singular integral expression, and
the functional calculus of the Fourier multipliers. The analogous theory on the
Lipschitz perturbations of the unit disc is given in Chap. 2.

In Chaps. 3–5, we will state systemically how to deal with the singular integrals
and Fourier multipliers on the Lipschitz surfaces R by the technique of Clifford
analysis. In Chap. 3, in order to make it self-containing, we state some basic facts
and necessary backgrounds, including the Dirac operators, the Fourier transform,
and monogenic functions on the sectors. At the same time, as a preliminary of the
holomorphic Fourier multipliers on the Lipschitz surfaces, we introduce the gen-
eralizations of Fueter’s theorem. In Chap. 4, we prove a Clifford martingale T (b)
theorem which implies the boundedness of the Cauchy-type singular integral
operators. As is indicated above, for the main results of this chapter, there exists a
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parallel but different proof. We refer the interested reader to [1]. Chapter 5 includes
the correspondence between H∞-Fourier multipliers, the singular integral operators
of monogenic kernels the Lipschitz surface R, and the H∞-functional calculus
of the spherical Dirac operator. The results of this chapter indicate that the Fourier
multipliers and the monogenic kernels on the sectors play important roles in the
theoretical framework of the Fourier multipliers and the singular integral operators.

The primary purpose of Chaps. 6–8 is to present the theory of the holomorphic
Fourier multipliers on the starlike Lipschitz surfaces. In Chap. 6, we expatiate the
results on the H∞-Fourier multipliers on the starlike Lipschitz surfaces via the
high-dimensional generalization of Fueter’s theorem obtained in Chap. 3. In this
chapter, we will give a detailed account of the estimate of the kernels of the
operators with monogenic kernels. Chapter 7 is based on some new results on the
fractional holomorphic Fourier multipliers on the starlike Lipschitz surfaces. The
research on this topic is inextricably linked with the recent developments in the
hyperbolic Clifford analysis. Theoretically speaking, the occurrence of the so-called
“Photogenic Cauchy transform” implies that the study of the fractional Fourier
multipliers is necessary. A well-known example of such class of Fourier multipliers
is the fractional differential and integral operators with respect to the Dirac operator
on the starlike Lipschitz surfaces. In addition, our study is significant for boundary
values problems of differential operators on the starlike Lipschitz surfaces. In
Chap. 8, using the complex analysis of several variables, we generalize the results
of Chaps. 6 and 7 to the case of n-tours and the n-dimensional complex spheres.
Particularly, the Cauchy-type singular integrals obtained by Gong [10] were
extended to a family of singular integrals with holomorphic kernels. We also obtain
the corresponding results of the fractional integrals and differentials.

In this book, we give a panorama-like and detailed demonstration of the theory
of the holomorphic Fourier multipliers on the Lipschitz curves and surfaces.
Through the writing of this book, we attempt to bring out the following core idea.
Although the disposing technicalities vary with the different settings, the theories of
different contexts all obey the same philosophy: the equivalence between the
operator algebra of the singular integrals, Fourier multiplier operators, and the
Cauchy-Dunford functional calculus of the Dirac operators.

The writing and the publication of this book received the great supports of two
academicians of the Chinese Academy of Sciences, Lan Wen and Xiangyu Zhou.
We should express our gratitude to them. Several teachers and graduate students of
University of Macau and Qingdao University helped the authors diagram the
illustrations of this book. Hereon, the authors wish to say a word of hearty thanks to
them.

Macao, China Tao Qian
Qingdao, China Pengtao Li
September 2018
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Chapter 1
Singular Integrals and Fourier
Multipliers on Infinite Lipschitz Curves

The main contents of this chapter are closely related with harmonic analysis and
operator theory. Let γ denote a Lipschitz graph on the complex plane C:

γ =
{
x + ig(x) ∈ C : x ∈ R

}
,

where g is a Lipschitz function satisfying ‖g′‖∞ � N < ∞. We will prove the L p-
boundedness of certain singular convolution integral operators on γ . Themain results
of this chapter are based on the theory of Fourier multipliers and the H∞-functional
calculus of type ω operators on the curve γ which are established by A. McIntosh
and T. Qian in [1]. Roughly speaking, the type ω operators can be represented as
b(Dγ ), where Dγ is the differential operator on γ , and b is a bounded holomorphic
function defined on some sector S0ν , ν > tan−1 N . With the additional assumption
g being bounded, A. McIntosh and T. Qian studied a class of generalized Fourier
multipliers on γ , see [2, 3] for the related results.

For the boundedness of singular convolution integrals, there exist several different
methods. In this chapter, we apply the method introduced by A. McIntosh and T.
Qian. The proof depends on the quadratic estimates of the type ω operators on
sectors. Precisely, we first prove that the quadratic estimates of the type ω operators
are equivalent to the inverse quadratic estimates of the dual operators (see Theorem
1.2.1). Then we prove, if an operator T satisfies the quadratic estimates and the
related inverse quadratic estimates, then for a bounded holomorphic function b, the
holomorphic functional calculus b(T ) is bounded, see Theorem 1.2.3.

© Springer Nature Singapore Pte Ltd. and Science Press 2019
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2 1 Singular Integrals and Fourier Multipliers on Infinite Lipschitz Curves

1.1 Convolutions and Differentiation on Lipschitz Graphs

In this section, denote by C and R the complex number field and the real number
field, respectively. We use γ to denote the following Lipschitz graph :

γ = {
x + ig(x) ∈ C, where g is a Lipschitz function satisfying ‖g′‖∞ � N < ∞}

.

We will use the following complex-valued function spaces.

Definition 1.1.1 (i) Let 1 � p � ∞. L p(γ ) denotes the space consisting of all
equivalent classes of functions: u : γ → C which are measurable for the measure
|dz| and satisfy

‖u‖p =
( ∫

γ

|u(z)|p|dz|
)1/p

< ∞, 1 � p < ∞

and
‖u‖∞ = ess-sup|u(z)| < ∞,

where “ess-sup” denotes the essential supremum.
(ii) Denote by C0(γ ) the space of all continuous functions on γ which converge

to 0 at infinity. The norm of C0(γ ) is defined by

‖u‖∞ = max
z∈γ

|u(z)|.

For 1 � p � ∞, let p′ = p/(p − 1). Define the pairing between L p(γ ) and
L p′

(γ ) as follows:

〈u, v〉 =
∫

γ

u(z)v(z)dz.

It can be proved that for 1 < p < ∞, (L p(γ ), L p′
(γ )) is a dual pair of Banach

spaces. For p = 1, (L1(γ ),C0(γ )) is a dual pair of Banach spaces. Here

‖u‖p = sup
{
|〈u, v〉|, v ∈ L p′

(γ ), ‖v‖p′ = 1
}

and
‖u‖1 = sup

{
|〈u, v〉|, v ∈ C0(γ ), ‖v‖∞ = 1

}
.

Suppose that φ is a function defined on a subset of C which contains � = {z −
ξ, z ∈ γ, ξ ∈ γ } and u is a measurable function on γ . If φ(z − ·)u(·) ∈ L1(γ ), then
the convolution of u and φ is defined by

(φ ∗ u)(z) =
∫

γ

φ(z − ξ)u(ξ)dξ.



1.1 Convolutions and Differentiation on Lipschitz Graphs 3

Theorem 1.1.1 Let 1 � p � ∞. Assume that u ∈ L p(γ ) and φ(· − z) ∈ L1(γ ) for
almost all z ∈ γ . Then

‖φ ∗ u‖p � sup
z∈γ

( ∫

γ

|φ(z − ξ)||dξ |
)1/p′

sup
ξ∈γ

( ∫

γ

|φ(z − ξ)||dz|
)1/p‖u‖p,

where 1/p′ = 1 − 1/p.

Proof At first, notice that for almost z ∈ γ , φ(z − ·)u(·) is measurable. Then if
1 < p < ∞, we have

‖φ ∗ u‖p �
[ ∫

γ

( ∫

γ

|φ(z − ξ)u(ξ)||dξ |
)p|dz|

]1/p

�
[ ∫

γ

( ∫

γ

|φ(z − ξ)||dξ |
)p/p′( ∫

γ

|φ(z − ξ)||u(ξ)|p|dξ |
)
|dz|

]1/p

� sup
z∈γ

( ∫

γ

|φ(z − ξ)||dξ |
)1/p′( ∫

γ

∫

γ

|φ(z − ξ)||u(ξ)|p|dξ ||dz|
)1/p

� sup
z∈γ

( ∫

γ

|φ(z − ξ)||dξ |
)1/p′

sup
ξ∈γ

( ∫

γ

∫

γ

|φ(z − ξ)||dz|
)1/p‖u‖p.

The cases p = 1 and p = ∞ can be dealt with similarly. In fact, for p = 1,

‖φ ∗ u‖1 �
[ ∫

γ

( ∫

γ

|φ(z − ξ)u(ξ)||dξ |
)
|dz|

]

� sup
ξ∈γ

( ∫

γ

∫

γ

|φ(z − ξ)||dz|
)
‖u‖1.

For p = ∞,

‖φ ∗ u‖∞ � sup
z∈γ

( ∫

γ

|φ(z − ξ)u(ξ)||dξ |
)

� sup
z∈γ

( ∫

γ

|φ(z − ξ)||dξ |
)
‖u‖∞.

�

Let ω = arctan N . Denote by Sω the following closed double sector (Fig. 1.1):

Sω =
{
z ∈ C, | arg z| � ω or | arg(−z)| � ω

}
∪

{
0
}
.

If Imλ > 0, let

φλ(z) =
{
ieiλz, Rez > 0,

0, Rez � 0.
(1.1)
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Fig. 1.1 Sω

If Imλ < 0, let

φλ(z) =
{

−ieiλz, Rez < 0,

0, Rez � 0.
(1.2)

We have the following theorem:

Theorem 1.1.2 Assume that λ ∈ Sω. Then the convolution operator defined on γ :

Rλu = φλ ∗ u

is bounded on L p(γ ), 1 � p < ∞, and C0(γ ). For the two cases,

‖Rλ‖ �
{
dist(λ, Sω)

}−1
.

Moreover, for u ∈ L p(γ ), v ∈ L p′
(γ ), 1 � p � ∞, (and, hence u ∈ L1(γ ), v ∈

C0(γ )),
〈Rλu, v〉 = 〈u, R−λv〉.

Proof This theorem is a direct consequence of Theorem 1.1.1. Denote, respectively,
by γ −(z) and γ +(z) the following two curves:

γ −(z) = {ξ ∈ γ, Reξ � Rez}

and
γ +(z) = {ξ ∈ γ, Reξ > Rez}.

For u ∈ L p(γ ) or C0(γ ), if λ /∈ Sω, Rλu can be represented as

Rλu(z) =
{
i
∫
γ −(z) e

iλ(z−ξ)u(ξ)dξ, Imλ > N |λ|,
−i

∫
γ −(z) e

iλ(z−ξ)u(ξ)dξ, Imλ < −N |λ|.

If λ /∈ γ , then | tan λ| � tanω. Without loss of generality, let Imλ > N |Reλ| and
z ∈ γ , then by (1.1),
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∫

γ

|φλ(z − ξ)||dξ | � {dist(λ, Sω)}−1.

Similarly, by invoking Theorem 1.1.1, we obtain the desired result. �

Let u be a Lipschitz function on γ . The derivative of u is defined as

u′(z) = d

dz

∣∣∣
γ
u(z) = lim

h→0,z+h∈γ

u(z + h) − u(z)

h
.

It can be deduced from a simple computation that

d

dz

∣∣∣
γ
u(x + ig(x)) = (1 + ig′(x))−1 d

dx
u(x + ig(x)).

By duality, Dγ,p can be defined as the closed linear operator on L p(γ ), 1 � p � ∞,
and C0(γ ) with the largest domainD(Dγ,p) in L p(γ ), 1 � p � ∞, and C0(γ ). For
all compactly supported Lipschitz functions v,

〈Dγ,pu, v〉 = 〈u, iv′〉.

The following properties of Dγ,p can be proved on γ directly, and can alternatively
be obtained via the related operators Dp on L p(R) or C0(R).

Theorem 1.1.3 (i) Dγ,pu(x + ig(x)) = (1 + ig′(x))−1Dpu(x + ig(x)) and

D(Dγ,p) =
{
u : u(· + ig(·)) ∈ D(Dp)

}

=
{
W 1

p(γ ), 1 � p � ∞
	0(γ ) = {u ∈ C0(γ ) : u′ ∈ C0(γ )}, p = 0.

Except when p = ∞, D(Dp) is dense in L p(γ ) (or C0(γ )). Moreover, for all p,
the space of compactly supported Lipschitz functions on γ is a dense subspace of
D(Dγ,p) under the norm ‖u‖p + ‖Dγ,p‖p (or ‖u‖∞ + ‖Dγ,0u‖∞).

(ii) If 1 � p � ∞, 1 � p′ � ∞ with 1/p + 1/p′ = 1, then

〈Dγ,pu, v〉 = −〈u, Dγ,p′v〉, u ∈ W 1
p(γ ), v ∈ W 1

p′(γ )

and
〈Dγ,1u, v〉 = −〈u, Dγ,0v〉, u ∈ W 1

1 (γ ), v ∈ 	0(γ ).

Also, each operator has the largest domain under which the equality holds.
(iii) If λ /∈ Sw, then for all u ∈ D(Dγ,p) and v in the related dual space,

〈−(Dγ,p + λI )u, Rλv〉 = 〈u, v〉.
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Hence, for λ not belonging to the spectrum of Dγ,p,

−(Dγ,p + λI )−1 = Rλ,

and, in L p(γ ), 1 � p � ∞, or C0(γ ),

‖(Dγ,p + λI )−1‖ � {dist(λ, Sw)}.

1.2 Quadratic Estimates for Type ω Operators

We first state some backgrounds for bounded linear operators. Let T be a bounded
linear operator on a Banach space X . The resolvent set of T is defined by

p(T ) =
{
z ∈ C, (T − z I ) is one-one, onto, and (T − z I )−1 is bounded

}
.

The spectrum of T is defined by σ(T ) = C\p(T ). We can see that σ(T ) is a
non-empty compact subset of B(0, ‖T ‖). The resolvent operators Rλ = (T − λI )−1

depend holomorphically on λ in p(T ) and satisfy

RλRμ = (λ − μ)−1(Rλ − Rμ).

For a function f , there exist a number of methods to define operator algebras of f ,
f (T ), which satisfy

(i) c1 f1(T ) + c2 f2(T ) = {c1 f1 + c2 f2}(T ),
(ii) ( f1 f2)(T ) = f1(T ) f2(T ).

Here we list several methods to define f (T ), where the norms satisfy different esti-
mates:

(a) If T = ∫
λdEλ is a self-adjoint operator on a Hilbert space H , then f (T ) =∫

f (λ)dEλ, and for all bounded Borel functions f on γ , ‖ f (T )‖ � ess-sup( f ),
where “ess-sup” denotes the essential supremum with respect to the spectral
measure.

(b) Let X=L p(γ ), 1 � p � ∞. For some L∞(γ )-function w, let Tu(z)=w(z)u(z).
Then σ(T ) = ess-range(w), and if f is a bounded Borel function defined on
σ(T ), f (T )u(z) = f (w(z))u(z). Moreover, ‖ f (T )‖ = ‖ f ‖∞.

(c) Let f (z) = ∑∞
i=0 ci z

i , |z| < r , and ‖T ‖ < r . Then f (T ) = ∑
ci T i defines a

bounded linear operator, and

‖ f (T )‖ �
∑

ci‖T ‖i < ∞.

(d) Suppose f is holomorphic on an open set � ⊃ σ(T ) and δ is a path containing
σ(T ). Let
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f (T ) = (2π i)−1
∫

δ

(T − λI )−1 f (λ)dλ.

Because (T − λI )−1 depends on λ holomorphically, the integral is independent
of the precise path.

Although the related formulas give a good estimate only in the examples (a) and
(c), (i) and (ii) hold for all the cases. In particular, the above four methods give
the same f (T ). Below we turn to define and discuss f (Dγ ) for the unbounded
operator Dγ .

A closed linear operator T in a Banach space X is a linear mapping from a linear
subspace D(T ) to X for which the graph {(u, Tu), u ∈ D(T )} is a closed subspace
of X × X . Similarly, the spectrum σ(T ) and the resolvent set p(T ) are defined,
respectively, as follows:

p(T ) =
{
z ∈ C, (T − z I ) is one-one, onto, and (T − z I )−1 is bounded

}
,

σ (T ) = C \ p(T ),

Rλ = (T − λI ) depends holomorphically on λ ∈ p(T ).

Definition 1.2.1 For 0 ≤ ω � π/2, we define the sets

Sω,+ =
{
z ∈ C, | arg(z)| < ω or z = 0

}
, Sω,− = −Sω,+,

Sω = Sω,+ ∪ Sω,−.

The above sets are closed, whose interiors are denoted by S0ω,+, S0ω,− and S0ω, see
Fig. 1.2:

Fig. 1.2 S0ω
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Definition 1.2.2 If T is an operator on the Banach space X satisfying:

(i) T is a closed operator on X ;
(ii) σ(T ) is a closed subset of Sω;
(iii) for all μ > ω, there exists a constant cμ such that ‖Rλ‖ � cμ|λ|−1, λ /∈ S0μ,

then T is called a type ω operator.

We give some examples of type ω operators.

(a) If T is a (unbounded) self-adjoint operator on a Hilbert space, the T is a type 0
operator.

(b) If X = L p(γ ), 1 � p � ∞ and for some Lebesgue measurable function w with
its essential range in Sω, Tu(z) = w(z)u(z), then σ(T ) = ess-range(w) and T
is a type ω operator.

(c) The operator Dγ defined in Sect. 1.1 is a type ω operator on L p(γ ), 1 � p � ∞
and C0(γ ), where tanω = N .

Let H∞(S0μ) denote theBanach space of all holomorphic functionswith finite L∞-
norms, where the L∞-norm is defined as ‖b‖∞ = sup |b(z)|. Let b ∈ H∞(S0μ), μ >

ω. For a type ω operator T , we define b(T ) and would like to obtain ‖b(T )‖ �
C‖b‖∞. However, such estimate is not valid for all T . Hence in the next section, we
will give some conditions on T such that the desired estimation holds, and then we
apply these results to Dγ . For this purpose, let

�(S0μ) =
{
ψ ∈ H∞(S0μ), |ψ(z)| � cs |z|s

(1 + |z|)2s for some cs � 0, s > 0
}
.

For ψ ∈ �(S0μ), we consider ψ(T ). These operators are similar to the bounded
operators in (d) and can be defined via the contour integral:

ψ(T ) = (2π)−1
∫

δ

(T − λI )−1ψ(λ)dλ,

where δ is the sum of the paths δ+ and δ− ( making an angle with θ with the real axis).
Because T is a type ω operator and ψ ∈ �(S0μ), it is easy to see that the integral
converges in the operator norm and

‖ψ(T )‖ � (2π)−1
∫

δ

cθ |λ|−1 |λ|s
(1 + |λ|2s) |dλ| < ∞.

The definition of ψ(T ) is independent of the choice of the paths δ. Moreover,

(ψ1ψ2)(T ) = ψ1(T )ψ2(T ),

ψ1(T ) + ψ2(T ) = (ψ1 + ψ2)(T ).
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Specially, if ψ(z) = z(1 + z2)−1, then ψ(T ) = T (T + i I )−1(T − i I )−1. Also,
when Tu = 0, ψ(T ) = 0. We refer the reader to [4] for the details. In the next
section, we need the following estimate. For τ > 0, define ψτ (z) = ψ(τ z).

Lemma 1.2.1 Let T is a type ω operator in X and let ψ , ψ ∈ �(S0μ). Then there
exists a constant c such that

(i) For all b ∈ H∞(S0μ) and τ ∈ (0,∞), ‖(bψτ )(T )‖ � c‖b‖∞;
(ii) For all Borel functions f : [α, β] → X and for all 0 < α < β < ∞,

( ∫ ∞

0

∥∥∥
∫ β

α

ψτ (T )ψt (T ) f (τ )τ−1dτ

∥∥∥
2 dt

t

)1/2
� c

( ∫ β

α

‖ f (τ )‖2 dτ

τ

)1/2
.

Proof (i) Because (bψτ )(T ) = (2π i)−1
∫
δ
Rλψ(τλ)b(λ)dλ, we have

‖(bψτ )(T )‖ � (2π)−1
∫

δ

cθ |λ|−1cs |τλ|s(1 + |τλ|2s)−1|dλ|
� c‖b‖∞.

(ii)

‖(ψτψt )(T )‖ � (2π i)−1
∫

δ

cθ |λ|−1 cs |τλ|s
(1 + |τλ|2s)

cs |tλ|s
(1 + |tλ|2s) |dλ|

�

⎧
⎪⎨
⎪⎩

π = C
( t

τ

)s(
1 + log(

τ

t
)
)
, 0 < t < τ < ∞;

C
(τ

t

)s(
1 + log(

t

τ
)
)
, 0 < τ < t < ∞.

Hence, we can obtain

∫ ∞

0

∥∥∥
∫ β

α

ψτ (T )ψt (T ) f (τ )τ−1dτ

∥∥∥
2 dt

t

� sup
t

( ∫ β

α

∥∥∥(ψτψt )(T )

∥∥∥dτ

τ

)
sup

τ

( ∫ ∞

0
‖(ψτψt )(T )‖dt

t

)( ∫ β

α

‖ f (t)‖2 dt
t

)

� c
∫ β

α

‖ f (t)‖2 dt
t

.

�

A dual pair 〈X,Y 〉 of Banach spaces consists of two Banach spaces X , Y and a
bounded bilinear form 〈u, v〉 which satisfies:

‖u‖X � C sup
|〈u, v〉|
‖v‖Y , u ∈ X



10 1 Singular Integrals and Fourier Multipliers on Infinite Lipschitz Curves

and

‖v‖Y � C sup
|〈u, v〉|
‖u‖X

, v ∈ Y.

A dual pair 〈T, T ′〉 of type ω operators concerns a type ω operator T in X and a type
ω operator T ′ in Y which satisfy that for all u ∈ D(T ) and v ∈ D(T ′),

〈Tu, v〉 = 〈u, T ′v〉.

The following result can be verified easily.

Lemma 1.2.2 If 〈T, T ′〉 is a dual pair of typeω operators on 〈X, Y 〉andψ ∈ �(S0μ)

for someμ > ω, then for all u ∈ X and v ∈ Y , 〈ψ(T )u, v〉 = 〈u, ψ(T ′)v〉.Moreover,
there exists a constant c such that for ψ ∈ �(S0μ), ‖ψ(T ′)‖ � c‖ψ(T )‖.
Example 1.2.1 (a) Assume that 〈X, Y 〉 = 〈L p(γ ), L p′

(γ )〉, 1 � p � ∞, and for
some measurable function w with essential range in Sω, Tu = wu and T ′v = wv.
Then 〈T, T ′〉 forms a dual pair of type ω operators. For all u, ψ(T )u(z) =
ψ(w(z))u(z). Obviously, 〈ψ(T )u, v〉 = 〈u, ψ(T ′)v〉.

(b) For the operator Dγ defined in Sect. 1.1, 〈Dγ , −Dγ 〉 is a dual pair of type ω

operators on 〈L p(γ ), L p′
(γ )〉, 1 � p � ∞, and 〈C0(γ ), L1(γ )〉.

Lemma 1.2.3 Let 〈X, Y 〉 be a dual pair of Banach spaces. If Z is a dense linear
subspace of Y , and f is a continuous function from a compact interval [a, b] to X,
then there exists a Borel function v from [a, b] to Z such that for all t , ‖v(t)‖ = 1
and ‖ f (t)‖ � 2C〈 f (t), v(t)〉.

In fact, we can choose the function v as follows:

v(t) =
∑
k

hk(t)xk(t)zk,

where zk ∈ Z , xk is the characteristic function of an interval, hk is a continuous
function on this interval with |hk | = 1, k takes over the natural numbers.

If for all u ∈ X and a constant q,

Q(ψ) :
( ∫ ∞

0
‖ψτ (T )u‖2 dτ

τ

)1/2
� q‖u‖,

then we say that the type ω operator T satisfies the quadratic estimate Q(ψ) with
respect to ψ ∈ �(S0μ), μ > ω. For example,

(a) If T is a self-adjoint operator on a Hilbert space, then T satisfies Q(ψ) for
ψ ∈ �(S0μ) and all μ > 0. For this case,

q = max
{( ∫ ∞

0
|ψ(s)|2 ds

s

)1/2
,

( ∫ ∞

0
|ψ(−s)|2 ds

s

)1/2}
.
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(b) Let X = L p(γ ) and Tu(z) = w(z)u(z) for some Lebesgue measurable func-
tionw with the essential range in Sω, then if 1 � p � 2. For anyψ ∈ �(S0μ),μ > ω,
T satisfies Q(ψ). However, for all L p(γ ), T does not satisfy the related square
function estimate:

S(ψ) :
∥∥∥
( ∫ ∞

0
|ψτ (T )u(·)|2 dτ

τ

)1/2∥∥∥
p

� q ′‖u‖p.

For p = 2, S(ψ) and Q(ψ) are equivalent.
The following result gives the dual form of Q(ψ).

Lemma 1.2.4 Let (T, T ′) be a dual pair of type ω operators on 〈X, Y 〉 and Z be
a dense linear subspace of Y . Then T satisfies the quadratic estimate Q(ψ) with
respect to ψ ∈ �(S0μ), μ > ω if and only if for a constant q1, all Borel functions f
from [α, β] to Z and all 0 < α < β < ∞,

∥∥∥
∫ β

α

ψτ (T
′) f (τ )

dτ

τ

∥∥∥ � q1
( ∫ β

α

‖ f (τ )‖2 dτ

τ

)1/2
. (1.4)

Proof We first assume that the operator T satisfies the quadratic estimate Q(ψ). Let
g ∈ X and f ∈ Y . We have

〈
g,

∫ β

α

ψτ (T
′) f (τ )

dτ

τ

〉
=

∫ β

α

〈
ψτ (T )g, f (τ )

〉dτ

τ

�
∫ β

α

‖ f (τ )‖‖ψτ (T )g‖dτ

τ

�
( ∫ β

α

‖�τ(T )g‖2 dτ

τ

)1/2( ∫ β

α

‖ f (τ )‖2 dτ

τ

)1/2

� q1
( ∫ β

α

‖ f (τ )‖2 dτ

τ

)1/2‖g‖.

This implies that the operator T ′ satisfies the estimate (1.4).
Conversely, assume that (1.4) holds. Let u ∈ X and 0 < α < β < ∞. By Lemma

1.2.3, there exists a Borel function v from [α, β] to Z such that for all τ , ‖v(τ )‖ = 1
and

‖ψτ (T )u‖ � 2C〈ψτ (T )u, v(τ )〉.

Write g(τ ) = 〈ψτ (T )u, v(τ )〉, by (1.4), we have

∫ β

α

〈
ψτ (T )u, v(τ )

〉2 dτ

τ
=

∫ β

α

〈
u, ψτ (T

′)g(τ )v(τ )
〉dτ

τ

� ‖u‖
∥∥∥

∫ β

α

ψτ (T
′)g(τ )v(τ )

dτ

τ

∥∥∥
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� ‖u‖q1
( ∫ β

α

‖g(τ )v(τ )‖2 dτ

τ

)1/2

� ‖u‖q1
( ∫ β

α

〈ψτu, v(τ )〉2 dτ

τ

)1/2
.

Hence

( ∫ β

α

‖ψτ (T )u‖2 dτ

τ

)1/2
� 2C

( ∫ β

α

〈ψτ (T )u, v(τ )〉2 dτ

τ

)1/2

� 2Cq1‖u‖,

where the constant in the above estimate is independent of α and β. So the quadratic
estimate Q(ψ) holds. �

We use �(S0μ,+) to denote the set:

{
ψ ∈ �(S0μ) : ψ = 0 on S0μ,−

}
.

Assume that 〈T, T ′〉 is a dual pair of type ω operators in 〈X, Y 〉. Let Z be a dense
linear subspace of Y .

Definition 1.2.3 Let Y be a Banach space.
(i) Define Y+ as the linear subspace of Y which consists of all Borel functions
v+ ∈ Y from [α, β] to Z satisfying the following condition: there exists a function
ψ+ ∈ �(S0μ,+), μ > ω, such that

v+ =
∫ β

α

ψ+(τT ′) f (τ )
dτ

τ
.

(ii) Define Y− as the linear subspace of Y which consists of all Borel functions
v− ∈ Y from [α, β] to Z satisfying the following condition: there exists a function
ψ− ∈ �(S0μ,−), μ > ω, such that

v− =
∫ β

α

ψ−(τT ′) f (τ )
dτ

τ
.

Similarly, we can define the linear subspaces X+ and X−. Let ψ ∈ �(S0μ), μ > ω.
If for a q+ and all v+ ∈ Y+,

R+(ψ) : ‖v+‖ � q+
( ∫ ∞

0
‖ψτ (T

′)v+‖2 dτ

τ

)1/2
,

we say that T ′ satisfies the reverse quadratic estimate R+(ψ) with respect to the
function ψ (this definition is independent of the choice of the dense linear subspaces
Z ). Similarly, we can define R−(ψ).
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Theorem 1.2.1 Let 〈T, T ′〉 be a dual pair of type ω operators in 〈X,Y 〉. If for some
� ∈ �(S0μ), μ > ω, T ′ satisfies the reverse quadratic estimate R+(�), then for any
ψ+ ∈ �(S0ν,+) and all ν > ω, T satisfies the quadratic estimate Q(ψ+).

Proof By Lemma 1.2.4, we only need to verify that the dual operator T ′ satisfies
Q(ψ). Let f be a Borel function from [α, β] to the dense linear subspace Z of Y .
Then

v+ =
∫ β

α

ψ+(τT ′) f (τ )
dτ

τ
∈ Y+.

Therefore, by R+(�) and (ii) of Lemma 1.2.1, we have

∥∥∥
∫ β

α

ψ+(τT ′) f (τ )
dτ

τ

∥∥∥ � cq+
( ∫ ∞

0

∥∥∥
∫ β

α

ψt (T
′)ψ+(τT ′) f (τ )

dτ

τ

∥∥∥
2 dt

t

)1/2

� cq+
( ∫ β

α

‖ f (τ )‖2 dτ

τ

)1/2
.

By Lemma 1.2.4, we can obtain that T satisfies Q(ψ). �

Theorem 1.2.2 Let 〈T, T ′〉 be a dual pair of type ω operators in 〈X,Y 〉. Assume
that for ψ+ and ψ− ∈ �(S0μ), μ > ω, T ′ satisfies the reverse quadratic estimate
R+(ψ+) and R−(ψ−), respectively. Then for any ψ ∈ �(S0ν ) and all ν > ω, T
satisfies the quadratic estimate Q(ψ).

This result is a direct consequence of the former theorem. It gives rather surpris-
ing conditions under which T satisfies quadratic estimate. The reason is that the
hypotheses of the theorem only involve estimates on the subspaces Y+ and Y− (
together with the assumption that 〈T, T ′〉 is a dual pair of type ω operators). We will
further investigate this topic in the sequel. The quadratic estimate implies that T has
a H∞ functional calculus. Below we give some result along the line.

Theorem 1.2.3 Let 〈T, T ′〉 be a dual pair of type ω operators in 〈X,Y 〉, where 0 <

ω � μ < π/2. Assume that for some odd or even functions ψ ∈ �(S0μ) satisfying
ψ(t) > 0, t > 0, T and T ′ satisfies the quadratic estimate Q(ψ). Then there exists
a constant such that ‖b(T )‖ � c‖b‖∞ for all b ∈ �(S0μ).

Proof Let φ ∈ �(S0μ) be an even function satisfying

∫ ∞

0
φ(τ)ψ2(τ )

dτ

τ
= 1.

Then for all z ∈ S0μ,

b(z) =
∫ ∞

0
(bφt )(z)ψ

2(t z)
dt

t
.



14 1 Singular Integrals and Fourier Multipliers on Infinite Lipschitz Curves

Hence for u ∈ X and v ∈ Y ,

〈b(T )u, v〉 =
〈 ∫ ∞

0
(bφt )(T )ψ2(tT )

dt

t
u, v

〉

=
∫ ∞

0

〈
(bφt )(T )ψ(tT )u, ψ(tT ′)v

〉dt
t

.

Therefore,

|〈b(T )u, v〉| � sup ‖(bφt )(T )‖
( ∫ ∞

0
‖ψ(tT )u‖2 dt

t

)1/2( ∫ ∞

0
‖ψ(tT ′)v‖2 dt

t

)1/2
.

Applying (i) of Lemma 1.2.1 and the assumptions of T and T ′, we can see that
‖b(T )‖ � c‖b‖∞. �
This result was obtained by A. McIntosh, see [4], where it is shown that if T is a
one-one operator with a dense domain and a dense range, and b ∈ H∞(S0μ), then the
operator b(T ) is closed and has a dense domain, where

b(T ) = T−1(T 2 + 1)(bψ)(T )

and ψ(ξ) = ξ(ξ 2 + 1)−1. The following result is also obtained in [4].

Lemma 1.2.5 Let T be a one-one type ω operator with a dense domain and a dense
range in X. Assume that bα is a uniformly bounded net of functions in �(S0μ) which
converges to a function b ∈ H∞(S0μ) uniformly on every set of the form

{
z ∈ S0μ, 0 < δ � |z| � � < ∞

}
.

Suppose the operators bα(T ) are uniformly bounded. Then for all u ∈ X, bα(T )u
converges to b(T )u uniformly and ‖b(T )‖ � sup

α

‖bα(T )‖.

By Lemma 1.2.5, the former theorem and Theorem 1.2.2, we obtain the following
result.

Theorem 1.2.4 Let 〈T, T ′〉 be a dual pair of type ω operators in 〈X,Y 〉, T and T ′
have the dense domains and dense ranges. Assume that for someψ+ and someψ− ∈
�(S0μ), μ > ω, T satisfies the reverse quadratic estimates R+(ψ+) and R−(ψ−),
respectively, and that T ′ does too. Then for all b ∈ H∞(S0ν ) and all ν > ω, b(T ) is
a bounded operator in X. For some constant cν ,

‖b(T )‖ � cν‖b‖∞.

Moreover, for all b1, b2 ∈ H∞(S0ν ), (b1b2)(T ) = b1(T )b2(T )and (b1 + b2)(T ) =
b1(T ) + b2(T ).
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When 〈X, Y 〉 is a pairing between a Hilbert space and itself, the converse of the
above result also holds. But for L p, p = 2, the converse result is not ture.

Let χ+ define on S0ν and satisfy

{
χ+(z) = 1, Rez > 0,

χ+(z) = 0, Rez < 0.

Notice that when T satisfies the assumption of Theorem 1.2.4, then P+ = χ+(T )

and P− = I − P+ = χ−(T ) are bounded projections. We also note that χ+ is con-
tained in R(P+) and X− is contained in R(P−). This indicates that Theorem 7.3.2
is a surprising result, since it implies the decomposition X = R(P+) ⊕ R(P−) as a
consequence of the estimates on the spaces R(P+), R(P−), R(P ′+) and R(P ′−).

1.3 Fourier Transform and the Inverse Fourier Transform
on Sectors

In order to apply the results of Sect. 1.2 to the operator Dγ on L p(γ ), we need
the inverse Fourier transform of the functions in H∞(S0μ). For 0 < μ < π/2, the
sets S0μ,+, S0μ,− and S0μ are open sets defined in Definition 1.2.1. We also define the
following sets:

Definition 1.3.1 Define the open sets C0
μ = C0

μ,+ ∩ C0
μ,−, where

C0
μ,+ = {z ∈ C,−μ < arg(z) < π + μ}, C0

μ,− = −C0
μ,+

as shown in Figs. 1.3 and 1.4.

We use ρθ to denote the ray {seiθ , 0 < s < ∞}. For b ∈ H∞(S0μ,+) and z ∈ C0
μ,+,

define

G(b)(z) = φ(z) = (2π)−1
∫

ρθ

e−i zξb(ξ)dξ,

Fig. 1.3 C0
w,+



16 1 Singular Integrals and Fourier Multipliers on Infinite Lipschitz Curves

Fig. 1.4 C0
w,−

Fig. 1.5 δ(z)

where −μ < −θ < arg(z) < π − θ < π + μ. Because b is bounded and holomor-
phic in S0μ,+, it is clear that the definition of b is independent of the choice of θ .
When z ∈ S0μ,+, define

G1(b)(z) = φ1(z) =
∫

δ(z)
φ(ξ)dξ,

where the integral is along a contour δ(z) from −z to z in C0
μ,+, see Fig. 1.5.

Let S(R) denote the Schwartz class of rapidly decreasing functions.

Theorem 1.3.1 Let b ∈ H∞(S0μ,+), φ = G(b) and φ1 = G1(b). Then

(i) φ is a holomorphic function on C0
μ,+ which satisfies

|φ(z)| � {2πdist(z, ρ−μ ∪ ρπ+μ)}−1‖b‖∞.

(ii) φ1 is a holomorphic function on S0μ,+ which satisfies φ′
1(z) = φ(z) + φ(−z)

and belongs to H∞(S0ν,+) for all ν < μ.
(iii) For all functions u ∈ S(R),
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(2π)−1
∫ ∞

0
b(ξ)û(−ξ)dξ = lim

α→0+

∫

R

φ(x + iα)u(x)dx

= lim
ε→0

( ∫

|z|�ε

φ(x)u(x)dx + φ1(ε)u(0)
)
.

Proof Choose a ray ρθ as suggested such that the integrand is decreasing at∞ expo-
nentially. Then (i) and (ii) can be proved directly. For α > 0, let bα(ξ) = e−αξb(ξ).
Then for all z ∈ C0

μ,+, G(bα)(z) = φ(z + iα). Specially, for x > 0,

φ(x + iα) = G(bα)(x) = (2π)−1
∫

ρθ

eizξbα(ξ)dξ

= (2π)−1
∫ ∞

0
eizξbα(ξ)dξ.

Hence φ(x + iα) = ˇ(bα)(x). Similarly, we can prove the case x < 0. By Parseval’s
formula, we can obtain that for u ∈ S(R),

(2π)−1
∫ ∞

0
bα(ξ)û(−ξ)dξ =

∫

R

φ(x + iα)u(x)dx

and

(2π)−1
∫ ∞

0
b(ξ)û(−ξ)dξ = lim

α→0+

∫

R

φ(x + iα)u(x)dx .

Finally, we prove the last equality in (iii). Let ε > 0.

(2π)−1
∫ ∞

0
b(ξ)û(−ξ)dξ

= lim
α→0+

[ ∫

|x |�ε

φ(x + iα)u(x)dx +
∫

|x |�ε

φ(x + iα)u(0)dx

+
∫

|x |�ε

φ(x + iα)(u(x) − u(0))dx
]

=
∫

|x |�ε

φ(x)u(x)dx + φ1(ε)u(0) + lim
α→0+

∫

|x |�ε

φ(x + iα)(u(x) − u(0))dx .

Then for u ∈ S(R), we can get

lim
ε→0

lim
α→0+

∫

|x |�ε

|φ(x + iα)(u(x) − u(0))|dx

� C lim
ε→0

lim
α→0+

∫

|x |�ε

(x2 + α2)−1/2|u(x) − u(0)|dx
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� C lim
ε→0

lim
α→0+

∫

|x |�ε

|x |−1|u(x) − u(0)|dx
= 0,

which implies

(2π)−1
∫ ∞

0
b(ξ)û(−ξ)dξ = lim

ε→0

[ ∫

|x |�ε

φ(x)u(x)dx + φ1(ε)u(0)
]
.

�

For b ∈ H∞(S0μ,−) and z ∈ C0
μ,−, the inverse Fourier transform is defined by

G(b)(z) = φ(z) = −1

2π

∫

ρθ

eizξb(ξ)dξ,

whereπ − μ < −θ < arg(z) < π − θ < μ andρθ = {seiθ : 0 < s < ∞}. Because
b is a holomorphic function in S0μ,−, it is obvious that the definition of G(b) is
independent of the choice of θ . Moreover, for z ∈ S0μ,+, define

G1(b)(z) = φ1(z) =
∫

δ(z)
φ(λ)dλ,

where the integral is along a contour from −z to z in C0
μ,−. If we replace S0μ,+ and

C0
μ,+ by S0μ,− and C0

μ,−, respectively, and replace limα→0+ by limα→0−, Theorem
1.3.1 still holds. Nowwe consider a bounded holomorphic function b ∈ H∞(S0μ). Set
b = b+ + b−, where b± ∈ H∞(S0μ,±). DefineG(b) = G(b+) + G(b−) andG1(b) =
G1(b+) + G1(b−). The following result can be deduced from Theorem 1.3.1.

Theorem 1.3.2 Let b ∈ H∞(S0μ), φ = G(b) and φ1 = G1(b). Then

(1) φ is holomorphic on S0μ and satisfies

|φ(z)| � {2πdist(z, p−μ ∪ pπ+μ)}−1‖b‖∞.

(2) φ1 is a holomorphic function on S0μ,+ which satisfies φ′
1(z) = φ(z) + φ(−z)

and belongs to H∞(S0ν ) for all ν < μ.
(3) For all u ∈ S(R),

(2π)−1
∫ ∞

−∞
b(ξ)û(−ξ)dξ = lim

ε→0

( ∫

|x |�ε

φ(x)u(x)dx + φ1(ε)u(0)
)
.

Theorem 1.3.2 indicates that any bounded holomorphic function b in H∞(S0ν ) can
be regarded as the Fourier transform of the function φ satisfying |φ(z)| � C/|z|.
Similar to the classical Fourier theory, the converse of the above theorem holds.
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Fig. 1.6 σ(ξ, ε)

Theorem 1.3.3 Given 0 < ν < μ < π/2. Suppose that φ and φ1 are holomorphic
functions on S0μ and S0μ,+ which satisfy zφ(z) and φ1(z) are bounded, and φ′

1(z) =
φ(z) + φ(−z) for all z ∈ S0μ,+. Then there exists unique function b ∈ H∞(S0ν ) such
that φ = G(b) and φ1 = G1(b). Moreover, for some constant Cμ,ν which depends
only on μ and ν,

‖b‖∞ � Cμ,ν sup
{
|zφ(z)| : z ∈ S0μ,+

}
+ sup

{
|φ1(z)| : z ∈ S0μ

}
.

Proof By the fact that φ1(−z) = −φ1(z), we extend φ1 to the whole S0μ. For ξ ∈ S0μ,
define

b(ξ) = lim
ε→0

( ∫

σ(ξ,ε)

e−iξ zφ(z)dz + φ1(ε)
)

= lim
ε→0

[ ∫

σ(ξ,ε)

e−iξ z
(
φ0(z) + iξ

2
φ1(z)

)
dz

]
,

where φ0(z) = 1
2 (φ(z) − φ(−z)), σ(ξ, ε) is shown in Fig. 1.6, where the interval

(−ε, ε) is omitted. For large z ∈ σ(ξ, ε), Im(zξ) � κ, κ < 0 (when ξ ∈ S0μ,−, the
curve σ(ξ, ε) is the conjugate of the one shown), see Fig. 1.6.

We can obtain the following properties:

(a) If ν < μ, then b ∈ H∞(S0ν ).
(b) If ξ ∈ R, ξ = 0, then

b(ξ) = lim
ε→0,N→∞

[ ∫

ε�|x |�N
e−iξ x

(
φ0(x) + iξ

2
φ1(x)

)
dx

]
.

(c)

sup
ξ,ε,N

∣∣∣
∫

ε�|x |�N
e−iξ x

[
φ0(x) + iξ

2
φ1(x)

]
dx

∣∣∣ < ∞.

(d) The function b, φ and φ1 satisfy (3) of Theorem 1.3.2.
(e) We can deduce that φ = G(b) and φ1 = G1(b).
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Now we prove (c) for ξ > 0, and the others can be dealt with similarly. At first,
assume that ξ−1 � ε. Let 0 < α < μ and letC(N ),C(ε) and δ be the contours shown
(Each consists of two pieces).

∣∣∣
∫

ε�|x |�N
e−iξ x

[
φ0(x) + iξ

2
φ1(x)

]
dx

∣∣∣

� C1

[ ∫

C(N )

|e−iξ z|(N−1 + ξ)|dz| +
∫

C(ε)

|e−iξ z|(ε−1 + ξ)|dz|

+
∫

[ε,N ]
e−ξr sin α(r−1 + ξ)dr

]

� C2

[ ∫ α

0
e−ξN sin θ (1 + ξN )dθ +

∫ α

0
e−ξε sin θ (1 + ξε)dθ +

∫ ∞

0
e−sds

]

� C3.

Now suppose ε < ξ−1 < N . We replace the integral by one on the contour shown.
Similarly, we can obtain

∣∣∣
∫ 1/ξ

ε

e−iξ x (φ0(x) + iξ

2
φ1(x))dx

∣∣∣ � C1

∫ 1/ξ

0
(sin ξ x)(x−1 + ξ)dx

= C1

∫ 1

0
(sin t)(t−1 + 1)dt

= C2.

Finally, when N � ξ−1, we only need a bound of the second type. �
Remark 1.3.1 If the restriction ofφ onR,φ|R, is a good function, i.e.,φ|R ∈ L2(R) ∩
L1
loc(R), then b|R is the Fourier transform of φ|R. For z ∈ S0ω,+, lim

ε→0
φ1(εz) = 0. Also

(3) of Theorem 1.3.2 is equivalent to the classical Parseval formula.

Now we give several well-known examples.

(a) If

b(ξ) =
{

χ+(ξ), ξ ∈ S0μ,+;
0, ξ ∈ S0μ,−,

then φ(z) = i(2π z)−1, φ1(z) = 1/2.
(b) If

b(ξ) =
{
sgnξ, ξ ∈ S0μ,+;
−1, ξ ∈ S0μ,−,

then φ(z) = i(π z)−1, φ1(z) = 0.
(c) If b(ξ) = χ+(ξ)ξ is , s ∈ R, then

φ(z) = i(2π)−1e−πs/2�(1 + is)z−1−is,
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φ1(z) = (2πs)−1e−πs/2�(1 + is)(zis − z−is).

(d) If b(ξ) = χ+(ξ)e−tξ , t > 0, then

φ(z) = i(2π)−1(z + i t)−1, lim|z|→0
φ1(z) = 0.

(e) If b(ξ) = χ+(ξ)tξe−tξ , t > 0, then

φ(z) = −(2π)−1t (z + i t)−2, φ1(z) = (2π)−12zt (z2 + t2)−1.

In (e), the function φ is absolutely integrable on R and lim
ε→0

φ1(ε) = 0. This assertion

is true for the following class of functions.

�(S0μ) =
{
ψ ∈ H∞(S0μ), for some cs > 0, s > 0, |ψ(z)| � cs |z|s

(1 + |z|2s)
}
.

Theorem 1.3.4 Let ψ ∈ �(S0μ) and φ = G(ψ). Then for any ν < μ, there exist
s > 0 and cv > 0 such that

|φ(z)| � cv min{|z|−1+s, |z|−1−s}, z ∈ S0ν .

Therefore, lim|z|→0
G1(ψ)(z) = 0 uniformly on S0ν .

Proof Let z = |z|eiθ0 and pθ be the integral contour in the definition of G(φ). At
first we assume that z ∈ S0μ and |z| � 1. For any s ∈ (−1, 1), because ψ ∈ �(S0μ),
then |ψ(z)| � C |z|s . This gives for z ∈ S0ν ,

|φ(z)| = |G(ψ)(z)| � c
∫ ∞

0
e−|z| sin(θ+θ0)t t sdt

� c(|z| sin(θ + θ0))
−1−s

� c(dist(z, C\S0μ))−1−s

� c|z|−1−s,

= cmin
{
|z|−1+s, |z|−1−s

}
.

Similarly, when |z| < 1, we have |ψ(z)| � |z|−s . Hence when s ∈ (−1, 1), for z ∈
S0ν , we can get

|φ(z)| = |G(ψ)(z)| � c
∫ ∞

0
e−|z| sin(θ+θ0)t t−sdt

� c(|z| sin(θ + θ0))
−1+s

� c(dist(z, C\S0μ))−1+s
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= cmin
{
|z|−1+s, |z|−1−s

}
.

At last, when |z| → 0,we estimate the decay property of the functionG1(ψ).Without
loss of generality, we assume that |z| < 1. From the definition of G1(ψ), taking

δ(z) = {ξ = reiθ : 0 < r � |z|, arg z � θ � arg z + π},

we deduce that

|G1(ψ)(z)| �
∫

δ(z)
|φ(ξ)|dξ

�
∫ |z|

0
min{r−1+s, r−1−s}r

� C |z|s .

�

1.4 Convolution Singular Integral Operators
on the Lipschitz Curves

In this section, applying the H∞-functional calculus of the differential operator Dγ

on the Lipschitz curve γ , we prove the L p-boundedness of the convolution singular
integral operators on γ . Roughly speaking, the main idea is to prove the operator
Dγ satisfies the reverse quadratic estimate by the square integral estimate obtain by
Kenig [5]. Hence for b ∈ H∞(S0μ), by Theorem 1.2.4, we can see that the operator
b(Dγ ) is bounded on L p(γ ). Then we use the Fourier transform on the sectors to
prove that if the kernel satisfies certain conditions, then the convolution singular
integral operator on γ can be represented as the H∞-functional calculus b(Dγ ), see
Theorems 1.3.3, 1.4.1, 1.4.2 and 1.4.3 for the details.

Let D = 1
i

d
dx . The differential operator Dγ on the Lipschitz curve γ is defined

as Dγ = (1 + i A(x))−1D. Let (Dγ ,−Dγ ) be a dual pair of type ω operators in
(L p(γ ), L p′

(γ )), 1 � p � ∞, or 〈C0(γ ), L1(γ )〉. When 1 < p < ∞, Dγ is a one-
one operator on L p(γ ) and has a dense domain and a dense range.

Our first aim is to representψ(Dγ ) as an integral operator forψ ∈ �(S0μ), μ > ω.
Notice that

ψ(Dγ ) = (2π)−1
∫

δ

(Dγ − λI )−1ψ(λ)dλ,

where δ consists of the rays ρθ , −ρθ , ρθ+π and −ρθ+π , ω < θ < μ. We also notice
that for almost all z ∈ γ ,



1.4 Convolution Singular Integral Operators on the Lipschitz Curves 23

(Dγ − λI )−1u(z) = Rλu(z) =

⎧⎪⎪⎨
⎪⎪⎩

i
∫

γ −(z)
eiλ(z−ξ)u(ξ)dξ, z ∈ ρθ ∪ ρ−θ+π ,

− i
∫

γ +(z)
eiλ(z−ξ)u(ξ)dξ, z ∈ ρ−θ ∪ ρθ+π .

Hence, for u ∈ L p(γ ), 1 � p � ∞, or C0(γ ), and z ∈ γ ,

ψ(Dγ )u(z) = 1

2π

[ ∫

γ −(z)

∫

ρθ

−
∫

γ −(z)

∫

ρ−θ+π

+
∫

γ +(z)

∫

ρ−θ

−
∫

γ +(z)

∫

ρθ+π

]
eiλ(z−ξ)ψ(λ)u(ξ)dλ

=
∫

γ

φ(z − ξ)u(ξ)dξ,

where φ = G(ψ) and we have used the estimate obtained in Theorem 1.3.4 when
changing the order of the integrals. We thus can obtain

ψ(Dγ )u = φ ∗ u.

Specially, for τ > 0, define �r as

�r (z) =
{

τ ze−τ z, z ∈ S0μ,+,

0, z ∈ S0μ,−.

Then by Example (e) in Sect. 1.3,

�τ(Dγ )u(z) = −(2π)−1τ

∫

γ

(z + iτ − ξ)−2u(ξ)dξ.

We will prove that the operator Dγ in L2(γ ) satisfies the reverse quadratic esti-
mate with respect to � = �1. We choose Cc(γ ), the space of compactly supported
functions on γ , as a dense linear subspace. Denote by L2(γ )+ the space of the
functions

u+(z) =
∫ β

α

ψ+(τDγ ) f (τ )(z)
dτ

τ
,

where f denotes a Borel function from [α, β] to Cc(λ), ψ+ ∈ �(S0μ,+), �(S0μ,−),
μ > ω. We will prove that for some constant q+ and all U+ ∈ L2(γ )+,

R+(�) : ‖u+‖ � q+
( ∫ ∞

0
‖ψτ (Dγ )u+‖2 dτ

τ

)1/2
.

We have seen that
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ψ+(τDγ ) fτ (z) = Fτ (z) =
∫

γ

φτ (z − ξ) fτ (ξ)dξ,

where φτ (z) = τ−1φ(τ z), and φ = G(ψ+) is holomorphic on C0
μ,+. By Theorem

1.3.4, for ω < ν < μ and 0 < σ < 1, on C0
ν,+, the function satisfies

|zφ(z)| � C |z|σ
1 + |z|2σ .

In fact, via the above formula, Fτ can be understood as not only being defined on γ

but also being defined on the open set �+ over γ , that is,

U (z) =
∫ β

α

Fτ (z)
dτ

τ
.

The following results can be proved easily:

(i) U is holomorphic on �+,
(ii) U is continuous on �+ ∪ γ and equals to u+ on γ ,
(iii) U satisfies

|U (z)| � C |z|−1, |U ′(z)| � C |z|−2.

Hence, for z ∈ γ and t > 0,

U ′(z + i t) = (2π i)−1
∫

γ

(z + i t − ξ)−2u+(ξ)dξ = i t−1ψt (Dγ )u+(z).

So the desired reverse quadratic estimate is

R+(�) : ‖u+‖2 � 2πq+
( ∫ ∞

0

∫

γ

t |U ′(z + i t)|2|dz|dt
)1/2

,

where u+ andU satisfy the above properties (i), (ii), (iii). Nowwe prove the estimate
R+(�). For 0 < α < π/2 and z = x + iy a complex number, �α(z) will denote
the open angle with axis in the vertical direction, wertex z, opening α and pointing
upwards, i.e.

�α(z) = {ω = a + ib ∈ C, b > y, |x − a| < [tan α](b − y)}.

Obviously, if 0 < α < [arctan 1/M], then for some ε > 0, �α+ε ⊂ �+ for all z ∈ γ .
Assume that 0 < α < arctan 1/M , and that U is defined in �+, if z ∈ 	, We

define the non-tangential maximal function as

(MαU )(z) = sup
ξ∈�α(z)

|U (ξ)|.
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For the functions U defined on �+, we define the following Littlewood-Paley
type g-function on γ . Assume thatU is differentiable in �+, for z = t + iη(t) ∈ γ ,
define

g(U )(z) =
( ∫ ∞

0
t
∣∣∣U ′(z + i t)

∣∣∣
2
dt

)1/2
.

Then by [5, Theorem 3.17], we can obtain there exists a constant c such that

‖MαU‖L2(γ ) ≤ c‖g(U )‖L2(γ ).

On the other hand, on γ , the boundary value of U coincides with u+. This gives

‖u+‖L2(γ ) ≤ ‖MαU‖L2(γ ) ≤ c‖g(U )‖L2(γ ),

which, together with the change of variables, implies that

‖u+‖L2(γ ) ≤ c‖g(U )‖L2(γ )

=
( ∫

γ

|g(U )(z)|2|dz|
)1/2

=
[ ∫

γ

( ∫ ∞

0
t
∣∣∣U ′(z + i t)

∣∣∣
2
dt

)
|dz|

]1/2

=
[ ∫ ∞

0
t
( ∫

γ

∣∣∣U ′(z + i t)
∣∣∣
2|dz|

)
dt

]1/2

=
[ ∫ ∞

0
t
( ∫

γ

∣∣∣t−1ψt (Dγ )u+(z)
∣∣∣
2|dz|

)
dt

]1/2

=
( ∫ ∞

0

∥∥∥ψt (Dγ )u+
∥∥∥
2

L2(γ )

dt

t

)1/2

We can see that Dγ satisfies the reverse quadratic estimate R+(�). Similarly, Dγ

satisfies R−(�). Denote by D′
γ the duality of Dγ . Because D′

γ = −Dγ , D′
γ also

satisfies R−(�) and R+(�). Hence, the assumptions of Theorem 1.2.4 are satisfied.
For the case of L p, the following result holds.

Theorem 1.4.1 For any μ > ω = tan−1 N and p ∈ (1,∞), there exists a constant
cμ,p such that for all b ∈ H∞(S0μ) and u ∈ L p(γ ),

‖b(Dγ )u‖p � cμ,p‖b‖∞‖u‖p.

Proof We have proved that there exists a constant cμ such that for all b ∈ �(S0μ) and
u ∈ L2(γ ),

‖b(Dγ )u‖2 � cμ‖b‖∞‖u‖2.
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For all z ∈ S0ν ,

b(Dγ )u(z) =
∫

γ

φ(z − ξ)u(ξ)dξ,

where φ = G(b). By Theorem 1.3.2, the function φ satisfies |φ(z)| � κν‖b‖∞|z|−1

for all z ∈ S0ν where ω < ν < μ, κν depends on ν. Hence for all non-zero z ∈ Sω and
some constant κ , |φ′(z)| � κ‖b‖∞|z|−2. Notice that the Lipschitz curve satisfies the
doubling measure condition. By the theory of Calderón-Zygmund operators ([6]),
when 1 < p < ∞, there exists a constant cμ,p such that for all b ∈ �(S0μ) and u ∈
L p(γ ),

‖b(Dγ )u‖p � cμ,p‖b‖∞‖u‖p.

By Lemma 1.2.5, we know that the above estimate holds for all b ∈ H∞(S0μ). �

Next, applying the results of Sect. 1.3, we give an precise representation of the
operator b(Dγ ) in L p(γ ).

Theorem 1.4.2 Assume b ∈ H∞(S0μ),μ > ω. Let φ± be a holomorphic function on
C0

μ,± satisfying φ±(z) = G(χ±b)(z). Let φ and φ1 be holomorphic functions on S0μ
and S0μ,+ which are defined by

{
φ(z) = G(b)(z) = φ+(z) + φ−(z),

φ1(z) = G1(b)(z).

If u ∈ L p(γ ), then for almost all z ∈ γ ,

b(Dγ )u(z) = lim
α→0+

∫

γ

[
φ+(z − ξ + iα) + φ−(z − ξ − iα)

]
u(ξ)dξ

= lim
ε→0+

[ ∫

|z−ξ |�ε

φ(z − ξ)u(ξ)dξ + φ1(εt(z))
]
,

where for z ∈ γ , t(z) denotes the unit tangent vector at z.

Proof Weprove this theorem for the caseb ∈ H∞(S0μ,+), and the caseb ∈ H∞(S0μ,−)

can be dealt with similarly.
Suppose that u ∈ L p(γ ) and b ∈ H∞(S0μ,+). Let φ = G(b) and φ1 = G1(b). For

α > 0 and s > 0, define the following functions in H∞(S0μ,+) and �(S0μ,+), respec-
tively,

bα(ξ) = b(ξ)e−αξ ∈ H∞(S0μ,+)

and

bα,s(ξ) = ξ s(1 + ξ)−2sbα(ξ) ∈ �(S0μ,+).



1.4 Convolution Singular Integral Operators on the Lipschitz Curves 27

Notice that the functions bα,s and bα are uniformly bounded on S0μ,+, and for any
fixed α, on every set with the form

{
z ∈ S0μ,+, 0 < δ � |z| � � < ∞

}
,

when s → 0, bα,s converges to bα uniformly. Hence by Lemma 1.2.5 and Theorem
1.4.1, as s → 0,

‖bα,s(Dγ )u − bα(Dγ )u‖p → 0.

Set φα,s = G(bα,s) and φα = G(bα). Notice that, for almost all z ∈ γ ,

bα,s(Dγ )u(z) =
∫

γ

φα,s(z − ξ)u(ξ)dξ.

Therefore we can get

|φα,s(z − ξ)| � (2π)−1
∫

ρθ

|ei(z−ξ)λbα,s(λ)||dλ|
� C(α + |z − ξ |)−1

and when s → 0, φα,s converges to φα in the pointwise sense. By the Lebesgue
dominated convergence theorem,

bα(Dγ )u(z) =
∫

γ

φα(z − ξ)u(ξ)dξ =
∫

γ

φ(z − ξ + iα)u(ξ)dξ a.e.

Using Lemma 1.2.5 and Theorem 1.4.1 again, we can obtain that, in L p(γ ),

b(Dγ )u(z) = lim
α→0+

∫

γ

φ(z − ξ + 1α)u(ξ)dξ.

To prove the second equality, we first assume that u is a compactly supported
Lipschitz function on γ . We will prove

∣∣∣b(Dγ )u(z) −
∫

|z−ξ |>δ

φ(z − ξ)u(ξ)dξ − u(z)
∫

C(z,δ)

∫

γ

φ(z − ξ)dξ

∣∣∣ � Cε‖u′‖∞,

where C(z, ε) = {ξ ∈ C, |ξ − z| = ε, Imξ > g(Reξ)}.
In fact, take a subsequence {tn} → 0 in the first equality. We can assume that the

first equality converges in the pointwise sense. Hence, for any fixed ε > 0, we have
b(Dγ )u(z) = J1 + J2 + J3, where

J1 =
∫

|z−ξ |>ε

φ(z − ξ)u(ξ)dξ,
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|J2| �
∫

|z−ξ |�ε

|φ(z − ξ)||u(ξ) − u(z)||dξ | � Cε‖u′‖∞,

J3 = lim
tn→0

u(z)
∫

C(z,ε)
φ(z − ξ + i tn)dξ = u(z)

∫

C(z,ε)
φ(z − ξ)dξ.

Note the fact that

lim
ε→0

[ ∫

C(z,ε)

∫

γ

φ(z − ξ)dξ − φ1(εt(z))
]

= 0,

where for almost all z ∈ γ , t(z) denotes the unit tangent vector on γ . We can get the
second equality for Lipschitz functions with compact support on γ .

To extend the second equality to u ∈ L p(γ ), similar to the convolution singular
integral operators on R

n , we need the following maximal estimate:

Lemma 1.4.1 Set

Tεu(z) =
∫

|z−ξ |>ε

φ(z − ξ)u(ξ)dξ

and
T ∗u(z) = sup

ε>0
|Tεu(z)|, z ∈ γ.

Then
‖T ∗u‖p � Cp‖u‖p, 1 < p < ∞. �

Denote by S0μ,± the sector
{
z ∈ C : | arg(±z)| < μ

}
. Set S0μ = S0μ,+ ∪ S0μ,−. The

main result of this section is as follows.

Theorem 1.4.3 Given tan−1(N ) < μ < π/2 and 1 < p < ∞. Letφ andφ1 be holo-
morphic functions defined on S0μ and S0μ,+ such that zφ(z) and φ1(z) are bounded.
If for all z ∈ S0μ,+,

φ′
1(z) = φ(z) + φ(−z),

then for u ∈ L p(γ ) and z ∈ γ a.e., we can define the following bounded linear
operator T on L p(γ ):

(Tu)(z) = lim
ε→0+

[ ∫

|z−ζ |�ε

φ(z − ζ )u(ζ )dζ + φ1(εt(z))
]
,

where t(z) is the unit tangent vector at z ∈ γ . Moreover,

‖Tu‖p � CN ,μ,p

[
sup

{
|zφ(z)| : z ∈ S0μ

}
+ sup

{
|φ1(z)| : z ∈ S0μ,+

}]
‖u‖p.

Here CN ,μ,p denotes the constant which depends only on N, μ and p.
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Proof In fact, let B = b(Dγ ). This theorem is a direct corollary of Theorems 1.3.3,
1.4.1 and 1.4.2. �

1.5 L p-Fourier Multipliers on Lipschitz Curves

In this section, let γ be a Lipschitz graph defined as

γ = γg =:
{
x + ig(x) ∈ C, x ∈ R

}
.

where g is a Lipschitz function. Assume that ‖g′‖∞ � M < ∞ and ‖g‖∞ � M <

∞. We will discuss a class of L p-Fourier multipliers on γ . We first introduce the
following class of Bancah spaces.

Definition 1.5.1 Let −∞ < β < ∞.

(1) If a Lebesgue measurable function w : (−∞,∞) → C satisfies

‖w‖Cβ
=

( ∫ ∞

−∞
|w(ξ)|2 exp(2β|ξ |)dξ

)1/2
< ∞,

we call w ∈ Cβ .
(2) For w ∈ Cβ , if w′,w′′ ∈ Cβ , we call w ∈ C2

β and the norm is defined as

‖w‖C2
β

=:
{
‖w‖2Cβ

+ ‖w′‖2Cβ
+ ‖w′′‖2Cβ

}
.

We regard C2
β as a test space, its dual is denoted by (C2

β)′. Define the dual relation as

〈w, v〉 =
∫ ∞

−∞
w(ξ)v(ξ)dξ,w ∈ C−β, v ∈ C2

β.

At first, |〈w, v〉| � ‖w‖C−β
‖v‖C2

β
. Secondly, 〈w, v〉 = 0 for all v ∈ C2

β if and only if

w = 0. HenceC−β ↪→ (C2
β)′. If α < β, thenCβ ⊂ Cα andC2

β ⊂ C2
α . This embedding

is continuous and dense. Therefore (C2
α)′ ⊂ (C2

β)′.
We will use the Fourier transform and the inverse Fourier transform concepts on

γ which are defined as follows. If u ∈ L1(γ ), define

û(ξ) =
∫

γ

eizξu(z)dz.

Then û is a continuous function and satisfies

|û(ξ)| � e|ξ |M‖u‖1,
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so û ∈ C−β , β > M and ‖û‖C−β
� (β − M)−1/2‖u‖1.

For β > M and w ∈ Cβ , on the strip

Xβ = {ξ ∈ C, |Imξ | < β},

define the holomorphic function w̌ as

w̌(ζ ) = 1

2π

∫ ∞

−∞
eiζ ξw(ξ)dξ.

If w̌ = 0, then w = 0. Let

(Cβ)∨(γ ) = {
w̌|γ , w ∈ Cβ

}
and (C2

β)∨(γ ) = {
w̌|γ , w ∈ C2

β

}
.

The norms of the above spaces are defined as ‖w̌‖(Cβ )∨(γ ) = ‖w‖Cβ
and ‖w̌‖(C2

β )∨(γ ) =
‖w‖C2

β
.

Theorem 1.5.1 (i) A holomorphic function f on Xβ belongs to (Cβ)∨ if and only
if

sup
|y|<β

∫
| f (x + iy)|2dx < ∞.

Moreover

1

2
‖w‖Cβ

�
√
2π sup

|y|<β

( ∫
|w̌(x + iy)|2dx

)1/2
� ‖w‖Cβ

.

(ii) If w ∈ Cβ and |Imz| � M, then

|w̌(z)| � 1

2π
(β − M)−1‖w‖Cβ

and
sup

|y|�M
|w̌(x + iy)| → 0, |x | → ∞,

so w̌ |γ ∈ C0(γ ). Hence (Cβ)∨(γ ) is embedded in C0(γ ) continuously.
(iii) If w, v ∈ Cβ , then

∫

γ

w̌(z)v̌(z)dz = 1

2π

∫ ∞

−∞
w(ξ)v(−ξ)dξ.

(iv) A holomorphic function f on Xβ belongs to (C2
β)∨ if and only if

sup
|y|<β

∫
|(1 + x2) f (x + iy)|2dx < ∞.
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Moreover, there exists cβ > 0 such that

1

cβ

‖w‖C2
β

� sup
|y|<β

( ∫
|(1 + x2)w̌(x + iy)|2dx

)1/2
� cβ‖w‖C2

β
.

(v) For all p ∈ [1,∞], (C2
β)∨(γ ) is embedded in L p(γ ) continuously.

Proof The second part of (ii) can be obtained via the Cauchy integral formula on the
rectangle with vertices (1 ± 1

2 )Rez ± i
2 (M + β). By (ii), applying Cauchy’s theo-

rem, we can prove that

∫

γ

w̌(z)v̌(z)dz =
∫

R

w̌(x)v̌(x)dx,

so (iii) can be deduced from the so-called Parseval identity. It is easy to see that the
functions f with the standard properties are of the form f = w̌, where w ∈ Cβ or
C2

β . To prove (v), we first prove that if w ∈ C2
β and |y| � M , then for some constant

c, (1 + x2)|w̌(x + iy)| � c‖w‖C2
β
. �

Remark 1.5.1 Let A(γ ) be the space of all functions f which are holomorphic for

min
z∈γ

|g(z)| − ε < Imz < max
z∈γ

|g(z)| + ε

and satisfy ∫
| f (x + iy)|2dx < Cε .

Then
⋃

β>M(Cβ)∨(γ ) = A(γ ).

For the arguments of approximation, we shall use the maximal function Mγ

defined as follows. For a locally integrable function u on γ , define

Mγ u(z) = sup
ρ>0

ρ−1
∫

B(z,ρ)

|u(ξ)||dξ |,

where z ∈ γ and B(z, ρ) = {ξ ∈ γ, |ξ − z| < ρ}. The follows results canbeobtained
by the usual methods. Noticing that ‖g′‖∞ � N , we have

Proposition 1.5.1 For 1 < p � ∞, there exists constants cp,N and cN such that

‖Mγ u‖p � cp,N‖u‖p, u ∈ L p(γ )

and
λμ({z ∈ γ, Mγ u(z) > λ}) � cN‖u‖1,

where μ denotes the measure introduced by the arc-length.
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Proposition 1.5.2 Suppose that u is a locally integrable function on γ , φ ∗ u and
ψ ∗ u are well-defined, where ψ is a decreasing function in L1(0,∞) such that

|φ(z)| � ψ(|x |), z = x + iy ∈ �,

where � = {z − ξ, z, ξ ∈ γ }. Then for all z ∈ γ ,

|φ ∗ u(z)| � cN‖ψ‖1Mγ u(z).

The above result can be proved directly for the functions ψ with the form ψ(ξ) =∑
k akχk(ξ), where χk is the characteristic function of a ball centered at 0. For

general ψ , we use the sequence of such functions to approximate ψ . We prove that,
in an appropriate sense, the function u is the limit of the sequence {φn ∗ u}, where
φn(z) = nφ(nz) and φ is a holomorphic function defined on all of C which satisfies

∫ ∞

−∞
φ(x)dx = 1 (1.5)

and for some constant c,

|φ(z)| � c

1 + x2
, z = x + iy ∈ S0μ, (1.6)

where tanμ > N .
For N < π/4, takeφ(z) = exp(−z2). Forπ/4 � N < π/2, there exists a function

satisfying two conditions mentioned above. The following example was constructed
by McIntosh-Qian [7].

Lemma 1.5.1 ([7, Section 8]) Let 0 < μ < π/2. There exists an entire holomorphic
function φ satisfying (1.5) and (1.6).

Proof At first, let f be a holomorphic function on the upper-half plane which is
defined as

f (z) = (i + z)−2 exp((−i z)λ),

where λ satisfiesπλ/2 < π/2 − μ. The following conclusions can be verified easily.

(i) Let δ denote the curve {z, | arg z − π/2| = π/2λ}. For all z ∈ δ, | f (z)| = |i +
z|−2.

(ii) When y → +∞, | f (iy)| → ∞.

Define a function

G(z) :=
{

1
2π i

∫
δ

1
z−ζ

f (ζ )dζ, z below δ,
1

2π i

∫
δ

1
z−ζ

f (ζ )dζ + f (z), z above δ.
(1.7)
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The functionG can be extended toC continuously, so it is an entire holomorphic func-
tion. It is bounded below δ and unbounded above δ. Define φ as φ(z) = κG ′(z)G ′(z),
where is κ a normalizing factor. Then φ satisfies (1.5) and (1.6).

�

We call a sequence {φn} constructed as above an identity sequence. The sequence
{φn} satisfy the following properties. Let ψn(s) = n(1 + n2s2)−1, s > 0. Then

(1) for every n,
|φn(z)| � cψn(|x |), z = x + iy ∈ S0μ. (1.8)

(2) For every n, ∫ ∞

0
ψn(s)ds = 1

2
π. (1.9)

(3) For all δ > 0, ∫ ∞

δ

ψn(s)ds → 0, n → 0. (1.10)

(4) For every n and every ξ ∈ γ ,

∫

γ

φn(z − ξ)dz = 1. (1.11)

The following two theorems give the ways in which φn ∗ u converges to u.

Theorem 1.5.2 Let {φn} be an identity sequence. Then

(i) for 1 < p � ∞, there exists a constant cp,N such that

‖ sup
n

|φn ∗ u|‖p � cp,N‖u‖p, u ∈ L p(γ ).

(ii) If u ∈ L p(γ ), 1 � p � ∞, then for almost all z ∈ γ ,

lim
n→∞(φn ∗ u)(z) = u(z).

(iii) If u ∈ L p(γ ), 1 � p < ∞, then

lim
n→∞ ‖(φn ∗ u) − u‖p = 0.

(iv) If u ∈ C0(γ ), then
lim
n→∞ ‖(φn ∗ u) − u‖∞ = 0.

Proof Part (i) is a corollary of the former two propositions. Next assume that u ∈
C0(γ ). It can be deduced from (1.11) that
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(φ ∗ u)(z) − u(z) =
∫

|ζ−z|<δ

φn(z − ζ )(u(ζ ) − u(z))dζ

+
∫

|ζ−z|�δ

φn(z − ζ )(u(ζ ) − u(z))dζ

= I1 + I2.

Let ε > 0. Take δ small enough such that for all ζ on γ which satisfies |ζ − z| < δ,
|u(ζ ) − u(z)| < ε. Hence, by (1.8) and (1.9),

I1 � ε

∫

γ

|φn(z − ζ )||dζ | � cεπ
√
1 + N 2.

Applying (1.10), we can get I2 � ε for all sufficiently large n. Hence

|φn ∗ u(z) − u(z)| � ε(1 + cπ
√
1 + N 2).

Therefore (iv) holds as part (ii) does in the case when u ∈ C0(γ ).
For u ∈ L p(γ ), 1 � p < ∞ and any δ > 0, there exists the decomposition u =

v + w, where v ∈ C0(γ ) and ‖w‖p < δ. Hence, by the former propositions,

μ
({

z ∈ γ, lim
n→∞|φn ∗ u(z) − u(z)| > κ

})

= μ
({

z ∈ γ, lim
n→∞|φn ∗ w(z) − w(z)| > κ

})

� μ
({

z ∈ γ, lim
n→∞|φn ∗ w(z)| > κ/2

})
+ μ

({
z ∈ γ, lim

n→∞|w(z)| > κ/2
})

� μ
({

z ∈ γ, Mγw(z) > κ/2
})

+ μ
({

z ∈ γ, lim
n→∞|w(z)| > κ/2

})

� cκ−p‖w‖p
p � cκ−pδ p.

Let δ → 0 first and then κ → 0. We can get

μ
({

z ∈ γ, lim
n→∞|φn ∗ u(z) − u(z)| > 0

})
= 0.

This implies Part (ii) holds for the case 1 � p < ∞. The case p = ∞ can be reduced
to the case p = 1 by a localization argument.

Now we prove (iii). For u ∈ L p(γ ), defineU ∈ L p(R) byU (x) = u(x + ig(x)).
Then

‖(φn ∗ u) − u‖p =
∥∥∥

∫

γ

φn(· − ζ )u(ζ ) − u(·)dζ

∥∥∥
L p(γ )

� c
∥∥∥

∫

R

ψn(|x − y|)|U (x) −U (y)|dy
∥∥∥
L p(dx)
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= c
∥∥∥

∫

R

ψn(|s|)|U (x) −U (x − s/n)|ds
∥∥∥
L p(dx)

� c
∫

R

ψn(|s|)
∥∥∥|U (x) −U (x − s/n)|

∥∥∥
L p(dx)

ds

= c
∫

R

ψ(|s|)�(U, s/n)ds,

where
�(U, s/n) =

∥∥∥|U (x) −U (x − s/n)|
∥∥∥
L p(dx)

.

Notice that when n → ∞, �(U, s/n) → 0 and �(U, s/n) � 2‖U‖p. By the
Lebesgue dominated convergence theorem, when n → ∞, the last integral tends
to 0. �

Let φ satisfy (1.5) and (1.6). Define an identity sequence {φn} by φn(z) = nφ(nz).
Let �n = φ̂n and � = φ̂. Then �n(ξ) = �(n−1ξ), where � is continuous and sat-
isfies �(0) = 1. When ξ > 0,

|�(ξ)| =
∣∣∣
∫ ∞

−∞
e−iξ xφ(x)dx

∣∣∣ =
∣∣∣
∫ ∞

−∞
e−iξ(x−iλ)φ(x − iλ)dx

∣∣∣

� e−λ|ξ |
∫ ∞

−∞
|φ(x − iλ)|dx = cλe

−λ|ξ |.

When ξ < 0, in the above estimate, replace λ by −λ. Hence for every λ > 0, there
exists cλ such that

|�(ξ)| � cλe
−λ|ξ |, −∞ < ξ < ∞. (1.12)

Therefore for all n and all β > 0, �n ∈ Cβ . Clearly, on any compact subset of
(−∞,∞), �n → 1 uniformly.

Theorem 1.5.3 Let {φn} be an identity sequence and let �n = φ̂n. Suppose that
β � α � M.

(1) If w ∈ Cα , then φn ∗ w̌ = (�nw)∨ ∈ (Cβ)∨(γ ) and �nw → w in Cα .
(2) If u ∈ L1(γ ), then φn ∗ u ∈ (Cβ)∨(γ ) and �nû → û in C−β .

Proof We first prove (i). Taking λ = 2n(β − α) in (1.12), we can see that |�(ξ)| �
cλ exp(−2(β − α)|ξ |). Then

‖�nw‖2Cβ
=

∫ ∞

−∞
|�n(ξ)w(ξ)|2 exp(2β|ξ |)dξ

�
∫ ∞

−∞
|w(ξ)|2 exp(2β|ξ |) exp(−2(β − α)|ξ |)dξ

�
∫ ∞

−∞
|w(ξ)|2 exp(2α|ξ |)dξ

� ‖w‖2Cα
.
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Hence φn ∗ w̌ ∈ (Cβ)∨(γ ). Also, at each point, �n → 1,

‖�nw − w‖2Cα
=

∫ ∞

−∞
|�n(ξ)w(ξ) − w(ξ)|2 exp(2α|ξ |)dξ

=
∫ ∞

−∞
|�n(ξ) − 1|2|w(ξ)|2 exp(2α|ξ |)dξ → 0, n → ∞.

Now we prove (ii). Because u ∈ L1(γ ), |û(ξ)| � exp(|ξ |M)‖u‖1. Similarly, we can
get �nû ∈ Cβ and �nû → û in C−β . Also

φn ∗ u(z) =
∫

γ

φn(z − ζ )u(ζ )dζ

=
∫

γ

1

2π

∫ ∞

−∞
�n(ξ)eiξ(z−ζ )dξu(ζ )dζ

= 1

2π

∫ ∞

−∞

∫

γ

e−iξζu(ζ )dζeiξ z�n(ξ)dξ

= 1

2π

∫ ∞

−∞
û(ξ)�n(ξ)eξ zdξ

= (�nû)∨(z).

�

We state several density results and a version of Parseval’s formula.

Theorem 1.5.4 Let β > α and 1 � p < ∞.

(i) The following inclusions are all dense:

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(C2
β)∨(γ ) ⊂ L1 ∩ L p ∩ (Cβ)∨(γ ) ⊂ L p ∩ (Cβ)∨(γ ) ⊂ (Cβ)∨(γ );

(C2
β)∨(γ ) ⊂ (C2

α)∨(γ );
L1 ∩ L p ∩ (Cβ)∨(γ ) ⊂ L1 ∩ L p(γ ) ⊂ L p(γ );
L p ∩ (Cβ)∨(γ ) ⊂ L p ∩ (Cα)∨(γ ) ⊂ L p(γ );
(Cβ)∨(γ ) ⊂ (Cα)∨(γ ).

(1.13)
(ii) In the above inclusions, L p(γ ) can be replaced by C0(γ ).
(iii) For u ∈ L1(γ ) and w ∈ Cβ ,

∫

γ

u(z)w̌(z)dz = 1

2π

∫ ∞

−∞
û(ξ)w(−ξ)dξ.

(iv) If u ∈ L1(γ ) and ǔ = 0, then u = 0.

Proof (i) We prove the inclusions in first line. Let u ∈ (Cβ)∨(γ ). For any ε > 0,
define uε(z) = (1 + ε2z2)−1u(z). By (i) and (iv) of Theorem 1.5.1, uε ∈ (C2

β)∨(γ ).
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In L p(γ ) and C0(γ ), uε → u. Hence these inclusions are dense. In addition, we can
see that (C2

β)∨(γ ) is dense in (C2
α)∨(γ ), and (Cβ)∨(γ ) is dense in (Cα)∨(γ ). This

proves the second and the fifth inclusions.
Let u ∈ L1 ∩ L p(γ ). Then φn ∗ u ∈ (Cβ)∨(γ ) and φn ∗ u belongs to L1(γ ) and

L p(γ ). In L1(γ ) and L p(γ ), φn ∗ u → u. we get L1 ∩ L p ∩ (Cβ)∨(γ ) is dense in
L1 ∩ L p(γ ), and is dense in L p(γ ). This proves the third inclusion. Similarly, we
can prove L p ∩ (Cα)∨(γ ) is dense in L p(γ ), and L p ∩ (Cβ)∨(γ ) is dense in L p ∩
(Cα)∨(γ ).

(ii). In the proof of (i), replacing L p(γ ) by C0(γ ), we can use the same method
to verify that the conclusion of (i) is valid for C0(γ ).

(iii) Let u ∈ L1(γ ) and w ∈ Cβ . Then φn ∗ u = (�nû)∨ ∈ (β)∨(γ ). By (iii) of
Theorem 1.5.1,

∫

γ

(φn ∗ u)(z)w̌(z)dz = 1

2π

∫ ∞

−∞
(�nû)(ξ)w(−ξ)dξ.

Because φn ∗ u → u in L1(γ ) and �nû → û in C−β(γ ), (iii) holds.
At last, by (iii) and the fact that (C2

β)∨(γ ) is dense in L1(γ ), we can obtain (iv).
�

From Theorem 1.5.1, we can see that the following definition of the Fourier
transform coincides with the definition for u ∈ L1(γ ).

For some 1 � p � ∞, u ∈ L p(γ ), define û ∈ (C2
β)′ by

〈û, w−〉 =
∫

γ

u(z)w̌(z)dz,

where w ∈ C2
β and w−(ξ) = w(−ξ).

It should be pointed out that this definition is independent of the choice of β, β >

M , and the mapping F : L p(γ ) → (C2
β)′ satisfying F (u) = û is continuous and

one-one. If the above Fourier transform and the inverse Fourier transform are well-
defined, two transforms are inverse operations.

Theorem 1.5.5 Let u ∈ L p(γ ), p ∈ [1,∞] and let w ∈ Cβ, β > M. Then u = w̌
if and only if w = û.

Proof Let u ∈ L p(γ ), 1 � p � ∞ and w ∈ Cβ . By (iii) of Theorem 1.5.1, we can
see that for all v ∈ C2

β ,

∫

γ

w̌(z)v̌(z)dz = 1

2π

∫ ∞

−∞
w(ξ)v(−ξ)dξ = 1

2π
〈w, v−〉.

Assume that w̌ = u ∈ L p(γ ). Then for any v ∈ C2
β ,

∫

γ

w̌(z)v̌(z)dz =
∫

γ

u(z)v̌(z)dz = 1

2π
〈û, v−〉.



38 1 Singular Integrals and Fourier Multipliers on Infinite Lipschitz Curves

Hence û = w. On the other hand, assume that û = w ∈ Cβ . Then for all v ∈ C2
β ,

∫

γ

w̌(z)v̌(z)dz = 1

2π
〈w, v−〉 =

∫

γ

u(z)v̌(z)dz.

Specially, for an identity sequence {φn},
∫

γ

φn(ζ − z)w̌(z)dz =
∫

γ

φn(ζ − z)u(z)dz.

Taking limits for all ζ ∈ γ , we can get w̌ = u.
�

Now we introduce Fourier multipliers. Let 1 � p � ∞ and take β < M .

Definition 1.5.2 Let b ∈ L∞(−∞,∞). If a L∞-function b satisfies

‖b‖Mp(γ ) =: sup
{
‖(bû)∨‖L p(γ ), u ∈ L p(γ ) ∩ (Cβ)∨(γ ), ‖u‖p = 1

}
< ∞,

we call b a L p(γ )-Fourier multiplier, denoted by b ∈ Mp(γ ).

When 1 � p � ∞ and b ∈ Mp(γ ), there exists a unique L p-bounded linear oper-
ator B defined on the dense subspace L p(γ ) ∩ (Cβ)∨(γ ):

Bu = (bû)∨.

When p = ∞ and b ∈ Mp(γ ), we can define a unique bounded linear operator B on
C0(γ ) similarly. If b1 and b2 are L p-Fourier multipliers, the corresponding operators
are denoted by B1 and B2, respectively, then b1b2 is also a L p-Fourier multiplier with
the corresponding operator denoted by B1B2. The function 1 also belongs to Mp(γ )

with the corresponding operator I .
The reason for using Cβ to define L p-Fourier multipliers is that ifw ∈ Cβ and b ∈

L∞(−∞,∞), then bw ∈ Cβ . By (i) of Theorem 1.5.4, when β > M , the definition
of bw is independent of the choice of β.

Proposition 1.5.3 Let b ∈ L∞(−∞,∞). Then

‖b‖Mp(γ ) = sup
{
‖(bw)∨‖L p(γ ), w ∈ C2

β, ‖w̌‖L p(γ ) = 1
}
.

When the right-hand side of the above equality is finite, b is a L p-Fourier multiplier.

Proof Assume that the right-hand side of the above equality is finite. Let u ∈
L p(γ ) ∩ (Cβ)∨(γ ). By (i) of Theorem 1.5.4, there is a sequence {wn} ⊂ C2

β such
that w̌n → u in L p(γ ) ∩ (Cβ)∨(γ ). Then the sequence {w̌n} is a Cauchy sequence
in L p(γ ). By the assumption, {(bwn)

∨} is also a Cauchy sequence in L p(γ ). Hence
there exists v ∈ L p(γ ) such that (bwn)

∨ → v in L p(γ ). Therefore, bwn → v̂ in (C2
β)′.



1.5 L p-Fourier Multipliers on Lipschitz Curves 39

On the other hand, in Cβ , wn → û, so in Cβ and (C2
β)′, bwn → bû. Finally, we can

obtain that v̂ = bû and (bwn)
∨ → (bû)∨ in L p(γ ). �

Proposition 1.5.4 Let 1 � p � ∞ and p′ = (1 − p−1)−1. Then b ∈ Mp(γ ) if and
only if b− ∈ Mp′(γ ), where b−(ξ) = b(−ξ), and ‖b‖Mp(γ ) = ‖b−‖Mp′ (γ ). Denote by
B and B− the operators corresponding to b and b−, respectively. Then B and B−
are dual operators in the sense that 〈Bu, v〉 = 〈u, B−v〉 for all u and v. Hence they
have the same spectra σ(B) = σ(B−).

Proof In (iii) of Theorem 1.5.4, we use the Parseval formula twice, and the proof is
completed. �

We also need the following lemma.

Lemma 1.5.2 Denote by Lloc(−∞,∞) the Fréchet space of all locally integrable
functions on (−∞,∞). Let 1 � p � 2.

(i) If u ∈ L p(γ ), then û ∈ Lloc(−∞,∞), and the mapping u → û is continuous
from L p(γ ) to Lloc(−∞,∞).

(ii) If u ∈ L p(γ ), then B̂u = bû.

Proof Let θ be a C2-function on (−∞,∞) with support in [−1 − ε, 1 + ε] which
equals to 1 in a neighborhood of [−1, 1]. For s � 1, define θs(ξ) = θ(ξ/s). Then θ̌s
is an entire function and satisfies for some cε ,

(1 + |ζ |2)|θ̌s(ζ )| � cε |Imζ |−1(e(1+ε)s|Imζ | − 1).

Hence for all z satisfying |Imζ | � M , |θ̌s(ζ )| � fs(|ζ |), where fs is a L1-function
with the norm satisfying ‖ fs‖1 � csM−1 exp((1 + ε)sM). By Young’s inequality,
there exists a constant cp,s such that

‖(θsw)∨‖L p(R) � cp,s‖w̌‖L p(γ ).

Then by Titchmarsh’s restriction theorem, we obtain that for all w ∈ Cβ ,

‖θsw‖p′ � cp‖(θsw)∨‖L p(R) � cp,s‖w̌‖L p(γ ).

Because L p ∩ (Cβ)∨(γ ) is dense in L p(γ ), we can prove that for any u ∈ L p(γ ), the
Fourier transform û is equivalent to a locally integrable function. Hence (ii) holds.

�

It is well-known that if b is a Lebesgue measurable function on (−∞,∞) which
satisfies bû = (̂Bu) for all u ∈ L1 ∩ L p(γ ) and a bounded linear operator B, then
b ∈ L∞(−∞,∞) and ‖b‖∞ � ‖B‖. For L p-Fourier multipliers on the Lipschitz
curve γ , we can prove a similar result.

Theorem 1.5.6 Suppose 1 � p � ∞ and let b ∈ Mp(γ ).
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(i) The spectrum σ(B) of the operator B corresponding to the function b satisfies

σ ⊃ ess − range(b).

(ii) ‖b‖∞ � ‖b‖Mp(γ ).
(iii) Mp(γ ) is complete, and so is a Banach algebra.

Proof (i) We first suppose 1 � p � 2. LetB(λ, p) andB(λ, p) denote the open ball
and the closed ball centered at λ with radius ρ, respectively. Assume that λ /∈ σ(B).
There exist κ and ρ > 0 such that for all μ ∈ B(λ, p), (B − μI ) is invertible and
satisfies ‖(B − μI )−1‖ � κ . Let θs be the function used in Lemma 1.5.2, where
ε < 1. For u ∈ L p(γ ), define the operator Fs,μ as

Fs,μ(u) = θ̌2s ∗ (B − μI )−1(θ̌s ∗ u).

Then

‖Fs,μ(u)‖L p(R) � cp,2s‖(B − μI )−1(θ̌s ∗ u)‖L p(γ )

� κcp,2s‖θ̌s ∗ u‖L p(γ ) � κcp,scp,2s‖u‖L p(R).

We can see that, for u ∈ L p(γ ),

(b − μ)(̂Fs,μ) = θs û

and ‖Fs,μ‖ � csκ , where cs depends on s and is independent of μ. Hence we can get

‖θs/(b − μ)‖∞ � ‖Fs,μ‖ � csκ.

So the measure of the set

{b(ξ),−s � ξ � s} ∩ B(μ, (csκ)−1)

is zero. On coveringB(λ, ρ) with finitely many balls of the formB(μ, (csκ)−1), we
can see that the measure of the set

{b(ξ),−s � ξ � s} ∩ B(λ, ρ)

is also zero. Taking a sequence {s} which tends to infinity, we know

B(λ, ρ) ∩ ess-range (b) = ∅.

This implies that ess − range(b) ⊂ σ(B).
For the case 2 < p � ∞, we can use the duality and Lemma 1.5.4.
Now we prove (ii). It is obvious that
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‖b‖∞ = sup{|λ|, λ ∈ ess-range(b)}
� sup{|λ|, λ ∈ σ(B)} � ‖B‖ = ‖b‖Mp(γ ).

Now we prove (iii). It is sufficient to verify that Mp(γ ) is complete. Let {bn}
be a Cauchy sequence in Mp(γ ) and let Bn be an operator corresponding to bn on
L p(γ ). Then Bn converges to an operator B on L p(γ ) in the operator norm. By
(ii), bn tends to b ∈ L∞(−∞,∞) in L∞. So it can be deduced immediately that
b ∈ Mp(γ ), bn → b in Mp(γ ), and the operator corresponding to b is B. �

1.6 Remarks

Remark 1.6.1 In [8], A.McIntosh and T. Qian give another proof for themain results
of Sects. 1.3 and 1.4. Precisely, let γ be a Lipschitz curve: γ (x) = x + i A(x), where
tan−1 ‖A′‖∞ < ω < π/2. The set S0ω is defined by

{z ∈ C : | arg z| < ω or | arg(−z)| < ω}.

They obtain the following result. Suppose that φ is holomorphic in S0ω and satisfies
|φ(z)| � C/|z|. Let Cc(γ ) be the class of all continuous functions with compact
supports. For the operator

T f (z) =
∫

φ(z − ζ ) f (ζ )dζ, f ∈ Cc(γ ), z /∈ supp f,

the following conclusions are equivalent:

(i) T can be extended to a bounded operator on L2(γ );
(ii) There exists a function φ1 ∈ H∞(S0ω) such that for any z ∈ S0ω, φ

′(z) = φ(z) +
φ(−z).

Remark 1.6.2 If {
φ(z − ζ ) = iπ−1(z − ζ )−1,

φ1 = 0,

the above operator is the well-known singular Cauchy integral operator on γ . If N is
small enough, the L p-boundedness of the operator is obtained byC. P.Calderón in [9].
R. Coifman, A. McIntosh and Y. Meyer prove that the L p-boundedness for arbitrary
constant N ([10]). From then on, other mathematicians give several different proofs.
For example, in [11], R. Coifman and Y. Meyer obtain that the L p-boundedness
of singular Cauchy integrals can be used to prove the L p-boundedness of other
convolution singular integral operators. We refer the reader to [5, 12] for further
information. As a summary of this chapter, we give the following theorem. This
theorem indicates that any convolution type Calderón-Zygmund operator on the
Lipschitz curve γ can be regarded as a special case of Theorem 1.4.3.
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Theorem 1.6.1 For some μ > ω, let φ be a holomorphic function on S0μ such that
for a constant c and all z ∈ S0μ, |φ(z)| � c|z|−1. Suppose S is a bounded linear
functional on L2(γ ) and

(Su)(z) =
∫

γ

φ(z − ξ)u(ξ)dξ.

for all compactly supported continuous functions u and z ∈ γ outside of the support
of u. Then there exists b ∈ H∞(S0θ ),ω, θ < μ andα ∈ C such that S = b(Dγ ) + α I .
Specially, if ω < ν < μ, there exists a bounded holomorphic function φ1 = G1(b)
on S0ν such that for all z ∈ S0μ, φ

′(z) = φ(z) + φ(−z).
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Chapter 2
Singular Integral Operators on Closed
Lipschitz Curves

In Chap.1, we state a theory of convolution singular integral operators and Fourier
multipliers on infinite Lipschitz curves. A natural question is whether there exists an
analogy on closed Lipschitz curves. In this chapter, we establish such a theory for
starlike Lipschitz curves. A curve is called a starlike Lipschitz curve if the curve has
the following parameterization: γ̃ = {exp(i z) : z ∈ γ }, where

γ =
{

x + ig(x) : g′ ∈ L∞([−π, π ]), g(−π) = g(π)
}

.

It can be proved that the starlike Lipschitz curves defined using such parameterization
are the same as those defined as star-shaped and Lipschitz in the ordinary sense.

In the same pattern as in the infinite Lipschitz graph case, we can define Fourier
series of L2 functions on γ . The question can now be specified into the following
two:

The first, what kind of holomorphic kernels give rise to L2-bounded operators on
starlike Lipschitz curves γ ?

The second, is there a corresponding Fourier multiplier theory? In other words,
what complex number sequences act as L p-bounded Fourier multipliers on the
curves?

It should be pointed out that these questions are not trivial even for the case p = 2,
as the Plancherel theorem does not hold in this case. However, on the other hand, the
case p = 2 is essential, as the boundedness for 1 < p < ∞ can be deduced from the
L2 theory using the standard Calderón-Zygmund techniques.
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2.1 Preliminaries

Let γ be a Lipschitz curve defined on the interval [−π, π ] with the parameterization

γ (x) = x + ig(x), g : [−π, π ] → R,

where R denotes the real number field, g(−π) = g(π), g′ ∈ L∞([−π, π ]) with
‖g′‖∞ = N . Denote by pγ the 2π -periodic extension of γ to −∞ < x < ∞, and
by γ̃ the closed curve

γ̃ =
{

exp(i z) : z ∈ γ
}

=
{

exp(i(x + ig(x))) : −π � x � π
}

.

We call γ̃ the starlike Lipschitz curve associated with γ .
We use f , F and ˜F to denote the functions defined on pγ , γ and γ̃ , respectively.

For ˜F ∈ L2(γ̃ ), the nth coefficient of ˜F on γ̃ is defined as

̂
˜F γ̃ (n) = 1

2π i

∫

γ̃

z−n
˜F(z)

dz

z
.

In the case of no confusion, we will sometimes suppress the subscript and write
̂
˜F(n).

Set
σ = exp(−max g(x)), τ = exp(−min g(x)).

We consider the following dense subclass of L2(γ̃ ):

A(γ̃ ) =
{

˜F(z) : ˜F(z) is holomorphic in σ − η < |z| < τ + η for some η > 0
}

.

Without loss of generality, we assume that min g(x) < 0 and max g(x) > 0. In the
case, the domains of the functions inA(γ̃ ) contain the unit circleT, and by Cauchy’s
theorem,weknoŵ

˜F γ̃ (n) = ̂
˜FT(n). If ˜F and ˜G belong toA(γ̃ ), by theLaurent series,

we can obtain the inverse Fourier transform formula

˜F(z) =
∞

∑

n=−∞
̂
˜F γ̃ (n)zn, (2.1)

where z is in the annulus where ˜F is defined. We apply Cauchy’s theorem to get the
Parseval identity

1

2π i

∫

γ̃

˜F(z)˜G(z)
dz

z
=

∞
∑

n=−∞
̂
˜F γ̃ (n)̂˜G γ̃ (−n). (2.2)
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Similar to Chap.1, we will use the following half and double sectors on the
complex plane C. For ω ∈ (0, π/2], define the sets

S0ω,+ =
{

z ∈ C : | arg(z)| < ω, z �= 0
}

,

S0ω,− = −S0ω,+, S0ω = S0ω,+ ∪ S0ω,−,

and
C0

ω,+ = S0ω ∪
{

z ∈ C : Im(z) > 0
}

,

C0
ω,− = S0ω ∪

{

z ∈ C : Im(z) < 0
}

,

where S0ω,±, S0ω, C0
ω,± and C0

ω are shown in Figs. 1.2, 1.3 and 1.4. Let X be one of
the sets defined above. Denote by

X (π) = X ∩
{

z ∈ C : |Re(z)| � π
}

the truncated set and by

pX(π) =
∞
⋃

k=−∞

{

X (π) + 2kπ
}

the periodic set associated with the truncated set. The graphs of S0ω,±(π), S0ω(π) and
C0

ω,±(π) are shown in Figs. 2.1, 2.2 and 2.3.

(1) The figures of the sets S0ω,+ and S0ω,− are as follows:

Fig. 2.1 S0ω,−(π) ∪ S0ω,+(π)
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Fig. 2.2 C0
ω,+(π)

Fig. 2.3 C0
ω,−(π)

(2) The sets C0
ω,+(π) and C0

ω,−(π) are shown in the following figures:
We also use the sets of the form exp(i O) = {exp(i z) : z ∈ O}, where O is the
truncated set defined above. Let Q be a double or half sector defined above. H∞(Q)

denotes the function space

{

f : Q → C : f is bounded and holomorphic in Q
}

.

If no confusion occurs, we write ‖ · ‖∞ as ‖ · ‖H∞(Q).
Let b ∈ H∞(S0ω), ω ∈ (0, π/2]. Then b can be divided into two parts: b = b+ +

b−, where
{

b+ = bχ{z: Re(z)>0},
b− = bχ{z: Re(z)<0}.

(2.3)

Hence, b± ∈ H∞(S0ω,±).
In each of the following statements, the symbol “±” should be read as either all

“+”, or all “−”. The following transform has been used in Sect. 1.3:

G±(b±)(z) = φ±(z) = 1

2π

∫

ρ±
θ

exp(i zζ )b(ζ )dζ, z ∈ C0
ω,±,
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where ρ±
θ denotes the ray s exp(iθ), 0 < s < ∞, θ is a constant which depends on

z ∈ C0
ω,± and satisfies ρ±

θ ⊂ S0ω,±. Also

G±
1 (b±)(z) = φ±

1 (z) =
∫

δ±(z)
φ±(ζ )dζ, z ∈ S0ω,±,

where the integral is along any path from −z to z in C0
ω,±.

In what follows, we denote by c0, c1,C the fixed constants, and by Cω,μ the
constants which depend on ω,μ and so on. These constants may vary from one
occurrence to another. For b ∈ H∞(S0ω), using the decomposition b = b+ + b− and
Theorem 1.3.2, and letting

φ = φ+ + φ−, φ1 = φ+
1 + φ−

1 ,

we can see that the following two theorems are the main results obtained in Sect. 1.3.
We reformulate them for the sake of convenience.

Theorem 2.1.1 Letω ∈ (0, π/2] and b ∈ H∞(S0ω). Then there exists a pair of holo-
morphic functions (φ, φ1) defined in S0ω and S0ω,+ such that for any μ ∈ (0, ω),

(i) |φ(z)| � Cω,μ‖b‖∞/|z|, z ∈ S0μ;
(ii) φ1 ∈ H∞(S0μ,+), ‖φ1‖H∞(S0μ,+) � Cω,μ‖b‖∞, and φ′

1(z) = φ(z) + φ(−z), z ∈
S0ω,+;

(iii) for all f ∈ S(R)

(2π)−1
∫ ∞

−∞
b(ζ ) f̂ (−ζ )dζ = lim

ε→0

{

∫

|x |�ε

φ(x) f (x)dx + φ1(ε) f (0)
}

.

Theorem 2.1.2 Let ω ∈ (0, π/2] and b ∈ H∞(S0ω). There exists a pair of holomor-
phic functions (φ, φ1) defined in S0ω and S0ω,+ satisfying

(i) there exists a constant c0 such that

|φ(z)| � c0
|z| , z ∈ S0ω;

(ii) there exists a constant c1 such that ‖φ1‖H∞(S0ω,+) < c1, and

φ′
1(z) = φ(z) + φ(−z), z ∈ S0ω,+.

Then for any μ ∈ (0, ω), there exists a unique function b ∈ H∞(S0μ) such that

‖b‖H∞(S0μ) � Cω,μ(c0 + c1),

and the function pair determined by b according to Theorem 2.1.1 is identical to
(φ, φ1). Moreover, for all complex numbers ξ ∈ S0ω, the function b is given by
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b(ξ) = lim
ε→0

lim
N→∞

(∫

ε<|x |<N
exp(−iξ x)φ(x)dx + φ1(ε)

)

.

2.2 Fourier Transforms Between S0ω and pS0ω(π)

Theorem 2.2.1 Let ω ∈ (0, π/2] and b ∈ H∞(S0ω), and let (φ, φ1) be the function
pair associated with b in the pattern of Theorem 1.3.2. Then there exists a pair of
holomorphic functions (�,�1) defined in S0ω(π) and S0ω,+(π), respectively, satisfy-
ing, for every μ ∈ (0, ω),

(i) � can be holomorphically and periodically extended to pS0ω(π) and

|�(z)| � Cω,μ‖b‖∞
|z| , z ∈ S0μ(π).

Moreover, �(z) = φ(z) + φ0(z), z ∈ S0μ(π), where φ0 is a bounded holomor-
phic function in S0μ(π);

(ii) �1 ∈ H∞(S0μ,+(π)), ‖�1‖H∞(S0μ,+) � Cω,μ‖b‖∞, and

�′
1(z) = �(z) + �(−z), z ∈ S0ω(π);

(iii) � and�1 are uniquely determined (modulo constants) by the Parseval formula.
Precisely, for any continuous 2π -periodic function F defined on R,

2π
∞

∑

n=−∞
b(n)̂F(−n) = lim

ε→0

( ∫

ε�|x |�π

�(x)F(x)dx + �1(ε)F(0)

)

,

where ̂F(n) denotes the nth Fourier coefficient of F, and b(0) = 1
2π �1(π).

Proof By the Poisson summation formula, we define � as

�(z) = 2π
∞

∑

k=−∞
φ(z + 2kπ), z ∈ pS0ω(π), (2.4)

where the summation takes the following sense: there is a subsequence {nl} of {n}
such that for all z ∈ S0ω(π), when l → ∞, the partial sum locally uniformly converges
to a 2π -periodic and holomorphic function satisfying the assertion (i). In the sequel,
we call such sequences applicable sequences. Moreover, we shall show that the limit
functions defined through different applicable sequences differ from one another by
constants which are bounded by c‖b‖∞.
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We use the following decomposition

n
∑

k=−n

φ(z + 2kπ) = φ(z) +
±n
∑

k �=0

(φ(z + 2kπ) − φ(2kπ)) +
n

∑

k=1

φ′
1(2kπ)

= φ(z) +
∑

1

+
∑

2

.

Wewill prove that the series
∑

1 locally uniformly converges to a bounded holomor-
phic function in S0μ(π), and some subsequence of the partial sums of

∑

2 converges
to a constant dominated by Cμ‖b‖∞.

By (i) of Theorem 2.1.1, Cauchy’s theorem and the fact that φ is a holomorphic
function, we can deduce the estimate:

|φ′(z)| � Cμ

|z|2 , z ∈ S0μ,

so the convergence of
∑

1 is proved. For
∑

2, we use the mean value theorem for the
integrals to get

n
∑

k=1

φ′
1(2kπ) =

∫ 2(n+1)π

2π
φ′
1(r)dr +

n
∑

k=1

[

φ′
1(2kπ) − Re(φ′

1(ξk)) − iIm(φ′
1(ηk))

]

= φ1(2(n + 1)π) − φ1(2π)

+
n

∑

k=1

[

φ′
1(2kπ) − Re(φ′

1(ξk)) − iIm(φ′
1(ηk))

]

,

where ξk , ηk ∈ (2kπ, 2(k + 1)π). By the estimate of φ′, the above series converges
absolutely. It can be deduced from the boundedness of φ1 that there exists an applica-
ble subsequence {nl} such that φ1(2(nl + 1)π) converges to a constant c0. Therefore,
we have

1

2π
�(z) = φ(z) +

∑

k �=0

[

φ(z + 2kπ) − φ(2kπ)
]

+ lim
l→∞

nl
∑

n=1

φ′
1(2nπ)

= φ(z) + φ0(z) + c0,

where φ0 is a bounded holomorphic function in S0μ(π), c0 is a constant depending on
the subsequence {nl} chosen. At the same time, � can be extended holomorphically
to pS0ω(π), and the different �’s associated with different applicable sequences may
differ from one another by constants dominated by c‖b‖∞.

Now we prove (ii) and (iii). We use the decomposition b = b+ + b− given in
(2.3). Define

b±,α(z) = exp(∓αz)b±(z), α > 0.
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Let φ± and φ±,α be the functions associated with b± and b±,α , respectively. By
Remark 1.3.1, φ±,α(·) = φ±(· ± iα), and the latter are inverse Fourier transforms of
b±,α . Now we define the corresponding periodic functions �±,α and holomorphic
functions �± in pC0

ω,±(π), respectively, which satisfy the size condition in the
assertion (i). It is to be noted that for all �±,α , we choose the same applicable
sequence {nl} as we have chosen for �±. By the estimate in (i) of Theorem 2.1.1
and the fact that φ is holomorphic, we can prove that when α → 0,

∑

1 is locally
uniformly and absolutely convergent. Let

1

2π
�±,α(z) = φ±,α(z) + φ

±,α
0 (z) + c±,α

0

and
1

2π
�±(z) = φ±(z) + φ±

0 (z) + c±
0 ,

where φ
±,α
0 and φ±

0 are holomorphic and uniformly bounded in C0
μ,±(π). Since the

convergence as nl → ∞ is uniform for α → 0, we can change the order of taking
limits nl → ∞ and α → 0, and conclude that φ±,α , φ

±,α
0 and c±

0 are convergent
locally uniformly in C0

ω,±(π). Hence,

lim
α→0

�±,α(z) = �±(z).

Notice that for fixed α, �±,α ∈ L∞([−π, π ]), and when nl → ∞, the series which
define�±,α converges uniformly in x ∈ [−π, π ]. For all non-zero real ξ in the sense
of (3) in Theorem 2.1.2, we have

1

2π

∫ π

−π

exp(−iξ x)�±,α(x)dx =
∫ π

−π

exp(−iξ x) lim
l→∞

nl
∑

k=−nl

φ±,α(x + 2kπ)dx

=
∫ ∞

−∞
exp(−iξ x)φ±,α(x)dx = b±,α(ξ).

In particular, {b±,α(n)}, n �= 0, are the standard Fourier coefficients of �±,α . If F is
any smooth periodic function on [−π, π ], then Parseval’s identity holds:

2π
∞

∑

n=−∞
b±,α(n)̂F(−n) =

∫ π

−π

�±,α(x)F(x)dx,

where

b±,α(0) = (2π)−1
∫ π

−π

�±(x ± iα)dx .

Let ε > 0. Since ̂F(n) decays rapidly as n → ±∞, on letting α → 0+, we have
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2π
∞

∑

n=−∞
b±(n)̂F(−n) = lim

α→0+

{

∫

[−π,π]\(−ε,ε)

�±(x ± iα)F(x)dx

+
∫

|x |�ε

�±(x ± iα)(F(x) − F(0))dx

+
∫

|x |�ε

�±(x ± iα)F(0)dx
}

.

Then we can get

lim
α→0+

∫

[−π,π]\(−ε,ε)

�±(x + iα)F(x)dx =
∫

[−π,π]\(−ε,ε)

�±(x)F(x)dx

and

lim sup
α→0+

∫

|x |�ε

|�±(x + iα)| · |F(x) − F(0)|dx � lim sup
α→0

∫

|x |�ε

1

|x | · |x |dx � Cε.

Define

�±
1 (z) =

∫

δ±(z)
�±(η)dη,

where δ±(z) is a path from −z to z in C0
ω,±(π). Hence for �±

1 , (ii) holds and

lim
α→0+

∫

|x |�ε

�±(x ± iα)F(0)dx = �±
1 (ε)F(0).

This gives Parseval’s identity associated with b±:

2π
∞

∑

n=−∞
b±(n)̂F(−n) = lim

ε→0

( ∫

[−π,π]\(−ε,ε)

�±(x)F(x)dx + �±
1 (ε)F(0)

)

,

where b±(0) = 1
2π �±

1 (π). Note that if we replace �± by �± + c± in the above
formulas, then, correspondingly, we need to replace b±(0) by b±(0) + c± in order
to make the formulas still hold. Since � = �+ + �−, on letting �1 = �+

1 + �−
1 ,

we see that (ii) and (iii) hold. This completes the proof. �

Remark 2.2.1 When we prove Parseval’s identity related to b ∈ H∞(S0ω), the value
of b at the origin is naturally involved. For the sake of convenience, we take b(0) =
1
2π �1(π) in consistency with the formula as shown in the theorem. The proof of the
theorem indicates that adding a constant to� does not change the Fourier coefficients
̂�(n) = b(n), n �= 0, but we should add the same constant to b(0).

Theorem 2.2.2 Let ω ∈ (0, π/2] and (�,�1) be a pair of holomorphic functions
defined on pS0ω(π) and S0ω,+(π), respectively, satisfying
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(i) � is 2π -periodic, and there exists a constant c0 such that

|�(z)| � c0
|z| , z ∈ S0ω(π);

(ii) there exists a constant c1 such that ‖�1‖H∞(S0ω,+(π)) < c1, and

�′
1(z) = �(z) + �(−z), z ∈ S0ω,+(π).

Then for any μ ∈ (0, ω), there exists a function bμ such that bμ ∈ H∞(S0μ) and

‖bμ‖H∞(S0μ) � Cμ(c0 + c1).

By Theorem 2.2.1, the function pair determined by bμ is identical with (�,�1)

(modulo constants). Moreover, bμ = bμ,+ + bμ,−,

bμ,±(η) = 1

2π
lim
ε→0

( ∫

A±(ε,θ,|η|−1)

exp(−iηz)�(z)dz + �1(ε)

)

, η ∈ S0μ,±, (2.5)

where θ = (μ + ω)/2, A±(ε, θ, �) = l(ε, �) ∪ c±(θ, �) ∪ �±(θ, �). Here when
� � π ,

l±(ε, �) =
{

z = x + iy : y = 0, ε � ±x � �
}

,

c±(θ, �) =
{

z = � exp(iα) : α from π ± θ to π, and then from 0 to ∓ θ
}

,

�±(θ, �) =
{

z ∈ C0
ω,±(π) : z = r exp(i(π ± θ)), r from π sec θ to �,

and z = r exp(∓iθ), r from � to π sec θ
}

,

when � > π ,

l(ε, �) = l±(ε, π), c±(θ, �) = c±(θ, π), �±(θ, �) = �±(θ, π).

Proof The integral is along the path A±(ε, θ, |η|−1), see Figs. 2.4 and 2.5.
Fix μ ∈ (0, ω) and write bμ as b in the rest of the proof. For all ε ∈ (0, π)

and η ∈ S0ω ∪ {0}, define bε(η) = b+
ε (η) + b−

ε (η), where b±
ε are the functions in the

definition of b± in the theorem before taking the limit as ε → 0. We see that for all
ε, bε(0) = 1

2π �1(π).
For |η|−1 � π , applying the estimate in Theorem 1.3.3, we can prove that bε(η)

is uniformly bounded, and lim
ε→0+ bε(η) = b(η) exists.

If |η|−1 > π , for the integral over the contour l(ε, π), we use the same argument
as to the integral over l(ε, |η|−1) for the case |η|−1 � π . To estimate the integrals
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Fig. 2.4 l+(ε, �) ∪ c+(�, θ) ∪ �+(�, θ)

Fig. 2.5 l−(ε, �) ∪ c−(�, θ) ∪ �−(�, θ)

over c±(θ, π) and �±(θ, π), we use Cauchy’s theorem to change the contour of
integration and so to integrate over the set

{

z = x + iy : x = −π, y from − (±π) tan θ to 0, and x = π, y from 0 to − (±π tan θ)
}

.

However, by the condition ±Re(z) > 0, it is easy to prove that the integral over the
above contour is bounded. Then b is well-defined and bounded.

Let F be any 2π -periodic continuous function on [−π, π ]. Expanding F in a
Fourier series and using the definition of bε , we have

2π
∞

∑

n=−∞
bε(n)̂F[−π,π](−n) =

∫

ε<|x |�π

�(x)F(x)dx + �1(ε)F(0).

On letting ε → 0, we get

2π
∞

∑

n=−∞
b(n)̂F[−π,π](−n) = lim

ε→0

( ∫

ε<|x |�π

�(x)F(x)dx + �1(ε)F(0)

)

.

Denote by (G(b),G1(b)) a pair of holomorphic functions associated to b in the
pattern of Theorem 2.2.1. It can be deduced from Parseval’s identity that
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lim
ε→0

( ∫

ε<|x |<π

(G(b)(x) − �(x))F(x)dx + [G1(ε) − �1(ε)]F(0)

)

= 2π
(

b1(0) − b(0)
)

̂F[−π,π](0),

where b1(0) is the function associated with (G(b),G1(b)) in Parseval’s identity of
Theorem 2.2.1. By Theorem 2.2.1, we can add any constant to G(b) and accordingly
adjust the value of b1(0) such that (iii) of Theorem 2.2.1 holds. In particular, we can
take a constant such that b1(0) − b(0) = 0. The right hand side of the last displayed
equality then becomes 0. Using an approximation to identity {Fn} with the property
Fn(0) = 0, we conclude that G(b)(x) = �(x) for x �= 0. Because of analyticity, we
know for all z ∈ S0ω(π), G(b)(z) = �(z). For G1(b), using (iii) of Theorem 2.2.1
together with the assumption (ii) of �1, we can get �′

1 = G ′
1(b) and �1 − G1 is a

constant. Then by the use of

lim
ε→0

[

G1(b)(ε) − �1(ε)
]

= 0,

we have �1 = G1(b). The uniqueness of b can be proved similarly. �

2.3 Singular Integrals on Starlike Lipschitz Curves

The results obtained in Sect. 2.2 can be applied to study the relation between the
singular integral operators defined on periodic Lipschitz curves in Sect. 2.1 and the
Fourier multipliers. Taking the change of variable z → exp(i z) and substituting ˜� =
� ◦ ( 1i ln) and˜�1 = �1 ◦ ( 1i ln) inTheorems2.2.1 and 2.2.2,weobtain the following
theorem.

Theorem 2.3.1 Let ω ∈ (0, π/2] and b ∈ H∞(S0ω). There exists a pair of functions
(˜�, ˜�1) such that ˜� and ˜�1 are holomorphic in exp(i S0ω(π)) and exp(i S0ω,+(π)),
respectively. Moreover, for any μ ∈ (0, ω),

(i) |˜�(z)| � Cω,μ‖b‖∞/|1 − z|, z ∈ exp(i S0μ(π));

(ii) ˜�1 ∈ H∞(exp(i S0μ(π))), ‖˜�1‖H∞(exp(i S0μ(π))) < Cω,μ‖b‖∞ and

˜�′
1(z) = 1

i z

(

˜�(z) + ˜�(z−1)
)

, z ∈ exp(i S0ω,+(π));

(iii) For all continuous functions ˜F defined on T,

2π
∞

∑

n=−∞
b(n)̂˜FT(−n) = lim

ε→0

( ∫

| ln z|>ε,z∈T
˜�(z)˜F(z)

dz

z
+ ˜�1(exp(iε))˜F(1)

)

.

where ̂
˜FT(n) is nth Fourier coefficient of ˜F, and b(0) = 1

2π
˜�1(exp(iπ)).
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Theorem 2.3.2 Let ω ∈ (0, π/2] and (˜�, ˜�1) be a pair of functions defined on
exp(i S0ω(π)) and exp(i S0ω,+(π)), respectively, satisfying

(i) there exists a constant c0 such that

|˜�(z)| � c0
|1 − z| , z ∈ exp(i S0ω(π));

(ii) there exists a constant c1 such that ‖˜�1‖H∞(exp(i S0ω,+(π))) < c1, and

˜�′
1(z) = 1

i z

(

˜�(z) + ˜�(z−1)
)

, z ∈ exp(i S0ω,+(π)).

Then for any μ ∈ (0, ω), there exists a function bμ in H∞(S0μ) such that

‖bμ‖H∞(S0μ) � Cμ(c0 + c1).

The function pair determined by bμ according to Theorem 2.3.1 equals to (˜�, ˜�1)

(modulo constants). Moreover, bμ = bμ,+ + bμ,−,

b±(η) = 1

2π
lim
ε→0

(∫

−i ln z∈A±(ε,θ,�)

z−η dz

z
+ ˜�1(exp(iε))

)

, η ∈ S0μ,±,

where A±(ε, θ, �) is the path defined in Theorem 2.2.2, and

˜�1(exp(iε)) =
∫

l(ε)

˜�(exp(i z))dz,

where l(ε) is any path from −ε to ε lying in C0
ω,±.

The following corollaries are in terms of holomorphic extension of series with
positive and negative powers and can be deduced from Theorems 2.3.1 and 2.3.2
immediately.

Corollary 2.3.1 Let {bn}±∞
n=±1 ∈ l∞,˜�(z) =

±∞
∑

n=±1
bnzn, |z±1| < 1, andω ∈ (0, π/2).

If there exists δ > 0 such that ω + δ � π/2, and there exists a function b ∈
H∞(S0ω+δ,±) such that for all ±n = ±1,±2, . . . , b(n) = bn, then the function ˜�

can be extended holomorphically to the domain exp(iC0
ω+δ,±(π)). Moreover, we get

|˜�(z)| � Cω,δ

|1 − z| , z ∈ exp(iC0
ω,±(π)).

Corollary 2.3.2 Let ω ∈ (0, π/2) and let ˜� be a holomorphic function satisfying

|˜�(z)| � C

|1 − z| , z ∈ exp(iC0
ω,±(π)).
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Then for any μ ∈ (0, ω), there exists a function bμ such that bμ ∈ H∞(S0μ,±) and

˜�(z) =
±∞
∑

n=±1
bnzn. Moreover, bμ = bμ,+ + bμ,−, and for η ∈ S0μ,±,

bμ,±(η) = 1

2π
lim

ε→0+

(∫

−i ln z∈A±(ε,θ,�)

exp(−iηz)˜�(exp(i z))dz + ˜�1(exp(iε))

)

,

where A±(ε, θ, �) is defined by Theorem 2.2.2, and

˜�1(exp(iε)) =
∫

l(ε)

˜�(exp(i z))dz,

where l(ε) is any path from −ε to ε in C0
ω,±.

Remark 2.3.1 As indicated in Corollary 2.3.2, the mapping ˜� → b satisfying
˜�(z) = ∑

b(n)zn is not single-valued. In fact, if μ1 �= μ2, then both bμ1 and
bμ2 satisfy the requirement. In general, bμ1 �= bμ2 . This can be verified by using
˜�(z) = zn, n ∈ Z

+.

Corollary 2.3.3 For any ω ∈ (0, π/2), there does not exist any function b such that
b ∈ H∞(S0ω,+) and satisfies b(n) = 1 for n = 2k, k = 1, 2, . . . , and b(n) = 0 for
the other positive integers.

Proof Consider the function

˜�(z) = z + z2 + z2
2 + · · · + z2

k + · · ·

It is well known that ˜� does not have any holomorphic extension across any interval
on the unit circle, and according to Corollary 2.3.1, it is not induced by a function b
in H∞(S0ω,+). �

For the functions b and ˜F defined in Theorem 2.3.1, by the Laurent series theory,
the series ∞

∑

n=−∞
b(n)

̂

˜FT(n)zn

locally uniformly converges to a holomorphic function in the annulus on which ˜F is
defined. Noticing that ̂

˜FT(n) = ̂
˜F γ̃ (n), we can define an operator ˜Mb : A(˜�) −→

A(γ̃ ) as

˜Mb(˜F)(z) = 2π
∞

∑

n=−∞
b(n)̂˜F γ̃ (n)zn.

On the other hand, for the function pair (˜�, ˜�1) occurring in Theorem 2.3.2, there
holds
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T(˜�,˜�1)
˜F(z) = lim

ε→0

(∫

π�|Re(i−1 ln(ηz−1))|>ε,η∈γ̃

˜�(zη−1)˜F(η)
dη

η
+ ˜�1(exp(iεt (z)))˜F(z)

)

,

where t (z) is the unit tangent vector of γ at z in S0ω,+(π). We have the following
theorem:

Theorem 2.3.3 Let ω ∈ (arctan N , π/2], b ∈ H∞(S0ω) and let (˜�, ˜�1) be the pair
of functions corresponding to b in the pattern of Theorem 2.3.1. Then the following
conclusions hold.

(i) T(˜�,˜�1)
is awell-defined operator fromA(γ̃ ) toA(γ̃ ), and in the sense ofmodulo

constants,
T(˜�,˜�1)

= ˜Mb.

(ii) ˜Mb can be extended to a bounded operator on L2(γ̃ ), and the norm is dominated
by c‖b‖∞.

Proof (i) For anyα > 0, define b±,α
z (ξ) = −z−ξb±,α(−ξ), where b±,α is the function

defined in Theorem 2.2.1. Let (˜�±,α
z , (˜�±,α

z )1) be the pair of functions corresponding
to b in the pattern of Theorem 2.3.1. By (iii) of Theorem 2.3.1 and Cauchy’s theorem,
we have

˜Mb±,α
z

˜F(z) = 2π
∞

∑

n=−∞
b±,α
z (n)̂˜F γ̃ (n)

= 2π
∞

∑

n=−∞
b±,α
z (n)̂˜FT(n)

=
∫

T

˜�±,α
z (η−1)˜F(η)

dη

η

=
∫

γ̃

˜�±,α
z (η−1)˜F(η)

dη

η
.

Similar to the proof of Theorem 2.2.1, taking the limit α → 0 and noticing that

˜�±
z (η−1) = ˜�±(zη−1),

we can get the desired equality for b± and b.
(ii) Now we prove the boundedness of the following operator:

T(�,�1)F(z)= lim
ε→0

{

∫

ε<|Re(z−η)|�π

�(z − η)F(η)dη + �1(εt (z))F(z)
}

, F∈A(γ ),

where t (z) is the unit tangent vector of γ at z in S0ω,+(π). Here A(γ ) denotes the
class of all 2π -periodic holomorphic functions satisfying: F ∈ A(γ ) if and only if
˜F = F ◦ (i−1 ln) ∈ A(γ̃ ). By the decomposition of (i) of Theorem 2.2.1, we have
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T(�,�1)F(z) = lim
εn→0

{

∫

π�|Re(z−η)|>εn

φ(z − η)F(η)dη

+
∫

π�|Re(z−η)|>εn

φ0(z − η)F(η)dη
}

+ c1

∫ π

−π

F(η)dη + c2F(z),

where εn → 0 is a subsequence of the sequence ε → 0, c1 and c2 are constants.
The second and the third integrals are dominated by the L2-norm of F , while the

first integral is dominated by

sup
ε>0

∣

∣

∣

∫

|Re(z−η)|>ε

φ(z − η)F1(η)dη

∣

∣

∣ + cMF1(z), Re(z) ∈ [−π, π ],

where for |Re(η)| � 2π , F1(η) = F(η); otherwise F1(η) = 0. MF1 is the Hardy-
Littlewoodmaximal function of F1 on the curve . By the boundedness of the operators
introduced by (φ, φ1) and that of M, we obtain the desired boundedness. �

Theorem 2.3.4 Let φ be a holomorphic function satisfying |φ(z)| ≤ C/|z| on S0ω.
Assume that γ = x + i A(x) is a Lipschitz curve, ‖A′‖∞ < tanω. If there exists a
L2(γ )-bounded operator T such that

T ( f )(z) =
∫

γ

φ(z − ζ ) f (ζ )dζ, ∀ f ∈ Cc(γ ), z /∈ supp f,

where Cc(γ ) denotes the class of continuous functions with compact support on γ ,
then there exists a function φ1 ∈ H∞(S0ω) such that φ′

1 = φ(z) + φ(−z), z ∈ S0ω.

Proof Because T is bounded on L2(γ ), the formula for T can be extended to

T ( f )(z) =
∫

γ

φ(z − ζ ) f (ζ )dζ,

where f = χQ , Q is any finite interval on γ and z /∈ Q. Define a new family of
functions φε = φχ{z∈C: |z|>ε} and the corresponding operators:

Tε( f )(z) =
∫

γ

φε(z − ζ ) f (ζ )dζ.

By a standard argument, we can get the operator norm ‖Tε‖L2(γ )→L2(γ ) is uniformly
bounded. This implies that for any interval Q on γ and any ε, we have uniformly:

∫

Q
|TεχQ ||dζ | < c|Q|. (2.6)
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For z ∈ γ , denote by γz the curve γ − z. Because γ is a Lipschitz curve, then γz is
also a Lipschitz curve passing the origin. We also write Qz,η = {ζ ∈ γz : |ζ | < η}.
Fix z0 ∈ γ . For z1 ∈ Qz0,η/2, we will prove the following estimate:

∣

∣

∣Tε(χQz0 ,η
)(z1) −

∫

ζ∈γ0,ε<|ζ |<η

φ(ζ )dζ

∣

∣

∣ ≤ C < ∞, (2.7)

where C is a constant independent of ε, η and z1 ∈ Qz0,η/2.
In fact, denote by γ ±(z0, η) the right and the left endpoints of Qz0,η. Define

S1 =: {ζ ∈ γz1 , from z1 + γ +(z0, η) to z1 + γ −(z0, η), |ζ | > ε}

and
S2 =: {ζ ∈ γ0, from γ −(z0, η) to γ +(z0, η), |ζ | > ε}.

We have

TεχQz0 ,η
(z1) −

∫

ζ∈γ0,ε<|ζ |<η

φ(ζ )dζ

=
∫

S1

φ(ζ )dζ +
∫

S2

φ(ζ )dζ.

Using the Cauchy theorem, we can reduce the above integrals to the integrals along
circles of radius η and ε and along the directions of radius within {z ∈ C : η � |z| �
3η/2}. Then from the condition |φ(z)| ≤ C/|z|, we can conclude (2.7).

From (2.7), we have

∣

∣

∣

∫

ζ∈γz0 ,ε<|ζ |<η

φ(ζ )dζ

∣

∣

∣ � C + |TχQz0 ,η
|.

Taking average to both sides of this inequality w.r.t. z1 ∈ Qz0,η/2 and using (2.6), we
obtain for any 0 < ε < η < ∞,

∣

∣

∣

∫

ζ∈γz0 ,ε<|ζ |<η

φ(ζ )dζ

∣

∣

∣ � C. (2.8)

From the Cauchy theorem, the condition |φ(z)| � C/|z| and the inequality (2.8), we
have

∣

∣

∣

( ∫

l−(z−
1 ,z−

2 )

+
∫

l+(z+
1 ,z+

2 )

)

φ(ζ )dζ

∣

∣

∣ � C,

where z±
1 , z±

2 ∈ S0ω,±, and l−(z−
1 , z−

2 ) is a contour lying in S0ω,− from z−
1 to z−

2 ,
l+(z+

1 , z+
2 ) is a contour lying in S0ω,+ from z+

2 to z+
1 , and |z−

1 | = |z+
1 |, |z−

2 | = |z+
2 |.

For z ∈ S0ω,±, we let
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φ1(z) = 1

2

(∫

l−(−1,∓z)
φ(ζ )dζ +

∫

l+(1,±z)
φ(ζ )dζ

)

.

Now it is easy to check that φ1 ∈ H∞(S0ω) and for z ∈ S0ω,

φ′(z) = 1

2

(

φ(z) + φ(−z)
)

.
�

We state the following theorem.

Theorem 2.3.5 Assume that ω ∈ (arctan N , π/2]. Let ˜� be holomorphic in
exp(i S0ω(π)) and satisfy (i) of Theorem 2.3.2 with respect to ω. If T is a bounded
operator on L2(γ̃ ) and for all ˜F belonging to the class of continuous functionsC0(γ̃ ),

T (˜F)(z) =
∫

γ̃

˜�(zξ−1)˜F(ξ)
dξ

ξ
, z /∈ supp (˜F),

then there exists a unique function ˜�1 ∈ H∞(exp(i S0μ,+)), μ ∈ (0, ω) such that for
˜F ∈ C0(γ̃ ),

˜�′
1(z) = 1

i z

(

˜�(z) + ˜�(z−1)
)

, z ∈ exp(i S0ω,+(π))

and
T (˜F) = T(˜�,˜�1)

(˜F).

Proof On S0ω,+(π), we define the function φ as

φ(η) =: ˜�(eiη).

Then, on the one hand, we can get for η ∈ S0ω,+(π),

|φ(η)| � |˜�(eiη)| � C

|1 − eiη| � C

|η| .

On the other hand, let f (z) = ˜F(eiz). For z /∈ supp (˜F) and ξ ∈ γ̃ , without loss of
generality, we can write z = eiη and ξ = eiw, where z /∈ supp f and w ∈ γ . If the
operator

T (˜F)(z) =
∫

γ̃

˜�(zξ−1)˜F(ξ)
dξ

ξ
, z /∈ supp (˜F),

is bounded on L2(γ̃ ), then by change of variables, we can see that

T (˜F)(z) =
∫

γ

˜�(ei(η−w)˜F(eiw)
deiw

eiw
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= i
∫

γ

φ(η − w) f (w)dw

=: Tφ( f ),

which implies that the operator Tφ is also bounded on L2(γ ). By Theorem 2.3.4,
there exists a function φ1 ∈ H∞(S0ω) such that φ′

1(η) = φ(η) + φ(−η), η ∈ S0ω. For
z = eiη ∈ exp(i S0ω,+(π)) with η ∈ S0ω,+(π), define

˜�1(z) = ˜�1(e
iη) =: φ1(η).

Then

˜�′
1(z) = dη

dz

d

dη
(˜�1(e

iη))

= 1

ieiη
d

dη
(φ1(η))

= 1

ieiη
[φ(η) + φ(−η)]

= 1

ieiη

[

˜�(eiη) + ˜�(e−iη)
]

= 1

i z

[

˜�(z) + ˜�(z−1)
]

.

This completes the proof of Theorem 2.3.5. �

2.4 Holomorphic H∞-Functional Calculus on Starlike
Lipschitz Curves

The purpose of this section is to clarify that the theory of holomorphic H∞-functional
calculus on infinite Lipschitz curves established by A. McIntosh in [1] can also be
established in the case of closed curves. Precisely, we study the relations between
the operator classes ˜Mb, T(˜�,˜�1)

and the holomorphic H∞-functional calculus, see
also [2, 3] for further information.

For the functions ˜F ∈ A(γ̃ ), we define the differential operator d
dz |γ̃ as

d

dz
|γ̃ ˜F(z) = lim

h→0, z+h∈γ̃

˜F(z + h) − ˜F(z)

h
, z ∈ γ̃ .

For 1 < p < ∞, 〈L p(γ̃ ), L p′
(γ̃ )〉 is the dual of Banach spaces defined as follows:

〈˜F, ˜G〉 =
∫

γ̃

˜F(z)˜G(z)dz,
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where p′ = (1 − p−1)−1. Now by duality, we define Dγ̃ ,p as the closed operator with
the largest domain in L p(γ̃ ) which satisfies

〈

Dγ̃ ,p ˜F, ˜G
〉

=
〈

˜F, −z
d

dz
|γ̃ ˜G

〉

for all ˜F and ˜G inA(γ̃ ).
Let ω ∈ (arctan N , π/2] and λ /∈ S0ω. It is easy to prove Dγ̃ ,p is the surface Dirac

operator on γ̃ and 1
2π

˜�λ is the functions defined below.
Let λ /∈ S0ω. Then on any starlike Lipschitz curve , b(z) = 1

z−λ
corresponds to the

resolvent of the surface Dirac operator. If Im(λ) > 0, by (1.1) and (1.2), we have

φλ(z) =
{

i exp(iλz), Re(z) > 0,
0, Re(z) < 0.

If Im(λ) < 0, then we have

φλ(z) =
{

0, Re(z) > 0,
i exp(iλz), Re(z) < 0.

It is easy to prove that for every case, φλ belongs to L1(R) ∩ L2(R). Hence for the
two cases, we can use the remark made after Theorem 2.1.2.

For Im(λ) > 0, we can deduce from the definition that

�λ(z) =
{ i exp(iλ(z+2π))

1−exp(iλ2π)
, if − π < Re(z) < 0,

i exp(iλz)
1−exp(iλ2π)

, if 0 < Re(z) < π.

For Im(λ) < 0,

�λ(z) =
{ −i exp(iλ(z−2π))

1−exp(−iλ2π)
, if 0 < Re(z) < π,

−i exp(iλz)
1−exp(−iλ2π)

, if − π < Re(z) < 0.

For Im(λ) > 0,

˜�λ(z) =
⎧

⎨

⎩

i exp(iλ2π)zλ

1−exp(iλ2π)
, if − π < Re( ln zi ) < 0,

i zλ

1−exp(iλ2π)
, if 0 < Re( ln zi ) < π.

For Im(λ) < 0,

˜�λ(z) =
⎧

⎨

⎩

−i exp(−iλ2π)zλ

1−exp(−iλ2π)
, if 0 < Re( ln zi ) < π,

−i zλ

1−exp(−iλ2π)
, if − π < Re( ln zi ) < 0.
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We can verify that Dγ̃ ,p is the surface Dirac operator on γ̃ , and in the sense of
Theorem 2.3.3, the function 1

2π
˜�λ is the convolution kernel of the resolvent operator

(Dγ̃ ,p − λ)−1. Moreover,

‖(Dγ̃ ,p − λ)−1‖ � ‖ 1

2π
˜�λ‖ �

∞
∑

n=−∞
‖φλ(· + 2πn)‖L1(γ )

= ‖φλ‖L1(pγ ) �
√

1 + N 2{dist(λ, S0ω)}−1.

The above estimate implies that Dγ̃ ,p is a type ω operator. For the H∞ functions
b with good decay properties at both 0 and ∞, we can define b(Dγ̃ ,p) via spectral
integrals as follows:

b(Dγ̃ ,p) = 1

2π

∫

δ

b(η)(Dγ̃ ,p − ηI )−1dη.

Here δ is a path consisting of four rays:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

{s exp(−iθ) : s from ∞ to 0};
{s exp(iθ) : s from 0 to ∞};
{s exp(−i(π − θ)) : s from ∞ to 0};
{s exp(i(π + θ)) : s from 0 to ∞},

where arctan N < δ < ω.
By the above estimates, it is easy to prove that any b(Dγ̃ ,p) is a bounded operator,

and
b(Dγ̃ ,p) = ˜Mb = ˜T (˜�, 0).

Taking limits of the sequences of Calderón-Zygmund operators, we can extend the
definition of b(Dγ̃ ,p) to all functions in H∞(S0ω), and prove that

b(Dγ̃ ,p) = ˜Mb = ˜T (˜�, ˜�1).

Alternative proofs of the boundedness of the operators can be found in [2] by G.
Gaudry, T. Qian and S. Wang. In addition, when b1, b2 ∈ H∞(S0ω) and α1, α2 are
complex numbers,

‖b(Dγ̃ ,p)‖ � Cω‖b‖∞,

(b1b2)(Dγ̃ ,p) = b1(Dγ̃ ,p)b2(Dγ̃ ,p)

and
(α1b1 + α2b2)(Dγ̃ ,p) = α1b1(Dγ̃ ,p) + α2b2(Dγ̃ ,p).
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Below we shall not restrict ourselves to H∞-multipliers. It should be pointed out
that all the results and methods of the Fourier multiplier theory for infinite Lipschitz
curves can be adapted to the present case. The main difference is that the function
classA(γ̃ ) has even better properties. When we deal with the kernels on γ , we refer
to its corresponding kernel on pγ via the Poisson summation formula. The following
theorem can be proved via the corresponding Schur lemma, and we omit the proofs.

For b = {bn}∞n=−∞ ∈ l∞, define

‖b‖Mp(γ̃ ) = sup
{∥

∥

∥

∑

bn
˜
˜F(n)zn

∥

∥

∥

L p(γ̃ )
: ‖˜F‖L p(γ̃ ) � 1

}

,

and
Mp(γ̃ ) =

{

b : ‖b‖Mp(γ̃ ) < ∞
}

.

We call the functions b in Mp(γ̃ ) the L p(γ̃ )−Fourier multipliers.

Theorem 2.4.1 Let ˜� be a holomorphic function defined on a simple connected
open neighborhood of the set

γ̃ − γ̃ =
{

z − ξ : z, ξ ∈ γ̃
}

satisfying |˜�(r exp(iθ))| � ψ(exp(iθ)), where
∫ π

−π
ψ(exp(iθ))dθ < ∞. Then

b = (̂˜�(n))∞n=−∞ ∈ Mp(γ̃ ), 1 < p < ∞,

and the corresponding convolution operator T
˜� can be represented as

T
˜�

˜F(z) =
∫

γ̃

˜�(zη−1)˜F(η)
dη

η
, ˜F ∈ A(γ̃ ).

Let γ̃1 and γ̃2 be two curves of the type under consideration. Define

Mp(γ̃1, γ̃2) =
{

b ∈ l∞ : ‖b‖Mp(γ̃1,γ̃2) < ∞
}

,

where

‖b‖Mp(γ̃1,γ̃2) = sup
{‖∑

bn
̂
˜F(n)zn‖L p(γ̃2)

‖˜F‖L p(γ̃1)

: ˜F ∈ A(γ̃1) ∩ A(γ̃2)
}

.

If γ̃3 is the third such curve, and b1 ∈ Mp(γ̃1, γ̃2), b2 ∈ Mp(γ̃2, γ̃3), then b2b1 ∈
Mp(γ̃1, γ̃3), and

‖b2b1‖Mp(γ̃1,γ̃3) � ‖b2‖Mp(γ̃2,γ̃3)‖b1‖Mp(γ̃1,γ̃2).
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Theorem 2.4.2 Let b ∈ l∞ and fβ(n) = b(n) exp(2β|n|). If for some β > M =
max A(x), fβ ∈ Mp(T), where T is the unit circle and 1 < p < ∞, then b ∈ Mp(γ̃ )

and
‖b‖Mp(γ̃ ) � (2πβ)2(β2 − M2)−1(1 + N 2)1/2‖ fβ‖Mp(T).

For flat curves γ , it is obvious that ‖b‖M2(γ̃ ) � Cγ̃ ‖b‖∞. But the following exam-
ple indicates that in general case, this fact may not hold.

Take γ (x) = x + i A(x) to be a piece of the Lipschitz curve defined on [−π, π ]
with g(0) > 0 and m = min g(x) < 0. For any integer S, let bS be a l∞-sequence
satisfying bS(n) = 1 for n � S and bS(n) = 0 otherwise. Using F(z) = 1

1−exp(i z) as
the test function, we can prove that for any ε > 0,

‖bS‖M2(γ̃ ) � Cε exp(−S(m + ε)).

2.5 Remarks

Remark 2.5.1 We can obtain the following generalizations of Theorems 2.3.1 and
2.3.2. Let γ be a closed starlike Lipschitz curve. Suppose that the multiplier b
satisfies |b(z)| � C |z ± 1|s in any Sμ,±, 0 < μ < w. Then it can be proved that
φ(z) = ∑±∞

n=±1 b(n)zn satisfies

|φ(z)| � Cμ

|1 − z|1+s
, z ∈ Cμ,±, 0 < μ < w. (2.9)

Conversely, if the holomorphic functionφ satisfies the estimate (2.9), then there exists
a function b such that |b(z)| � C |z ± 1|s and φ(z) = ∑±∞

n=±1 b(n)zn , see Sect. 7.1
for the details.
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Chapter 3
Clifford Analysis, Dirac Operator
and the Fourier Transform

In this chapter, we state basic knowledge, notations and terminologies in Clifford
analysis and some related results. These preliminaries will be used to establish the
theory of convolution singular integrals and Fouriermultipliers onLipschitz surfaces.
In Sect. 3.1, we give a brief survey on basics of Clifford analysis. In Sect. 3.2, we state
themonogenic functions on sectors introduced by Li,McIntosh, Qian [1]. Section3.3
is devoted to the Fourier transform theory on sectors established by [1]. Section3.4 is
based on the Möbius covarian of iterated Dirac operators by Peeter and Qian in [2].
In Sect. 3.5, we give a generalization of the Fueter theorem in the setting of Clifford
algebras [3]. In Chaps. 6 and 7, this generalization will be used to estimate the kernels
of holomorphic Fourier multiplier operators on closed Lipschitz surfaces.

3.1 Preliminaries on Clifford Analysis

In this section, n and M denote the positive integers, L equals to 0 or n + 1, and
M � max{n, L}. The real 2M -dimensional Clifford algebra R(M) or the complex
2M -dimensional Clifford algebra C(M) has basis vectors eS , where S is any subset in
{1, 2, . . . , M}. Under the identifications

{
e0 = e∅,
e j = e{ j}, 1 � j � M,

the multiplication of basis vectors satisfies

⎧⎪⎨
⎪⎩
e0 = 1, e2j = −e0 = −1, 1 � j � M, e0 = 1;
e j ek = −eke j = e{ j,k}, 1 � j < k � M;
e j1e j2 . . . e js = eS, 1 � j1 < j2 < · · · < js � M and S = { j1, j2, . . . , js}.
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Let u = ∑
S
uSeS and v = ∑

T
vT eT be two elements in R(M) (or C(M)). Then the

product of u and v can be expressed as

uv =
∑
S,T

uSvT eSeT ,

where uS , vT ∈ R (orC), u∅e∅ is usually written as u0e0 or u0, and is called the scalar
part of u.

By identifying the standard basis vectors e1, e2, . . . , en of Rn with their counter-
parts inR(M) orC(M), we embed the vector spaceRn+1 in the Clifford algebrasR(M)

andC(M). There are two usual methods to embedRn+1 in Clifford algebras. We treat
them together by denoting standard basis vectors of Rn+1 by e1, e2, . . . , en, eL , and
identifying eL with either e0 or en+1.

OnR(M) andC(M), we use the Euclidean norm |u| = (
∑
S

|uS|2)1/2. For a constant
C depending only on M , |uv| � C |u||v|. If u ∈ R

n+1, then we can take the constant
C as 1. If u ∈ C

n+1, the constant C is taken as
√
2.

We write x ∈ R
n+1 as x = x + xLeL , where x ∈ R

n and xL ∈ R. We also write
the Clifford conjugate of x as x̄ = −x + xL ēL , where ēLeL = 1. Then

x̄ x = x x̄ =
n∑
j=1

x2j + x2L = |x |2.

The Clifford algebras R(0), R(1) and R(2) are the real numbers, the complex num-
bers and the quaternions, respectively. An important property of the three algebras is
that every non-zero element has an inverse. Although this is not true in general, but
every non-zero element x = x + xLeL in R

n+1 has an inverse x−1 in R(M). In fact,
x−1 = |x |−2 x̄ ∈ R

n+1 ⊂ R(M).
For the sake of convenience, we recall some basic knowledge in Clifford analysis.

The differential operator

D = D + ∂

∂xL
eL , where D =

n∑
k=1

∂

∂xk
ek,

acts on C1 functions f = ∑
S

fSeS of n + 1 variables to give

Df =
n∑

k=1

∂ fS
∂xk

ekeS + ∂ fS
∂xL

eLeS

and

f D =
n∑

k=1

∂ fS
∂xk

eSek + ∂ fS
∂xL

eSeL .
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Let f be a C1 function defined on an open subset of Rn+1 with values in R(M) or
C(M). If Df = 0, then f is called a left-monogenic function. If f D = 0, then f is
called a right-monogenic function. If f is both left-monogenic and right-monogenic,
we call f a monogenic function. For the left-monogenic function and the right-
monogenic function, each component is harmonic. It is easy to prove that for fixed
ζ , the function e(x, ζ ) is a left-monogenic and right-monogenic function of variable
x because

∂

∂xL
eLe(x, ζ ) = −eLiζeLe(x, ζ )

= −eLieLζe(x, ζ )

= −iζe(x, ζ ) = −De(x, ζ ).

Define a function E on Rn+1 \ {0} as

k(x) = 1

σn

x

|x |n+1
, x �= 0,

where σn is the volume of the unit n-sphere in R
n+1. In Clifford analysis, for the

above function E , the corresponding Cauchy integral formula holds.

Theorem 3.1.1 Let� be a bounded open subset ofRn+1 with the Lipschitz boundary
∂� and the exterior unit normal n(y) defined for almost all y ∈ ∂�. Assume that f is
a left-monogenic function on the neighborhood of� ∪ ∂� and g is a right-monogenic
function on the neighborhood of � ∪ ∂�. Then

(i)
∫

�

g(y)n(y) f (y)dSy = 0;

(ii)
∫

∂�

g(y)n(y)E(x − y)dSy =
{
g(x), x ∈ �,

0, x /∈ � ∪ ∂�;
(iii)

∫
∂�

E(x − y)n(y) f (y)dSy =
{
f (x), x ∈ �,

0, x /∈ � ∪ ∂�.

Proof (i) is a direct corollary of Gauss’s divergence theorem, while (ii) and (iii) can
be deduced from (i) and the following identity which is easily verified:

∫
|y−x |=r

n(y)E(y − x)dSy =
∫

|y−x |=r
E(y − x)n(y)dSy = 1, r > 0.

�

We also need the following result.
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Theorem 3.1.2 Let f be a right-monogenic function on R
n+1 \ {0} and satisfy

| f (x)| � C/|x |n for x ∈ R
n+1 \ {0}. Then for some constant c ∈ C(n), f (x) =

cx/|x |n+1.

For ξ ∈ R
n , ξ �= 0, define

χ±(ξ) = (1 ± iξeL |ξ |−1)/2

such that χ+(ξ) + χ−(ξ) = 1. By (iξeL)2 = |ξ |2, we get
⎧⎨
⎩

χ+(ξ)2 = χ+(ξ),

χ−(ξ)2 = χ−(ξ),

χ+(ξ)χ−(ξ) = 0 = χ−(ξ)χ+(ξ).

Moreover, iξeL = |ξ |χ+(ξ) − |ξ |χ−(ξ), and in fact, for any polynomial P(λ) =∑
akλk in one variable with scalar coefficients, we have

P(iξeL) =
∑
k

ak(iξeL)
k = P(|ξ |)χ+(ξ) + P(−|ξ |)χ−(ξ).

Hence, the polynomial p inm variables defined by p(ξ) = P(iξeL) satisfies p(0) =
P(0) and

p(ξ) = P(iξeL) = P(|ξ |)χ+(ξ) + P(−|ξ |)χ−(ξ), ξ �= 0.

It is natural to associate every function B of one real variable with a function b of n
real variables. Precisely, if |ξ | and −|ξ | are in the domain of B,

b(ξ) = B(iξeL) = B(|ξ |)χ+(ξ) + B(−|ξ |)χ−(ξ).

When 0 is in the domain of B, b(0) = B(0), where 0 denotes the 0-vector in Rn .
We repeat this procedure for holomorphic functions of complex variables. At first

for ζ = ξ + iη ∈ C
n , define

|ζ |2
C

=
∑
j=1

ζ 2
j = |ξ |2 − |η|2 + 2i〈ξ, η〉,

where ξ, η ∈ R
n , and note that (iζeL)2 = |ζ |2

C
. Hence, we extend |ξ |2 holomorphi-

cally to Cn . When |ζ |2
C

�= 0, take ±|ζ |C as its two square roots and define

χ±(ζ ) = 1

2

(
1 ± iζeL

|ζ |C
)

such that
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

χ+(ζ ) + χ−(ζ ) = 1,
χ+(ζ )2 = χ+(ζ ),

χ−(ζ )2 = χ−(ζ ),

χ+(ζ )χ−(ζ ) = 0 = χ−(ζ )χ+(ζ )

iζeL = |ζ |Cχ+(ξ) − |ζ |Cχ−(ξ).

Let P(λ) = ∑
akλk be a polynomial in one variable with complex coefficients, the

corresponding polynomial in n variables is defined by

p(ζ ) = P(iζeL) =
∑
k

ak(iζeL)
k

and satisfies if |ζ |2
C

�= 0, then

p(ζ ) = P(iζeL) = P(|ζ |C)χ+(ζ ) + P(−|ζ |C)χ−(ζ )

= 1

2

(
P(|ζ |C) + P(−|ζ |C)

)
+ 1

2

(
P(|ζ |C) − P(−|ζ |C)

)
iζeL

|ζ |C ;

if |ζ |2
C

= 0, then
p(ζ ) = P(0) + P ′(0)iζeL .

Let B be any holomorphic function in one variable defined on the open subset
S in C and let b be the holomorphic Clifford-valued function in n variables. For
all ζ ∈ C

n , {±|ζ |C} ⊂ S. The correspondence between B and b can be defined as
follows naturally. If |ζ |2

C
�= 0, then

b(ζ ) = B(iζeL) = B(|ζ |C)χ+(ζ ) + B(−|ζ |C)χ−(ζ )

= 1

2

(
B(|ζ |C) + B(−|ζ |C)

)
+ 1

2

(
B(|ζ |C) − B(−|ζ |C)

)
iζeL

|ζ |C .

If |ζ |2
C

= 0, then
b(ζ ) = B(0) + B ′(0)iζeL .

The reason that the above correspondence is natural because not only b is the
desired polynomial when B is a polynomial, but also the mapping from B to b is
an algebra homomorphism. In other words, if F is another holomorphic function
defined on S and c1, c2 ∈ C, then

(c1F + c2B)(iζeL) = c1F(iζeL) + c2B(iζeL)

and
(FB)(iζeL) = F(iζeL)B(iζeL).
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We give an example. For any real number t , define the holomorphic function
Et (λ) = e−tλ with variable λ ∈ C. The corresponding function in n variables is
defined as follows. If |ζ |2

C
�= 0,

e(teL , ζ ) = Et (iζeL) = e−t |ζ |Cχ+(ζ ) + et |ζ |Cχ−(ζ )

= cosh(t |ζ |C) − sinh(t |ζ |C)|ζ |−1
C
iζeL .

If |ζ |2
C

= 0,
e(teL , ζ ) = 1 − tiζeL .

Then
e(teL , ζ )e(seL , ζ ) = e((t + s)eL , ζ )

and e(teL ,−ζ ) = e(−teL , ζ ). In addition,

d

dt
e(teL , ζ ) = −iζeLe(teL , ζ ) = −e(teL , ζ )iζeL .

For any complex number α, another example is the function defined by Rα(λ) =
(λ − α)−1, λ �= α. Then

Rα(iζeL) = (iζeL − α)−1 = (iζeL + α)(|ζ |2
C

− α2)−1, |ζ |2
C

�= α2.

From now on, although we assume that |ζ |2
C

/∈ (−∞, 0] and Re|ζ |C > 0, it has
been unimportant which sign we assign to each square root of |ζ |2

C
. Now we prove

some estimates.

Theorem 3.1.3 Let ζ = ξ + iη ∈ C
n, where ξ, η ∈ R

n, and assume that |ζ |2
C

/∈
(−∞, 0]. Let

θ = tan−1
( |η|
Re|ζ |C

)
∈ [0, π/2).

Then

(a) 0 < Re|ζ |C � |ξ | � sec θRe|ζ |C,
(b) Re|ζ |C � ||ζ |C| � sec θRe|ζ |C � |ζ | � (1 + 2 tan2 θ)1/2Re|ζ |C,
(c) −θ � arg |ζ |C � θ ,
(d) |χ±(ζ )| � sec θ/

√
2.

Proof It is easy to prove

||ζ |C|2 = ||ζ |2
C
| =

(
(|ξ |2 − |η|2)2 + 4〈ξ, η〉2

)1/2
� |ξ |2 + |η|2 = |ζ |2.

Hence
Re|ζ |C � ||ζ |C| � |ζ |. (3.1)
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Taking the real part of the identity

−(ξ + iη)2 = −ζ 2 = |ζ |2
C

=
(
Re|ζ |C + iIm|ζ |C

)2
,

we obtain
|ξ |2 − |η|2 = (Re|ζ |C)2 − (Im|ζ |C)2 (3.2)

or
2|ξ |2 − |ζ |2 = 2(Re|ζ |C)2 − ||ζ |C|2.

Therefore, by (3.1), we get Re|ζ |C � |ξ |. In addition, by (3.2), we have

|ξ |2 � |η|2 + (Re|ζ |C)2 = (tan2 θ + 1)(Re|ζ |2
C
).

This means |ξ | � sec θRe|ζ |C and (a) is proved.
Another corollary of (3.2) is

|ζ |2 = 2|η|2 + (Re|ζ |C)2 − (Im|ζ |C)2 � (1 + 2 tan2 θ)(Re|ζ |2
C
),

which implies (b).
(c) is a direct corollary of the inequality ||ζ |C| � sec θRe|ζ |C, and (d) can be

deduced from |ζ | � (1 + 2 tan2 θ)1/2||ζ |C|. �
Define

S0μ =
{
ζ = ξ + iη ∈ C

n : |ζ |2
C

/∈ (−∞, 0] and |η| < Re(|ζ |C) tanμ
}
.

By (c) of Theorem3.1.3, we know that |ζ |C ∈ S0μ,+(C) and −|ζ |C ∈ S0μ,− when ζ ∈
S0μ(Cm). So for any holomorphic function B defined on S0μ(C) = S0μ,+(C) ∪ S0μ,−,
the corresponding holomorphic function b in n variables:

b(ζ ) = B(iζeL) = B(|ζ |C)χ+(ζ ) + B(−|ζ |C)χ−(ζ )

is defined on S0μ(Cn). In addition, by (d) of Theorem3.1.3, if B is bounded, then

‖b‖∞ �
√
2 secμ‖B‖∞.

Let
H∞(S0μ(Cn)) = H∞(S0μ(Cn),C(M))

be the Banach space of bounded Clifford-valued holomorphic functions on S0μ(Cn).
We have the following result.

Theorem 3.1.4 The mapping B → b defined above is a one-one bounded algebra
homomorphism from H∞(S0μ(C)) to H∞(S0μ(Cn)).
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Proof We only need to prove the mapping is one-one. In fact, this point can be
deduced from the following formula, and the reverse result from b to B still holds:

B(λ) = 2

σn−1

∫
|ξ |=1

b(λξ)χ±(ξ)dξ, λ ∈ S0μ,±(C),

where σn−1 is the volume of the unit (n − 1)-sphere in Rn . �
So far we have considered Clifford-valued holomorphic functions of n complex

variables.What is called Clifford analysis is the study of monogenic functions of n +
1 real variables. In the next section, we will relate these two concepts via the Fourier
transform. We need to introduce the following generalized exponential function:

e(x, ζ ) = e(x + xLeL , ζ )

= ei〈x, ζ 〉e(xLeL , ζ )

= ei〈x, ζ 〉(e−xL |ζ |Cχ+(ζ ) + exL |ζ |Cχ−(ζ )).

For any x = x + xLeL ∈ R
n+1, this function is holomorphic on ζ ∈ C

n and is a
left-monogenic function of x ∈ R

n+1 for any ζ ∈ C
n . This function satisfies

{
e(x, ζ )e(y, ζ ) = e(x + y, ζ ),

e(x,−ζ ) = e(−x, ζ ).

Specially, when x ∈ R
n and ξ ∈ R

n , e(x, ξ) = ei〈x, ξ〉, i.e., the usual exponential
function in the Fourier theory. Moreover, for any ζ ∈ C

n , e(x, ζ )eL is also a right-
monogenic function of x ∈ R

n+1. We point out that

e(x, ζ ) = exp i(〈x, ζ 〉 − xLζeL) =
∑
k=0

1

k! (i(〈x, ζ 〉 − xLζeL))
k .

3.2 Monogenic Functions on Sectors

On the Lipschitz surface, to establish the relation between holomorphic multipliers
and the functional calculus of Dirac operator, Li, McIntosh, Qian [1] introduced the
monogenic functions on sectors. In this section, we will give a detailed statement for
the function classes K (SNμ

), K (C+
Nμ

) and K (C−
Nμ

) which will be used in Sect. 3.3
and Chap.5 below.

We start by specifying some sets of unit vectors in

R
n+1
+ = {

x = x + xLeL ∈ R
n+1 : xL > 0

}
.

For these unit vectors, we use the metric ∠(n, y) = cos−1〈n, y〉.
Let N be a compact set of unit vectors in Rn+1

+ which contains eL and let
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μN = sup
n∈N

∠(n, eL).

Then 0 � μN < π/2. For 0 < μ < π/2 − μN , define the open neighborhood Nμ of
N in the unit sphere by

Nμ = {
y ∈ R

n+1
+ : |y| = 1, ∠(y, n) < μ for some n ∈ N

}
.

For every unit vector n, let C+
n be the open half space

C+
n = {

x ∈ R
n+1 : 〈x, n〉 > 0

}
,

and define the open cones in Rn+1 as follows. Let

⎧⎨
⎩

C+
Nμ

= ⋃{C+
n : n ∈ Nμ},

C−
Nμ

= −C+
Nμ

,

SNμ
= C+

Nμ
∩ C−

Nμ
.

Definition 3.2.1 K (C+
Nμ

) is defined as the Banach space of all right monogenic

functions � from C+
Nμ

to C(M) satisfying

‖�‖K (C+
Nμ

) = 1

2
σn sup

x∈C+
Nμ

|x |n|�(x)| < ∞.

Similarly, we can define K (C−
Nμ

).

Definition 3.2.2 Define K (SNμ
) as the Banach space of all function pairs (�,�),

where � is a right-monogenic function from SNμ
to C(M), and � is continuous on

(0,+∞)eL such that (�,�) satisfies

�(ReL) − �(reL) =
∫
r�|x |�R

�(x)dxeL ,

and

‖(�,�)‖K (SNμ ) = 1

2
σ sup

x∈SNμ

|x |n|�(x)| + sup
r>0

|�(reL)| < +∞.

Notice that � is determined by � up to an additive constant, and

�′(reL) =
∫

|x |=r
�(x)dxeL .

In addition, � has a unique and continuous extension to the cone
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TNμ
=
{
y = y + yLeL ∈ R

n+1
+ : y⊥ ⊂ SNμ

}
.

This extension satisfies

�(y) − �(z) =
∫
A(y,z)

f (x)n(x)dSx ,

where A(y, z) is a smoothly oriented n-manifold in SNμ
jointing the (m − 1)-sphere

Sy = {
x ∈ R

n+1 : 〈x, y〉 = 0 and |x | = |y|}

to the (n − 1)-sphere Sx , in which case, for all y ∈ TNμ
,

|�(y)| � ‖(�,�)‖K (SNμ ).

If N is rotationally symmetric, i.e.,

N = {
n = n + nLeL ∈ R

n+1
+ : |n| = 1, nL � |n| cot ω} ,

we use the symbol

T 0
μ = TNμ−ω

=
{
y = y + yLeL ∈ R

n+1 : yL > |x | cotμ
}

.

Now we state the relationship between these spaces. Here Hy,± denote the hemi-
spheres

Hy,± = {
x ∈ R

n+1 : ±〈x, y〉 � 0 and |x | = |y|} .

with the boundaries Sy .

Theorem 3.2.1 (i) Let �± ∈ K (C±
Nμ

). Define the function �± on TNμ
as

�±(y) = ±
∫
Hy,±

�±(x)n(x)dSx , y ∈ TNμ
,

where n(x) = x/|x | is the normal to the hemisphere Hy,±. Then

(�,�) = (�+ + �−, �+ + �−) ∈ K (SNμ
)

and
‖(�,�)‖K (SNμ ) � ‖�+‖K (C+

Nμ
) + ‖�−‖K (C−

Nμ
).

(ii) Conversely, assume that (�,�) ∈ K (SNμ
). There exists unique functions

�± ∈ K (C±
Nμ

) satisfying � = �+ + �− and � = �+ + �−. For all n ∈ Nμ and

x ∈ C±
n ⊂ C±

Nμ
,
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�±(x) = ± lim
ε→0

⎛
⎜⎝

∫
〈y,n〉=0, |y|�ε

�(y)n(x)E(x − y)dSy + �(εeL)k(x)

⎞
⎟⎠ ,

where E(x) = x/σ |x |n+1, and (�,�) satisfies

‖�±‖K (C±
Nμ

) � c‖(�,�)‖K (SNμ ),

where c only depends on μN , μ and the dimension n.

Proof (i) In order to prove

�±(y) − �±(z) =
∫

A(y,z)

�±(x)n(x)dSx ,

we apply Cauchy’s theorem to the right monogenic functions �±. The bound is
straightforward.

(ii) This is a direct corollary of the results of [4]. In other words, there exists a
natural isomorphism:

K (SNμ
) � K (C+

Nμ
) ⊕ K (C−

Nμ
).

We also need the closed linear subspaces M(C±
Nμ

) of K (C±
Nμ

). The functions in

M(C±
Nμ

) are both left monogenic and right monogenic. The subspaces M(SNμ
) of

K (SNμ
) satisfying

M(SNμ
) � M(C+

Nμ
) ⊕ M(C−

Nμ
)

are

M(SNμ
) = {

(�,�) ∈ K (SNμ
) : � is left monogenic and satisfies (3.3)

}
,

where for r > 0,

∫
|y|=r

〈y, x〉r−1(eL�(y)y − y�(yeL))dSy + x�(reL) − eL�(reL)xeL = 0. (3.3)

It is easy to see that

(i) the value of the integral is independent of r ,
(ii) if � ∈ M(C±

Nμ
), the integral equals to 0.

We only need to prove that when (�,�) ∈ M(SNμ
), the function �± defined in (ii)

of Theorem3.2.1 is left monogenic. We omit the details and refer to [4]. �
Now we consider convolutions. Assume that � ∈ K (C+

Nμ
), � ∈ M(C+

Nμ
) and

x ∈ C+
n ⊂ C+

Nμ
. Define (� ∗ �) as



78 3 Clifford Analysis, Dirac Operator and the Fourier Transform

(� ∗ �)(x) =
∫

〈y,n〉=δ

�(x − y)n(y)�(y)dSy

=
∫

〈y, n〉=0, |y|�ε

�(x − y)n(y)�(y)dSy + �(εeL)�(x),

where 0 < δ < 〈x, n〉. By Cauchy’s theorem and the assumptions that � is right
monogenic and � is left monogenic, we can deduce that the integral is independent
of the choice of the surfaces. On the other hand, because � is right monogenic,
� ∗ � is right monogenic. In fact, we can see from the following Theorem3.3.1 that
for all ν < μ,

‖� ∗ �‖K (C+
Nν

) � cν,μ‖�‖K (C+
Nμ

)‖�‖K (C+
Nμ

).

Moreover, if �1 ∈ M(C+
Nμ

), then � ∗ �1 is both left monogenic and right mono-
genic, and

� ∗ (� ∗ �1) = (� ∗ �) ∗ �1.

For the functions defined on C−
Nμ
, we have a similar result.

If (�,�) ∈ K (SNμ
) and (�,�) ∈ M(SNμ

), define

(�,�) ∗ (�,�) ∈ M(SNμ
) = (�+ ∗ �+ + �− ∗ �−, �+ ∗ �+ + �− ∗ �−).

Hence we can get for all ν < μ,

‖(�,�) ∗ (�,�)‖K (S0ν,+) � Cν,μ‖(�,�)‖K (S0μ,+)‖(�,�)‖K (S0μ,+).

Let K+
N be the linear space of all functions � on Rn \ {0} which can be extended

monogenically to � ∈ K (C+
Nμ

) for some μ > 0. Similarly, we define K−
N , KN , M

+
N ,

M−
N and MN , such that

KN � K+
N ⊕ K−

N

and
MN � M+

N ⊕ M−
N ,

while MN , M
+
N and M−

N are all convolution algebras. The functions which belong to
both K+

N and K−
N are of the form �(x) = ck(x) for some c ∈ C(M), where

E(x) = 1

σn

−x

|x |n+1
, x ∈ R

n \ {0},

with the monogenic extension

k(x) = 1

σn

x

|x |n+1
.
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The embedding of K+
N into KN is defined as ck ∈ K+

N → (ck, c/2) ∈ KN , while
the embedding K−

N in KN is defined as ck ∈ K−
N → (ck, −c/2) ∈ KN .

3.3 Fourier Transforms on the Sectors

The section is devoted to the Fourier transform F±(�) of the function � ∈ K±
N and

the Fourier transform F (�,�) of (�,�) introduced by Li, McIntosh, Qian [1].
We will prove these transforms are bounded holomorphic functions defined on the
cones in Cm . We also prove that F+, F− and F are algebra homomorphism from the
convolution algebras M+

N , M
−
N and MN to holomorphic functions.

We first associate with every unit vector n = n + nLeL ∈ R
n+1 satisfying nL > 0,

a real n-dimensional surface n(Cm) in Cn , defined as follows.

n(Cn) =
{
ζ = ξ + iη ∈ C

n : ξ �= 0 and nLη = (n2L |ξ |2 + 〈x, n〉2)1/2n
}

=
{
ζ = ξ + iη ∈ C

n : |ζ |2
C

/∈ (−∞, 0] and nLη = Re(|ζ |C)n
}

=
{
ζ = ξ + iη ∈ C

n : |ζ |2
C

/∈ (−∞, 0] for some κ > 0, η + Re(|ζ |C)eL = κn
}
,

where

|ζ |2
C

=
n∑
j=1

ζ 2
j = |ξ |2 − |η|2 + 2i〈x, η〉.

The surfaces associated with distinct unit vectors are disjoint. In particular,
eL(Cn) = R

n \ {0}. On these surfaces, |ξ |, |ζ |, Re(|ζ |C) and ||ζ |C| are all equiv-
alent. In fact, by Theorem3.1.3,

Re|ζ |C � |ξ | � (nL)
−1Re|ζ |C,

and for all ζ ∈ n(Cn),

Re|ζ |C � ||ζ |C| � (nL)
−1Re|ζ |C � |ζ | � (nL)

−1(1 + |n|2)1/2Re|ζ |C.

Further, the parametrization used in the first definition of n(Cn) is smooth, with

∣∣∣∣det
(

∂ζ j

∂ξk

)∣∣∣∣ � 1

nL
, ξ �= 0.

To prove this, without loss of generality, we can assume that n = n1e1 + nLeL . So

ζ = ξ + i
n1

nL
(|ξ |2n2L + ξ 2

1 n
2
1)

1/2e1.
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Then if j � 2, ∂ζ j/∂ξk = δ jk and

∂ζ1

∂ξk
= δ1k + in1ξk(n2L + δ1kn

2
1)

nL(|ξ |2n2L + ξ 2
1 n

2
1)

1/2
.

Hence when k � 2, ∣∣∣∂ζ1

∂ξ1

∣∣∣ � 1

nL
and

∣∣∣∂ζ1

∂ξk

∣∣∣ � n1.

The estimate for the Jacobian follows.
For the open set Nμ of the unit vectors defined above, we define the open cones

Nμ(Cn) in Cn as follows:

Nμ(Cn) =
⋃
n∈Nμ

n(Cn)

=
{
ζ = ξ + iη ∈ C

n : |ζ |2
C

/∈ (−∞, 0] for some κ > 0 and n ∈ Nμ,

η + Re(|ζ |C)eL = κn
}
.

Because Nμ(Cn) ⊂ S0μN+μ(Cn), the estimates of Theorem3.1.3 all hold, where θ =
μN + μ.

When N is rotationally symmetric, namely

N =
{
n = n + nLeL ∈ R

n+1
+ : |n| = 1, nL � |n| cotw

}
,

we have S0μ(Cn) = Nμ−w(Cn). We let the functions take their values in the complex
Clifford algebra C(M), so for example H∞(Nμ(Cn)) denotes the Banach space of all
bounded holomorphic functions from Nμ(Cn) to C(M) with the norm defined as

‖b‖∞ = sup
{
|b(ζ )| : ζ ∈ Nμ(Cn)

}
.

The exponential functions are defined as

e(x, ζ ) = e+(x, ζ ) + e−(x, ζ ),

where
e+(x, ζ ) = ei〈x, ζ 〉e−xL |ζ |Cχ+(ζ )

and
e−(x, ζ ) = ei〈x, ζ 〉exL |ζ |Cχ−(ζ ).

For fixed ζ , these functions are entire left monogenic functions of x ∈ R
n+1. For

fixed x , these functions are holomorphic functions of ζ ∈ Nμ(Cn) which satisfy
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|e+(x, ζ )| = e−〈x,η〉−xLRe|ζ |C |χ+(ζ )|
� sec(μN + μ)√

2
e−〈x, n〉Re|ζ |C/nL , ζ ∈ n(Cn)

and

|e−(x, ζ )| = e−〈x, η〉+xLRe|ζ |C |χ−(ζ )|
� sec(μN + μ)√

2
e−〈x, n〉Re|ζ |C/nL , ζ ∈ n(Cn).

Let
H±

∞(Nμ(Cn)) =
{
b ∈ H∞(Nμ(Cn)) : bχ± = b

}
.

Then any function b ∈ H∞(Nμ(Cn)) can be uniquely decomposed as

b = b+ + b−, where b± = bχ± ∈ H±
∞(Nμ(Cn)).

H±∞(Nμ(Cn)) is the closed linear subspace of H∞(Nμ(Cn)). Actually, because for
all b ∈ H∞(Nμ(Cn)),

‖bχ±‖∞ �
√
2‖b‖∞‖χ±‖∞ � sec(μN + μ)‖b‖∞,

then
H∞(Nμ(Cn)) = H+

∞(Nμ(Cn)) ⊕ H−
∞(Nμ(Cn)).

We also introduce the subalgebra

A(Nμ(Cn)) =
{
b ∈ H∞(Nμ(Cm)) : ζeLb(ζ ) = b(ζ )ζeL for all ζ

}
.

Similarly, we can define A±(Nμ(Cn)). Notice that if b ∈ A(Nμ(Cn)), then b± =
bχ± ∈ A±(Nμ(Cn)) such that

A(Nμ(Cn)) = A+(Nμ(Cn)) ⊕ A−(Nμ(Cn)).

Particular functions b belonging toA(Nμ(Cn)) are those of the form

b(ζ ) = B(iζeL) = B(|ζ |C)χ+(ζ ) + B(−|ζ |C)χ−(ζ ),

where B∈ H∞(S0μN+μ(C)).All scalar-valuedholomorphic functions inH∞(Nμ(Cn))

belong to A(Nμ(Cn)). One of the simplest examples is rk(ζ ) = iζk/|ζ |C, k =
1, 2, . . . , n.

Let H+
N be the algebra of all functions b onRn \ {0}which can be holomorphically

extended to b ∈ H+∞(Nμ(Cn)) for some μ > 0. Let H−
N denote the algebra of all
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functionsb onRn \ {0}which canbeholomorphically extended tob ∈ H−∞(Nμ(Cn)),
where N = {n ∈ R

n+1 : n ∈ N }. Then H+
N ∩ H−

N = {0}.
Define HN as HN = H+

N + H−
N . Then HN = H+

N ⊕ H−
N . Let A+

N , A−
N and AN

be the spaces of the functions in H+
N , H

−
N and HN satisfying ξeLb(ξ) = b(ξ)ξeL ,

ξ �= 0. Then
A = A+

N ⊕ A−
N .

If we assume that N is connected, these holomorphic extensions are unique. In
fact we assume that the compact set N of unit vectors in R

n+1
+ satisfies a stronger

condition:N are starlike about eL , that is, if n ∈ N and 0 � τ � 1, then

(τn + (1 − τeL))

|τn + (1 − τeL)| ∈ N .

Under this case, the open set Nμ is also starlike about eL and Nμ(Cn) is the connected
open subset in Cn .

Theorem 3.3.1 Let N be a compact set of unit vectors in R
n+1
+ and starlike about

eL . For any (�,�) ∈ KN , there exists a unique function b ∈ HN such that for all u
in the Schwarz space S(Rn), we have the Parseval identity

(2π)−n
∫
Rn

b(ξ)û(−ξ)dξ = lim
α−→0+

∫
Rn

�(x + αeL)eLu(x)dx (3.4)

= lim
ε→0

( ∫
|x |�ε

�(x)eLu(x)dx + �(εeL)u(0)
)
.

Hence beL is the Fourier transform of the distributions of (�,�). We write b =
F (�,�)eL .

The Fourier transform F is linear and satisfies the following properties.

(i) F is one-one from KN to HN . In other words, for any b ∈ HN , there exists
unique functions (�,�) ∈ KN such that b = F (�,�)eL . Actually, if b =
b+ + b− and b± = bχ± ∈ H±

N , then

(�,�) = (�+,�+) + (�−,�−),

where �± = G±(b±eL ) ∈ K±
N . We write (�,�) = G(beL) and call G the

inverse Fourier transform.
(ii) If 0 < ν < μ � π/2 − μN and (�,�) ∈ K (SNμ

), then b+ ∈ H+∞(Nν(C
n)),

b− ∈ H−∞(N ν(C
m)) and

‖b±‖∞ � cν‖(�,�)‖K (SNμ ),

where the constant cν only depends on ν.
(iii) If 0 < ν < μ � π/2 − μN , b+ ∈ H+∞(Nμ(Cn)) andb− ∈ H−∞(Nμ(Cn)), then

(�,�) ∈ K (SNν
) and
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‖(�,�)‖K (SNν ) � cν(‖b+‖∞ + ‖b−‖∞),

where the constant cν depends on ν.
(iv) (�,�) ∈ MN if and only if b ∈ AN .
(v) If (�,�) ∈ KN , (�,�) ∈ MN, b = F (�,�)eL and f = F (�,�)eL , then

b f = F ((�,�) ∗ (�,�))eL .

(vi) The mapping (�,�) �−→ b is an algebra homomorphism from the convolu-
tion algebra MN to the function algebra AN .

(vii) If (�,�), (�,�) ∈ KN , b = F (�,�)eL , f = F (�,�)eL and if f = pb,
where p is a polynomial in n variables with values in C(M), then

� = p
(

− i
∂

∂x1
, . . . ,−i

∂

∂xn

)
�.

(viii) Let 0 < ν < μ � π/2 − μN , s > −n. If b+ (or b−) can be holomorphically
extended to a bounded function for some cs and all ζ ∈ Nμ(Cn) (correspond-
ingly, ζ ∈ Nμ(Cn)), which satisfies |b±(ζ )| � cs |ζ |s , then there exists cs,ν
such that for all x ∈ C+

Nν
,

|�(x)| � cs,ν |x |−n−s;

For all y ∈ TNμ
,

|�(y)| � cs,ν |y|−s .

In particular, when −n < s < 0, we have lim
y→0

�(y) = 0.

Proof Without loss of generality, we only verify (i)-(viii) for the case C+
Nμ
, Nμ(Cn),

K+
N , M+

N , H+∞(Nμ(Cn)), H+
N , A+

N and F+. The case C−
Nμ
, Nμ(Cn), K−

N , M−
N ,

H−∞(Nμ(Cn)), H−
N ,A−

N andF− can be dealt with similarly. In the proof, the constant
c may depend on μN , μ and the dimension n, and may vary from line to line. We
denote by cν a constant if the constant only depends on ν. Let � ∈ K (C+

Nμ
). Either

form of the Parseval identity uniquely determines b on R
n . Because Nμ(Cn) is a

connected open set, Parseval’s identity also determines b on Nμ(Cn).
We construct b as follows. For α > 0, define �α(x) = �(x + αeL), x + αeL ∈

C+
Nμ
. We have

‖�α‖K (C+
Nμ

) = 1

2
σn sup

{
|x |n|�(x + αeL)| : x ∈ C+

Nμ

}

� sup
{
|y|n|�(y)| : y ∈ C+

Nν
+ αeL

}
� ‖�‖K (C+

Nμ
).
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For
ζ ∈ n(Cn) ⊂ Nν(C

n) ⊂ Nμ(Cn), ν < μ,

define

bα(ζ ) =
∫

σ

�α(x)n(x)e+(−x, ζ )dSx ,

where the surface σ is defined as

σ =
{
x ∈ R

n+1 : 〈x, n〉 = −|x | sin(μ − ν)
}
.

Note that the function in the integral is continuous and exponentially decreasing at
infinity. As usual, n(x) denotes the normal of σ and nL(x) > 0. In fact, for x ∈ σ ,

|e+(−x, ζ )| � sec(μN + μ)√
2

e〈x, n〉Re|ζ |C/nL

� sec(μN + μ)√
2

e−|x ||ξ | sin θ ,

where θ = μ − ν.
By this fact and Cauchy’s theorem for monogenic functions, noticing that �α is

right monogenic and e+(−x, ζ ) is left monogenic in x , we can see that the definition
of bα(ζ ) is independent of the choice of the surfaces σ . So bα(ζ ) depends on ζ ∈
Nμ(Cn) holomorphically. Hence for all α, β > 0,

bα(ζ )eα|ζ |C =
∫

σ

�(x + αeL)n(x)e+(−(x + αeL), ζ )dSx

=
∫

σ

�(x + βeL)n(x)e+(−(x + βeL), ζ )dSx

= bβ(ζ )eβ|ζ |C .

Then we define b as the holomorphic function on Nμ(Cn)which satisfies the follow-
ing condition:

b(z) = bα(ζ )eα|ζ |C ∀ α > 0.

We shall prove that for all z ∈ Nμ(Cn),

|bα(ζ )| � cν‖�‖K (C+
Nμ

), (3.5)

where cν is independent of α and

(2π)−n
∫
Rn

bα(ξ)û(−ξ)dξ =
∫
Rn

�(x + αeL)u(x)dx . (3.6)



3.3 Fourier Transforms on the Sectors 85

As the estimate in (ii), the first form of Parseval’s identity (3.4) can be deduced as a
corollary.

We prove (3.5). Let

ζ ∈ n(Cn) ⊂ Nν(C
n) ⊂ Nμ(Cn)

and θ = μ − ν. Changing the surface in the integral by Cauchy’s theorem, we can
get

bα(ζ ) =
⎛
⎜⎝

∫
σ(0,0,|ζ |−1)

+
∫

τ(θ,|ζ |−1)

+
∫

σ(θ,|ζ |−1,∞)

⎞
⎟⎠�α(x)n(x)e+(−x, ζ )dSx ,

where

σ(θ, r, R) =
{
x ∈ R

n+1 : 〈x, n〉 = |x | sin θ, r � |x | � R
}
,

τ (θ, R) =
{
x ∈ R

n+1 : |x | = R, 0 � 〈x, n〉 � −R sin θ
}
.

We need the following estimates.

(i) For R � |ζ |−1,

∣∣∣
∫

σ(0,0,R)

�α(x)n(x)e+(−x, ζ )dSx
∣∣∣ (3.7)

� c
∣∣∣
∫

σ(0,0,R)

�α(x)n(x)e(−x, ζ )dSx
∣∣∣

� c
∣∣∣
∫

σ(0,0,R)

�α(x)n(x)[e(−x, ζ ) − 1]dSx
∣∣∣+ c

∣∣∣
∫

〈x,n〉�0,|x |=R

�α(x)n(x)dSx
∣∣∣

� c‖�α‖K (C+
Nμ

)

(
sup

{
|∇ye(−y, ζ )| : y ∈ σ(0, 0, R)

} ∫
σ(0,0,R)

|x |1−ndSx + 1
)

� c‖�α‖K (C+
Nμ

)(R|ζ | + 1) � c‖�α‖K (C+
Nμ

).

(ii) R � |ζ |−1,

∣∣∣
∫

τ(θ,R)

�α(x)n(x)e+(−x, ζ )dSx
∣∣∣ � c‖�α‖K (C+

Nμ
)R

−n
∫

τ(θ,R)

e〈x,n〉Re|ζ |C/nL dSx

= c‖�α‖K (C+
Nμ

)

∫
τ(θ,1)

e〈x,n〉R Re|ζ |C/nL dSx (3.8)

= c‖�α‖K (C+
Nμ

)

∫ 0

−θ

eR Re|ζ |C sin�/nL d�
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� c

R|ζ | ‖�α‖K (C+
Nμ

)

� c‖�α‖K (C+
Nμ

).

(iii) R � |ζ |−1,

∣∣∣
∫

σ(θ,R,∞)

�α(x)n(x)e+(−x, ζ )dSx
∣∣∣

� c‖�α‖K (C+
Nμ

)

∫
σ(θ,R,∞)

|x |−ne〈x, n〉Re|ζ |C/nL dSx (3.9)

= c‖�α‖K (C+
Nμ

)

∫ ∞

R
s−1e−s sin θRe|ζ |C/nL dSx

� cν

R|ζ | ‖�α‖K (C+
Nμ

).

In the above estimates (i)–(iii), taking R = |ζ |−1, we can use the representation of b
to obtain (3.5).

Now we prove (3.6). For ζ ∈ R
n , we define bα,N as

bα,N (ξ) =
∫

|x |�N
�α(x)eLe

i〈x, ξ〉dx .

Then it can be deduced from Parseval’s identity that for u ∈ S(Rn),

(2π)−n
∫
Rn

bα,N (ξ)û(−ξ)dξ =
∫

|x |�N
�(x + αeL)u(x)dx .

We will prove

for all ξ ∈ R
n and N > 0, |bα,N (ξ)| � c‖�‖K (C+

Nμ
), (3.10)

for any ξ ∈ R
n, when N → ∞, bα,N (ξ)χ+(ξ) → bα(ξ) (3.11)

and
for any ξ ∈ R

n, when N → ∞, bα,N (ξ)χ−(ξ) → 0α(ξ). (3.12)

Then (3.6) can be deduced from the above estimates and the Lebesgue dominate
convergence theorem.

To prove (3.10) and (3.11), letting n = eL in the definitions of σ , σ(θ, τ, R) and
τ(θ, R), we use the estimates (3.7)–(3.9).

At first, when |ξ |−1 � N , we prove (3.10). Taking 0 < θ < μ and using Cauchy’s
theorem, we have
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bα,N (ξ)χ+(ξ) =
⎛
⎜⎝

∫

σ(0,0,|ξ |−1)

+
∫

τ(θ,|ξ |−1)

+
∫

σ(θ,|ξ |−1,N )

−
∫

τ(θ,N )

⎞
⎟⎠�α(x)n(x)e+(−x, ξ)dSx .

So we can apply (3.7)–(3.9) to prove that bα,N (ξ)χ+(ξ) is uniformly bounded for ξ

and N . On the other hand, similar to the proof of (3.8), we get

|bα,N (ξ)χ−(ξ)| � c

N |ξ | ‖�‖K (C+
Nμ

) � c‖�α‖K (C+
Nμ

).

When |ξ |−1 � N , to prove (3.10), only (3.7) is needed. To prove (3.11), fix ξ ∈
R

m , ξ �= 0, and apply Cauchy’s theorem to write

bα(ξ) − bα,N (ξ)χ+(ξ) =
⎛
⎜⎝
∫

τ(θ,N )

+
∫

σ(θ,N ,∞)

⎞
⎟⎠�α(x)n(x)e+(−x, ξ)dSx .

So, by (3.8) and (3.9), as N → 0,

∣∣∣bα(ξ) − bα,N (ξ)χ+(ξ)

∣∣∣ � c

N |ξ | ‖�α‖K (C+
Nμ

) → 0.

Moreover, (3.12) follows from the estimate given above.
As noted previously, the first version of Parseval’s identity (3.4) holds. The next

aim is to prove the second version of (3.4). Let ε > 0. Then

(2π)−n
∫
Rn

b(ξ)û(−ξ)dξ = lim
α→0+

⎛
⎜⎝
∫

|x |�ε

�α(x + αeL )eLu(x)dx +
∫

|x |�ε

�α(x + αeL )eLu(0)dx

+
∫

|x |�ε

�α(x + αeL )eL (u(x) − u(0))dx

⎞
⎟⎠

=
∫

|x |�ε

�(x)eLu(x)dx + �(ε)u(0)

+ lim
α→0+

⎛
⎜⎝
∫

|x |�ε

�α(x + αeL )eL (u(x) − u(0))dx

⎞
⎟⎠ ,

where in the second integral we have used Cauchy’s theorem.
Now when u ∈ S(Rn),
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lim
ε→0

lim
α→0+

⎛
⎜⎝
∫

|x |�ε

∣∣∣�(x + αeL)eL(u(x) − u(0))
∣∣∣dx

⎞
⎟⎠

� lim
ε→0

lim
α→0+

⎛
⎜⎝C

∫
|x |�ε

|x + αeL |−n|u(x) − u(0)|dx
⎞
⎟⎠

� lim
ε→0

⎛
⎜⎝C

∫
|x |�ε

|x |−n|u(x) − u(0)|dx
⎞
⎟⎠ = 0,

so

(2π)−n
∫
Rn

b(ξ)û(−ξ)dξ = lim
ε0

⎛
⎜⎝
∫

|x |�ε

�(x)eLu(x)dx + �(ε)u(0)

⎞
⎟⎠ .

This gives (ii).
We prove (i) and (iii). It is easy to verify that F+ is one-one. By constructing the

inverse Fourier transform G+, we prove the mapping is onto H+
N .

Consider the function b ∈ H+∞(Nμ(Cn)). For n ∈ Nμ and

x = x + xLeL ∈ C+
n ⊂ C+

Nμ
,

define

�n(x) = (2π)−n
∫

n(Cn)

b(ζ )e(x, ζ )dζ1 ∧ dζ2 ∧ · · · ∧ dζneL

= (2π)−n
∫

n(Cn)

b(ζ )e+(x, ζ )dζ1 ∧ dζ2 ∧ · · · ∧ dζneL ,

where in the last equality we have used the facts that e(x, ζ ) = e+(x, ζ ) + e−(x, ζ )

and 〈b(ζ ), e−(x, ζ )〉 = 0 for b ∈ H+∞(Nμ(Cn)). On the surface n(Cn), the function
in the integral is exponentially decreasing at infinity. In fact, when ζ ∈ n(Cn), then

|ei〈x,ζ 〉e−xL |ζ |C | � ce−〈x,n〉Re|ζ |C/nL

and 〈x, n〉 > 0. Moreover, e(x, ζ )eL is right monogenic and�n is a right monogenic
function on C+

n satisfying

|�n(x)| � c‖b‖∞
〈x, n〉n ,

where c only depends on μN and μ.
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Moreover the integrand depends holomorphically on the single complex variable
z = 〈ζ, n〉. So by the starlike nature of Nμ and Cauchy’s theorem in the z-plane,
we find that for all x ∈ C+

n satisfying xL > 0, �n(x) = �eL (x). Hence there exists
unique right monogenic function � on C+

Nμ
which coincides with �n(x) on C+

n . We
call � the Fourier transform of beL and denote � = G+(beL). The above estimates
for �n indicate that for all ν < μ, � ∈ K (C+

Nν
) and

‖�‖K (C+
Nν

) � cν‖b‖∞.

For the special case xL = 0 and all ζ ∈ Nμ(Cn),

|b(ζ )| � c

1 + |ζ |n+1
.

Then by Cauchy’s theorem, we can change the surface of integration to obtain

G+(beL)(x) = �(x) = (2π)−n
∫
Rn

b(ξ)ei〈x, ξ〉dξeL = b̌(x)eL ,

which is the usual inverse Fourier transform of beL .
We prove that b and� = G+(beL) satisfy Parseval’s identity (3.4). Hence we can

deduce that G+ is the inverse of the Fourier transform F+, and complete the proofs
of (i) and (iii).

For α > 0, let bα(ζ ) = b(ζ )e−α|ζ |C . Then for x ∈ R
n ,

�(x + αeL) = G+(beL)(x + αeL) = G+(bαeL)(x) = (bα)̌(x)eL .

By the usual Parseval’s identity, we can obtain

(2π)−n
∫
Rn

bα(ξ)û(−ξ)dξ =
∫
Rn

�(x + αeL)eLu(x)dx,

and for all u ∈ S(Rn),

(2π)−n
∫
Rn

b(ξ)û(−ξ)dξ = lim
α→0+

∫
Rn

�(x + αeL)eLu(x)dx .

Now we prove (iv). Take � ∈ K (C+
Nμ

). Then � is left monogenic (and is also

right monogenic) if and only if for all x ∈ C+
Nμ
,

DeL�(x) = (�eL)D(x),

where the both sides all equal to −∂�/∂xL(x).
Let beL = F+(�) and define bα as above. Using twice Parseval’s identity for bα ,

we can see that for all u ∈ S(Rn),
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(2π)−n
∫
Rn

ξeLbα(ξ)û(−ξ)dξ = −i
∫
Rn

(DeL�)(x + αeL)eLu(x)dx

and

(2π)−n
∫
Rn

bα(ξ)ξeL û(−ξ)dξ = −i
∫
Rn

(�eL D)(x + αeL)eLu(x)dx .

Hence � ∈ M(C+
Nμ

) if and only if for all u ∈ S(Rn), DeL�(x) = (�eL)D(x). So
the above equality holds if and only if

DeL�(x + αeL) = (�eL)D(x + αeL) for all x ∈ R
n \ {0}.

The above equality is equivalent to ξeLbα(ξ) = bα(ξ)ξeL . This equation is equivalent
to ζeLb(ζ ) = b(ζ )ζeL for all z ∈ Nμ(Cn). This proves (iv).

The remaining part can be proved in a similar way with the estimates in (viii)
requiring a modification of the proof of (iii). �

Denote by G− : H−
N → K−

N the inverse of F−. We call F− the Fourier transform
and G− the inverse Fourier transform.

Remark 3.3.1 When N = N , b+ ∈ H+∞(Nμ(Cn)) and b− ∈ H−∞(Nμ(Cn)) if and
only if

b ∈ H∞(Nμ(Cn)).

Let B ∈ H∞(S0μ(C)), where 0 < μ < π/2. We have seen that B is associated
with the function b ∈ H∞(S0μ(Cn)) defined as

b(ζ ) = B(iζeL) = B(|ζ |C)χ+(ζ ) + B(−|ζ |C)χ−(ζ ).

In fact,

b ∈ A(S0μ(Cn)) =
{
b ∈ H∞(S0μ(Cn)) : ζeLb(ζ ) = b(ζ )ζeL for all ζ

}
,

and the mapping B �−→ b is a one-one algebra homomorphism from H∞(S0μ(C))

toA(S0μ(Cn)). Recall that

C0
μ,+(C) =

{
Z = X + iY ∈ C : Z �= 0,Y > −|X | tanμ

}
,

C0
μ,−(C) = −C0

μ,+(C),

S0μ,+(C) =
{
λ ∈ C : λ �= 0, | arg(λ)| < μ

}
,

S0μ,−(C) = −S0μ,+(C),
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C0
μ,+ =

{
x = x + xLeL ∈ R

n+1 : xL > −|x | tanμ
}
,

C0
μ,− = −C0

μ,+, S0μ = C0
μ,+ ∩ C0

μ,−,

T 0
μ =

{
y = y + yLeL ∈ R

n+1 : yL > |y| cotμ
}
,

S0μ(Cn) =
{
ζ = ξ + iη ∈ C

n : |ζ |2
C

/∈ (−∞, 0] and |η| < Re(|ζ |C) tanμ
}
.

We find the inverse Fourier transform of b in terms of the inverse Fourier trans-
form of B. We first assume that B ∈ H∞(S0μ,+(C)). In this case, the inverse Fourier
transform of B, � = G(B), is a complex-valued holomorphic function defined on
C0

μ,+(C). Specially, when Im(Z) > 0,

�(Z) = 1

2π

∫ ∞

0
B(r)eir Zdr.

When xL > 0,

�(x) = 1

(2π)n

∫
Rn

B(|ξ |)e+(x, ξ)dξeL

= 1

2(2π)n

∫
Rn

(eL + iξ

|ξ | )B(|ξ |)e−xL |ξ |ei〈x, ξ〉dξ

= 1

2(2π)n

∫
Sm−1

(eL + iτ)

∫ ∞

0
B(r)e−xLr ei〈x, τ 〉r rn−1drdSτ (3.13)

= 1

2(2π i)n−1

∫
Sn−1

(eL + iτ)�(n−1)(〈x, τ 〉 + i xL)dSτ

= 1

2(2π i)n−1

∫
Sn−1

(eL + i〈x, τ 〉x |x |−2)�(n−1)(〈x, τ 〉 + i xL)dSτ

= σn−2

2(2π i)n−1

∫ 1

−1
(1 − t2)(n−3)/2

(
eL + i t x

|x |
)
�(n−1)(|x |t + i xL)dt,

where �(n−1) is the (n − 2)th derivative of �. On C0
μ,+, � extends to a left and right

monogenic function. For all ν < μ, this function belongs to M(C0
ν,+).

For B ∈ H∞(S0μ,−(C)), � = G(B) and

b(ζ ) = B(iζeL) = B(−|ζ |C)χ−(ζ ).

Then b ∈ H−∞(S0μ(Cn)). Hence we can construct � = G−(beL). We see that if
xL < 0,
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�(x) = 1

(2π)n

∫
Rm

B(−|ξ |)e−(x, ξ)dξeL

= 1

2(2π)n

∫
Rn

(eL − iξ

|ξ | )B(−|ξ |)e−xL |ξ |ei〈x, ξ〉dξ

= 1

2(2π)n

∫
Sn−1

(eL − iτ)

∫ +∞

0
B(−r)exLr ei〈x, τ 〉r rn−1drdSτ

= (−1)n−1

2(2π)n

∫
Sn−1

(eL + iτ)

∫ 0

−∞
B(−r)e−xLr ei〈x, τ 〉r rn−1drdSτ

= 1

2(−2π i)n−1

∫
Sn−1

(eL + iτ)�(n−1)(〈x, τ 〉 + i xL)dSτ

= σn−2

2(−2π i)n−1

∫ 1

−1
(1 − t2)(n−3)/2

[
eL + i t x

|x |
]

�(n−1)(|x |t + i xL)dt.

When B∈H∞(S0μ(C)),write B= B+ + B−,where B+ = BχRe>0∈H∞(S0μ,+(C))

and B− = BχRe<0 ∈ H∞(S0μ,−(C)). Then b = b+ + b−, where b± is the function
with respect to B±. We can use this decomposition to relate the inverse Fourier trans-
form G(beL) = (�, �) of beL to the inverse Fourier transform G(B) = (�, �1)

of B.
In the end of this section, we give two examples to make the reader to understand

the relation between (�(z), �1(z)) and (b, B), and between (�(z), �1(z)) and
(�(x),�(y)), see [1] for more examples.

Example 3.3.1 As usual,

E(x) = 1

σn

x

|x |n+1
.

(i) (�(z), �1(z)) = (0, 1), B(λ) = 1, b(ζ ) = 1;
(ii) (�(z), �1(z)) = ( i

2π z ,
1
2 ), B(λ) = χRe>0, b(ζ ) = χ+(ζ );

(iii) (�(z), �1(z)) = ( i
2π z ,

1
2 ), B(λ) = χRe<0, b(ζ ) = χ−(ζ );

(iv) (�(z), �1(z)) = ( i
π z , 0), B(λ) = sgn(λ), b(ζ ) = iζeL

|ζ |C ;

The above example describes the relation between the function pair (�(z), �1(z))
and the function pair (�(x),�(y)).

Example 3.3.2 (i) Let (�(z), �1(z)) =
(

1
(z+i t) ,−iπ + log( z+i t

z−i t )
)
(t > 0). Then

(�(x),�(y)) = (k(x + teL), �(y)), lim
y→0

�(y) = 0.

(ii) Let (�(z), �1(z)) = t
2π

(
−1

(z+i t)2 ,
2z

z2+t2

)
(t > 0). Then

(�(x),�(y)) =
(

− t
∂k

∂t
(x + teL), φ(y)

)
, lim
y→0

�(y) = 0.
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(iii) Let (�(z), �1(z)) = �(1 + is)
(

i
2π e

−πs/2z−1−is, (πs)−1 sinh(πs/2)z−is
)
.

Then

(�(x),�(y)) =
( −1

�(1 − is)

∫ ∞

0
t−is ∂k

∂t
(x + teL)dt, �s(y)

)
,

where the function �s is represented as

�s(rn) = r−is

�(1 − is)

∫ ∞

0
t is−1F(n, nL , τ )dτeLn,

where r > 0, |n| = 1, and F is real-valued and satisfies

|F(n, nL , t)| � c(n, nL)
tn

(1 + t)n+1
.

In particular, if n = eL , then

�s(reL) = σn−1r−is

�(1 − is)

∫ ∞

0

tn+is−1

(1 + t2)(n+1)/2
dt, r > 0.

(To prove this, first show that the function � in the preceding row has the form
�(rn) = F(n, nL , r/t)eLn.)

The functions �1 and � are really only of interest near zero, and when they tend
to 0, these functions do not enter into Parseval’s identity or the convolution formulae.
It has been proved in Chap.1 that if |B(λ)| � cs |λ|s holds for all λ ∈ S0μ,+(C) and
some s < 0, then when z → 0 (z ∈ Sν,+(C), ν < μ), �1(z) → 0, and for all ζ ∈
S0μ(C), |b(ζ )| � cs |ζ |s . Hence by (viii) of Theorem3.3.1, we conclude that y → 0
(y ∈ T 0

ν , ν < μ),�(y) → 0. Therefore for |B(λ)| � cs |λ|s, s < 0, there is no need
to find �1 and �.

Let us turn our attention to the function B = B+ = BχRe>0, and substitute the
corresponding values of � and � in (3.13). Using the fact that

(eL + iτ)(a + ib)k = (eL + iτ)(a − beLτ)k

for τ ∈ S
n−1 and a, b ∈ R, we obtain

x

σn|x |n+1
= 1

2(2π i)n−1

∫
Sn−1

(eL + iτ)
i

2π

(−1)n−1(n − 1)!
(〈x, τ 〉 + i xL)n

dSτ

= (n − 1)!
2

( i

2π

)n ∫
Sn−1

(eL + iτ)(〈x, τ 〉 − xLeLτ)−ndSτ ,
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where xL > 0. If we take the real part of the right hand side, the above result is the
plane wave decomposition of the Cauchy kernel obtained by Sommen in [5]. For the
function B = χRe<0, we obtain

x

σn|x |n+1
= −(n − 1)!

2

(−i

2π

)n ∫
Sn−1

(eL + iτ)(〈x, τ 〉 − xLeLτ)−ndSτ ,

where xL > 0. This coincides with Sommen’s formula, see Ryan [6] for the details.

3.4 Möbius Covariance of Iterated Dirac Operators

In this section, we deduce the fundamental solutions of Dirac operators

Dl =
n∑

i=1

ei
∂

∂xi

and

Dl =
( ∂

∂x0
+ D

)l

in the setting of Clifford algebras. In [2], Peeter and Qian obtained the Möbius
covariance of iterated Dirac operators.

For α > 0, define the operator D−α as

D−α f (x) = cn

∫
Rn

e−i〈x, ξ〉(iξ)−α f̂ (ξ)dξ,

where (iξ)−α is defined by

(iξ)−α = |ξ |−αχ+(ξ) + (−|ξ |)−αχ−(ξ)

and

χ±(ξ) = 1

2

(
1 ± iξ/|ξ |

)
.

Hence if α = l is a positive integer, we have

(iξ)−l =
{
1/|ξ |l, if l is even,
iξ/|ξ |l+1, if l odd .

Therefore
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D−α f (x) = cn
2

[ ∫
Rn

e−i〈x, ξ 〉|ξ |−α f̂ (ξ)dξ + D
∫
Rn

e−i〈x, ξ〉|ξ |−α−1 f̂ (ξ)dξ

+
∫
Rn

e−i〈x, ξ〉(−|ξ |)−α f̂ (ξ)dξ + D
∫
Rn

e−i〈x, ξ〉(−|ξ |)−α−1 f̂ (ξ)dξ
]
.

If 0 < α, α + 1 < n, by the formula

(
1

|ξ |β
)∨

= cn,β

1

|x |n−β
,

we can deduce
D−α f (x) = Kn,α ∗ f (x),

where

Kn,α(x) = cn,α(1 + e−iαπ )
1

|x |n−α
+ dn,α(1 − e−iαπ )D

(
1

|x |n−α−1

)
.

For general α > 0, by the same method, we can get

Kn,α(x) = cn,α(1 + e−iαπ )Gn,α(x) + dn,α(1 − e−iαπ )DGn,α+1(x),

where Gn,β is the fundamental solution of the operator |D|β with the symbol |ξ |β .
Then for odd n,

Kn,l(x) =
{
cn,l

x
|x |n−l+1 , if l is odd;

cn,l
1

|x |n−l , if l is even.
(3.14)

For the even n,

Kn,l(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

cn,l
x

|x |n−l+1 , if l is odd and l < n;
cn,l

1
|x |n−l , if l is odd and l < n;

(cn,l log |x | + dn,l)
x

|x |n−l+1 , if l odd and l > n;
(cn,l log |x | + dn,l)

1
|x |n−l , if l is even and l > n;

(3.15)

Now we consider the fundamental solutions of the operators Dl, l ∈ Z+. Write
D0 = ∂

∂x0
. Then

D−l = (D0 + D)−l = (D0 − D)l(D2
0 − D2)−l .

By the Fourier transform, the symbol of (D2
0 − D2)−l is |ξ |−2l . For 0 < 2l < n + 1,

the inverse Fourier transformof |ξ |−2l is cn,l |x |−(n+1−2l). This indicates that the kernel
of the operator D−l is
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Ln,l(x) = cn,l(D0 − D)l
(

1

|x |n+1−2l

)
, 0 < 2l < n + 1.

A direct computation gives

Ln,l(x) = cn,l
xl−1
0 x

|x |n+1
, l ∈ Z+. (3.16)

For any x = x0 + x1e1 + · · · + xnen , we write x = x0 + x and x = x1e1 + · · · +
xnen ∈ R

n . We define two elementary operations

(ei1 · · · eil )∗ =: eil · · · ei1 ,

(ei1 · · · eil )′ = (−1)l(ei1 · · · eil ).

Let �n be the multiplicative group of all elements in the Clifford algebra which
can be written as products of non-zero vectors in R

n . For any a, b ∈ �n ∪ {0},
aa = |a|2 and |ab| = |a| · |b|. If a ∈ �n , then a = ∏M(a)

j=1 a j , where a j ∈ R
n . Gen-

erally speaking, such a representation and M(a) are not unique. Denote by m(a) the
minimum of M(a) over all such representations. If a ∈ R \ {0}, we set m(a) = 0.
Hence, m(x) = 1, and for a ∈ �n , aa∗ = a∗a = (−1)m(a)|a|2. We call a group to be
a Möbius group if this group consists of orientation preserving transforms acting in
the Euclidean spaces. All Möbius transforms from R

n ∪ {∞} to R
n ∪ {∞} can be

represented as
φ(x) = (ax + b)(cx + d)−1,

where a, b, c, d ∈ � ∪ {0} and

ad∗ − bc∗ ∈ R \ {0}, a∗c, cd∗, d∗b, ba∗ ∈ R
n.

In addition, under 2 × 2 block matrix multiplication, the identification between the

φ’s and Clifford matrices

(
a b
c d

)
gives a homomorphism. For simplicity, we take

ad∗ − bc∗ = 1 to normalize the Möbius transform. We consider the following mul-
tipliers:

Tl(φ) f (x) = Jl,φ · f (φ(x)),

where for l ∈ Z,

Jl,φ(x) =
{

(cx+d)∗
|cx+d|n−l+1 , l is odd ,

1
|cx+d|n−l , l is even.

(3.17)

We will use the closed relation between Kn,l , Dl and the conformal weights Jl,φ
to prove the following result.
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Theorem 3.4.1 For l ∈ Z+, the iterated Dirac operator Dl intertwines the repre-
sentations Tl , T−l of the Möbius transform group, that is, for c �= 0,

Dl(Tl f ) =
{

(−1)m(c)+1T−l(Dl f ), l is odd;
T−l(Dl f ), l is even.

(3.18)

If c = 0, then d �= 0 and the factor (−1)m(c)+1 in the last formula should be replaced
by (−1)m(d).

Proof We only prove the case c �= 0. The case c = 0 can be dealt with similarly and
is easier, so we omit the proof. We only need to prove

(Tl f ) =
{

(−1)m(c)+1D−l T−l(D
l f ), l is odd;

D−l T−l(D
l f ), l is even.

(3.19)

At first, we assume that n is odd or n is even and l < n. Denote byψ the inverse ofφ. If
y = φ(x) = (ax + b)(cx + d)−1 ∈ R

n , then y(cx + d) = ax + b. Hence we have
x = ψ(y) = (yc − a)−1(−yd + b). Let z = z(y) = y − a and A = b − ac−1d. We
can get

x = z−1A − c−1d. (3.20)

On the other hand, because x = x∗, y = y∗, (3.20) is equivalent to

x = A∗(z∗)−1 − d∗(c∗)−1. (3.21)

By the Möbius transform and the formula (3.20), we deduce from c �= 0 that A �= 0
and

D−l (T−l (D
l f ))(ψ(x)) = cn,l

∫
Kn,l (ψ(x) − y) · J−l,φ(y)(Dl f )(φ(y))dy (3.22)

= cn,l

∫
Kn,l (ψ(x) − ψ(y)) · J−l,φ(ψ(y))(Dl f )(y)

∣∣∣∣dψ(y)

dy

∣∣∣∣dy,

where |dψ(y)/dy| is the Jacobian matrix. Noticing that x = ψ(y) is also a Möbius
transform, by the formula (2.4) in [7] and the condition ad∗ − bc∗ = 1, we can obtain
the Jacobian matrix equals to |z(y)|−2n . By equalities (3.15), (3.17) and

ψ(x) − ψ(y) = (z−1(x) − z−1(y))A,

z−1(x) − z−1(y) = −z−1(x)(z(x) − z(y))z−1(y)

z(x) − z(y) = (x − y)c,

we can deduce that (3.22) is equivalent to
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−cn,l
z−1(x)

|z−1(x)|n−l+1

∫
(x − y)

|x − y|n−l+1

c

|c|n−l+1

z−1(y)

|z−1(y)|n−l+1

A

|A|n−l+1

· A∗

|A|n−l+1

(z−1(y))∗

|z−1(y)|n−l+1

c∗

|c|n−l+1
(Dl f )(y)

1

|z(y)|2n d y

= cn,l
1

|A|2n
(−1)m(c)

|c|2n
z−1(x)

|z−1(x)|n−l+1

∫
(x − y)

|x − y|n−l+1
(Dl f )(y)(y)

= 1

|A|2n
(−1)m(c)

|c|2n
z−1(x)

|z−1(x)|n−l+1

∫
Kn,l(x − y)(Dl f )(y)(y)

= 1

|A|2n
(−1)m(c)

|c|2n
z−1(x)

|z−1(x)|n−l+1
f (x),

where in the above estimate we have used m(z−1A) = 1. Replacing x by φ(x) and
noticing that (x + d∗(c∗)−1) = z−1(φ(x))A, we get

D−l(T−l(D
l f ))(x) = (−1)m(c)cA∗

|cA|n+l+1

(cx + d)∗

|cx + d|n−l+1
f (φ(x)).

By bc∗ = ad∗ − 1 and c−1d ∈ R
n , we can deduce that b = −(c∗)−1 + ac−1d and

A = −(c∗)−1, which gives (3.19).
The case for even l can be proved similarly. The only difference is that we should

use the formulas (3.14), (3.15) and (3.17) for the case l even. Now we consider the
case l � n, where n is even. Similar to the case l being odd, it can be deduced from
(3.15) that

D−l(T−l(D
l f ))(ψ(x))

= 1

|A|2n
(−1)m(c)

|c|2n
z−1(x)

|z−1(x)|n−l+1

∫ [
(−cn,l) log |z(x)| + (cn,l log |x − y| + dn,l)

+cn,l log |c| + (−cn,l log |z(y)|)
] x − y

|x − y|n−l+1
(Dl f )(y)dy

=
4∑

i=1

Ii .

When n is even and l is odd satisfying l � n, (x − y)/|x − y|n−l+1 = ±(x −
y)l−n , I1 = I3 = 0. For I2, by the property of fundamental solution, we can deduce

I2 = 1

|A|2n
(−1)m(c)

|c|2n
z−1(x)

|z−1(x)|n−l+1
f (x).

We shall prove I4 = 0. In fact, because



3.4 Möbius Covariance of Iterated Dirac Operators 99

x − y

|x − y|n−l+1 = ±[(x − ac−1) − (y − ac−1)]l−n =
∑

k+ j=l−n

hk j (x − ac−1)k(y − ac−1) j ,

by integration by parts, we have

I4 = −cn,l

∑
k+ j=n−l

hk j (x − ac−1)k
∫

(log |y − ac−1| + log |c|)(y − ac−1) j (Dl f )((y))dy

= −cn,l

∑
k+ j=n−l

hk j (x − ac−1)k
∫

log |y − ac−1|(y − ac−1) j (Dl f )((y))dy

= −cn,l

∑
k+ j=n−l, j<l−n

hk j (x − ac−1)k
∫

(log |y − ac−1| + log |c|)(y − ac−1) j (Dl f )((y))dy

−cn,l h0,l−n

∫
log |y − ac−1|(y − ac−1)l−n(Dl f )((y))dy

= ±h0,l−n

∫
cn,l(log |y − ac−1| + dn,l)

(y − ac−1)

|y − ac−1|n−l+1 (Dl f )((y))dy

= ±h0,l−n f (ac
−1)

= 0,

where in the last stepwe have used the following fact: the function f ◦ φ is compactly
supported and hence

f (ac−1) = f ◦ φ ◦ ψ(ac−1) = f ◦ φ(∞) = 0.

As above, we still obtain

D−l(T−l(D
l f ))(ψ(x)) = 1

|A|2n
(−1)m(c)

|c|2n
z−1(x)

|z−1(x)|n−l+1
f (x).

Replacing x by φ(x), we get (3.19) for the case l odd and l � n with n even. The
case l even can be obtained similarly. �

Now we consider the following question: for the operator Dl , if we have the
similar conformal covariance. In fact, if we replace R

n in the Möbius transform,
the identification relation and the certain Clifford matrices by R

n
1, respectively, all

conclusions still hold. Now let φ denote a Möbius transform from R
n
1 ∪ {∞} to

R
n
1 ∪ {∞} and let g be a fixed function from R

n
1 ∪ {∞} to Rn

1 ∪ {∞}. Define

g(x) = x∗

|x |n+1
, x = x0 + x .

Define the representations

S1(φ) f (x) := Ln,1((cx + d)∗) f (φ(x))
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and
S−1(φ) f (x) := g(cx + d) f (φ(x)).

We have the following result.

Theorem 3.4.2
D(S1 f ) = S−1(Df ). (3.23)

Proof By the fundamental solution of the operator D and (3.16), replacing x and y
in Theorem3.4.1 by x and y, respectively, we have

D−1(S−1(Df ))(ψ(x)) =
∫

Ln,1(ψ(x) − ψ(y))g(cz−1(y)A)(Df )(y)
1

|z(y)|2(n+1)
dy

= cn,1
−z−1(x)

|z−1(x)|
∫

(x − y)cz−1(y)A

|x − y|n+1|c|n+1|z−1(y)|n+1|A|n+1

× A∗(z−1(y))∗c∗
|A|n+3|z−1(y)|n+3|c|n+3

1

|z(y)|2(n+1)
dy

= −1

|Ac∗|2n+2
−z−1(x)

|z−1(x)|
∫

Ln,1(x − y)(Df )(y)dy

= −1

|Ac∗|2n+2
−z−1(x)

|z−1(x)| f (x).

Replacing x by φ(x) and using Ac∗ = −1, we get (3.23). �

3.5 The Fueter Theorem

In this section, we elaborate Qian’s work on the generalization of Fueter’s mapping
theorem, see [3]. We shall work in R

n+1, the real-linear span of {e0, e1, . . . , en},
where e0 is identical with 1 and ei e j + e j ei = −2δi j .Rn+1 is embedded into Clifford
algebra R

n
1 generated by e1, . . . en . The elements in R

n+1 are represented as x =
x0 + x , where x0 ∈ R and x = x1e1 + · · · + xnen with x j ∈ R. If x �= 0, there exists
an inverse x−1: x−1 = x

|x |2 , where x = x0 − x . We will study the Rn+1-valued and
Clifford-valued functions, and the left and rightmonogeneity introduced by theDirac
operator

D = ∂

∂x0
+ e1

∂

∂x1
+ · · · + en

∂

∂n
.

The Kelvin inversion of a function f is I ( f )(x) = E(x) f (x−1). The symbols Z and
Z

+ denote the sets of all integers and positive integers, respectively.
For a function f on Rn+1, the Fourier transform of f is defined by

F ( f )(ξ) =
∫
Rn+1

e2π i〈x, ξ〉 f (x)dx .
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A useful result associated with Fourier transform is

F
( Pk(·)
| · |k+n+1−α

)
(ξ) = γk,α

Pk(ξ)

|ξ |k+α
, (3.24)

where 0 < α < n + 1, k ∈ Z
+, Pk is the homogeneous harmonic polynomial of

degree k, and

γk,α = i kπ(n+1)/2−α �(k/2 + α/2)

�(k/2 + (n + 1)/2 − α/2)
,

(� denotes the usual Gamma function).
For a function g, the inverse Fourier transform R(g) is defined as

R(g)(x) =
∫
Rn+1

e−2π i〈x, ξ〉g(ξ)dξ.

The Fourier transform of a function in the Schwartz class still belongs to the Schwartz
class. In this case, the Fourier inversion formula holds:RF ( f ) = f . In the sequel, the
Fourier transform and the inverse Fourier transform will be used in the distributional
sense.

For the function g defined onRn+1, we can introduce the Fourier multiplier Mg as
Mg f = R(gF f ). It is easy to prove that the Fourier multiplier induced by−4π2|ξ |2
is identical to the Laplace operator.

Let f 0 be a complex-valued function defined on an open set O in the upper-half
complex plane. Write f 0 = u + iv, where u and v are real-valued. For x ∈ −→

O , set

−→
f 0(x) = u(x0, |x |) + x

|x |v(x0, |x |),

where −→
O =

{
x ∈ R

n+1 : (x0, |x |) ∈ O
}
.

−→
f 0 is called the function induced from f 0, and

−→
O is call the set induced from O .

We shall work with the functions of the form

g(x) = p(x0, |x |) + i
x

|x |q(x0, |x |),

where p and q are real-valued. We call p and q the real part and the imaginary part
of g, respectively.

The concepts of intrinsic functions and intrinsic sets naturally fit to our theory.
On the complex plane C, if an open set is symmetric with respect to the real axis,
then the set is called an intrinsic set. If a function is defined on an intrinsic set and
satisfies f 0(z) = f 0(z) within its domain, then the function is called an intrinsic
function. For f 0 = u + iv, the above condition is equivalent to requiring that u is
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even respect to the second variable, and v is odd respect to the second variable. In
particular, v(x0, 0) = 0, i.e., if the domain f 0 is restricted on the real axis, then f 0

is real-valued.
Denote by τ the mapping

τ( f 0) = �(n−1)/2−→f 0,

where f 0 is any holomorphic intrinsic function and the differential operation is in
the distributional sense. For the sake of convenience, outside the intrinsic set

−→
O , we

take
−→
f 0 = 0.

Note that for odd n ∈ Z
+, the operator�(n−1)/2 is a pointwise differential operator,

while for even n ∈ Z
+, �(n−1)/2 is the Fourier multiplier induced by (2π i |ξ |)n−1

mapping some functions to the distributions. Ifb is a complex-valued function defined
on an intrinsic set, then ⎧⎪⎨

⎪⎩
g0(z) = 1

2

[
b(z) + b(z)

]
,

b0(z) = 1
2i

[
b(z) − b(z)

]

both are intrinsic functions defined on the same set, and b = g0 + ib0.
The above observation enables us to extend the domain of τ to the sets of the

complex-valued functionsb on the intrinsic set. These functionsbmaynot be intrinsic
functions. For such a function b, we define

τ(b) = τ(g0) + iτ(b0).

The mapping τ extended in such a way is linear under addition and real-scalar
multiplication. In the sequel, for the mapping τ , we only need to consider the holo-
morphic intrinsic functions. For intrinsic functions, the coefficients of their Laurent
series expansions in annuli centered at real points in their domains are all real. Hence
we only need to consider the functions τ((·)−k), k ∈ Z. For k ∈ Z

+, define

P (−k) = τ((·)−k), P (k−1) = I (P (−k)).

We have the following result.

Theorem 3.5.1 Let k ∈ Z
+. Then

(i) P (−k) and P (k−1) are monogenic functions;
(ii) P (−k) is homogeneous of degree (n + 1 − k) and P (k−1) is homogeneous of

degree (k − 1);
(iii) If n is odd, then P (k−1) = τ((·)n+k−2).

Proof (i) By the Fourier transform and the following relation:

−−→
(·)−k(x) =

(
x

|x |2
)k

= (−1)k−1

(k − 1)!
(

∂

∂x0

)k−1 ( x

|x |2
)

,
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we get

P (−k)(x) = τ((·)−k)(x) (3.25)

= (−1)k−1

(k − 1)!
(

∂

∂x0

)k−1

RF
(

�(n−1)/2 x

|x |2
)

= (−1)k−1

(k − 1)!
(

∂

∂x0

)k−1

R
(

γ1,n(2π i |ξ |)n−1 ξ

|ξ |n+1

)

= (−1)k−1

(k − 1)!
(

∂

∂x0

)k−1

γ 2
1,n(2π i)

n−1 x

|x |n+1

= (−1)k−1

(k − 1)! κn
(

∂

∂x0

)k−1

E(x),

where
κn = (2π i)n−1γ 2

1,n = (2i)n−1�2((n + 1)/2).

This means that for k ∈ Z
+, P (−k) is monogenic. The monogeneity of P (k) can be

deduced by the property of the Kelvin inversion, or the result of Bojarski, see [2].
The conclusion (ii) can be obtained by the expression of P (−k) and the property

of the Kelvin inversion.
(iii) Let n = 2m + 1. We have

κn = (−1)m22m(m!)2 = (−1)m((2m)!!)2.

We use the mathematical induction. The case k = 1 reduces to verifying�m(x2m) =
(−1)m(2m)!!. We need the following lemma.

Lemma 3.5.1 Let f 0(z) = u(x0, y) + iv(x0, y) be a holomorphic function defined
on an open set U in the upper-half complex plane. Write u0 = u, v0 = v, and for
s ∈ Z

+, write
us = 2s

∂us−1

∂y

1

y

and

vs = 2s

(
∂vs−1

∂y

1

y
− vs−1

y2

)
= 2s

∂

∂y

vs−1

y
.

Then
�s−→f 0(x) = us(x0, |x |) + x

|x |vs(x0, |x |), x0 + i |x | ∈ U.

This lemma can be proved using mathematical induction via a computation of
�(us−1 + ivs−1) invoking the following relation proved in [8]:
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∂us−1

∂x0
= ∂vs−1

∂y
+ 2(s − 1)

vs−1

y
,

∂us−1

∂y
= −∂vs−1

∂x0
.

Wewill frequently use the formula given in [8]: for any function f 0 = u + iv and
r ∈ Z

+,

(
−→
f 0)r (x) =

[r/2]∑
l=0

(−1)lC2l
r u

r−2l v2l + x

|x |
[r/2]∑
l=0

(−1)lC2l+1
r ur−2l−1v2l+1, (3.26)

where Cl
r are binomial coefficients with the convention that Cl

r = 0 for l > r , and
[s] denotes the largest integer that does not exceed s.

For f 0(z) = z, using the formula (3.26), by r = 2m and Lemma3.5.1, we can
obtain �m(x2m) = (−1)m((2m)!!)2, which proves the case k = 1. Now assume that
P (k) = τ((·)n+k−1). We need to prove P (k+1) = τ((·)n+k). This is equivalent to
proving

−1

k + 1

∂

∂x0
(I (�m((·)2m+k))) = I (�m((·)2m+k+1)), (3.27)

where k ∈ Z
+ or k = 0.

By (3.26) and Lemma3.5.1, we have

�((·)2m+k)(x)

= (2m)!!
[ m+[k/2]∑

l=0

(−1)lC2l
2m+k(2l)(2l − 2) · · · (2l − 2m + 2)x2m+k−2l

0 y2l−2m

+ x

y

m+[k/2]∑
l=0

(−1)lC2l+1
2m+k(2l)(2l − 2) · · · (2l − 2m + 2)x2m+k−2l−1

0 y2l+1−2m
]
,

where we take y = |x |.
By the Kelvin inversion, we replace x0, y and x/y by x0|x |−2, y|x |−2 and −x/y,

respectively. It follows that the above becomes

(2m)!! x

|x |n+2k+1

[ m+[k/2]∑
l=0

(−1)lC2l
2m+k (3.28)

(2l)(2l − 2) · · · (2l − 2m + 2)x2m+k−2l
0 y2l−2m + x

y

m+[k/2]∑
l=0

(−1)l+1C2l+1
2m+k

×(2l)(2l − 2) · · · (2l − 2m + 2)x2m+k−2l−1
0 y2l+1−2m

]
.

Applying the differential operator [−1/(k + 1)]∂/∂x0 to (3.28), we have
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−(2m)!!
k + 1

E(x)
1

|x |2k+2

{(
− (n + 2k)x0 + x

y
y
)
[· · · ] + (x20 + y2)

∂

∂x0
[· · · ]

}
,

(3.29)
where [· · · ] is as [· · · ] in (3.28).

Now we have
(

−(n + 2k)x0 + x

y
y

)
[· · · ]

=
⎧⎨
⎩
m+[k/2]∑

l=0

(−1)l+1C2l
2m+k(n + 2k)(2l)(2l − 2) · · · (2l − 2m + 2)x2m+k−2l

0 y2l−2m

+
m+[k/2]∑

l=0

(−1)lC2l+1
2m+k(2l)(2l − 2) · · · (2l − 2m + 2)x2m+k−2l−1

0 y2l+1−2m

⎫⎬
⎭

+ x

y

⎧⎨
⎩
m+[k/2]∑

l=0

(−1)l+1C2l+1
2m+k(n + 2k)(2l)(2l − 2) · · · (2l − 2m + 2)x2m+k−2l

0 y2l+1−2m

+
m+[k/2]∑

l=0

(−1)lC2l
2m+k(2l)(2l − 2) · · · (2l − 2m + 2)x2m+k−2l

0 y2l+1−2m

⎫⎬
⎭

and

(x20 + y2)
∂

∂x0
[· · · ]

=
{
m+[k/2]∑

l=0

(−1)lC2l
2m+k(2l)(2l − 2) · · · (2l − 2m + 2)(2m + k − 2l)

× (x2m+k−2l+1
0 y2l−2m + x2m+k−2l−1

0 y2l−2m+2)

}

+ x

y

{
m+[k/2]∑

l=0

(−1)l+1C2l+1
2m+k(2l)(2l − 2) · · · (2l − 2m + 2)(2m + k − 2l − 1)

× (x2m+k−2l
0 y2l+1−2m + x2m+k−2l−2

0 y2l+1−2m+2)

}
.

By comparing the coefficients of a general nomial x2m+k+1−2l
0 y2l−2m in the real

part of (3.29) with those in the real part of

I (�m((·)2m+k+1))(x) = E(x)(�m((·)2m+k+1))(x−1),

the latter being of the expression (3.28) but with k + 1 in place of k, we are reduced
to verifying
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−2l(n + 2k)C2l
2m+k + (2m − 2l)C2l−1

2m+k (3.30)

+2l(2m + k − 2l)C2l
2m+k + (2m − 2l)(2m + k − 2l + 2)C2l−2

2m+k

= −(k + 1)2lC2l
2m+k+1.

By (s − l)Cl
s = (l + 1)Cl+1

s , the second and fourth entries on the left hand side
of (3.30) add up to

2l(2m − 2l)C2l−1
2m+k, (3.31)

while the first and third to

− 2l(2l + k + 1)C2l
2m+k = [−4l2 − 2l(k + 1)]C2l

2m+k (3.32)

= −2l(2m + k − 2l + 1)C2l−1
2m+k − 2l(k + 1)C2l

2m+k .

Combining (3.31) with the right hand side of (3.32) and usingCl
s + Cl−1

s = Cl
s+1,

we get (3.30). Similarly, we can prove that the imaginary part of (3.29) is equivalent
to the imaginary part of I (�m((·)2m+k+1)). This proves (iii). �

In [9], Kou, Qian and Sommen obtained the following generalization of
Theorem3.5.1. For any x = x0 + x ∈ R

n , let Pk be a homogeneous polynomial of x
of degree k and satisfy

∂Pk(x) = 0.

We consider the following question: if

D�k+(n−1)/2
((

u(x0, x) + x

|x |v(x0, x)Pk(x)
))

= 0.

We first prove that if l ∈ Z, the function

�k+(n−1)/2
(
(x0 + x)l Pk(x)

)
(3.33)

is still a left monogenic function.
At first, we assume that l is negative. By a simple computation, we can see that

(x0 + x)−l =
(

x

|x |2
)l

= (−1)l−1

(l − 1)!
(

∂

∂x0

)l ( x

|x |2
)

, l = 1, 2, . . . .

Hence we only need to prove

�k+(n−1)/2

(
x

|x |2 Pk(x)
)

is left monogenic.

Lemma 3.5.2 Qk+1(x) = x Pk(x) is harmonic and homogeneous of degree k + 1.
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Proof By definition, it can be verified directly that

(
∂

∂x0

)2

Qk+1(x) = 0.

Using Leibniz’s formula for second derivative, we can get

(
∂

∂xi

)2

Qk+1(x) = 2

(
∂

∂xi

)
(x)

(
∂

∂xi

)
Pk(x) + x

(
∂

∂xi

)
Pk(x)

2.

This implies that

�Qk+1(x) = −2∂Pk(x) + x�Pk(x) = 0.

�

In the proof of Theorem3.5.1, we use the following Bochner type formula: in the
sense of tempered distributional sense,

(
Q j (·)

| · | j+(n+1)−α

)∧
(ξ) = γ j,α

Q j (·)(ξ)

|ξ | j+α
, j ∈ Z+, 0 < α < n + 1, (3.34)

where Q j is a harmonic homogeneous polynomial of degree j , and

γ j,α = i jπ(n+1)/2−α �( j/2 + α/2)

�( j/2 + (n + 1)/2 − α/2)
.

By the Fourier transform, (3.34) is equivalent to the following equality: for any
Schwartz function φ on R

n
1 and j ∈ Z+, 0 < α < n + 1,

∫
R
n
1

Q j (x)

|x | j+(n+1)−α
φ̂(x)dx = i jπ(n+1)/2−α �( j/2 + α/2)

�( j/2 + (n + 1)/2 − α/2)

∫
R
n
1

Q j (x)

|x | j+α
φ(x)dx .

Now we will generalize the above formula to the case Re(α) > − j and j ∈ Z+.

Lemma 3.5.3 Let − j < β, α < (n + 1) + j, α + β = n + 1 and j ∈ Z+. For any
Schwartz function φ on R

n
1 , we have

πβ/2�

(
j + β

2

)∫
R

n
1

Q j (x)

|x | j+β
φ̂(x)dx = i jπα/2�

(
j + α

2

)∫
R

n
1

Q j (x)

|x | j+α
φ(x)dx .

(3.35)

Proof For 0 < α < n + 1, both sides of (3.34) are holomorphic. For j � 1, by the
orthogonality of the spherical harmonic polynomials, there follows
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∫
R
n
1

Q j (x)

|x | j+β
φ̂(x)dx = lim

ε→0+
Q j (x)

|x | j+(n+1)−α

⎛
⎝φ̂(x) − φ̂(0) − 1

( j − 1)!

(
n∑

i=0

xi
∂

∂xi

) j−1

φ̂(0)

⎞
⎠ dx

+
∫

|x |>1

Q j (x)

|x | j+(n+1)−α
φ̂(x)dx,

that can be extended to all complex numbers α with Re(α) > − j holomorphically.
Similarly, the right hand side of (3.34) can also be extended holomorphically to all
complex numbers α such that Re(α) > − j . �

Proposition 3.5.1 Let l ∈ Z+, where n + 1 is odd and k is non-negative. Then the
functions

�k+(n−1)/2

((
x

|x |2
)l

Pk(x)

)
, l ∈ Z+

are all left monogenic.

Proof In Lemma3.5.3, letting α = 2 − j , we have

lim
ε→0+

∫
|x |>ε

Q j (x)

|x | j+(n+1)+ j−2
φ̂(x)dx = i jπ(n+1)/2+( j−2)

�((n + 1)/2 + j − 1)

∫
R

n
1

Q j (x)

|x |2 φ(x)dx .

Replacing φ by �k+(n+1)/2φ and j by k + 1, we get

lim
ε→0+

∫
|x |>ε

Qk+1(x)

|x |(n+1)+k
|x |2k+(n−1)φ̂(x)dx = βk

∫
R

n
1

�k+(n−1)/2

(
Qk+1(x)

|x |2
)

φ(x)dx,

where

βk = 21−n−2ki2−n−kπ−k−(n−1)/2 1

�((n + 1)/2 + k)
.

Hence we obtain
∫
R

n
1

Qk+1(x)

|x |2 φ̂(x)dx = βk

∫
R

n
1

�k+(n−1)/2

(
Qk+1(x)

|x |2
)

φ(x)dx .

Replacing Qk+1 by x Pk(x), we have

∫
R

n
1

Qk+1(x)

|x |2 φ̂(x)dx =
∫
R

n
1

( ·
|x |2 Pk(·)

)∧
(x)φ(x)dx

= γ −1
1,n

∫
R

n
1

E ∗ (Pk(∂)δ)(x)φ(x)dx,

where E(x) = x
|x |n+1 = γ1,n(

·
|·|2 )

∧(x) is the Cauchy kernel on R
n
1, δ is the Dirac

function. Therefore,
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�k+(n−1)/2

(
x

|x |2 Pk(x)
)

= γ −1
1,n β−1

k E ∗ (Pk(∂)δ)(x) = γ1,1β
−1
k E Pk(∂)(x).

This implies

�k+(n−1)/2

(
x

|x |2 Pk(x)
)

is left monogenic. In addition,

�k+(n−1)/2
((
x0 + x

)−l
Pk(x)

)
= �k+(n−1)/2

((
x

|x |2
)l

Pk(x)

)
(3.36)

= �k+(n−1)/2

(
(−1)l−1

(l − 1)!
(

∂

∂x0

)l−1 ( x

|x |2
)
Pk(x)

)

= γ1,1β
−1
k

(
∂

∂x0

)l−1

EPk(∂)(x).

So

�k+(n−1)/2
((

x0 + x
)−l

Pk(x)
)
, l ∈ Z+,

are all left monogenic. �

Now for the case l � 0, we prove the function

�k+(n−1)/2
[
(x0 + x)l Pk(x)

]
(3.37)

is left monogenic function. We first discuss the fundamental solution of the operator
D�k+(n−1)/2. Below we assume that 2s = 2k + (n − 1). Hence 2s may be even or
odd. It is even if and only if n + 1 is even.

Lemma 3.5.4 The operator D|D|2s in R
n
1 has a fundamental solution of the same

form as those in the above list for ∂2s+1 in R
n+1, except that the term x in the latter

is replaced by x.

Proof We divide the proof into two cases based on the parity of 2s.
(i) Case 1: 2s is even. The Fourier multiplier corresponding to the fundamental

solution of D|D|2s is
cn,k

1

ξ

1

|ξ |2s = cn,k
ξ

|s|2s+2
,

where cn,k is a constant depending on n and k. A fundamental solution of |D|2s+2 is
a radial function and is the same as the one in the above list for ∂2s+2 in R

n+1. We
denote the fundamental solution by K (x). By (3.14) and (3.15), when n + 1 is even
and 2s + 2 < n + 1,
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K (x) = 1

|x |n−2s−1
.

When n + 1 is even and 2s + 2 � n + 1,

K (x) = (c log |x | + d)
1

|x |n−2s−1
.

Then DK is a fundamental solution of D|D|2s . Hence the function DK can be
represented as follows. When n + 1 is even and 2s + 2 < n + 1,

K (x) = x

|x |n−2s+1
.

When n + 1 is even and 2s + 2 � n + 1,

K (x) = (c log |x | + d)
x

|x |n−2s+1
.

(ii) Case 2: 2s is odd. At first, because ξξ = |ξ |2, 1
ξ

1
|ξ |2s = 1

|ξ |
ξ

|ξ |2s+1 . Also, the

Fourier multiplier corresponding to a fundamental solution of D|D|2s−1 is ξ

|ξ |2s+1 .

By (3.14) and (3.15), when n + 1 is odd, the fundamental solution is x/|x |n−2s+2.
Because the Fourier transform of 1/|ξ | is the Riesz potential 1/|x |n , then in the
tempered distributional sense, the fundamental solution of D|D|2s can be represented
via convolution:

1

| · |n ∗ (·)
| · |n−2s+2

.

It is easy to see that the convolution is a locally integrable function away from
the origin. In fact, after being applied a certain times Laplace operator, the above
distribution becomes a locally integrable function away from the origin. Secondly,
as a distribution, the convolution is homogeneous of degree 2s − n. To show this,
letting M and N denote the distributions induced by 1

|x |n and x
|x |n−2s+2 , respectively,

then for any Schwartz function φ, we have

〈M ∗ N (x), φ(x/δ)〉 = δ(n+1)+(2s−n)〈M ∗ N (x), φ(x)〉.

Write τδ f (x) = f (δx). By the homogeneous properties of M and N , we know

〈
M ∗ N (x), φ(x/δ)

〉
=
〈
M ∗ N , τδ−1φ(x)

〉

=
〈
N (x), M ∗ (τδ−1φ)(x)

〉

= δ
〈
N (x), τδ−1M ∗ φ(x)

〉
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= δ1+2s
〈
N , M ∗ φ

〉

= δ1+2s
〈
M ∗ N , φ

〉
.

Let ρ denote the rotation about the origin in R
n
1. The representation matrix of ρ is

(ρi j ) and the operation of ρ on x is denoted by ρ−1x . The operation of ρ on the
functions is denoted by ρ( f )(x) = f (ρ−1x). Because M is scalar-valued and N is
vector-valued, the function M ∗ N is vector-valued and homogeneous with degree
2s − n. Write this vector-valued function as K (x) = M ∗ N (x). Then we can get

〈
ρK (x), φ(x)

〉
=
〈
K (x), ρ−1φ(x)

〉

=
〈
N (x), M ∗ ρ−1φ(x)

〉

=
〈
N (ρ−1x), M ∗ φ(x)

〉

=
〈
(ρi j )(N (x)), M ∗ φ(x)

〉

= (ρi j )
〈
K (x), φ(x)

〉

=
〈
(ρi j )(K (x)), φ(x)

〉
,

that is, K (ρ−1x) = ρ(K (x)). Applying the lemmaobtained in [10, Chap.3, Sect. 1.2]
to K (x)/|x |2s−n , we get K (x)/|x |2s−n = Cx/|x |, Hence

M ∗ N (x) = Cx

|x |n−2s+1
.

�

We prove when l ∈ Z+, the function

�k+(n−1)/2
((

x0 + x
)−l

Pk(x)
)

is left monogenic. We need the intertwining relation for the operator.

Lemma 3.5.5 Let n be any positive integer. Then for s = k + (n − 1)/2 and any
infinitely differentiable function g in Rn

1 \ {0}, we have

(D�s)
( x

|x |(n+1)−2s
g(x−1)

)
= αn,s

x

|x |(n+1)+2s+2
(D�s)(g)(x−1), (3.38)

where αn,s is a constant depending on n and s.

Proof Write L = D�s = D|D|2s . Because n + 1 is odd, by Case 2 of Lemma3.5.4,
the fundamental solution of L is G(x) = Cx

|x |n−2s+1 . We have



112 3 Clifford Analysis, Dirac Operator and the Fourier Transform

L−1

(
(·)

|(·)|(n+1)+2s+2
(Lg)((·)−1)

)
(x−1)

=
∫
R

n
1

G(x−1 − y−1)
y−1

|y−1|(n+1)+2s+2

1

|y|2n+2
(Lg)(y)dy

= Cx−1

|x−1|n−2s+1

∫
R

n
1

−(x − y)

|x − y|n−2s+1

y−1

|y−1|n−2s+1

× y−1

|y−1|(n+1)+2s+2

1

|y|2n+2
(Lg)(y)dy

= Cx−1

|x−1|n−2s+1

∫
R

n
1

x − y

|x − y|n−2s+1
(Lg)(y)dy

= Cx−1

|x−1|n−2s+1
g(x).

Then we can deduce that

L

(
(·)

| · |(n+1)−2s
g((·)−1)

)
(x) = C

x

|x |(n+1)+2s+2
(Lg)(x−1).

�

In Lemma3.5.5, take g(x) =
(

x
|x |2
)l
Pk(x), l ∈ Z+. Because g(x−1) =

(−1)k xl |x |−2k Pk(x), we have

(
D�k+(n−1)/2

)(
(−1)k xl−1Pk(x)

)
= αn,s

x

|x |2n+2k+2

(
D�k+(n−1)/2

)(( ·
| · |2

)l

Pk(·)
)

(x−1).

(3.39)
By Proposition3.5.1, we can see that the right hand side of (3.39) is zero and conclude
that (

D�k+(n−1)/2
) (

(x0 + x)l−1Pk(x)
) = 0, l ∈ Z+.

Based on the following preliminary lemma, we give a generalization of
Theorem3.5.1.

Theorem 3.5.2 Let f be a holomorphic function defined on an open set B in the
upper half complex plane. Define the set

−→
B = {

x = x0 + x ∈ R
n
1, (x0, |x |) ∈ B

}
.

(i) Let Pk(x) be left-monogenic and homogeneous of degree k. If k + (n − 1)/2 is

a non-negative integer, then in the set
−→
B , the function
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�k+(n−1)/2[ f (x0 + x)Pk(x)]

is left monogenic.
(ii) If (n − 1)/2 is odd and k is a non-negative integer and Pk(x) is monogenic and

homogeneous of degree k, then in the set
−→
B , the function

�k+(n−1)/2[ f (x0 + x)Pk(x)]

is left monogenic.

Proof We only need to prove that if the function

�k+(n−1)/2((x0 + x)l Pk(x)), l ∈ Z,

is monogenic, then the function

�k+(n−1)/2( f (x0 + x)Pk(x))

is also monogenic. Through a translation, we may assume that the function f is
holomorphic in a disc centered at the origin of the complex plane. Further, we define
the holomorphic function

{
g(z) = 1

2 [ f (z) + f (z)],
h(z) = 1

2i [ f (z) − f (z)].

It is easy to see that f (z) = g(z) + ih(z). Thenwe can further assume that the Taylor
series expansion of f is of real coefficients. We will prove:

(i) the series
∑−1

l=−∞ cl zl and

−1∑
l=−∞

cl�
k+(n−1)/2[(x0 + x)l Pk(x)]

have the same convergence radius;
(ii) the series

∑∞
l=0 cl z

l and

∞∑
l=0

cl�
k+(n−1)/2[(x0 + x)l Pk(x)]

have the same convergence radius.

For (i), it can be deduced from (3.36) and (3.25) that

|�k+(n−1)/2[(x0 + x)l Pk(x)]| � C(1 + |l|)n+2k 1

|x |n+k+|l|−1
,
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which implies that the two series in (i) have the same convergence radius.
At last, we prove (ii). For this case, n is even. Because �s = |D|−1�k+n/2, the

fundamental solution of �s can be represented as the convolution of Riesz poten-
tial 1/|x |n and the fundamental solution of �k+n/2. Under the case that the spatial
dimension is odd, the fundamental solution of �k+n/2 is C/|x |(n+1)−2s−1, where C is
a constant depending on n and k. By Lemma3.5.4, the fundamental solution of �s

can be represented as C/|x |n+1−2s . Then applying Lemma3.5.5, we can get

(�s)

(
1

|x |(n+1)−2s
g(x−1)

)
= C

|x |(n+1)+2s+2
(�s)(g)(x−1).

Let g(x) =
(

x
|x |2
)l
Pk(x). Then g(x−1) = (−1)k xl Pk(x). Replacing s by s + 1, we

have

�k+1+(n−1)/2
(
(−1)k xl Pk(x)

)
= C

|x |2n+2k+2
�(k+1)+(n−1)/2

((
x

|x |2
)l

Pk(x)

)
(x−1).

By the Newton potential and (3.36), in the sense of distributions,

�k+1+(n−1)/2
(
xl Pk(x)

)
= C

(l − 1)!
∫
R
n
1

1

|x − y|n−1
1

|y|2n+2k−2
∂l−1
0 �EPk(x)(y

−1)dy.

By Lemma3.5.4,

|�k+(n−1)/2[(x0 + x)l Pk(x)]| � C(1 + |l|)n+2k |x |l−k−n+1.

�

3.6 Remarks

Remark 3.6.1 The idea of Theorem3.5.1 is to investigate the similarity between the
Clifford analysis and the complex analysis of single variable. Via the correspondence
zk → P (k), some similarity has been obtained in [11].

The quaternionic space does not coincidewith our result for n = 3. The quaternion
forms a complete algebra, and the latter is not a complete algebra. Fueter’s theorem
implies that τ maps a holomorphic function of one variable to a regular function of
variables in the quaternionic space. M. Sce generalized Fueter’s result and proved
that if n is odd, then τ maps the holomorphic functions defined on the subset in the
upper-half complex plane to the monogenic functions. Theorem3.5.1 (iii) indicates
that if n is odd, the result obtained by the Kelvin inversion coincides with the result
for f 0(z) = zk, k ∈ Z obtained by Sce.
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However, for even n, the method of using the the differential operator �(n−1)/2

introduced by Fueter and Sce is not valid. By the Fourier multiplier transform, the
results of Fueter and Sce can be extended to the case of the power function with
negative index, that is, f 0(z) = zk,−k ∈ Z

+; while for the power function with
non-negative index, this method is not directly valid.

Remark 3.6.2 There is the following generalization of the result in Sect. 3.5. In [12],
F. Sommen proved that if n + 1 is a positive even integer, Pk is any homogeneous
polynomial in x of degree k, and is left monogenic for the Dirac D: DPk(x) = 0,
then

D�k+(n−1)/2

((
u(x0, x) + x

|x |v(x0, x)Pk(x)
))

= 0.

It is readily seen that the above result is a special case of Theorem3.5.2.
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Chapter 4
Convolution Singular Integral Operators
on Lipschitz Surfaces

As the high-dimensional generalization of the boundedness of singular integrals on
Lipschitz curves, the L p(�)-boundedness of the Cauchy-type integral operators on
the Lipschitz surfaces � is a meaningful question. The increase of the dimensions
means that we need to apply a new method to solve the above question. In 1994,
C. Li, A. McIntosh and S. Semmes embedded R

n+1 into Clifford algebra R(n) and
considered the class of holomorphic functions on the sectors Sw,±, see [1]. They
proved that if the function φ belongs to K (Sw,±), then the singular integral operator
Tφ with the kernel φ on Lipschitz surface is bounded on L p(�).

In [2], G. Gaudry, R. Long and T. Qian applied Clifford-valued martingales to
prove the same result as is proved in [1], that i.e., the L2-boundedness of the Cauchy
integral operators on Lipschitz surfaces [2]. The authors of [2] then indicated how to
prove the Clifford T (b) theory. The idea of the proof is similar to that of [3], but there
is some difference. We define a suitable sequence of atomic σ -fields onRn . Because
Clifford algebra is non-commutative, it is necessary to associate each atom with a
pair of Clifford-valued Haar functions. Hence, the appropriate Haar system is in fact
a system of pairs of Clifford-valued functions. We only use the martingale technique
to prove the L2-norm equivalence between the function f and its Littlewood–Paley
function S( f ).

4.1 Clifford-Valued Martingales

Wefirst state somebackgrounds of themartingales and theLittlewood–Paley estimate
of Clifford-valued functions. Let X be a set and B be a σ -field in X . Assume that ν
is a non-negative measure onB and {Fm}∞m=−∞ is a non-decreasing family of σ -field
in X satisfying
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(i)
∞⋃

m=−∞
Fm generates B;

(ii)
∞⋂

m=−∞
Fm = {∅, X};

(iii) the measure ν is σ−finite on B and on each Fm .
Let F be a sub-σ−field of B such that ν is σ -finite on F . Because (X, F ) is

σ−finite, X can be written as X = ⋃

j
U j , whereUj ∈ F and ν(Uj ) < +∞. If f is a

locally integrable scalar-valued function on (X,B, ν), i.e., a function whose integral
is finite on every set of finite ν-measure, its conditional expectation Ẽ( f | F ) is
well-defined. On each Uj , Ẽ( f | F ) equals to the conditional expectation of f |Uj

with respect to (F |Uj , ν |Ui ). If A is any set in F with finite ν−measure, then

∫

A
Ẽ( f | F )dν =

∫

A
f dν. (4.1)

If f is integrable, then (4.1) also holds for any A ∈ F , whether of finite ν−measure
or not.

Let R(n) denote the Clifford algebra generated by {e0, e1, . . . , en}. The definition
of the conditional expectation can be extended to locally integrable R(n)-valued
functions. In fact, if f = ∑

S
fSeS , then

Ẽ( f | F ) =
∑

S

Ẽ( fS | F )eS.

The characteristic martingale property (4.1) holds also for R(n)-valued functions f .
We denote by L p(F , dν; R(n)) or simply L p(dν; R(n)), 1 � p � ∞, the

Lebesgue spaces of all R(n)-vauled F− measurable functions on X . The space
L1
loc(dν;R(n)) has the obvious interpretation.
Assume that ψ is a fixed L∞ function on X with values in R1+n .

Definition 4.1.1 Suppose that Ẽ(ψ | F ) /∈ 0 a.e., and let f ∈ L1
loc(dν; R(n)). Then

the left and the right conditional expectations El and Er of f respect to F are given
by the following formulas

El( f ) = El( f | F ) = Ẽ(ψ | F )−1 Ẽ(ψ f | F ) (4.2)

and
Er ( f ) = Er ( f | F ) = Ẽ( f ψ | F )Ẽ(ψ | F )−1. (4.3)

The left conditional expectation of f respect to Fm is denoted by El( f | Fm) or
El
m( f ), and the right conditional expectation of f respect toFm is denoted by Er ( f |
Fm) or Er

m( f ).

The mapping properties of El and Er are good only under further assumptions
on the function ψ .
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Proposition 4.1.1 Let 1 � p � ∞. The operators El and Er are bounded on L p if
there exists a constant c0 > 0 such that for x a.e.,

c−1
0 � |Ẽ(ψ | F )(x)| � c0. (4.4)

Proof This theorem can be proved via modifying the corresponding argument
in [4]. �

If a function ψ ∈ L∞(X;R1+n) and satisfies (4.4), we call this function pseudo-
accretive with respect to F . Now we assume that for a general F , the condition (4.4)
holds, and for all Fm , the constant in (4.4) is independent of n. That being so, it
follows that, if f ∈ L1

loc(dν;R(n)), then El( f ) and Er ( f ) are locally integrable. The
main elementary properties of El and Er are as follows:

Proposition 4.1.2 (a) If g ∈ L∞(F , dν;R(n)), then El( f g) = El( f )g. Similarly,
the right conditional expectation Er commutes with the multiplication on the
left by g.

(b) El(1) = Er (1) = 1.

(c) If f ∈ L1
loc(dν;R(n)) and A is of finite measure (or f ∈ L1(dν;R(n)) and A is

F -measurable), then ∫

A
ψEl( f )dν =

∫

A
ψ f dν, (4.5)

∫

A
Er ( f )ψdν =

∫

A
f ψdν. (4.6)

(d) For m � κ , we have
Em(Eκ( f )) = Em( f ), (4.7)

where Em denotes the left (or right) conditional expectation with respect to Fm.
(e) Set �l

m = El
m − El

m−1, �
r
m = Er

m − Er
m−1, and

〈 f, g〉ψ =
∫

f ψgdν.

We have for all m �= κ and f, g ∈ L2(dν;R(n)),

〈�r
m f, �l

κg〉ψ = 0.

Proof (a) and (b) are obvious. To prove (c), assume that A ∈ F . Because El f and
A is F−measurable,

∫

A

ψEl f dν =
∫

X

χAψEl f dν =
∫

X

Ẽ(χAψEl f )dν =
∫

X

χA Ẽ(ψ)El f dν =
∫

A

ψ f dν.
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For Er , we can give a similar proof and so is omitted.
The conclusion (d) can be proved as follows. For example, for the left conditional

expectation,

El
m(El

κ( f )) = Ẽm(ψ)−1 Ẽm(ψ Ẽκ(φ)−1 Ẽκ(ψ f ))

= Ẽm(ψ)−1 Ẽm(Ẽκ [ψ Ẽκ(ψ)−1 Ẽκ(ψ f )])
= Ẽm(ψ)−1 Ẽm(ψ f ) = El

m( f ).

The proof for the right conditional expectation is similar.
At last, we prove (e). For n > κ ,

〈�r
m, �l

κg〉ψ =
∫

�r
m f ψ�l

κgdν

=
∫

Ẽm−1(�
r
m f ψ�l

κg)dν

=
∫

Ẽm−1(�
r
m f ψ)�l

κgdν

=
∫

Ẽm−1(�
r
m f ψ)Ẽm−1(ψ)−1 Ẽm−1(ψ)�l

κgdν

=
∫

Ẽr
m−1(�

r
m f )Ẽm−1(ψ)�l

κgdν = 0,

where in the last step we have used (4.7). The proof for κ > n is similar. �

Definition 4.1.2 Let f ∈ L1
loc(dν;R(n)). The left martingale with respect to

{Fm}∞m=−∞ generated by f is the sequence { f lm}∞m=−∞ = {El
m( f )}∞m=−∞. If the limit

f l−∞ = lim
m→−∞ El

m( f ) exists a.e., the left-Littlewood–Paley square function Sl( f )

is defined by

Sl( f ) =
(
| f l−∞|2 +

∞∑

m=−∞
|�l

m f |2
)1/2

.

The right martingale and the right-Littlewood–Paley square function can be
defined similarly. If f ∈ ⋃

1�p<∞
L p(dν;R(n)) and ν(X) = +∞, then f l−∞ = 0.

If f ∈ L1
loc(dν;R(n)), then the BMO-norm of f is defined as

‖ f ‖BMO = sup
m

‖Ẽm(| f − Ẽm−1 f |2)‖1/2∞ . (4.8)

We need the following facts: ifψ ∈ L∞(dν;R1+n) thenψ ∈ BMO and for everym,

Ẽm

( ∞∑

k=m

|�̃k(ψ)|2
)

� C‖ψ‖2BMO � C‖ψ‖2∞. (4.9)
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By the John–Nirenberg inequality, the right hand side of (4.8) is equivalent to

sup
m

∥
∥
∥Ẽm

(∣
∣
∣ f − Ẽm( f )

∣
∣
∣
)∥
∥
∥∞

,

see [5, 6] for the proof.
The following Littlewood–Paley result is one of the essential ingredients of this

chapter. We use C to denote a constant which may vary from line to line.

Lemma 4.1.1 There exists a constant c > 0 depending only on c0 and d such that
for all f ∈ L2

loc(dν;R(n)),

c−1‖S( f )‖L2 � ‖ f ‖L2 � c‖S( f )‖L2 , (4.10)

where S denotes Sl or Sr .

Proof We only consider the case of left martingales and the case of right martin-
gales can be dealt with similarly. Fix m0. Consider the sequence {Fm}n�m0 and the
corresponding square function:

( ∑

m�m0+1

|�l
m f |2

)1/2
.

If n � n0 + 1, we have

�l
m f = Ẽ(ψ | Fm)−1 Ẽ(ψ f | Fm) − Ẽ(ψ | Fm−1)

−1 Ẽ(ψ f | Fm−1)

=
[
Ẽ(ψ | Fm)−1 − Ẽ(ψ | Fm−1)

−1
]
Ẽ(ψ f | Fm) (4.11)

+Ẽ(ψ | Fm−1)
−1

[
Ẽ(ψ f | Fm)−1 − Ẽ(ψ f | Fm−1)

−1
]
.

Hence by (4.4),

|δlm( f )|2 � C
(
|�̃m(ψ)|2|Ẽ(ψ f | Fm)|2 + |�̃m(ψ f )|2

)
. (4.12)

Because ν is σ -finite on Fm0 , we can write X =
∞⋃

j=1
Uj , where U1 ⊆ U2 ⊆ · · · ,

and the set Uj ⊂ Fm0 that has a finite measure. Fix M � 1. Then by (4.12) and the
standard Littlewood–Paley estimate, we get

∫

UM

∑

m�m0+1

|�l
m f |2 (4.13)

� C
( ∫

UM

∑

m�m0+1

|Ẽm(ψ f | Fm)|2|�̃nψ |2dν +
∫

UM

∑

m�m0+1

|�̃m(ψ f )|2dν
)
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� C
( ∫

UM

∑

m�m0+1

|Ẽ∗
m(ψ f )|2|�̃m(ψ)|2dν +

∫

X

|ψ f |2dν
)

� C
( ∫

UM

∑

m�m0+1

|Ẽ∗
m(ψ f )|2|�̃m(ψ)|2dν +

∫

X

| f |2dν
)
,

where
Ẽ∗
m( f ) = sup

m0+1� j�m

∣
∣
∣Ẽ( f | F j )

∣
∣
∣.

For m � m0 + 1, let Tm = ∑∞
k=m |�̃kψ |2 and set Tm0 = 0. If N > m0, we have

N∑

m=m0+1

|Ẽ∗
m(ψ f )|2|�̃m(ψ)|2 =

N∑

m=m0+1

|Ẽ∗
m(ψ f )|2(Tm − Tm+1)

=
N−1∑

m=m0

Tm+1

[
|Ẽ∗

m+1(ψ f )|2 − |Ẽ∗
m(ψ f )|2

]
− |Ẽ∗(ψ f )|2TN+1.

It can be deduced from (4.9) and (4.14) that

∫

UM

∑

m�m0+1

|Ẽ∗
m(ψ f )|2|�̃m(ψ)|2dν (4.14)

�
∫

UM

∞∑

m=n0

( ∞∑

k=m+1

|�̃k(ψ)|2
)[

|Ẽ∗
m+1(ψ f )|2 − |Ẽ∗

n (ψ f )|2
]
dν

�
∫

UM

∞∑

m=m0

Ẽm+1

( ∞∑

k=m+1

|�̃k(ψ)|2
)[

|Ẽ∗
m+1(ψ f )|2 − |Ẽ∗

m(ψ f )|2
]
dν

� ‖ψ‖2BMO

∫

UM

|ψ f |∗2dν

� C‖ψ‖2∞
∫

UM

| f |2dν.

In the last step, we have used the L2(UM)-boundedness of the maximal function.
The constant is independent of M or m0.

By (4.13) and (4.14), we can obtain

∫

UM

∑

m�m0+1

|�l
m f |2dν � C

∫

UM

| f |2dν. (4.15)

In (4.15), letting M → ∞ and then letting m0 → −∞, we can conclude that the
inequality on the left hand side of (4.10).
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To prove the inequality on the left hand side of (4.10) we need the following facts.
If g ∈ L2(dν;R(n)), then

(a) lim
m→+∞ El

mg = g = lim
m→+∞ Er

mg in the sense of L2.

(b) lim
m→−∞ El

mg = 0 = lim
m→−∞ Er

mg in the sense of L2−.

(c) g =
∞∑

m=−∞
�l

mg =
∞∑

m=−∞
�r

mg.

These facts can be proved in the same way as the corresponding scalar-valued results
in [5, Chap. 5]. Of course, the condition (4.4) is crucial in the proofs.

Suppose that f, g ∈ L2(dν;R(n)). By (4.4) and the right hand inequality in (4.10),
we can get

∣
∣
∣

∫

X

f ψgdν

∣
∣
∣ =

∣
∣
∣

∫

X

( ∞∑

m=−∞
�r

mg
)
ψ

( ∞∑

κ=−∞
�l

κ f
)
dν

∣
∣
∣ (4.16)

=
∣
∣
∣

∫

X

( ∞∑

m=−∞
�r

mgψ�l
n f

)
dν

∣
∣
∣

� C‖Sr g‖2‖Sl( f )‖2.
In (4.16), taking supremum over all g satisfying ‖g‖2 � 1 and using again the

condition (4.4), we complete the proof. �

We now construct a special example, and the associated Haar functions are appro-
priate to the analysis of the Cauchy integral. Let X = R

n andB be the Borel σ−field.
Assume that dν is the Lebesgue measure, also denoted by dx . The Lebesgue mea-
sure of a measurable set U is denoted by |U |. Let F0 be the σ− field generated
by the family J0 of cubes with side length 1 whose corners lie at the points of
the integer lattice.

Let I be any cube in J0. Divide I equally by the hyperplane that bisects the
edges parallel to the x1−axis, and letJ1 denote the family of dyadic-quasi-cubes so
produced. LetF1 be the σ− generated byJ1. Now subdivide each dyadic-quasi-cube
by the hyperplane that bisects the edges parallel to the x2−axis, and let F2 be the
σ−field generated by the new family of dyadic-quasi-cubes.

Continue in this manner, at each stage bisecting each dyadic-quasi-cube of the
previous family by the hyperplane perpendicular to the next coordinate axis. This
produces the sequence {Fm}∞m=0. For m < 0, the σ− field Fm are produced by the
reverse procedure to the one just described-successive doubling in the coordinate
directions. Note that each dyadic-quasi-cube in Fkn , k ∈ Z, i.e., atom, is actually a
standard dyadic cube of side length 2−k .

At last, let J =
∞⋃

m=−∞
Jm . Note that any I ∈ J is a dyadic-quasi-cube, say I ∈

Jm−1, and so can be written as I = I1 ∪ I2, where I1 and I2 are dyadic-quasi-cubes
in Jm .
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From now on, we only discuss the left martingale. Hence we simplify the notation
by writing Em , �m , fm etc. in place of El

m , �l
m , f lm etc. We still assume that the

functionψ ∈ L∞(X : R1+n) = L∞(Rn;R1+n) satisfies (4.4), but corresponds to the
particular sequence {Fm}∞−∞ in the σ−field. The following lemma is an essential
ingredient of this chapter.

Lemma 4.1.2 For any I ∈ Jm−1, where I = I1 ∪ I2 with I1, I2 ∈ Jm, there exist a
pair of R(n)-valued functions αI and βI on R

n and a positive constant C such that

(i)

αI = a1χI1 + a2χI2 , a j ∈ R(n),

βI = b1χI1 + b2χI2 , b j ∈ R(n);

(ii) For all f ∈ L1
loc(R

n;R(n)),

�m f (x) = αI (x)〈βI , f 〉ψ, x ∈ I ;

(iii) C−1|I |−1/2 � |αI (x)| � C |I |−1/2, and for all x ∈ I , C−1|I |−1/2 � |βI (x)| �
C |I |−1/2;

(iv) ∫

ψαI dx =
∫

βIψdx = 0.

Proof Define αI and βI as in (i). We need to choose a1, a2, b1 and b2 such that
(ii)–(iv) hold.

We consider (ii). Because Fm and Fm−1 are atoms, on I , we have

Ẽm−1 f =
( 1

|I |
∫

I
f (y)dy

)
χI .

For Ẽm( f ), a similar formula holds. Let

u =
∫

I
ψ(t)dt, u j =

∫

I j

ψ(t)dt, j = 1, 2.

Then on I ,

�m f = Ẽ(ψ | Fm)−1 Ẽ(ψ f | Fm) − Ẽ(ψ | Fm−1)
−1 Ẽ(ψ f | Fm−1)

= u−1
1

( ∫

I1

ψ f dx
)
χI1 + u−1

2

( ∫

I2

ψ f dx
)
χI2

−u−1
( ∫

I1

ψ f dx +
∫

I2

ψ f dx
)
(χI1 + χI2)
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=
(

(u−1
1 − u−1)

∫

I1

ψ f dx − u−1
∫

I2

ψ f dx

)

χI1

+
(

(u−1
2 − u−1)

∫

I2

ψ f dx − u−1
∫

I1

ψ f dx

)

χI2 .

On the other hand,

αI 〈βI , f 〉ψ =
(

a1b1

∫

I1

ψ f dx + a1b2

∫

I2

ψ f dx

)

χI1

+
(

a2b2

∫

I2

ψ f dx + a2b1

∫

I1

ψ f dx

)

χI2 .

Comparing the last two expressions, we choose ai , bi , i = 1, 2, such that

a1b1 = u−1
1 − u−1, a2b2 = u−1

2 − u−1, a1b2 = −u−1 = a2b1.

Letting u = u1 + u2 and applying the equality

a−1 − b−1 = a−1(b − a)b−1 = b−1(b − a)a−1, (4.17)

we can see that the above equation has a concise expression:

a1b1 = u−1u2u
−1
1 , a2b2 = u−1u1u

−1
2 , a1b2 = −u−1, a2b1 = −u−1. (4.18)

The solutions of (4.18) can be represented as

a1 = u−1u2c, a2 = −u−1u1c, b1 = c−1u−1
1 , b2 = −c−1u−1

2 , (4.19)

where c is any invertible element in R(n). We want to choose c such that (iii) holds.
In fact, by (i) and (4.19), it is obvious that if c is taken to be |I |−1/2, then (iii) holds.

At last, we verify (iv). By (i) and (4.19), we can get
∫

ψαI dx =
∫

ψ(a1χI1 + a2χI2)dx

= u1a1 + u2a2
= (u1u

−1u2 − u2u
−1u1)c

= u1u
−1(u − u1)c − (u − u1)u

−1u1c = 0.

We can deduce from (4.19) that
∫

βIψdx = 0. �

4.2 Martingale Type T(b) Theorem

In this section, we prove the boundedness of Cauchy singular integral operators via
the Clifford martingale. The main result is as follows. We suppress the fact that the
Cauchy singular integral is a principal value by writing our operators in terms of
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ordinary integrals. The principal values are to be interpreted as the ones obtained by
projecting the Euclidean balls in � onto Rn and integrating over their complements.

Theorem 4.2.1 If� is a Lipschitz graph, then the Cauchy singular integral operator
is bounded from L2(�;R(n)) to L2(�;R(n)).

Let φ(v) = A(v)e0 + v (v ∈ R
n) be the coordinate system on � defined by A.

The unit normal of � is

n(φ(v)) = (e0 − ∇A(v))
√
1 + |∇A(v)|2.

For these coordinates, we have

T�h(φ(u)) =
∫

Rn

φ(v) − φ(u)

|φ(v) − φ(u)|1+n
n(φ(v))h(φ(v))

√
1 + |∇A(v)|2dv

=
∫

Rn

φ(v) − φ(u)

|φ(v) − φ(u)|1+n
ψ(v)h(φ(v))dv,

where ψ(v) = e0 − ∇A(v). Because |∇A(v)| � C , we can see that T� is bounded
on L2(�;R(n)) if and only if the operator

T : f �→
∫

Rn

φ(v) − φ(u)

|φ(v) − φ(u)|1+n
f (v)dv (4.20)

is bounded from L2(Rn;R(n)) to L2(Rn;R(n)).
Notice that if I is a dyadic-quasi-cube, then the principal value integral

T (ψχI )(u) = p.v.
∫

Rn

φ(v) − φ(u)

|φ(v) − φ(u)|1+n
ψ(v)χI (v)dv

exists and defines a locally integrable function. The existence and the local integrabil-
ity of T (ψχI )(u) onRn \ I are straightforward. Moreover, inRn \ I , the singularity
of T (ψχI )(u) is O(log(dist(u, ∂ I ))) as u → ∂ I . To deal with the case u ∈ I , we
only need to consider

T�F(x) = p.v.
∫

�

y − x

|y − x |1+n
n(y)F(y)dσ(y),

where F vanishes outside φ(I ) and satisfies a uniform Lischitz condition. Write

T�F(x) = p.v.
∫

�

∫

�

y − x

|y − x |1+n
n(y)

[
F(y) − F(x)

]
dσ(y)

+
∫

�

y − x

|y − x |1+n
n(y)F(x)dσ(y).
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The Lipschitz condition of F gives an appropriate control on the first integral.
By Cauchy’s theorem, the monogenicity and cancellation properties of the kernel
(y − x)/|y − x |1+n , we obtain a suitable control on the second integral.

We write the operator in (4.20) as

T f (u) =
∫

Rn

K (u, v) f (v)dv.

In the following lemma, we give some elementary properties of the kernel K .

Lemma 4.2.1 For all x, x ′, y such that x �= y and |x − x ′| < 1/2|x − y|, the kernel
K satisfies

|K (x, y)| � C

|x − y|n , x �= y, (4.21)

|K (x, y) − K (x ′, y)| � C
|x − x ′|

|x − y|1+n
, (4.22)

and

|K (y, x) − K (y, x ′)| � C
|x − x ′|

|x − y|1+n
. (4.23)

Let S denote the span overR(n) of the set of all characteristic functions of dyadic-
quasi-cubes. The space Sψ of pointwise products with the function ψ is a left-linear
space overAd . By use of the idea of [7], we can define Tψ as a Clifford left functional
on the subspace (Sψ)0 of Sψ . The space (Sψ)0 consists of the functions having
integral 0: fix gψ ∈ (Sψ)0 and choose N large enough such that the ball BN of
radius N centered at 0 contains the support of g. Then we define

Tψ(gψ) = T (ψχBN )(gψ) +
∫∫

g(x)ψ(x)
[
K (x, y) − K (0, y)

][
1 − χBN (y)

]
ψ(y)dxdy

= I (1)N + I (2)N .

By (4.22) and (4.23), this definition is meaningful. An important fact is that

〈βJ , Tψ〉ψ = Tψ(βJψ) = 0. (4.24)

This can be proved as follows.

(a) When N → ∞, I (2)
N → 0.

(b) By the monogenicity of the Cauchy kernel, using Cauchy’s theorem, we can
prove that lim

N→∞ T (ψχBN )(x) exists and is independent of x ∈ suppβJ .

Because the integral of βJψ is 0, we can conclude that
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lim
N→∞ T (ψχBN )(βJψ) = 0.

In establishing (b), one works on the surface �.
We note that, if T t is the operator f �→ ∫

f (y)K (y, x)dy, then for all dyadic-
quasi-cubes I and J ,

〈T t (χIψ), χJ 〉ψ = 〈χI , T (ψχJ )〉ψ.

Similar to T , we have

〈T tψ, βJ 〉ψ = T tψ(ψβJ ) = 0. (4.25)

By Lemma4.1.2, if f ∈ L2(Rn;R(n)), we get

f =
∞∑

m=−∞
�m f =

∑

I

αI 〈βI , f 〉ψ

and

T (ψ f ) =
∑

J∈J
T (ψαJ )〈βJ , f 〉ψ

=
∑

J,I

αI 〈βI , T (ψαJ )〉ψ 〈βJ , f 〉ψ

=
∑

I

αI

∑

J

〈βI , T (ψαJ )〉ψ 〈βJ , f 〉ψ.

Let uI J = 〈βI , T (ψαJ )〉ψ . By Lemmas 4.1.1 and 4.1.2, we only need to prove the
linear transform defined by the matrix (uI J ) on l2(J;R(n)) is bounded. We need the
following Schur lemma.

Lemma 4.2.2 (Schur) Assume that there exist a family of positive numbers (ωI ) and
a constant C such that

∑

J

|ωJ u I J | � CωI , I ∈ J, (4.26)

and ∑

I

|ωI u I J | � CωJ , I ∈ J . (4.27)

Then the matrix (uI J ) defines a bounded operator on l2(J;R(n)).

Proof This is a natural modification of the proof of the scalar version. �
Nowwestate some facts associatedwith the estimate of |〈βI , T (ψαJ )〉ψ |.Assume

that I and J are atoms in Fm and Fκ , and assume that m � κ . If the atom A ∈ Fn is
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not contained in J ( or J c) but a part of its boundary is in common with the boundary
of J , then A is said to be contiguous to J ( or contiguous to J c). If the atoms of A
are in the same σ−field as I and are contiguous to J , we denote the union of J and
such atoms by I + J . Specially, 2J denotes the union of J with all of atoms in Fm
which are contiguous to J . The bottom-left corner xJ of J is the vertex of J having
minimal coordinates.

Lemma 4.2.3 Let I and J be atoms of Fm and Fκ , respectively, and m � κ . There
exists a constant C, independent of κ and m, such that if I ⊆ 2J\J , then

∫

I×J

dxdy

|x − y|n � C |I |
(
log

|J |
|I | + 1

)
.

Proof We can prove this lemma via a simple calculation and we omit the details. �

Lemma 4.2.4 Let I and J be atoms in
∞⋃

j=−∞
F j . Then

(i) for all x /∈ 2J ,
|T (ψαJ )| � C |J |1/2+1/n|x − xJ |−1−d; (4.28)

(ii) if I ⊆ (2J )c, then

|〈βI , T (ψαJ )〉ψ | � C |I |−1/2|J |1/2+1/n
∫

I
|x − xJ |−1−ndx; (4.29)

(iii) for all x /∈ J ,

|T (ψαJ )(x)| � C |J |−1/2
∫

J
|x − y|−ndy;

(iv) if I ⊆ 2J\J , then

|〈βI , T (ψαJ )〉ψ | � C
|I |1/2
|J |1/2

(
log

|J |
|I | + 1

)
.

(In the above (i)–(iv), the constant C is independent of I and J ).

Proof The assertion (i) can be proved by the canceling property of Haar functions.
Hence

T (ψαJ ) =
∫

K (x, y)ψ(y)αJ (y)dy

=
∫

J
[K (x, y) − K (x, xJ )]ψ(y)αJ (y)dy.

So we can deduce from (4.23) that if x /∈ 2J , then
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|T (ψαJ )(x)| � C |J |−1/2
∫

J

|y − xJ |
|x − xJ |1+n

dy

� C |J |1/2|x − xJ |−1−n sup
y∈J

|y − xJ |

� C |J |1/2+1/d 1

|x − xJ |1+n
.

To prove (ii), we can use (i) and (iii) of Lemma4.1.2. The assertion (iii) follows from
(4.21). The assertion (iv) is clear from (iii) and Lemma4.2.3. �

We divide the estimate of

∑

I

|I |t |〈βI , T (ψαJ )〉ψ |

into three parts, each with a number of separate cases based on the relative size and
disposition of the atoms I and J .

Case 1. The sum with respect to atoms I larger that J .
Fix J ∈ Fκ and consider the set 2J . Let xJ be the bottom-left corner of J . Consider
I ∈ Fm , m < κ .

(a) If I lies outside 2J , by (ii) of Lemma4.2.4 and (iii) of Lemma4.1.2, we have

|〈βI , T (ψαJ )〉ψ | � C |I |−1/2|J |1/2+1/n
∫

I
|x − xJ |−1−ndx .

Hence, in this case, if t < 1/2, the estimate for the Schur sum is

∑

I∈ ⋃

m<κ

Fm ,I⊆(2J )c

|I |t |〈βI , T (ψαJ )〉ψ |

� C
∞∑

j=1

(2 j |J |)t−1/2
∑

I∈Fκ− j , I⊆(2J )c

|J |1/2+1/n
∫

I
|x − xJ |−1−ndx

� C
∞∑

j=1

2 j (t−1/2)|J |t+1/d
∫

(2J )c
|x − xJ |−1−ndx

� C
∞∑

j=1

2 j (t−1/2)|J |t

� C |J |t .

(b) For a fixedm < κ , the dyadic-quasi-cubes which meet 2J are of two kinds: those
that lie in 2J\J , and one that contains J . If I lies in 2J\J , then because the ration
of the measures of I and J is bounded above and away from 0 and independent of
I and J , by (iv) Lemma4.2.4, we know
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|I |t |〈βI , T (ψαJ )〉ψ | � C
|I |t+1/2

|J |1/2
(
log

|J |
|I | + 1

)
� C |J |t .

Because the number of such terms is bounded and is independent of I and J , the
corresponding part of the Schur sum is O(|J |t ).

If I contains J and is larger than J , the I can be written as I = I1 ∪ I2, where I1
and I2 are atoms in Fm+1. Assume that J ⊆ I1 and write βI = β1χI1 + β2χI2 . Then
similar to (4.24) and (4.25), we can get

〈
β1χI1 , T (ψαJ )

〉

ψ
= −

〈
β1χI c1 , T (ψαJ )

〉

ψ
.

Now I c1 contains part of the region 2J\J . We can use (i) of Lemma4.2.4 on this
region. In particular,

|〈β1χI1 , T (ψαJ )〉ψ | =
∣
∣
∣β1

∫

I c1

ψ(x)T (ψαJ )(x)dx
∣
∣
∣ (4.30)

� C |β1|
( ∫

2J\J
|T (ψαJ )(x)|dx +

∫

(2J )c
|T (ψαJ )(x)|dx

)

� C |I |−1/2|J |−1/2
∫

2J\J
dx

∫

J
|x − y|−ndy

+ C |I |−1/2|J |1/2+1/n
∫

(2J )c
|x − xJ |−1−ndx

� C
{
|I |−1/2|J |−1/2 + |I |−1/2|J |1/2

}
� C

|J |1/2
|I |1/2 ,

where in the second-last step we have used Lemma4.2.3. As for 〈β2χI2 , T (ψαJ )〉ψ ,
we have I2 is disjoint with J , so we can obtain an estimate similar to that of (4.30).

The estimate for the Schur sum of the dyadic-quasi-cubes satisfying I ⊇ J is

∑

I∈ ⋃

m<κ

Fm , I⊇J

|I |t |〈βI , T (ψαJ )〉ψ | � C
∞∑

k=1

(2k |J |)t−1/2|J |1/2 � C |J |t ,

where t < 1/2.

Case 2. The sum with respect to atoms I smaller than J .
For this case, we deal with the atoms J ∈ Fκ and I ∈ Fm with m > κ .

(a) If I lies outside 2J , then J lies outside 2I . Hence we apply (i) of Lemma4.2.4
to T t and get

|T t (βIψ)(x)| � C |I |1/2+1/n

|x − xI |1+n
,
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which implies that

|〈T t (βIψ), αJ 〉ψ | � C |I |1/2+1/n|J |−1/2
∫

J

dx

|x − xI |1+n

� C |I |1/2+1/n|J |1/2 1

|x − xJ |1+n

� C |I |1/n−1/2|J |1/2
∫

I

dx

|x − xJ |1+n
,

where in the middle step we have used the fact that I ⊆ (2J )c. The estimate of the
corresponding Schur sum is

∑

I∈⋃
m>κ Fm , I∩2J=∅

|I |t+1/n−1/2|J |1/2
∫

I

dx

|x − xJ |1+n

� C
∞∑

j=1

(2− j |J |)t+1/n−1/2|J |1/2
∫

(2J )c

dx

|x − xJ |1+n

� C
∞∑

j=1

(2− j )t+1/n−1/2|J |t � C |J |t ,

where t > 1/2 − 1/n.
(b) If I ∩ J = ∅ and I ⊆ 2J \ (I + J ), then J ⊆ (2I )c. So for T t , we can use (ii)
of Lemma4.2.4 to obtain

|〈βI , T (ψαJ )〉ψ | = C
∣
∣
∣
〈
T t (βIψ), αJ

〉

ψ

∣
∣
∣ (4.31)

� C |J |−1/2|I |1/2+1/n
∫

J

dx

|x − xI |1+n
.

Let d(x, J ) denote the distance of the point x from J . The atom I may have unequal
side length. Let l(I ) be the smallest side length. We can deduce from (4.31) that

|〈βI , T (ψαJ )〉ψ | � C |J |−1/2|I |1/2+1/n 1

d(xI , J )
(4.32)

� C |J |−1/2|I |1/2+1/n|I |−1
∫

I

dx

d(x, J ) + l(I )
.

Denote by L the maximal side length of J and by l the minimal side length
of J , respectively. Then L � 2l and ln � |J | � 2nln . The smallest side length of
the dyadic-quasi-cubes I ∈ Fκ+ j is l(I ) � l/2k/n+1. It follows from (4.32) that the
estimate of the relevant part of the Schur sum is: if t > 1/2 − 1/n, then
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∑

I∈ ⋃

m>κ

, I⊆2J\(I+J )

|I |t |〈βI , T (ψαJ )〉ψ |

�
∞∑

j=1

(2− j |J |)t+1/n−1/2|J |−1/2
∫

2J\(I+J )

dx

d(x, J ) + 2− j/n−1l

� C
∞∑

j=1

(2− j |J |)t+1/n−1/2|J |−1/2
∫ 3L

0
dx1 · · ·

∫ 3L

0
dxd−1

∫ 2l

2− j/n−1l

du

u + 2− j/n−1l

� C
∞∑

j=1

(2− j |J |)t+1/n−1/2|J |−1/2|J |(n−1)/n log
(2l + 2− j/d−1l

2− j/nl

)

� C
∞∑

j=1

(2− j )t+1/n−1/2 j

n
|J |t � C |J |t .

(c) If I ⊆ (I + J )\J , we have I ⊆ 2J\J . By (iv) of Lemma4.2.4,

|〈βI , T (ψαJ )〉ψ | � C
|I |1/2
|J |1/2

(
log

|J |
|I | + 1

)
. (4.33)

In the region (I + J )\J , there exist O(Ld−1/(2− j/n−1l)n−1) atoms which belong to
Fm . In other words, there exist O(2 j (1−1/n)) atoms. By (4.33), if t > 1/2 − 1/n, the
corresponding estimate of the Suchr sum is

C
∞∑

j=1

(2− j |J |)t+1/2|J |−1/2 j2 j (1−1/n) = C |J |t
∞∑

j=1

j (2− j )t−1/2+1/n � C |J |t .

(d) If I ⊆ J and L is contiguous to J c, we write J = J1 + J2, where J1 and J2
are atoms in Fm+1. Let αJ = α1χJ1 + α2χJ2 , and assume that I ⊆ J1.

We first consider the atoms I ⊆ J1 which are contiguous to J c
1 . We have

∣
∣
∣
〈
βI , T (ψα1χJ1)

〉

ψ

∣
∣
∣ =

∣
∣
∣
〈
βI , T (ψα1χJ c1 )

〉

ψ

∣
∣
∣

=
∣
∣
∣
〈
T (β1ψ), αIχJ c1

〉

ψ

∣
∣
∣

�
∣
∣
∣

∫

J c1 ∩2I
T t (βIψ)(x)α1dx

∣
∣
∣ +

∣
∣
∣

∫

J c1 \2I
T t (βIψ)(x)α1dx

∣
∣
∣.

Hence by Lemma4.2.3, applying (i) of Lemma4.2.4 to T t (βIψ), we get
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∣
∣
∣
〈
βI , T (ψα1χJ1)

〉

ψ

∣
∣
∣ � C |I |−1/2|J |−1/2

∫

2I\I
dx

∫

I

dy

|x − y|n

+ C |I |1/2+1/n
∫

(2I )c

dx

|x − xI |1+n
(4.34)

� C |I |−1/2|J |−1/2|I | log
( |I |
|I | + 1

)
+ C |I |1/2|J |−1/2

� C
|I |1/2
|J |1/2 .

Because J2 ⊆ J c
1 , we can use an estimate similar to (4.34) to obtain

∣
∣
∣
〈
βI , T (ψα2χJ2)

〉

ψ

∣
∣
∣ � C

|I |1/2
|J |1/2 . (4.35)

In Fκ+ j , there exist O(2 j (1−1/n)) atoms that are contiguous to J c
1 . It follows from

(4.34) and (4.35) that for the atoms which are contiguous to J c
1 , the corresponding

estimate of the Schur sum is

C
∞∑

j=1

(2− j |J |)t+1/2|J |−1/2|J |−1/22 j (1−1/n) = C |J |t
∞∑

j=1

(2− j )t−1/2+1/n � C |J |t ,

where t > 1/2 − 1/n.
(e) If I ⊆ J and I is disjoint with J c

1 , similar to (i) of Lemma4.2.4, we have

∣
∣
∣
〈
βI , T (ψα1χJ1)

〉

ψ

∣
∣
∣ =

∣
∣
∣
∣

∫

T t (βIψ)(x)ψ(x)α1χJ c1 (x)dx

∣
∣
∣
∣

� C |J |−1/2
∫

J c1

|T t (βIψ)(x)|dx

� C |I |1/2+1/n|J |−1/2
∫

J c1

dx

|x − xI |1+n

� C |I |1/2+1/n|J |−1/2 1

d(x, J c
1 )

.

For |〈βI , T (φα2χJ2)〉ψ |, a similar estimate holds. So the corresponding estimate of
the Schur sum is

∞∑

j=1

(2− j |J |)t+1/2+1/n|J |−1/2
2 j (1−1/n)

∑

j=1

1

j2− j/n

� C
∞∑

j=1

(2− j |J |)t+1/2+1/n|J |−1/2−1/n2 j log(2 j (1−1/n))
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� C
∞∑

j=1

k(2− j )t−1/2+1/n|J |t

� C |J |t ,

where t > 1/2 − 1/n.

Case 3. Atoms of the same size.
Here we only need to estimate the term 〈βI , T (ψαI )〉ψ since the arguments for Case
1 can be used to estimate the other parts of the Schur sum.

By Lemma4.1.2, it suffices to prove that for all dyadic-quasi-cubes I ,

|〈χI , T (ψχI )〉ψ | � C |I |.

For this, we need to use the monogenicity of the Cauchy kernel. So we pass from
T back to T� . The coordinate mapping is φ(v) = A(v)e0 + v. For small ε > 0 and
x = φ(u)(u ∈ I ), consider

∫

|x−y|>ε

y − x

|y − x |1+n
n(y)χφ(I )(y)dσ(y). (4.36)

Let Pz be the tangent hyperplane� to at x . Set a(u) = dist(u, ∂φ I ) and b = b(x) =
dist(x, ∂φ(I )). Write (4.36) as I1 + I2, where

I1 :=
∫

b>|x−y|>ε

y − x

|y − x |1+n
n(y)χφ(I )(y)dσ(y)

and

I2 :=
∫

|x−y|>b

y − x

|y − x |1+n
n(y)χφ(I )(y)dσ(y).

Then

|I | � C log
(C |I |1/n

a(u)

)
.

By Cauchy’s theorem, we write

I1 =
∫

Sb

y − x

|y − x |1+n
n(y)χφ(I )(y)dσ(y) +

∫

Sε

y − x

|y − x |1+n
n(y)χφ(I )(y)dσ(y)

+
∫

x, y∈Px , b>|x−y|>ε

y − x

|y − x |1+n
n(y)χφ(I )(y)dσ(y), (4.37)

where Sb and Sε are the portions of the sphere of radii b and ε, respectively, that lie
between � and Px . Because the kernel is anti-systemic and the integrals on Sb and
Sε are dominated by a constant, independent of x , ε and b, then the third integral in
(4.37) is 0. Hence
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|〈χI , T (ψχI )〉ψ | � C |I | + C
∫

I
log

( |I |1/n
a(u)

)
du � C |I |.

Assume that b1 and b2 are two pseudoaccretive functions. The space b1L2(Rn;
R(n)) is defined as the set of all products of the formb1 f, f ∈ L2(Rn;R(n)). Similarly,
we can define L2(Rn;R(n))b2. These spaces are isomorphic to L2(Rn;R(n)). Let S
denote the space of finite linear combinations overR(n) of characteristic functions of
dyadic-quasi-cubes. Then b1S is dense in b1L2(R(n)). Denote by (Sb2)∗ the space
of all Clifford left linear functionals on Sb2 with values in R(n). Similarly, (b1S)∗
denotes the space of all Clifford right linear functionals on b1S.

Let T be a Clifford right linear mapping from b1S to (Sb2)∗ and let� = {(x, y) :
x = y}. We call T a standard Calderón-Zygmund operator, if there exists a C∞
function K in Rn × R

n\� with values in R(n) satisfying:

(i) for x �= y,

|K (x, y)| � C
1

|x − y|n ; (4.38)

(ii) there exist a constant δ such that for 0 < δ � 1 and |y − y0| < |y − x |/2,

|K (x, y) − K (x, y0)| + |K (y, x) − K (y0, x)| � C
|y − y0|δ
|x − y|n+δ

; (4.39)

(iii) for all f, g ∈ S having disjoint supports,

T (b1 f )(gb2) =
∫∫

g(x)b2(x)K (x, y)b1(y) f (y)dxdy. (4.40)

In conformity with (4.40), we write

T (b1 f )(gb2) = 〈g, T (b1 f )〉b2 .

If T t is a left linear mapping from Sb2 to (b1S)∗ such that for all f, g ∈ S,

〈g, T (b1 f )〉b2 = 〈T t (gb2), f 〉b1
and T is associated with the kernel K , then T t is associated with the kernel K (y, x)
in the sense that

T t (gb2)(b1 f ) =
∫ ( ∫

g(x)b2(x)K (x, y)dx
)
b1(y) f (y)dy.

If there exists a constant C such that for all dyadic-quasi-cubes Q,

|T (b1χQ)(χQb2)| � C |Q|,
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We say that T is weakly boundedwith respect to b1 and b2. This definition is formally
different from the usual one in [7, 8], in which the test functions are taken to be
smooth. However, the two definitions are equivalent.

If h ∈ L∞(Rn;R1+n), then Th can be defined as a linear functional on the sub-
space (Sb2)0 ofSb2 consisting of functions having integral 0. In the next theorem,we
say T (b1) ∈ BMO if there exists a locally integrable BMO function φ such that for
all g ∈ (Sb2)0, 〈g, T (b1)〉b2 = 〈g, φ〉b2 . A similar interpretation applies to T t (b2).
For the sequence of σ−fields, the space BMO is the one defined in (4.8).

Theorem 4.2.2 (T (b) theorem) Let T and T t ba as above and T be associated with
the standard Calderón-Zygmund kernel K . Then T is extendible to a bounded linear
operator from b1L2(Rn;R(n)) to L2(Rn;R(n))b2 if and only if

(i) T (b1), T t (b2) ∈ BMO;

(ii) T is weakly bounded for b1 and b2.

Proof The necessity of the conditions (i) and (ii) was proved in the classical case by
[9–11]. Their proof adapted to the more general Clifford algebra setting.

To prove the sufficiency, we first deal with the case T (b1) = T t (b2) = 0. For
every pair of pesduoaccretive functions b1 and b2, we associate a Haar basis and
denote the respective pair-base by {(α(1)

I , β
(1)
I )}I∈J and {(α(2)

I , β
(2)
I )}I∈J . Formally,

we have the following expansion

T (b1 f ) =
∑

I,J

α
(2)
I

〈
β

(2)
I , Tb1α

(1)
J

〉

b2

〈
β

(1)
J , f

〉

b1
.

Let
uI J =

〈
β

(2)
I , Tb1α

(1)
J

〉

b2
.

It suffices to prove for a suitable number t , when ωI is taken to be |I |t , the conditions
of Lemma4.2.2 are satisfied.

Because T (b1) = T t (b2) = 0 and the kernel with respect to T satisfies (4.38)
and (4.39), for the present more general operator T , the statement and the proof
of Lemma4.2.4 still hold. Because of the assumption that T (b1) = T t (b2) = 0, we
find that the estimates for Case 1 and Case 2 go through unchanged. The estimate
of the part of the Schur sum corresponding to Case 3 holds by virtue of the weak
boundedness assumption.

The general case: T (b1), T t (b2) ∈ BMO . Let T (b1) = φ1 and T t (b2) = φ2. We
define

Ui f =
∞∑

k=−∞
�

( j)
k (φi )E

(i)
k−1(b

−1
i f ), i, j = 1, 2, i �= j, (4.41)

where E (i)
k and �

(i)
k are the left conditional expectation operator and the left mar-

tingale difference with respect to the pseudoaccretive function bi . It is obvious that
Uibi = φi , i = 1, 2. The kernel Ki of the operator Ui is given by the expression
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Ki (x, y) =
∞∑

k=−∞

∑

I∈Jk−1

χI (x)α
( j)
I (x)

〈
β

( j)
I , φi

〉

b j

( ∫

I
bi

)−1

χI (y). (4.42)

By (4.42), it is easy to verify

�(i)
m Ui f = �( j)

m (φi )E
(i)
m−1(b

−1
i f ).

We claim
‖S(i)(Ui f )‖2 � C‖ f ‖2, (4.43)

where S(i) denotes the Littlewood–Paley square function with respect to bi . Hence
Ui is bounded on L2. To prove (4.43), note that

‖S(i)(Ui f )‖22 (4.44)

=
∫ ∑

k

|�( j)
k (φi )E

(i)
k−1(b

−1
i f )|2dx

� C
∫ ∑

k

|�( j)
k (φi )|2

(
E (i)∗
k−1(b

−1
i f )

)2
dx

� C
∫ ∞∑

k=−∞
Ẽk−1

( ∞∑

m=k

|�( j)
m (φi )|2

)[(
E (i)∗
k−1(b

−1
i f )

)2 −
(
E (i)∗
k−2(b

−1
i f )

)2]
dx,

where E (i)∗
k g = sup

m�k
|E (i)

m g|. Now, for every k,

Ẽk−1

( ∞∑

m=k

|�( j)
m (φi )|2

)
� C‖φi‖2BMO . (4.45)

This is because, if I ∈ Jk−1, then we can restrict σ−field {Fm}∞m=k−1 to I and deduce
that on I ,

Ẽk−1

( ∞∑

m=k

|�( j)
m (φi )|2

)
= 1

|I |
∫

I

∞∑

m=k

|�( j)
m (φi )|2dx

= 1

|I |
∫

I

∞∑

m=k

|�( j)
m (φi − E ( j)

k−1(φi )|2dx

= C

|I |( j)
∫

I

∣
∣
∣φi − 1

|I |( j)
∫

I
b jφi

∣
∣
∣
2
dx

= C

|I |
∫

I

∣
∣
∣φi − 1

|I |
∫

I
φi dy + 1

|I |( j)
∫

I
b j

(
φi − 1

|I |
∫

I
φi dz

)
dx

∣
∣
∣
2

� C‖φi‖2BMO ,
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where we have used the fact that |I ( j)| = ∫
I b j dx . This gives (4.45). Returning to

(4.43), we have

‖S(i)(Ui f )‖22 � C‖φi‖2BMO

∫

(M f (x))2dx � C‖ f ‖22,

whereM f denotes theusualHardy–Littlewoodmaximal function.This proves (4.43).
By Lemma4.1.1,Ui is bounded on L2. The operatorUt

i is still bounded on L2. If
i �= j , because

∫
b jα

( j)
I dx = 0,

〈Ut
i (b j ), f 〉bi = 〈b j , Ui (bi f )〉

=
∞∑

k=−∞

∑

I∈Jk−1

( ∫

b jα
( j)
I

)
〈β( j)

I , φi 〉b j

( ∫

I
bi

)−1( ∫

I
bi f

)

= 0.

Hence if i �= j , Ut
i (b j ) = 0. Letting R = t −U1 −Ut

2, we have

R(b1) = Rt (b2) = 0. (4.46)

The operator R is also weakly bounded. Applying the method of Theorem4.2.1,
we wish to show that R and T are bounded on L2. This effectively reduces to
checking that the operator R and Rt satisfy the same kind of conditions as those
given in Lemma4.2.4. The proofs of (iii) and (iv) of Lemma4.2.4 use only the
property (4.21) of the kernel K . Consider the kernels associated with the operators
U1 and Ut

2. For i = 1, 2, they are given by (4.42). Now for fixed x �= y, and k, there
exists at most one I ∈ Jk−1, denoted by Ik−1, such that the summand in (4.42) is
nonzero. For such a term,

|x − y| � C2−k, (4.47)

where C is independent of x, y and k. Let k0 be the largest integer such that (4.47)
holds. By (4.47), the sum in (4.42) is then, in norm, at most

C
k0∑

k=−∞
|Ik−1|−1/2 1

|Ik−1|
∫

Ik−1

|β( j)
Ik−1

(y)b j (y)||φi − (φi )Ik−1 |dy

� C‖φi‖BMO

k0∑

k=−∞
|Ik−1|−1

� C‖φi‖BMO

k0∑

k=−∞
2nk

� C‖φi‖BMO2
nk0

� C‖φi‖BMO |x − y|−n .
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As to (i) and (ii) of Lemma4.2.4, we note that, if J is a dyadic-quasi-cube with
x /∈ 2J , then

U1(b1α
(1)
J )(x) =

∞∑

−∞

∑

I∈Jk−1

α
(2)
I (x)χI (x)〈β(2)

I , φ1〉b2
( ∫

I
b1

)−1( ∫

I
b1α

(1)
J

)

= 0.

In fact, the last factor in a term of the double summation is nonzero only when I ⊆ J .
But because x /∈ 2J , then χI (x) = 0. So this term is 0. A similar argument applies
to Ut

2. Hence, (i)–(iv) of Lemma4.2.4 hold for the operator R. The operator Rt can
be dealt with similarly. Assume that R(b1) = Rt (b2) = 0. With some appropriate
modifications, the proof of Theorem4.2.1 applies to the operator R. �

4.3 Clifford Martingale �−Equivalence Between
S( f ) and f ∗

In Sect. 4.2, the L2-norm equivalence between a Clifford martingale and its square
function plays an important role in the proof of themain results. The L2-boundedness
of the maximal function f ∗ indicates the L2 equivalence between f ∗ and its square
function. The later mentioned result is associated with �(t) = t2. In this section, we
will generalize this result to more general functions �.

Let (�,F , ν) be a nonnegative σ−finite space and let φ be a bounded Clifford-
valued measurable function. Consider the Clifford-valued measure dμ = φν. The
martingales are with respect to dμ and a family of {Fm}∞−∞ of sub-σ -field satisfying

{Fm}∞−∞ nondecreasing, F = ∪Fm, ∩Fm = ∅, (4.48)

and
(�,Fm, ν) complete, σ − finite ∀ m. (4.49)

Let e1, · · · , en be the basic vectors of Rn satisfying

e2 = −1, ei e j = −e j ei , i �= j, i, j = 1, 2, . . . , n, (4.50)

and R(n) be the Clifford algebra on 2n-dimensional real number field generated
by the increasingly ordered subset eA, {1, · · · , n}, where eA = e j1 · · · e jl , A =
{ j1, . . . , jl}, 1 � l � n, e∅ = e0 = 1. We will use the following norm in R(n):

|λ| =
( ∑

A

λ2
A

)1/2
, λ =

∑

A

λAeA. (4.51)
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For this norm, we have the following relation:

|λμ| � k|λ||μ| ∀ λ,μ ∈ R(n), (4.52)

where k is a constant which depends only on the dimension m. When at least one of
λ and μ, say λ, is of the form λ = ∑d

i=0 λi ei , i.e., a vector in Rn+1 ⊂ R(n), we have

k−1|λ||μ| � |λ|. (4.53)

For a martingale f = ( fm)∞−∞, the maximal square function is defined as

f ∗
m = sup

k�m
| fk |, f ∗ = f ∗

∞. (4.54)

For 1 � p � ∞, f = { fm}∞−∞ is called bounded on L p if

‖ f ‖p = sup
m

‖ fm‖p < ∞. (4.55)

In the next proposition, we prove the boundedness of the maximal operator f ∗.

Proposition 4.3.1 Let 1 < p � ∞. The maximal operator “∗” is (p, p) type and
weak (1, 1) type. For 1 < p � ∞, every L p-bounded martingale f = { fm}∞−∞ is
generated by some function f ∈ L p(ν) which satisfies ‖ f ‖p ≈ supm ‖ fm‖p.

Proof Let f = { fm}∞−∞ be a martingale. On the one hand,

fm = E( fm+1 | Fm) = Ẽ(φ | Fm)−1 Ẽ(φ fm+1 | Fm).

On the other hand,

fm = E( fn+2 | Fm) = Ẽ(φ | Fm)−1 Ẽ(φ fm+2 | Fm)

= Ẽ(φ | Fm)−1 Ẽ(Ẽ(φ fm+2 | Fm+1) | Fm).

The above estimates give

Ẽ(φ fm+1) = Ẽ(Ẽ(φ fn+2 | Fm) | Fm).

Hence {Ẽ(φ fm+1)}∞−∞ is the martingale with respect to (�,F , ν, {Fm}∞−∞). We can
deduce from the expression of fm that the following relation holds:

Ẽ(φ fm+1 | Fm) = Ẽ(φ | Fm) fm .
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Then it is L p-bounded. Moreover, we have

sup
n

‖ fn‖p ≈ sup
m

‖Ẽ(φ fm+1 | Fm)‖p,

f ∗ ≈ sup
m

|Ẽ(φ fm+1 | Fm)|.

Because of the result in the classical case, ∗ is (p, p) type and weak (1, 1) type.
For 1 < p � ∞ and any integer M > 0, we decompose � = ∪k�k , where �k ∈
F−M and |�k | < ∞. Because for any k, {Ẽ(φ fm+1 | Fm)χ�k }n�−M is a classical
martingale, we can obtain some φ f ∈ L p(�k, ν) such that on �k ,

Ẽ(φ fm+1 | Fm) = Ẽ(φ f | Fm), n � −M.

Therefore, for n � −M ,

fm = Ẽ(φ | Fm)−1 Ẽ(φ fn+1 | Fm)

= Ẽ(φ | Fm)−1 Ẽ(φ f | Fm)

= E( f | Fm).

Letting M → ∞, we can see that fm = E( f | Fm) ∀ n. Moreover, we have

‖ f χ�k‖p � C sup
n

‖ fmχ�k‖p

and
‖ f ‖p � C sup

m
‖ fm‖p.

In addition, supm ‖ fm‖p � C‖ f ‖p and ‖ f ‖p ≈ supm ‖ fm‖p. �

By Proposition4.3.1, we can identify a L p-bounded martingale with the function
that generalizes the martingale as follows

f = { fm}∞−∞ = {E( f | Fm) ∀ m}∞−∞.

Proposition 4.3.2 Let 1 � p � ∞ and f = { fm}∞−∞ be a L p-bounded martingale.
Then

lim
m→∞ fm = f, 1 < p � ∞, (4.56)

where f is the L p-function which generates { fm}∞−∞ in Proposition4.3.1, and for
p = 1, the following limits exists:

lim
m→∞ fm exists , p = 1 (4.57)



4.3 Clifford Martingale �−Equivalence Between S( f ) and f ∗ 143

and
lim

m→−∞ fm = 0, 1 � p < ∞. (4.58)

Proof Let � = ∪�k , where �k ∈ F0 with |�k | < ∞ ∀ k. Then {Ẽ(φ | Fm)χ�k }m>0

and {Ẽ(φ fm+1 | Fm)χ�k }m>0 are L p-bounded martingales with respect to (�k,F ∩
�k, {Fm ∩ �k}m�0), and have their respective limits:

⎧
⎪⎨

⎪⎩

on every �k, lim
m→∞ Ẽ(φ | Fm) = φ a.e.;

on every �k, for some g, limm→∞ Ẽ(φ fm+1 | Fm) = φg a.e.;
for 1 < p � ∞, g = f.

The last two limits imply that (4.56) and (4.57) hold. Now we prove (4.58). Write
θ(ω) = limm→−∞| fm |. Then θ(ω) � f ∗(ω) and θ(ω) are ∩Fm measurable. This
means that θ(ω) = a � 0 a.e. Because ∗ is weak (p, p) type, for 1 � p < ∞, we
have

|{θ(ω) > λ}|ν � |{ f ∗ > λ}|ν �
(
C

λ
‖ f ‖p

)p

∀ λ > 0.

Hence a = 0. This gives (4.58). �
Let� be a nondecreasing and continuous function fromR

+ toR+ satisfying�(0) =
0 with the moderate growth condition

�(2u) � C1φ(u), u > 0. (4.59)

We begin to establish the �−equivalence between S( f ) and f ∗, where f is the
martingale such that for any m,

|�m f | � Dm−1, (4.60)

where D = {Dm} is a nonnegative nondecreasing and adapted process to {Fm}. We
only consider the case {Fm}m�0.

Theorem 4.3.1 Let f = { fm}m�0 be a l−martingale or a r−martingale satisfying
(4.60). Then ∫

�

�(S( f ))dν � C
∫

�

�( f ∗ + D∞)dν (4.61)

and ∫

�

�( f ∗)dν � C
∫

�

�(S( f ) + D∞)dν, (4.62)

where the involved constants depend only on C0 and C1.

Proof We shall use the stopping time argument and the good λ− inequality. Let α

be any real number larger than 1, β > 0 to be determined and λ be any level. Notice
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that
| fm | � | fm−1| + |�m f | � f ∗

m−1 + Dm−1 = ρm−1.

Define the stopping time τ = inf{m : ρm > βλ} and the associated stopping mar-
tingale

f (τ ) = { f (τ )
m }m�0 = { fmin{m,τ }}m�0.

Then we have

{τ < ∞} = {ρ∞ > βλ}, f (τ )∗ = sup
m

| fmin{m,τ }| � f ∗
τ � ρτ−1 � βλ.

Now consider the adapted process {Sm( f (τ )) > λ} and define the stopping time

T = inf{m : Sm( f (τ )) > λ}.

Then we have
{T < ∞} = {S( f (τ )) > λ}, ST−1( f

(τ )) � λ.

Hence

{S( f ) > αλ} ⊂ {τ < ∞} ∪ {τ = ∞, Sτ ( f )
2 > α2λ2}

⊂ {τ < ∞} ∪ {S( f (τ ))2 − ST−1( f
τ )2 > (α2 − 1)λ2}

and

Ẽ(χS( f (τ ))2−ST−1( f τ )2>(α2−1)λ2 | FT )

� 1

(α2 − 1)λ2
Ẽ(S( f (τ ))2 − ST−1( f

τ )2 | FT ).

Nowwe consider a new underlying space (�,F , ν, {Jm}m�0)with Jm = FT+m , and
the martingale

g = {gm}m�0 such that gm = f (τ )
T+m − f (τ )

T−1.

Then we have

�mg = f (τ )
T+m − f (τ )

T−1 − ( f (τ )
T+m−1 − f (τ )

T−1) = �T+m f (τ )

and

S(g)2 =
∞∑

m=0

|�mg|2 =
∞∑

m=0

|�T+m f (τ )|2

=
∞∑

k=T

|�k f
(τ )|2 = S( f (τ ))2 − ST−1( f

(τ ))2.
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By Lemma4.1.1, we get

Ẽ(S( f (τ ))2 − ST−1( f
(τ ))2 | FT ) = Ẽ(S(g)2 | J′)

� C Ẽ(|g|2 | J0)

= C Ẽ(| f (τ ) − f (τ )
T−1| | FT )

� Cβ2λ2.

Now, because {S( f τ ) > αλ} ⊂ {T � ∞}, we obtain

|{S( f (τ )) > αλ}|ν �
∫

{T<∞}
χ{S( f (τ ))>αλ}dν

=
∫

{T<∞}
Ẽ(χ{S( f (τ ))>αλ} | FT )dν

�
∫

{T<∞}
Ẽ(χ{S( f (τ ))2−ST−1( f (τ ))2>(α2−1)λ2} | FT )dν

� Cβ2

α2 − 1
|{S( f (τ )) > λ}|ν � Cβ2

α2 − 1
|{S( f ) > λ}|ν,

and hence

|{S( f ) > αλ}|ν � |{ρ∞ > βλ}|ν + Cβ2

α2 − 1
|{S( f ) > λ}|ν,

which is the desired good λ inequality for the couple (S( f ), f ∗ + D∞). The one for
the couple ( f ∗, S( f ) + D∞) is similar. From them, we obtain (4.61) and (4.62). �

We can get rid of D∞ in the following cases:

(i) � is convex;
(ii) (�,F , ν, {Fm}∞−∞) is regular in some sense.

For simplicity, we only consider the simplest regularity, i.e., the dyadic type one: each
Fm is atomic, whose atom I (m) = I (m+1)

1 + I (m+1)
2 satisfies ||I (m+1)

1 |μ| = ||I (m+1)
2 |μ|.

A little more general regularity is applicable to our case. We have

Theorem 4.3.2 Under theadditional condition (i) on�or (ii) on (�,F , ν, {Fm}∞−∞),
we have ∫

�

�(S( f ))dν ≈
∫

�

�( f ∗)dν,

where in the above equivalence, all the constants only depend on C0 and C1.

Proof We first consider {Fm}m�0. Davis’ decomposition holds in such case: every
Clifford martingale f = { fm}m�0 can be decomposed into a sum of twomartingales:
g = {gm}m�0 and h = {hm}m�0 satisfying
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|�mg| � 4d∗
m−1, d∗ = sup

k�m
|dk |, dk = �k f, (4.63)

and ∫

�

�(

∞∑

m=0

|�mh|)dν � C
∫

�

�(d∗)dν ∀ convex �. (4.64)

Now for f = { fm}m�0, we have

∫

�

�(S( f ))dν � C
∫

�

�(S(g))dν + C
∫

�

�(S(h))dν

� C
∫

�

�(g∗) + C
∫

�

�(d∗) + C
∫

�

�(

∞∑

m=0

|�mh|)dν

� C
∫

�

�( f ∗)dν.

The proof for the reverse inequality is similar. Next we consider the dyadic type
case. We claim that in such case, (4.60) holds for any martingale f = { fm}∞−∞ and
suitably defined D = {Dm}. In fact,

Dm−1 |I m−1= sup
k�m

max(|�k f | |I (k)
1

, |�k f | |I (k)
2

)

is a nonnegative, nondecreasing and adapted process such that

|�m f | � Dm−1

and
D∞ � C min( f ∗, S( f )).

Only the last assertion needs to be verified. In fact,

∫

I (k−1)
�k f dμ = 0

implies ∫

I (k−1)
1

�k f dμ = −
∫

I (k−1)
2

�k f dμ.

This gives
�k f |I (k)

1
|I (k)

1 |μ = −�k f |I (k)
2

|I (k)
2 |μ
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or |�k f |I (k)
1

|
|�k f |I (k)

2
| = ||I (k)

2 |μ|
||I (k)

1 |μ| .

Therefore, on I (k−1),

max(|�k f | |I (k)
1

, |�k f | |I (k)
2

) � C |�k f |

and
D∞ � C sup

k
|�k f | � C min{S( f ), f ∗}.

�

4.4 Remarks

Remark 4.4.1 Another method to prove the boundedness of Calderón-Zygmund
operators lays on the multi-resolution technique developed by R. Coifman, Y. Meyer
etc. That method is usually called the fast algorithm of Calderón-Zygmund. The
basic idea is to decompose the kernel of the Calderón-Zygmund operator T under
consideration by wavelet basis and then represent T as a linear combination of
quasi-annular operators. Then applying the smoothness and the canceling condition
of the regular wavelets, we estimate the coefficients of the kernel and obtain that the
L2−norms of the quasi-annular operators have a good rate of decay. This implies the
L2-boundedness of Calderón-Zygmund operators. In 1994, similar to the result on
R

n , using Clifford-valued regular wavelets, M. Mitrea obtained the L2-boundedness
of singular integral operators on Lipschitz surface, see [12].
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Chapter 5
Holomorphic Fourier Multipliers
on Infinite Lipschitz Surfaces

It is well-known that there exists a one-one correspondence between the classical
convolution singular integral operators and the Fourier multiplier operators on the
Euclidean spaces Rn . Because Plancherel’s identity involving the Fourier transform
is invalid on Lipschitz surfaces �, the relation between singular Cauchy integral
operators and Fourier multipliers on � is an open problem for a long time. In 1994,
by the aid of Clifford analysis, Li, McIntosh and Qian [1] introduced a class of
holomorphic Fourier multipliers H(Scω,±) on Lipschitz surfaces. In [1], based on the
idea of the functional calculus of the Dirac operator, the authors proved the following
result: for φ ∈ K (Sω,±), there exists a holomorphic function b ∈ H(Scω,±) such that
on the Lipschitz surface, any singular integral operator Tφ with the convolution kernel
φ corresponds to a Fourier multiplier operator Mb, where b is the Fourier transform
of the kernel φ. In this chapter, we will elaborate on the theory established by the
above three authors.

5.1 Singular Convolution Integrals on Infinite Lipschitz
Surfaces

Let � denote a Lipschitz surface consisting of the points x = x + g(x)eL ∈ R
n+1,

where x ∈ R
n , and g is a real-valued Lipschitz function satisfying

‖∇g‖∞ = sup
x∈Rn

( n∑
j=1

∣∣∣ ∂g

∂x j

∣∣∣
2)1/2

� tanω < ∞,

where 0 � ω < π/2.
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The unit normal n(x) ∈ R
n+1
+ is defined at almost all x ∈ �. Take N to be the

compact set of unit vectors in Rn+1
+ which is starlike about eL , μN � ω and contains

n(x) for almost all x ∈ �.
Let χ be a finite-dimensional left module on C(M). If 1 � p < ∞, then L p(�)

is the space of the equivalent classes of functions u : � → χ is measurable with
respect to

dSx =
√
1 + |∇g(x)|2dx

and

‖u‖p =
( ∫

�

|u(x)|pdSx
)1/p

< +∞.

In the rest of this section, fix �, N and χ . Assume that 1 < p < ∞. As usual,
L(L p(�)) denotes the Banach algebra of bounded linear operators on L p(�). The
following theorems are generalizations of the main results of [2].

Theorem 5.1.1 Let 1 < p < ∞.

(i) If � ∈ K+
N or K−

N , then there exists T� ∈ L(L p(�)) defined by

(T�u)(x) = lim
δ→0+

∫

�

�(x ± δeL − y)n(y)u(y)dSy

= lim
ε→

( ∫

|x−y|�ε,y∈�

�(x − y)n(y)u(y)dSy + �(εn(x))u(x)

)

for all u ∈ L p(�) and almost all x ∈ �. Moreover, if � ∈ K (C±
Nμ

) for all 0 <

μ � π/2 − ω, then there exists a constant Cω,μ,p depending only on ω, μ and
p such that

‖T�u‖p � Cω,μ,p‖�‖K (C+
Nμ

)‖u‖p.

(ii) If (�,�) ∈ KN , for all u ∈ L p(�) and almost all x ∈ �, there exists T(�,�) ∈
L(L p(�)) defined as

(T(�,�)u)(x) = lim
ε→0

( ∫

|x−y|�ε,y∈�

�(x − y)n(y)u(y)dSy + �(εn(x))u(x)

)
.

Moreover, if (�,�) ∈ K (SNμ
) for 0 < μ � π/2 − ω, then there exists some

constant Cω,μ,p depending only on ω, μ and p such that

‖T(�,�)u‖p � Cω,μ,p‖(�,�)‖K (SNμ )‖u‖p.

For �+ and �−,
T(�,�) = T�+ + T�− .

Note that (ii) can be deduced from (i) and Theorem3.2.1 immediately.
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We point out that the spaces K+
N , K

−
N and KN are not convolution algebras, while

the subspaces M+
N , M

−
N and MN are convolution algebras.

Theorem 5.1.2 The mapping from � ∈ M±
N to T� ∈ L(L p(�)) and the mapping

from (�,�) ∈ MN to T(�,�) ∈ L(L p(�)) are algebra homomorphisms.

Let

E(x) = x

σn|x |n+1
, x �= 0.

Then the function E belongs to M+
N and M−

N . When we consider the function E in
M+

N , we denote by E+ the function E . When we consider E in M−
N , we write E as

E−. In addition,
(2E, 0) = (E+, 1/2) + (E−, 1/2) ∈ MN .

The corresponding bounded linear operator on L p(�) is

C� = T(2E,0), P+ = TE+ and P− = −TE− .

By Theorem5.1.1, we know that for all u ∈ L p(�) and almost all x ∈ �, these
operators are defined as

(P±u)(x) = ± lim
δ→0+

∫

�

E(x ± δeL − y)n(y)u(y)dSy

and

(C�u)(x) = 2 lim
ε→0

∫

|x−y|�ε,y∈�

E(x − y)n(y)u(y)dSy .

The starting point of this section is the boundedness of the operator C� . By
Theorems5.1.1 and 5.1.2, we can deduce the following properties.

Theorem 5.1.3 Let �± ∈ M±
N . Cauchy integral operators P+, P− and C� are

bounded linear operators on L p(�) and satisfy the following identity.

(1) P+ + P− = I , P+ − P− = C� (Plemelj’s formula).

(2) P+T�+ = T�+ P+ = T�+ , P−T�+ = T�+ P− = 0,

P−T�− = T�− P− = T�− , P+T�− = T�− P+ = 0.

(3) P2+ = P+, P2− = P−, P+P− = P−P+ = 0, C2
� = I ;

(4) T�+T�− = T�−T�+ = 0.

DefiningHardy spaces L p,±(�) as the images of the projections P±, there follows

L p(�) = L p,+(�) ⊕ L p,−(�).
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The operator T�+ maps L p(�) to L p,+(�) and is zero on L p,−(�), while the operator
T�− maps L p(�) to L p,−(�) and is identity with 0 on L p,+(�). Hence we can define
T�± ∈ L(L p,±(�)) such that

T(�,�) = T�+ ⊕ T�− ,

where (�,�) is related to �+ and �− as in Theorem3.2.1.
At the end of Sect. 3.3, we used the Fourier theory to prove (2E j , 0) ∈ KN , where

E j (x) = − x j

(σn|x |n+1)
, x ∈ R

n \ {0}, j = 1, 2, . . . , n.

Then the operators R j,� = T2E j , j = 1, 2, . . . , n, are bounded on L p(�). These
operators can be regarded as Riesz transforms on �. The L p-boundedness of the
operators R j,� is one of themotivations to establish the Fourier theory on�. Because
R j,� is not merely the j th component of C� , the boundedness of these operators
is not a direct consequence of the boundedness of the Cauchy integral operator
C� := ∑

e j R j,� .

Theorem 5.1.4 The Riesz transforms R j,� are bounded linear operators on L p(�)

which satisfy

R j,�Rk,� = Rk,�R j,�,
∑

e j R j,� = C� and
∑

(R j,�)2 = −I.

The following results are corollaries of Theorems5.1.1 and 5.1.2. When � ∈ K+
N

and δ > 0, �δ ∈ K+
N is defined as �δ(x) = �(x + δeL). In particular, Eδ ∈ M+

N ,
where

Eδ(x) = E+δ(x) = E+(x + δeL).

If p is a polynomial of m variables with values in C(M), then p(−i D)Eδ ∈ K+
N ,

where

p(−i D)Eδ(x) = p(−i
∂

∂x1
, −i

∂

∂x2
, · · · ,−i

∂

∂xn
)E+(x + δeL).

Theorem 5.1.5 Let α > 0 and δ > 0.

(i) If � ∈ K+
N , then � ∗ Eδ = �δ ∈ K+

N , and T�TEδ
= T�δ

.

(ii) If � ∈ M+
N , then Eδ ∗ � = �δ ∈ M+

N , and TEδ
T� = T�δ

.

(iii) Eα ∗ Eδ = Eα+δ ∈ M+
N , and TEα

TEδ
= TEα+δ

.

Assume that p and q are two polynomials, where p satisfies p(ξ)ξeL = ξeL p(ξ).
Then p(−i D)Eδ ∈ M+

N and

(iv) Eα ∗ p(−i D)Eδ = p(−i D)Eα+δ ∈ M+
N and
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TEα
Tp(−i D)Eδ

= Tp(−i D)Eα+δ
.

(v) q(−i D)Eα ∗ p(−i D)Eδ = (qp)(−i D)Eα+δ ∈ K+
N , and

Tq(−i D)Eα
Tp(−i D)Eδ

= T(qp)(−i D)Eα+δ
.

Let �+ be an open subset of Rn+1 above �, that is,

�+ =
{
X ∈ R

n+1 : X = x + δeL , x ∈ �, δ > 0
}
.

For u ∈ L p(�), let C+
�u be the left monogenic function on �+ defined by

(C+
�u)(X) =

∫

�

E(X − y)n(y)u(y)dSy, X ∈ �+.

Then for almost all x ∈ �, when δ → 0+,

(C+
�u)(x + δeL) = TEδ

u(x) → P+u(x).

The limit exists in the sense of L p (see [2]). In other words, as δ → 0+,

‖TEδ
u − P+u‖p → 0.

Although the limit need not always exist as X approaches �, we can differentiate
(C+

�u)(X) before taking the limit. Generally, given any polynomial p of n variables
with values in C(M). Although the limit may not exist as X approaches �, we can
construct

p(−i D)(C+
�u)(X) = p

(
− i

∂

∂X1
, −i

∂

∂X2
, · · · ,−i

∂

∂Xn

)
(C+

�)(X).

If the limit exists in L p(�), we define p(−i D�)u(x) as the limit of

p(−i D)(C+
�u)(x + δeL) = Tp(−i D)Eδ

u(x)

as δ → 0+.
Precisely, define p(−i D�) as the linear transformation from D+(p(−i D�)) ⊂

L p,+(�) to L p(�):

D+(p(−i D�)) =
{
u ∈ L p,+(�) : Tp(−i D)Eδ

u → w ∈ L p(�)
}

and p(−i D�)u = w.
If for some v ∈ L p,+(�), u = Tkδ

v, then u is the restriction of the left monogenic
function U to �, where
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U (X) = (C+
�v)(X + αeL), X + αeL ∈ �+.

Such a function u belongs toD+(p(−i D�)) and

p(−i D�)u = (p(−i D)U ) |� .

Specially, we consider the functions

qk(x) = iξk, k = 1, 2, . . . , n

and

q(ξ) = iξeL =
n∑

k=1

iξkekeL .

By use of these functions, we define the operators Dk,� = qk(−i D�) and D�eL =
q(−i D�) such that for the function u mentioned above,

D�eLu = (DeLU ) |�
and

Dk,�u = ∂U

∂Xk
, k = 1, 2, . . . , n.

When � has a parametric representation: x = s + g(s)eL , these functions can be
represented as the parameter s. We obtain that for all functions u such that u = TEα

v,

Dk,�u(s + g(s)eL) =
( ∂

∂sk
+ ∂g

∂sk
(eL − Dg)−1Ds

)
u(s + g(s)eL);

and

D�eLu(s + g(s)eL) =
m∑

k=1

ekeL Dk,�u(s + g(s)eL)

= (eL − Dg)−1Dsu(s + g(s)eL),

where v ∈ L p,+(�). In the following theorem, we will see that this representation of
D� is valid for any function u in its domain. From the following theorem, we also
conclude that these operators are closed linear operators on L p,+(�). In the next two
sections,wewill study how to represent the convolution operators inTheorem5.1.1 as
bounded holomorphic functions of (Dk,�) and D� .We still assume that 1 < p < ∞.

Theorem 5.1.6 Let p be a polynomial of n variables with values in C(M). Then
p(−i D�) is a linear transformation from L p,+(�) to L p(�), where its domain
D+(p(−i D�)) is dense in L p,+(�).
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If p(ξ)ξeL = ξeL p(ξ), then p(−i D�)u ∈ L p,+(�) for all u ∈ D+(p(−i D�)),

and actually p(−i D�) is a closed linear operator on L p,+(�).
Suppose that p and q are two polynomials such that p satisfies p(ξ)ξeL =

ξeL p(ξ). Let u ∈ D+(p(−i D�)). Then p(−i D�)u ∈ D+(q(−i D�)) if and only
if u ∈ D+((qp)(−i D�)). In this case,

q(−i D�)p(−i D�)u = (qp)(−i D�)u.

Proof Because any function u ∈ L p,+(�) is the limit of TEα
u ∈ D+(p(−i D�)) as

α → 0, the domain D+(p(−i D�)) is dense in L p,+(�).
Assume that

p(ξ)ξeL = ξeL p(ξ).

Let u ∈ D+(p(−i D�)). InTheorem5.1.5,we can see thatwhen δ > 0, p(−i D)Eδ ∈
M+

N . When α > 0,
TEα

Tp(−i D)Eδ
= Tp(−i D)Eα+δ

u.

Letting δ → 0 and α → 0, we get

TEα
p(−i D�)u = Tp(−i D)Eα

u

and
p(−i D�)u = P+ p(−i D�)u ∈ L p,+(�),

respectively. To prove p(−i D�) is closed in L p,+(�), choose the sequence {vm} in
D+(p(−i D�)) such that vm → v ∈ L p,+(�) and p(−i D)vm → w ∈ L p,+(�). We
need to prove v ∈ D+(p(−i D�)) and p(−i D�)v = w. For any α > 0,

TEα
p(−i D�)vm → Tkα

w

and
TEα

p(−i D�)vm = Tp(−i D)Eα
vm → Tp(−i D)Eα

v

such that Tp(−i D)Eα
v = Tkα

w. Hence

Tp(−i D)Eα
v = TEα

w → w as α → 0.

We obtain v ∈ D(p(−i D�)) and p(−i D�)v = w.
By Theorem5.1.5, we get

Tq(−i D)Eα
Tp(−i D)Eδ

= T(qp)(−i D)Eα+δ
u.

Hence, letting δ → 0, we can obtain

Tq(−i D)Eα
p(−i D�)u = T(qp)(−i D�)Eα

u.
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Letting α → 0, we can see that p(−i D�)u ∈ D+(q(−i D�)) if and only if u ∈
D+((qp)(−i D�)). In this case,

q(−i D�)p(−i D�)u = (qp)(−i D�)u. �

Similarly, we can define the linear transformation p(−i D�) from the domain
D−(p(−i D�)) ⊂ L p,−(�) to L p(�).

At last, we define the linear operator p(−i D�) on L p(�) as

p(−i D�)u = p(−i D�)P+u + p(−i D�)P−u

with the dense domain

D(p(−i D�)) = D+(p(−i D�)) ⊕ D−(p(−i D�))

⊂ L p,+(�) ⊕ L p,−(�) = L p(�).

Theorem 5.1.7 If L p,+(�) is replaced by L p(�) and D+(p(−i D�)) is replaced
byD(p(−i D�)), Theorem5.1.6 still holds.

Assume that U is a left monogenic function on the strip � + (−t, t)eL . The
function uα defined by

uα(x) = U (x + αeL), x ∈ �, α ∈ (−t, t),

is uniformly bounded on L p(�). Let u = u0 = U |� . Then by the remark following
the definition of p(−i D�) in L p,+(�), P+u = Tkα

P+u−α and the similar result for
P−u, we can conclude that for any polynomial p,

p(−i D�) = (p(−i D)U ) |� .

Specially, for such a left monogenic function U , when u = U |� ,

D�eLu = (DeLU ) |� and Dk,�u = ∂U

∂Xk
|�, k = 1, 2, . . . , n.

5.2 H∞-Functional Calculus of Functions of n Variables

Let (�,�) ∈ K (SNμ
). We can regard b = F (�,�)eL as the Fourier multiplier cor-

responding to the bounded linear operator T(�,�). We also regard the mapping from
b ∈ HN to T(�,�) ∈ L(L p(�)) as the bounded H∞-functional calculus of

−i D� =
n∑

k=1

= iek Dk,�.
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Write
T(�,�) = b(−i D�) = b(−i D1,�, −i D2,�, · · · ,−i Dn,�).

We introduce an algebraPN which is larger than HN .PN consists of all functions
b from R

n \ {0} to C(M) such that b+ = bχ+ can be extended holomorphically to
Nμ(Cn). For s and c � 0, this extension satisfies

|b±(ζ )| � c(1 + |ζ |s).

For such a b ∈ PN , the functions b+δ and b−δ belong to H+
N and H−

N , respectively,
where b+δ(ζ ) = b+(ζ )e−δ|ζ |C and b−δ(ζ ) = b−(ζ )e−δ|ζ |C for δ > 0. Hence

�±δ = G±(b±δeL) ∈ K+
N .

Define b(−i D�) to be the linear operator with the domain

D(b(−i D�)) =
{
u ∈ L p(�) : T�±δ

→ w± ∈ L p(�) as δ → 0
}

in L p(�) by
b(−i D�)u = w+ + w−.

From the following theorem, we know that the above definition is meaningful.

Theorem 5.2.1 Assume that 1 < p < ∞. Let b ∈ PN .

(i) If b ∈ HN , then b(−i D�) = T(�,�) ∈ L(L p(�)), where (�,�)eL = G(b).
Specially,

1(−i D�) = I, χ±(−i D�) = P±,

(r j eL)(−i D�) = R j,�,

r(−i D�) = C� =
∑

e j R j,�,

where r(ξ) = iξ |ξ |−1eL .

(ii) If b+ = bχ+ ∈ H+∞(Nμ(Cn)) and b− = bχ− ∈ H−∞(Nμ(Cn)) for 0 < μ �
π/2 − ω, then the following inequality

‖b(−i D�)u‖p � Cω,μ,p(‖b+‖∞ + ‖b−‖∞)‖u‖p

holds for the constant Cω,μ,p depending only on ω,μ, p ( and the dimension
n).

(iii) If b is a polynomial of n variables, then the definition of the domain of b(−i D�)

coincides with that given in Sect.5.1.
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(iv) The domain of b(−i D�), D(b(−i D�)), is dense in L p(�).

(v) If b(ξ)ξeL = ξeLb(ξ) for all ξ ∈ R
n \ {0}, then b(−i D�) is a closed linear

operator in L p(�).

(vi) If u ∈ D(b(−i D�)), f ∈PN and c∈C(M), then u∈D( f (−i D�)) if and only if
u∈D((cb+ f )(−i D�))and cb(−i D�)u + f (−i D�)u = (cb + f )(−i D�)u.

(vii) If for all ξ ∈ R
n \ {0}, b(ξ)ξeL = ξeLb(ξ), u ∈ D(b(−i D�)) and f ∈ PN ,

then b(−i D�)u ∈ D( f (−i D�)) if and only if u ∈ D(( f b)(−i D�)), and

f (−i D�)b(−i D�)u = ( f b)(−i D�)u.

Proof For b ∈ HN , let b+ = bχ+ and �+ = G+(b+eL). We have

�+δ(x) = G+(b+δeL)(x) = �+(x + δeL).

Hence, for all u ∈ L p(�), T�+δ
u → T�+u in L

p(�) as δ → 0. So u ∈ D(b(−i D�))

and
b(−i D�)u = T�+u = T�+u + T�−u = T(�,�).

The estimates in (ii) can be deduced from (iii) of Theorem3.3.1 and (ii) of
Theorem5.1.1.

To prove (iii), we use the equality

F±(p(−i D�)k±δ)eL = p±δ,

which is deduced from (vi) of Theorem3.3.1. The rest of the proof is similar to that
of Theorem5.1.6. �

Now we give some applications. We consider the following boundary values
problem of the harmonic functions.

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

�U (X) =
n∑

k=1

∂2U

∂X2
k

(X) + ∂2U

∂x2L
(X) = 0, X ∈ �+,

( n∑
k=1

βk
∂U

∂Xk
+ βL

∂U

∂xL

)∣∣∣
�

= w ∈ L p(�,C),

where βk, k = 1, 2, . . . , n, βL ∈ C and 2 � p < ∞.
For the special cases βL = 1 and βk = 0, k = 1, 2, . . . , n, the solution of this

problem is

U (X) = U (X + XLeL) = −
∫ ∞

XL

(C+
�0
v)(X + teL)dt,
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where v = (P+0)
−1w ∈ L p(�). Here C+

�0
denotes the scalar part of Cauchy integral

C+
� :

(C+
�0
v)(X) =

∫

�

〈k(X − y), n(y)〉v(y)dSy, X ∈ �+,

that is, the double-layer potential operator on �, and P+0 = 1
2 (I + C�0), where

C�0 is the singular double-layer potential operator on �. The invertibility of P+0 in
L p(�,C) was proved by Verchota [3].

For the general case that βk and βL are complex numbers, we assume that for
some κ > 0,

|〈β, n + i t〉| � κ for n ∈ N and t ∈ R
n+1 such that |t | = 1 and 〈n, t〉 = 0, (5.1)

where β = ∑
βkek + βLeL . (This is the weakest condition on β under which we can

expect to solve the boundary values problem, because if � is smooth in a neighbor-
hood of a point x ∈ �, then the covering condition of Agmon, Douglis, Nirenberg
for this problem is that there does not exist a unit tangent vector t to� at x satisfying

〈β, n(x) + i t〉 = 0,

where n(x) is the unit normal to � at x .)
We can deduce from (5.1) that for all ζ ∈ N (Cm),

|〈β, |ζ |CeL − iζ 〉| � κ||ζ |C|. (5.2)

There exists a holomorphic function b defined by

b(ζ ) = |ζ |C
〈β, |ζ |CeL − iζ 〉

which is bounded by κ−1 on N (Cn). In fact, for some sufficiently small μ, this
function is bounded by 2κ−1 on Nμ(Cn) . In order to deduce (5.1) from (5.2), we
take ζ ∈ N (Cn): there exist n ∈ N and c > 0 such that η + Re(|ζ |C)eL = cn. By
(5.1) and the choice of n and t = c−1(−ξ + Im(|ζ |C)eL), we can obtain the desired
result.

Hence b(−i D�) is a bounded linear operator on L p(�,C(M)). Notice the equality

( n∑
k=1

βkζk − βLζeL
)
b(ζ )χ+(ζ ) = −ζeLχ+(ζ ).

We can prove directly that the solution of the boundary values problem is

U (X) = U (X + XLeL) = −
∫ ∞

XL

(C+
�b(−i D�)v)0(X + teL)dt,
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where X ∈ �+ and v = (P+0)
−1w ∈ L p(�,C).

Moreover, if x ∈ � and δ > 0,

(C+
�b(−i D�)v)0(x + δeL) = (T�δ

v)0(x)

where � = G+(bχ+eL) ∈ M+
N . All integrals can be represented as

(C+
�b(−i D�)v)0(X) =

∫

�

〈�(X − y), n(y)〉v(y)dSy,

where X ∈ �+.
We point out that the Fourier theory established in Sect. 3.3 has been used to prove

the assumption (5.1) implies� ∈ M+
N , and that T� ∈ L(L p(�,C(M))). Nowwe give

a covering lemma. Especially, this lemma can be used to prove that other reasonable
definitions of b(−iD�) could also lead to the same operator as ours. We still assume
that 1 < p < ∞.

Lemma 5.2.1 (Covering lemma) Suppose that 0 < μ � π/2 − ω. Let

b(α) = b(α)+ + b(α)−,

where b(α)+ is a uniformly bounded net of functions in H+∞(Nμ(Cn))which converges
to a function b+ ∈ H+∞(Nμ(Cn)) uniformly on each set with the form

{
ζ ∈ Nμ(Cn) : 0 < δ � |ζ | � � < ∞

}
,

and b(α)− is a uniformly bounded net of functions in H−
N (Nμ(Cn)) which converges

to b− ∈ H−∞(Nμ(Cn)) in a similar way. Let b = b+ + b−. Then for any u ∈ L p(�),
b(α)(−i D�)u converges to b(−i D�)u. Hence

‖b(−i D�)‖ � sup
α

‖b(α)(−i D�)‖.

Proof In fact, by the definition, we can directly deduce that

�(α)± = G±(b(α)±eL)

converges to �± = G±(b±eL). Hence we obtain that for every u ∈ L p(�),

b(α)(−i D�)u = T�(α)+u + T�(α)−u

converges to
T�+u + T�−u = b(−i D�)u.

�
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The following is an easy corollary. We state it for functions defined on sets of the
form S0μ(Cn), rather than on the general sets Nμ(Cn) and Nμ(Cn).

Theorem 5.2.2 Let b beaholomorphic functionwhich satisfies |b(ζ )| � c(1 + |ζ |d)
on S0μ(Cn) for some μ ∈ (ω, π/2), d and c � 0. Assume that

(i) for all ξ ∈ R
n, b(ξ)ξeL = ξeLb(ξ);

(ii) for all ζ ∈ S0μ(Cn), b(ζ ) has an inverse b(ζ )−1 ∈ C(M);
(iii) there exists s � 0 such that

|b(ζ )−1| � c(|ζ |s + |ζ |−s), ζ ∈ S0μ(Cn).

Then the operator b(−i D�) is one-one and has dense range R(b(−i D�)) in
L p(�).

Proof Define the sequence {Fm} as

Fm(λ) = (mλ)s(i + mλ)−s(χRe>0(λ)e−λ/m + χRe<0(λ)eλ/m),

where λ ∈ S0μ(C),m = 1, 2, . . .. Then the sequence {Fm} is uniformly bounded and
converges to 1 on any set of the form

{
λ ∈ S0μ(C) : 0 < δ � |λ| � � < ∞

}
.

For any n, define { fm} ⊂ H∞(S0μ(Cn)) as

fm(ζ ) = Fm(|ζ |C)χ+(ζ ) + Fm(−|ζ |C)χ−(ζ ).

Then the sequence { fm} is uniformly bounded and uniformly converges to 1 on every
set of the form {

ζ ∈ S0μ(Cn) : 0 < δ � |ζ | � � < ∞
}
.

Let
gm = fmb

−1 ∈ H∞(S0μ(Cn))

and
hm = b−1 fm ∈ H∞(S0μ(Cn)).

such that fm = gmb = bhm .
Assume that u ∈ D(b(−i D�)) and b(−i D�)u = 0. By (vii) of Theorem5.2.1,

we know
f(n)(−i D�)u = g(n)(−i D�)b(−i D�)u = 0.

By Lemma5.2.1, fm(−i D�)u converges to u. So, u = 0. We obtain that b(−i D�)

is a one-one operator.
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Let w ∈ L p(�). Then

fm(−i D�)w = b(−i D�)hm(−i D�)w ∈ R(b(−i D�))

and
lim
n→∞ fm(−i D�)w = w.

We obtain that R(b(−i D�)) is dense in L p(�). �

5.3 H∞-Functional Calculus of Functions of One Variable

We turn our attention to functions b as holomorphic functions of one complex vari-
able. For any holomorphic function B defined on S0μ(C), where ω < μ � π/2, there
exists a function b defined on S0μ(Cn)

b(ζ ) = B(iζeL) = B(|ζ |C)χ+(ζ ) + B(−|ζ |C)χ−(ζ ).

When b(−i D�) itself is defined, we can naturally define the operator B(D�eL) as
B(D�eL) = b(−i D�).

It follows from Theorems3.1.4 and 5.2.1 that the mapping B → B(D�eL) from
H∞(S0μ(C)) to L(L p(�)) is a bounded algebra homomorphism.

We point out that the usually used condition b(ζ )ζeL = ζeLb(ζ ) is satisfied by
the functions b of the form b(ζ ) = B(iζeL).

Let Hω be the linear space consisting of the following functions B on R \ {0}:
for some μ > ω, the function B can be extended to B ∈ H∞(S0μ(C)). Let Pω be the
linear space consisting of the following functions B on R \ {0}: for some μ > ω,
these functions B can be extended holomorphically to S0μ(C) and on S0μ(C),

|B(ζ )| � c(1 + |ζ |s).

for some s and c � 0.

Theorem 5.3.1 Assume that 1 < p < ∞. Let B ∈ Pω.

(i) The operator B(D�eL) is a closed linear operator in L p(�) and its domain
D�(B(DeL)) is dense in L p(�).

(ii) If B ∈ Hω, then
B(D�eL) = T(�,�) ∈ L(L p(�)),

where F (�,�)eL = b and b(ξ) = B(iξeL). Specially,
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⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

1(D�eL) = I,

χRe>0(D�eL) = P+,

χRe<0(D�eL) = P−,

sgn(D�eL) = C�.

(iii) If B ∈ H∞(S0μ(C)) andω < μ < π/2, there exists a constantCω,μ,p depending
only on ω,μ, p and the dimension n such that

‖B(D�eL)u‖p � Cω,μ,p‖B‖∞‖u‖p, u ∈ L p(�).

(iv) If u ∈ D(B(D�eL)), F ∈ Pω and c ∈ C, then u ∈ D(F(D�eL)) if and only if
u ∈ D((cB + F)(D�eL)), in which case,

cB(D�eL)u + F(D�eL)u = (cB + F)(D�eL)u.

(v) If u ∈ D(B(D�eL)) and F ∈ Pω, then B(D�eL)u ∈ D(F(D�eL)) if and only
if u ∈ D((FB)(D�eL)), in which case,

F(D�eL)B(D�eL)u = (FB)(D�eL)u.

(vi) The complex spectrum σ(B(D�eL)) is a subset of

⋂ {
(B(S0μ(C))cl : μ > ω

}
.

In fact, for all u ∈ L p(�),

‖(B(D�eL) − α I )−1u‖p � Cω,μ,p
‖u‖p

dist{α, B(S0μ(C))} .

(vii) Assume that there exist μ ∈ (ω, π/2), s � 0 and c > 0 such that

|B(λ)| � c|λ|s(1 + |λ|2s)−1, λ ∈ S0μ(C).

Then the operator B(D�eL) is one-one and has a dense range R(B(D�eL))
in L p(�).

Proof The first five parts are immediate corollaries of Theorem5.2.1. To prove (vi),
let α be a complex number such that for some μ > ω,

d = dist
{
α, B(S0μ(C))

}
> 0.
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Then
F = (B − α)−1 ∈ H∞(S0μ(C))

and ‖F‖∞ � d−1. Hence, by (ii) and (iii), for all u ∈ L p(�),

F(D�eL) ∈ L(L p(�))

and
‖F(D�eL)u‖p � Cω,μ,pd

−1‖u‖p.

Then by (iv) and (v), for all u ∈ L p(�),

(B(D�eL) − α I )F(D�eL)u = u

and for all u ∈ D(B(D�eL)),

F(D�eL)(B(D�eL) − α I )u = u.

Therefore
(B(D�eL) − α I )−1 = F(D�eL).

This proves (vi).
(vii) is a corollary of Theorem5.2.2. �

The closed linear operator D�eL on L p(�) is defined by D�eL = B(D�eL) for
B(λ) = λ. It follows from (vi) of Theorem5.3.1 that the spectrum σ(D�eL) is a
subset of the set

Sω(C) = Sω+(C) ∪ Sω−(C),

where
Sω±(C) =

{
λ ∈ C : λ = 0 or | arg(±λ)| � ω

}
.

Moreover, for all μ > ω, there exists cω,μ,p such that for all α /∈ Sμ(C) and all
u ∈ L p(�),

‖(D�eL − α)−1u‖p � cω,μ,p|α|−1‖u‖p.

In other words, D�eL is a typeω operator on L p(�). In fact, we can deduce from (vii)
that D�eL is a one-one type ω operator on L p(�) and has dense domainD(D�eL)
and dense range R(D�eL) in L p(�).

We can see that the restriction of D�eL on L p,±(�) is a closed linear operator on
L p,±(�) with spectra in Sω±(C). In fact, ∓D�eL are the infinitesimal generators of
the holomorphic C0-semigroup u �→ Tk±α

u, α > 0, in L p,±(�).
The next theorem indicates that the resolvents and polynomials of D�eL are equal

to their counterparts B(D�eL). Hence we can regard the mapping B �→ B(D�eL)
reasonably as the functional calculus of the single operator D�eL . The mapping
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defined in Sect. 5.2:

b �→ b(−i D�) = b(−i D1,σ ,−i D2,�, . . . ,−i Dn,�)

can be regarded as the functional calculus of the m commuting operators −i Dk,� ,
k = 1, 2, . . . , n. For L = 0, D�eL is the operator considered byMurry andMcIntosh
[4, 5].

Theorem 5.3.2 Assume that 1 < p < ∞.

(i) If α /∈ Sω(C), define Rα(λ) = (λ − α)−1, where Rα(iζeL) = (iζeL − α)−1.
Then

Rα(D�eL) = (D�eL − α I )−1 ∈ L(L p(�)).

(ii) For a positive integer k, define Sk(λ) = λk such that Sk(iζeL) = (iζeL)k .
ThenD(Sk(D�eL)) = D((DeL)k) and for all u ∈ D((D�eL)

k), Sk(D�eL)u =
(D�eL)

ku.

(iii) Given a polynomial of one variable with complex values P(λ) =
d∑

k=0
akλk and

ad �= 0. Define

P(D�eL)u =
∑

ak(D�eL)
ku, u ∈ D(P(D�eL)) = D((D�eL)

d).

ThenD(P(D�eL)) = D((D�eL)
d), and for all u ∈ D(D�eL), P(D�eL)u =

(D�eL)
du.

(iv) If � has a parametric representation: x = s + g(s)eL , s ∈ R
n, then

D(DeL ) = W 1
p(�) =

{
u ∈ L p(�) : ∂

∂s j
u(s + g()eL ) ∈ L p(Rn , ds), j = 1, 2, . . . , n

}

and

(D�eLu)(s + g(s)eL) = (eL − Dg)−1Dsu(s + g(s)eL), u ∈ W 1
p(�).

Proof The proofs of (i)–(iii) require repeated use of parts (iv) and (v) of Theo-
rem5.3.1 (see the proof of (vi) of Theorem5.3.1).

To prove (iv), let A� be a closed linear operator with domain W 1
p(�) in L p(�).

For all u ∈ W 1
p(�), define A� by

(A�u)(s + g(s)eL) = (eL − Dg)−1Dsu(s + g(s)eL),

and A� − i I is one-one, see [5]. In fact, we can see that A� is a type ω operator.
For fixed u ∈ D(D�eL), write u = u+ + u−, where u± = P±u. For δ > 0,

let u+δ = Tk+δu+. In Sect. 5.1, we see that for u+δ ∈ D(D�eL), u+δ → u+ and
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D�eLu+δ → D�eLu+ as δ → 0. In addition, u+δ ∈ W 1
p(�). In Sect. 5.1, we have

known that D�eLu+δ = A�u+δ . The fact that the operator A� is closed indicates
that u+ ∈ D(A�) and D�eLu+ = A�u+. In a similar way, we can deal with u− and
find that u ∈ D(A�) and D�eLu = A�u. By the facts that (A� − i I ) is one-one
and (D�eL − i I ) maps onto L p(�), we conclude thatD(A�) can be no larger than
D(D�eL). This completes the proof. �

For B ∈ Hω, and indeed for B ∈ Pω, the operator B(D�eL) coincides with the
one obtained using the holomorphic functional calculus in [6–9]. This is derived from
Theorem5.3.2, Lemma5.2.1 in Sect. 5.2 and the convergence lemma of this operator.
We omit the details and give the following result: the boundedness of the algebra
homomorphism B �→ B(D�eL) is equivalent to the following fact: D� satisfies the
square function estimate in L p(�).

For p = 2, a special consequence is the square function estimate:

‖u‖2 � C
( ∫ ∞

0
‖�+(t D�eL)u‖2 dt

t

)1/2
, u ∈ L2,+(�),

where �+(λ) = χRe>0(λ)λeλ. In other words, let U = C+
�u denote the left mono-

genic extension of u to �+. Then we have

‖u‖2 � C
( ∫∫

�+

|(DU )(X)|2dist{X, �}dX
)1/2

� C
( ∫∫

�+

( m∑
k=1

∣∣∣ ∂U

∂Xk
(X)

∣∣∣
2 +

∣∣∣ ∂U

∂XL
(X)

∣∣∣
2)
dist{X, �}dX

)1/2
,

where u ∈ L2,+(�). We refer to [2, Theorem4.1] for the details.
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Chapter 6
Bounded Holomorphic Fourier
Multipliers on Closed Lipschitz Surfaces

On the infinite Lipschitz graph, the theory of singular integrals has been established
in [1–6]. In [7, 8], the authors discussed the singular integrals and Fourier multipliers
for the case of starlike Lipschitz curves on the complex plane. The cases of n−tours
and their Lipschitz disturbance are studied in [9, 10]. In 1998 and 2001, by a general-
ization of Fueter’s theorem, T. Qian established the theory of bounded holomorphic
Fourier multipliers and the relation with singular integrals on Lipschitz surfaces
in the setting of quaternionic space and Clifford algebras with general dimension,
respectively. Fueter’s theorem and its generalizations seem to be the unique method
to deal with singular integral operator algebras in the sphere contexts. In this chapter,
we systematically elucidate the results obtained by Qian [11–13]. Denote by Rn

1 and
R

n the linear subspaces of R(n) spanned by {e0, e1, . . . , en} and by {e1, e2, . . . , en},
respectively.

6.1 Monomial Functions in R
n
1

The concept of intrinsic functions naturally fits to the theory. A set in the complex
planeC is called intrinsic if it is symmetric with respect to the real axis. For a function
f 0, if the domain of f 0 is an intrinsic set and f 0(z) = f 0(z) in the domain, then we
call this function an intrinsic function. For a set in R

n
1, if it does not change under

the rotations in R
n
1 which keep the e0−axis unchanged, then the set is said to be an

intrinsic set in R
n
1. If O is a set in the complex plane, then

O =
{
x ∈ R

n
1 : (x0, |x | ∈ O)

}

is called a set induced by O . It is obvious that an induced set is always an
intrinsic set in R

n
1. The functions of the form

∑
ck(z − ak)k , k ∈ Z, ak, ck ∈ R,

are intrinsic functions. If f 0 = u + iv, where u and v are real-valued, then f 0 is
an intrinsic function if and only if u(x,−y) = u(x, y) and v(x,−y) = −v(x, y) in

© Springer Nature Singapore Pte Ltd. and Science Press 2019
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the domain of f 0. Specially, v(x, 0) = 0, that is, f 0 is real-valued if its domain is
restricted on the real line.

If f 0(z) = u(x, y) + iv(x, y) is an intrinsic function defined on an intrinsic

set U ⊂ C, we can induce a function
−→
f 0 defined on the intrinsic set

−→
U from f 0

as follows. −→
f 0(x) = u(x0, |x |) + x

|x |v(x0, |x |), x ∈ −→
U .

The function
−→
f 0 is called the induced function from f 0.

We first assume that f 0 is the function of the form zk , k ∈ Z, and denote by τ the
mapping

τ( f 0) = κ−1
n �(n−1)/2

−→
f 0,

where � = DD, D = D0 − D and κn = (2i)n−1�2((n + 1)/2) is the normalizing
constant such that τ((·)−1) = E .

The operator �(n−1)/2 is defined by the Fourier multiplier transform on tempered
distributions M : S′ → S′ with the corresponding multiplier m(ξ) = (2π i |ξ |)n−1.

The Fourier multiplier operator with respect to m is expressed as

M f = R(mF f ),

where

F f (ξ) =
∫

R
n
1

e2π i〈x, ξ〉 f (x)dx

and

Rh(x) =
∫

R
n
1

e−2π i〈ξ, x〉h(ξ)dξ.

The monomial functions in Rn
1 are defined to be

P (−k) = τ((·)−k), P (k−1) = I (P (−k)), k ∈ Z
+.

If it is necessary to emphasize the dimension n, we write the sequence P (k) defined
in Rn

1 as P
(k)
n . We have

Proposition 6.1.1 Let k ∈ Z
+. Then

(i) P (−1) = E;
(ii) P (−k)(x) = (−1)k−1

(k−1)! (∂/∂x0)k−1E(x);

(iii) P (−k) and P (k−1) are monogenic;
(iv) P (−k) is homogeneous of degree (−n + 1 − k) and P (k−1) is homogeneous of

degree (k − 1);
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(v)

cn P
(−k)
n−1 (x0 + x1e1 + · · · + xn−1en−1) =

∫ ∞

−∞
P (−k)
n (x)dxn,

where cn = ∫ ∞
−∞(1 + t2)−((n+1)/2)dt;

(vi) P (−k) = I (P (k−1));
(vii) If n is odd, then P (k−1) = τ((·)n+k+2).

Proof Using the Fourier transform result on rational homogeneous functions with
harmonic numerators (see [14]) and the relation

−→
(·)k(x) =

( x

|x |2
)

= (−1)k−1

(k − 1)!
( ∂

∂x0

)k−1( x

|x |2
)
,

we obtain

P (−k)(x) = τ((·)−k)(x) = κ−1
n

(−1)k−1

(k − 1)!
( ∂

∂x0

)k−1
M

( (·)
| · |2

)

= κ−1
n

(−1)k−1

(k − 1)!
( ∂

∂x0

)k−1R
(
γ1,n(2π i |ξ |)n−1 ξ

|ξ |1+n

)

= κ−1
n

(−1)k−1

(k − 1)!
( ∂

∂x0

)k−1
γ 2
1,n(2π i)

n−1 x

|x |1+n

= κ−1
n

(−1)k−1

(k − 1)! κn
( ∂

∂x0

)k−1
E(x),

where we have let κn = (2π i)n−1γ 2
1,n = (2i)n−1�2((n + 1)/2). This implies that for

all k ∈ Z
+, P (−k) is monogenic. The monogeneity of P (k−1) and the homogeneity

of P (−k) and P (k−1) can be deduced from the expression and the properties of the
Kelvin inversion. This proves (i)–(iv). By a direct computation, we can get

cn P
(−1)
n−1 (x0 + x1e1 + · · · + xn−1en−1) =

∫ ∞

−∞
P (−1)
n (x)dxn . (6.1)

Then (v) can be proved by (i), (ii) and the above equality (6.1). The assertion (vi)
follows from I 2 = I . �

Remark 6.1.1 It follows from the definition of themonomial function and the proper-
ties given in Proposition 6.1.1 that there exists a generalization of the Fueter theorem
in the setting of the quaternionic space. If f 0(z) = u(x, y) + iv(x, y) is defined
holomorphically on an open set O on the upper half complex plane, then the func-

tion �(
−→
f 0(q)) is regular with respect to q ∈ O , where � is the Laplace operator

with respect to the variables q0, q1, q2, q3. In 1957, Sce generalized this result to
the setting R

n
1 for the case of odd n. In around 1997, T. Qian extended Fueter’s

and Sce’s results to R
n
1, where n can be either odd or even integers. The assertions
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(iii) and (vii) of Proposition 6.1.1 are identical to Sce’s result for the functions zk ,
k ∈ Z. In particular, (vii) of Proposition 6.1.1 indicates that if n is odd, then P (k−1)

can be defined via either the operator τ or the Kelvin inversion.

By (ii) of Lemma 6.1.1, we can get

Proposition 6.1.2 For k ∈ Z
+, the monomial functions satisfy

|P (−k)(x)| � Cnk
n|x |−(n+k−1), |x | > 1, (6.2)

and
|P (k)(x)| � Cnk

n|x |k, |x | < 1. (6.3)

We have the following corollary.

Corollary 6.1.1

E(x − 1) = P (−1)(x) + P (−2)(x) + · · · + P (−k)(x) + · · · , |x | > 1, (6.4)

and

E(1 − x) = P (0)(x) + P (−1)(x) + · · · + P (k)(x) + · · · , |x | < 1. (6.5)

Proof The equality (6.4) can be obtained by the Taylor expansion of E(x − 1) and
(6.2). Then the equality (6.5) follows from (6.3) and the relation:

I (E(· − 1))(x) = E(x)E(x−1 − 1) = E(1 − x).

Notice that τ( 1
z−1 ) = E(x − 1). Applying the mapping τ term by term to the

series
1

z − 1
= 1

z
+ 1

z2
+ · · · 1

zk
+ · · · , |z| > 1,

we can obtain (6.4). The equality (6.5) can be deduced similarly from

1

1 − z
= 1 + z + z2 + · · · + zk + · · · , |z| < 1. �

The series of the form
∞∑

k=−∞
ck(z − a)k , ck, a ∈ C, is a Laurent series at a. If

ck = 0 for all k < 0, the series is a power series or a Taylor series. If ck = 0 for all
k � 0, then the series is called a principal series. For a, ck ∈ R, the series

⎧⎨
⎩

φ(x) =
∑

ck P
(k)(x − ae0),

f 0(z) =
∑

ck(z − a)k
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is said to be associated to each other and the relation is denoted by φ = ϒ f 0. This
notation is also valid for a pair of functions defined through the associated series.
We define the function f 0 = ∑

ck(z − a)k to be the holomorphic extension with
the largest connected domain from the function originally defined through the power
series in its convergence disk. We call this domain a holomorphic domain. The same
convention applies to the principal series. Adopting this convention, the series

∞∑
k=1

zk +
−1∑

k=−∞
−zk = −1 + 2

1 − z

defines a holomorphic function in C\{1}. If we replace holomorphic by monogenic,
this convention also applies to functions defined through

∑
ck P (k)(x − ae0). An

example is that
∞∑
k=1

P (k)(x) +
−1∑
−∞

−P (k)(x)

defines a function which is monogenic everywhere except x = 1. By (6.4) and (6.5),
we can see that the above function is 2E(1 − x) and

ϒ(−1 + 2

1 − z
) = 2E(1 − x).

For the non-intrinsic series, we have the following proposition.

Proposition 6.1.3 If the function f 0 is defined on an intrinsic set, then the functions

⎧
⎪⎨
⎪⎩
g0(z) = 1

2

(
f 0(z) + f 0(z)

)
,

h0(z) = 1

2i

(
f 0(z) − f 0(z)

)

are intrinsic functions defined on the same intrinsic set, and f 0 = g0 + ih0.

This proposition indicates extending ϒ by

ϒ( f 0) = ϒ(g0) + iϒ(h0).

The functions f 0 andϒ( f 0) are said to be associated with each other. In this manner,
we can see that for a ∈ R and ck ∈ C,

f 0(z) =
∞∑

−∞
ck(z − a)k = g0 + ih0,
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where g0(z) =
∞∑

−∞
Re(ck)(z − a)k and h0(z) =

∞∑
−∞

Im(ck)(z − a)k . We note that

∞∑
−∞

ck P (k)(x − ae0) is associated with f 0.

Below we give a corollary of Lemma 6.1.2.

Proposition 6.1.4 Let a ∈ R and ck ∈ C. If the series
±∞∑
k=±1

ck(z − a)k is absolutely

convergent in |(z − a)±1| < r , then the series
±∞∑
k=±1

ck P (k)(x − ae0) is absolutely

convergent in |(x − ae0)±1| < r .

By Lemma 6.1.4, the mapping τ can be extended to the Laurent series. Note

that if f 0 represents a principal series, then τ( f 0) = ϒ( f 0). If f 0 =
∞∑
k=0

ck(z − a)k

represents a power series and the dimension n is odd, then

τ
( ∞∑

k=0

ck(z − a)k
)

=
∞∑

k=−n−1

ck P
(k−n+1)(x − ae0)

exhibits a shift of coefficients. Since we always use the Kelvin inversion to reduce
power series to principal series, for the sake of convenience, we will use the corre-
spondence ϒ rather than τ .

In the following,we call the series of the form
∑

ck(z − a)k ,a, ck ∈ R, an intrinsic
series. If n is odd, there is a direct relation between the holomorphic domain of an
intrinsic series in the complex plane and the monogenic domain of its associated
series in R

n
1.

Proposition 6.1.5 Let
∑

ck(z − a)k be an intrinsic series whose holomorphic
domain is an open intrinsic set O. Then for n odd, in R

n
1 , the associated series∑

ck P (k)(x − ae0) can be monogenically extended to the intrinsic set
−→
O .

Proof Write n = 2m + 1.We first consider the case of the principal series. Let f 0 =
−1∑

k=−∞
ck(z − a)k be an intrinsic principal series with the convergence disc B(a, δ) ⊂

C. For x ∈ B(ae0, δ) ⊂ R
n
1, we have

ϒ( f 0)(x) =
−1∑
−∞

ck P
(k)(x − ae0)

= κn

−1∑
k=−∞

ck�
m

−−−−→
(· − a)k (x)

= κn�m
(−−−−−−−−−−−→−1∑
k=−∞

ck (· − a)k (x)
)

= κn�m (
−→
f 0),
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where the change of order of differentiation and summation is justified by Proposition
6.1.4. Because f 0 can be extended holomorphically to O , when n is odd, applying
Sce’s result on the pointwise monogeneity (see [15]), we can extend the function
ϒ( f 0) monogenically to

−→
O .

Now let f 0 be an intrinsic power series defined holomorphically in an open
intrinsic set O . Denote by I c the Kelvin inversion on the complex plane. We obtain
that I c( f 0) is an intrinsic principal series defined holomorphically in the intrinsic
set

O−1 = {z ∈ C : z−1 ∈ O}.

Then the assertion for power series follows from what is proved for principal series

together with the relations (I c)2 = I and
−→
O −1 = −−→

O−1.
The assertion for the Laurent series follows from what have been proved for the

principal series and the power series. This completes the proof. �

For ω ∈ (0, π/2), write

Scω,± =
{
z ∈ C : | arg(±z)| < ω

}
,

where the angle arg(z) of z takes values in (−π, π ], see Fig. 1.2. Let

Scω,±(π) =
{
z ∈ C : |Re(z)| < π, z ∈ Scω,±

}
,

Scω = Scω,+ ∪ Scω,−,

Scω(π) = Scω,+(π) ∪ Scω,−(π),

Wc
ω,±(π) =

{
z ∈ C : |Re(z)| < π and ± Im(z) > 0

}
∪ Scω(π),

Hc
ω,± =

{
z = exp(iη) ∈ C : η ∈ Wc

ω,±(π)
}
,

and
Hc

ω = Hc
ω,+ ∩ Hc

ω,−.

These sets are illustrated as follows (Figs. 6.1 and 6.2).

(1) The figures of the sets Scω,+ and Scω,− are as follows:
(2) The sets Wc

ω,+(π) and Wc
ω,+(π) are “W" and “M" shaped regions, respectively,

see the following figures (Figs. 6.3, 6.4 and 6.5):
(3) The set Hc

ω,+ is a heart-shaped region, and the complement of Hc
ω,− is a heart-

shaped region, see the following figures (Figs. 6.6, 6.7 and 6.8):

With the obvious meaning, we shall sometimes write Hc
ω,± = eiW

c
ω,±(π). We also

need the following function spaces.

https://doi.org/10.1007/978-981-13-6500-3_1
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Fig. 6.1 Scω,−(π)

Fig. 6.2 Scω,+(π)

Fig. 6.3 Wc
ω,+(π)
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Fig. 6.4 Wc
ω,−(π)

Fig. 6.5 Wc
ω(π)

Fig. 6.6 Hc
ω,+

Fig. 6.7 Hc
ω,−
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Fig. 6.8 Hc
ω

K (Hc
ω,±) =

{
φ0 : Hc

ω,± → C, φ0 is holomorphic and in every Hc
μ,±, 0 < μ < ω,

|φ0(z)| � Cμ/|1 − z|
}
,

K (Hc
ω) =

{
φ0 : Hc

ω → C, φ0 = φ0,+ + φ0,−, φ0,± ∈ Ks (Hc
ω,±)

}
,

H∞(Scω,±) =
{
b : Scω,± → C, b is holomorphic and in every Scμ,±, 0 < μ < ω, |b(z)| � Cμ

}

and
H∞(Scω) = {

b : Scω → C, b± = bχ{z∈C:±Rez>0} ∈ H∞(Scω,±)
}
.

Remark 6.1.2 The above sets and function spaces fit into the theory for closed curves
and surfaces. From the point of the view of complex analysis, Khavinson in [16]
shows interests to those sets and related holomorphic functions. The theory on the
infinite Lipschitz graph is established in [1–6]. In [7, 8], the authors discussed the
case of starlike Lipschitz curves in the complex plane. In [11], the author studied
the case of the Lipschitz surface in the quaternionic space. H∞(Scω) is the space of
Fourier multipliers. K (Hc

ω,±) and K (Hc
ω) are spaces of kernels of singular integrals.

On the Fourier multiplier side, this is consistent with the fact that the closure of Scω
contains the spectrum of the surface Dirac operator on Lipschitz curves or Lipschitz
surfaces whose Lipschitz constants are less than tan(ω). On the singular integral side,
in the complex plane for instance, we consider the singular integral operator of the
form ∫

γ

φ(zη−1) f (η)
dη

η
, z ∈ γ,

on a starlike Lipschitz curve with the Lipschitz constant less than tanω. It is easy to
prove that the condition z, η ∈ γ means zη−1 ∈ Hc

ω for ω > arctan N . This requires
that our kernel functions ought to be defined in Hc

ω.

In Rn
1, we will be working on heart-shaped regions or their complements

Hω,± =
{
x ∈ R

n
1 : (± ln |x |)

arg(e0, x)
< tanω

}
= −−→

Hc
ω,±,
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and
Hω = Hω,+ ∩ Hω,− = −→

Hc
ω,

that is,

Hω =
{
x ∈ R

n
1 : (ln |x |)

arg(e0, x)
< tanω

}
.

Remark 6.1.3 The reason for using these sets on surfaces is the same as that described
in Remark 6.1.2 for starlike Lipschitz curves. Precisely, our object of study is singular
convolution integrals with kernels defined in Hω on starlike Lipschitz surfaces. The
definition of Hω is inspired by the following observation for the complex plane
case. It is easy to show that a starlike Lipschitz curve has the parameterisation γ =
γ (x) = ei(x+i A(x)), where A = A(x) is a 2π−periodic Lipschitz function. Assume
that the Lipschitz constant of γ is less than tanω. Then for z = exp i(x + i A(x))
and η = exp i(y + i A(y)), we have

zη−1 = exp i((x − y) + i(A(x) − A(y)).

This implies that
| ln |zη−1||
arg(zη−1, 1)

= |A(x) − A(y)|
|x − y| < tanω.

LetC(n) denote the complex Clifford algebra generated by {e1, e2, . . . , en}. InRn
1 we

use the following function spaces

K (Hω,±) =
{
φ : Hω,± → C(n) : φ is monogenic and satisfies

|φ(x)| � Cμ/|1 − x |n, x ∈ Hμ,±, 0 < μ < ω
}

and
K (Hω) =

{
φ : Hω → C(n) : φ = φ+ + φ−, φ± ∈ K (Hω,±)

}
.

Lemma 6.1.1 Assume that b ∈ H∞(Scω,−). For the multiplier defined by φ0(z) =
∞∑
k=1

b(−k)z−k , its j th derivation satisfies

|(φ0)( j)(z)| � C

|1 − z| j+1
,

where z ∈ Hc
μ,−, 0 < μ < ω, and j is any positive integer.
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Proof Without loss of generality, for b ∈ H∞(Scω,−), we can assume that |b(−k)| �

Cμ. For φ0(z) =
∞∑
k=1

b(−k)z−k , by Theorem 2.3.2,

|φ0(z)| � C

|1 − z| .

Take a circle C(z, r) centered at z with radius r . By Cauchy’s formula, we can get

∣∣(φ0)( j)(z)
∣∣ � C j

2π

∫

C(z,r)

|φ0(ξ)|
|z − ξ | j+1

|dξ |.

Let r = 1
2 |1 − z|. Then ξ ∈ C(z, r) implies that

|1 − ξ | � |1 − z| − |z − ξ | = |1 − z| − 1

2
|1 − z| = 1

2
|1 − z|.

Hence we get

∣∣(φ0)( j)(z)
∣∣ � 2 j !Cμ

δ j (μ)

1

|1 − z| j+2
|1 − z| � Cμ, j

|1 − z| j+1
.

This completes the proof of Lemma 6.1.1. �

Lemma 3.5.1 is a powerful tool in the proof of the main result of this section. Based
on this lemma, we can estimate the multipliers in K (Hω,±) by induction. Before
stating the main result of this section, we first give an auxiliary lemma.

Lemma 6.1.2

∞∑
k=0

( j + 4l + 2k + 2) · · · (2k + 2)

2k
= 2 j+4l+3

(
j + 4l + 2

2

)
! (6.6)

Proof Denote by s the sum of the series. Then s/2 is the sum of the series obtained
by multiplying the original series, term by term, by 1/2. We get

s = 2( j + 4l + 2)
∞∑
k=0

( j + 4l + 2k) · · · (2k + 2)

2k
.

Repeating this procedure up to 1
2 ( j + 4l + 2) times, we obtain

s = 2( j+4l+2)/2( j + 4l + 2)!!2 = 2 j+4l+3
( j + 4l + 2

2

)
!.

This completes the proof. �

https://doi.org/10.1007/978-981-13-6500-3_2
https://doi.org/10.1007/978-981-13-6500-3_3
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The main result of this section is as follows.

Theorem 6.1.1 If b ∈ H∞(Scω,±)andφ(x) =
±∞∑
k=±1

b(k)P (k)(x), thenφ ∈ K (Hω,±).

Proof We will divide the proof into two cases: n odd and n even.
The case of n odd. Let n = 2m + 1. By Proposition 6.1.3, we are reduced to

proving the theorem for b in Hω,r (Scω,±), where

H∞,r (Scω,±) =
{
b ∈ H∞(Scω,±) : b |R∩Scω,± is real-valued

}
.

In fact, in the decomposition b = g0 + ih0, g0 and h0 belong to H∞,r (Scω,±) and are
dominated by the bound of b. We first consider the case “−”, and next use the Kelvin
inversion to conclude the case “+”.

Now we assume that b ∈ H∞,r (Scω,−) and consider

φ(x) =
∞∑
k=1

b(−k)P (−k)(x) = �mφ0(x0, |x |),

where φ0(z) =
∞∑
k=1

b(−k)z−k . By Theorem 2.3.1, we know that φ0 ∈ K (Hc
ω,−). By

Cauchy’s formula, we further deduce that for z ∈ Hc
μ,−, 0 < μ < ω,

|(φ0)( j)(z)| � 2 j !Cμ

δ j (μ)

1

|1 − z|1+ j
, j ∈ Z

+ ∪ {0},

whereCμ is the constant in the definition of K (Hc
ω,−) and δ(μ) = min{1/2, tan(ω −

μ)}.
Proposition 6.1.5 indicates that φ is a monogenic function in Hω,−. We only need

to prove

|φ(x)| � Cμ

|1 − x |n , x ∈ Hμ,− = −−→
Hc

μ,−, 0 < μ < ω.

To proceed, we only need to consider the points x ≈ 1 in the region Hω,−. We
shall deal with two cases.

Case 1: |x | > (δ(μ)/2m+1/2)|1 − x |. By Lemma 3.5.1, this reduces to study ul
and vl in the region Hc

ω,− with the conditions that z ≈ 1 and |t | ≈ |1 − z|. We shall
later substitute z = s + i t , s = x0, t = |x |. We see that u = u0, v = v0 and 1/t are
all of the magnitude 1/|1 − z|. If we take derivative with respect to t to each of
them, we can reduce the power by one in the magnitude and thus get the magnitude
1/|1 − z|2. To obtain u1, starting from u0, we first take the derivative and then divide
the quantity by t , leading to the magnitude 1/|1 − z|3. Repeating this procedure to
m times to get um , we obtain 1/|1 − z|2m+1 = 1/|1 − z|n . The estimate for vm is
similar.

https://doi.org/10.1007/978-981-13-6500-3_2
https://doi.org/10.1007/978-981-13-6500-3_3
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Case 2: |x | � (δ(μ)/2m+1/2)|1 − x |. Points in Hω,− satisfying x ≈ 1 and x0 � 1,
belong to Case 1. Then we assume that x0 > 1. By Lemma 7.2.2, we need to prove
that for any 0 < μ < ω,

|um(s, t)| + |vm(s, t)| � Cμ,m

|1 − z|n , z = s + i t ∈ Hc
ω,−.

Wefirst discuss ul , 0 � l � m. The proofwill involve partial derivatives of ul with
respect to the second argument. We claim that for z = s + i t ≈ 1, s > 1, z ∈ Hc

μ,−,
δ = δ(μ) and |t | � (δ/2m+1/2)|1 − z|, the following hold

(i) ul is even with respect to its second argument;
(ii) for any integer 0 � j < ∞,

∣∣∣ ∂ j

∂t j
ul(s, t)

∣∣∣ � CμCl2l j ( j + 4l)!
δ2l+ j

1

|1 − z|2l+ j+1
, j is even,

and ∣∣∣ ∂ j

∂t j
ul(s, t)

∣∣∣ � CμCl2l j ( j + 5l)!
δ2l+ j

1

|1 − z|2l+ j+1
, j is odd .

We use the mathematical induction to l. For l = 0, the assertion are from the corre-
sponding properties of φ0.

We assume that (i) and (ii) hold for the indices l: 0 � l � m − 1. We will verify
that they remain to hold for the next index l + 1.

Because (i) holds for the index l, by the definition of ul+1, we get that (i) also
holds for l + 1.

Now we prove that (ii) holds for l + 1. Because ul(s, t) is even with respect to t ,
then ∂ul/∂t is odd with respect to t . This implies that (∂ul/∂t)(s, 0) = 0. Similarly,
we can prove that for k ∈ Z

+ ∪ {0},

((∂2k+1ul)/(∂t
2k+1))(s, 0) = 0.

For small t , the Taylor expansion of (∂ul/∂t)(s, t) at t = 0 is

ul+1(s, t) = 2(l + 1)

t

∂ul
∂t

(s, t) = 2(l + 1)
∞∑
t=0

∂2k+2ul/∂t2k+2(s, 0)

(2k + 1)! t2k .

For j even, we take derivatives with respect to t up to j times and obtain that

∂ j

∂t l
ul+1(s, t) = 2(l + 1)

∞∑
k= j/2

∂2k+2ul
∂t2k+2

(s, 0)
(2k)(2k − 1) · · · (2k − j + 1)

(2k + 1)! t2k− j .

Using the induction hypothesis (ii) for the index l and changing the index k to j/2 + k,
we have

https://doi.org/10.1007/978-981-13-6500-3_7
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∣∣∣ ∂ j

∂t j
ul+1(s, t)

∣∣∣ � 2(l + 1)
CμCl2l( j+2)

δ2(l+1)+ j |1 − z|2(l+1)+ j+1

×
∞∑
k=0

( j + 4l + 2k + 2)!22kl
( j + k + 1)!

× ( j + 2k) · · · (2k + 1)
( t

δ|1 − z|
)2k

� 2(l + 1)
CμCl2l( j+2)

δ2(l+1)+ j |1 − z|2(l+1)+ j+1

�
∞∑
k=0

( j + 4l + 2k + 2) · · · (2k + 2)

2k
,

where we have used the condition t/δ|1 − z| � 1/2m+1/2.
Now we evaluate the last series. To simplify the expression of the constant Cl , we

use the following weaker estimate derived from Lemma 6.1.2:

∞∑
k=0

( j + 4l + 2k + 2) · · · (2k + 2)

2k
� 2 j+4l−1( j + 4l + 1)!. (6.7)

The last estimate gives rise to the desired estimate for |(∂ j/∂t j )ul+1(s, t)| with
Cl = 23l(l−1)l!.

For the case that j is odd, by a similar method, we obtain

∣∣∣ ∂ j

∂t j
ul+1(s, t)

∣∣∣ � 2(l + 1)
CμCl2l( j+2)

δ2(l+1)+ j |1 − z|2(l+1)+ j+1

t

δ|1 − z|
×

∞∑
k=0

( j + 5l + 2k + 3)!22kl
( j + 2k + 2)!

× ( j + 2k + 1) · · · (2k + 3)
( t

δ|1 − z|
)2k

� 2(l + 1)
CμCl2l( j+2)

δ2(l+1)+ j |1 − z|2(l+1)+ j+1

1

2m+1/2

×
∞∑
k=0

( j + 5l + 2k + 3) · · · (2k + 3)

2k

� CμCl+12(l+1) j ( j + 5(l + 1))!
δ2(l+1)+ j

1

|1 − z|2(l+1)+ j+1
,

where Cl is an appropriate constant. Let l = m and j = 0. We obtain the desired
estimate for um .

Now we study vm and still consider the two cases: |x | > (δ(μ)/2m+1/2)|1 − x |
and |x | � (δ(μ)/2m+1/2)|1 − x |. The first case can be dealt with by the method used
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for um . For the second case, we will prove: for 0 � l � m, z = s + i t ≈ 1, s > 1,
z ∈ Hc

μ,−, 0 < μ < ω, and |t | � (δ/2m+1/2)|1 − z|,
(i) vl is odd with respect to the second argument;
(ii) for any integer 0 � j < ∞

∣∣∣ ∂ j

∂t j
vl(s, t)

∣∣∣ � CμCl2l j ( j + 5l)!
δ2l+ j

1

|1 − z|2l+ j+1
, j is even,

and ∣∣∣ ∂ j

∂t j
vl(s, t)

∣∣∣ � CμCl2l j ( j + 4l)!
δ2l+ j

1

|1 − z|2l+ j+1
, j is odd.

We use the mathematical induction and the proof is similar to that for μl .
For l = 0, (i) and (ii) follow from the corresponding properties of φ0.
Now we assume that (i) and (ii) hold for the index l: 0 � l � m − 1. We will

prove (i) and (ii) also hold for the index l + 1.
For l + 1, we can use the definition of vl+1 and the assertion (i) for l to prove that

the assertion (i) holds for l + 1.
Now we prove that (ii) holds for l + 1. Because vl(s, t) is odd with respect to t ,

for k ∈ Z
+ ∪ {0}, (∂2kvl(s, 0))/∂t2k = 0 and we can see that its Taylor expansion in

t at t = 0 is

vl(s, t) =
∞∑
k=0

(∂2k+1vl/∂t2k+1)(s, 0)

(2k + 1)! t2k+1.

Hence,

t
∂vl(s, t)

∂t
=

∞∑
k=0

(∂2k+1vl/∂t2k+1)(s, 0)

(2k)! t2k+1

and

vl+1(s, t) = 2(l + 1)
t ∂vl

∂t − vl
t2

= 2(l + 1)
∞∑
k=0

2k + 2

(2k + 3)!
∂2k+3vl(s, 0)

∂t2k+3
t2k+1.

Taking derivative with respect to t up to j times and discussing the two cases that
j is even and odd, we can apply a similar method as used above to get the desired
estimate for l + 1. In the estimate of | ∂ j

∂t j vl(s, t)|, taking l = m and j = 0, we get
the desired estimate for vm .

Now we consider the case “+”. Assume that b ∈ H∞,r (Scω,+) and ψ(x) =
∞∑
i=1

b(i)P (i)(x). The Kelvin inversion implies that

I (ψ)(x) =
−∞∑
i=−1

b′(i)P (i−1)(x),
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where b′(z) = b(−z) ∈ H∞,r (Scω,−). Because I (ψ) = τ(ψ0), where

ψ0(z) =
−∞∑
i=−1

b′(i)zi−1 = 1

z

−∞∑
i=−1

b′(i)zi ∈ Hc
ω,−,

the conclusions for the above considered case “−” all apply to I (ψ). Using the
relation

ψ = I 2(ψ) = E(x)I (ψ)(x−1)

and the fact that x ∈ Hν,+ if and only if x−1 ∈ Hν,−, we can get for x ∈ Hν,+,

|ψ(x)| = |E(x)I (ψ)(x−1)| � 1

|x |n
Cν

|1 − x−1|n
= Cν

|1 − x |n .

This proves the case b ∈ H∞,r (Scω,+) and the proof for n being odd is complete.
The case of n even. The same argument reduces the case “+” to the case “−”.

Let b ∈ H∞,r (Scω,−) and consider

φ(x) =
∞∑
k=1

b(−k)P (−k)
n (x).

Now n + 1 is odd and so the conclusions obtained in the first part applies to n + 1.
We deduce from (v) of Lemma 6.1.1 that

cn+1φ(x) =
∫ ∞

−∞

∞∑
k=1

b(−k)P (−k)
n+1 (x + xn+1en+1)dxn+1,

where the functionφ is defined on Hω,− monogenically. Here Hω,− is the intersection
ofRn

1 and the corresponding Hω,− set inRn+1
1 . Based on the right order of decaying of

P (k)
n+1, we can change the order of integration and summation to obtain for x ∈ Hν,−,

|cn+1φ(x)| � Cν

∫ ∞

−∞
1

|1 − (x + xn+1en+1)|n+1
dxn+1 � Cν

|1 − x |n .

�

The following corollary can be deduced from Theorem 6.1.1 immediately.

Corollary 6.1.2 Let b ∈ H∞(Scω) and φ(x) =
∞∑

i=−∞
b(i)P (i)(x). Then φ ∈ K (Hω).
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6.2 Bounded Holomorphic Fourier Multipliers

If a surface � is n-dimensional and starlike about the origin, and there exists a
constant M < ∞ such that for x, x ′ ∈ �,

∣∣∣ ln |x−1x ′|
∣∣∣

arg(x, x ′)
� M,

then we call � a starlike Lipschitz surface. The minimum value of M is called the
Lipschitz constant of �, denoted by N = Lip(�).

Because locally

ln |x−1x ′| = ln(1 + (|x−1x ′| − 1)) ≈ (|x−1x ′| − 1)

≈ |x−1|(|x ′| − |x |) ≈ (|x ′| − |x |),

the above defined sense of Lipschitz is consistent with the standard sense.
Let s ∈ SRn

1
. We consider the mapping rs : x → sxs−1, x ∈ R

n
1. Although rs does

not preserve Rn
1, it satisfies the following properties.

Lemma 6.2.1 For any x, y ∈ R
n
1 , the following properties hold:

(i) |rs(y−1x)| = |y−1x |. More generally, rs preserves norms of the elements in
R(n) which can be expressed as a product of vectors;

(ii) 〈rs(x), rs(y)〉 = 〈x, y〉;
(iii) arg(rs(x), rs(y)) = arg(x, y);

(iv) (rs(y))−1rs(x) = rs(y−1x);

(v) there exists a vector s ∈ SRn
1
such that rs(y−1x) = |y|−1 x̃ , where x̃ ∈ R

n
1 . In

addition, |x − y| = |y||e0 − x̃ | and arg(y, x) = arg(|y|e0, x̃);
(vi) for the same s as in (v), we have rs(E(y)) = E(y).

Proof (i) is a direct corollary of the property of |x |. By the relation between the inner
product and the norms in C(n), we can deduce (ii) from (i). (iii) can be deduced from
(i) and (ii). (iv) is trivial.

To prove (v), we introduce a new basic vector e′ such that

{
(e′)2 = 1

e′ei = −ei e
′, i = 1, 2, · · · , n.

Let f0 = e′, fi = ei f0, i = 1, . . . , n. We have

f 2i = 1, fi f j = − f j fi , 0 � i, j � n, i �= j.
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So { f j }nj=0 forms a basis of type (n + 1, 0). It is a basis of

R
n+1 = R

n+1,0 =
{
x0 f0 + · · · + xn fn : x j ∈ R, j = 0, 1, . . . , n

}
.

By the property of the Clifford group in R
n+1, we can choose s ∈ R

n
1 such that the

mapping (·) → (s f0)(·)(s f0)−1 onRn+1 maps y f0 to f0|y|. The same mapping maps
x f0 to f0 x̃ , where x̃ ∈ R

n
1. Hence we have

rs(y
−1x) = [(s f0)(y f0)(s f0)−1]−1[(s f0)(x f0)(s f0)−1]

= ( f0|y|)−1( f0 x̃) = |y|−1 x̃ .

Because the mappings induced by the elements in the Clifford group preserve the
distance between vectors, we obtain

|x − y| = |y f0 − x f0| = | f0|y| − f0 x̃ | = ||y|e0 − x̃ |.

Owing to (iii),

arg(y, x) = arg(rs(y), rs(x)) = arg( f0|y|, f0 x̃) = arg(|y|e0, x̃).

(vi) can be proved as

rs(E(y)) = 1

|y|n−1
s(y−1e0)s

−1 = 1

|y|n−1
(|y|−1 f0)( f0e0ẽ0),

where

ẽ0 = (s f0)( f0)(s f0)
−1 = s f0s

−1 = f0
y

|y| ,

and the last inequality is deduced from (s f0)(y f0)(s f0)−1 = f0|y|. By the expression
of ẽ0, we get rs(E(y)) = E(y). �

Remark 6.2.1 We explain how the sets Hω are related to the starlike Lipschitz sur-
face. Lemma 6.2.1 indicates that if we choose an appropriate s ∈ SRn

1
, then

ln(|x−1x ′|) = ln |rs(x−1x ′)| = ln ||x |−1 x̃ |.

On the other hand,

arg(x, x ′) = arg(|x |e0, x̃) = arg(e0, |x |−1 x̃).

Hence, if x and x ′ belong to the starlike Lipschitz surface and the Lipschitz constant
is N , then

| ln |x−1x ′||
arg(x, x ′)

= | ln ||x |−1 x̃ ||
arg(1, |x |−1 x̃)

� N .



188 6 Bounded Holomorphic Fourier Multipliers …

This implies that |x |−1 x̃ ∈ Hω for any ω ∈ (arctan(N ), π/2).

We will work on a fixed starlike Lipschitz surface with the Lipschitz constant N .
We assume that ω ∈ (arctan(N ), π/2). Write

ρ = min{|x | : x ∈ �} and ι = max{|x | : x ∈ �}.

Without loss of generality, we assume ρ < 1 < ι.
Write L2(�) = L2(�, dσ), where dσ is the surface area measure. The norm of

f ∈ L2(�) is denoted by ‖ f ‖.
Coifman–McIntosh–Meyer [17] proved that on any Lipschitz surface �, the

Cauchy integral operator

C� f (x) = p.v.
1

�n

∫

�

E(x − y)n(y) f (y)dσ(y)

can be extended to a bounded operator on L2(�), where n(y) is the outward normal
of � at y ∈ � and �n is the area of the n-dimensional unit sphere SRn

1
.

We will use the following test function space A

A =
{
f : for some s > 0, f (x) is left monogenic in ρ − s < |x | < ι + s.

}

We have the following result.

Proposition 6.2.1 The classA is dense in L2(�).

Proof For f, g ∈ L2(�), define the bilinear form:

〈 f, g〉 =
∫

�

f gdσ.

It is easy to prove that for any fixed x ∈ R
n
1,

〈 f, f 〉 = ‖ f ‖2, 〈 f, g〉 = 〈g, f 〉, 〈x f, g〉 = x〈 f, g〉.

If 〈 f, g〉 = 0, we call f is orthogonal to g. Assume that A is not dense in L2(�).
Because the bilinear form 〈·, ·〉 satisfies the conditions of the inner product on R

n
1,

the basic Hilbert space methods are adaptable to this case. Specially, there exists
a nonzero function in L2(�) which is orthogonal to all functions in A and so in
particular to E(· − x ′), where x ′ lines outside the annuls: ρ − s < |x | < τ + s.

Hence we can get

〈E(· − x ′), g〉 =
∫

�

E(x − x ′)n(x)h(x)dσ(x) = 0, (6.8)
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where h(x) = n(x)g(x) is a function in L2(�). Because the integral in (6.8) is
absolutely convergent, by the regular continuation, it would remain valid for all
x ′ /∈ �.

Let x be a point on �, y′ = r x and y∗ = r−1x . As a corollary of the main results
of [17], on the Lipschitz surface, for almost all x ∈ �, we have

0 = h(x) = lim
r→1−

1

2π2

∫

�

[
E(y − y′) − E(y − y∗)

]
n(y)h(y)dσ(y).

Hence g(x) = 0 for almost all x ∈ �. This is a contradiction and the proof is com-
plete. �

Now suppose f ∈ A. In the annulus where f is defined, we have the Laurent
series expansion:

f (x) =
∞∑
k=0

Pk( f )(x) +
∞∑
k=0

Qk( f )(x),

where for k ∈ Z
+ ∪ {0}, Pk( f ) belongs to the finite dimensional right module Mk

of k-homogeneous left monogenic functions in Rn
1, and Qk( f ) belongs to the finite-

dimensional right module of −(k + n)−homogeneous left-monogenic functions in
R

n
1 \ {0}. The spaces Mk and M−k are the eigenspaces of the left-spherical Dirac

operator. The mappings {
Pk : f → Pk( f ),

Qk : f → Qk( f )

are projections on Mk and M−(k+n), respectively. If f is a k−homogeneous spherical
harmonic, k � 1, then f = f + + f −, where f + ∈ Mk and f − ∈ M−k+1−n . It is a
remarkable fact that the spacesMk , k = −1,−2, . . . ,−n + 1, do not exist (see [18]).

Formally, we consider the Fourier multiplier operator induced by a bounded
sequence {bk}:

M{bk } f (x) =
∞∑
k=0

bk Pk( f )(x) +
∞∑
k=0

b−k−1Qk( f )(x).

It is easy to see that M{bk } : A → A is a linear operator. The question is whether
M(bk ) can be extended to a bounded operator on L2(�). If � is a sphere, then by
Plancherel’s theorem, the boundedness of the operatorM{bk } follows from the fact that
{bk} is a bounded sequence. If� is a starlike Lipschitz surface, then the boundedness
condition is not sufficient.

In order to prove the boundedness of the operator M(b(k)), we need to employ the
singular integral convolution expression of M(b(k)). We first give the integral type
expression of the projections Pk and Qk .
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In the annulus where f is defined, we have

Pk( f )(x) = 1

�n

∫

�

|y−1x |kC+
n+1,k(ξ, η)E(y)n(y) f (y)dσ(y)

and

Qk( f )(x) = 1

�n

∫

�

|y−1x |−k−nC−
n+1,k(ξ, η)E(y)n(y) f (y)dσ(y),

where x = |x |ξ , y = |y|η,

C+
n+1,k(ξ, η) = 1

1 − n

[
− (n + k − 1)C (n−1)/2

k+1 (〈ξ, η〉)

+(1 − n)C (n+1)/2
k−1 (〈ξ, η〉)(〈ξ, η〉 − ξη)

]

and

C−
n+1,k(ξ, η) = 1

n − 1

[
(k + 1)C (n−1)/2

k+1 (〈ξ, η〉)

+(1 − n)C (n+1)/2
k−1 (〈η, ξ 〉)(〈η, ξ 〉 − ηξ)

]
,

where Cν
k is the Gegenbauer polynomial of degree k with respect to ν. Because

〈ξ, η〉 = 〈y−1x, 1〉
|y−1x | , ηξ = y−1x

|y−1x | and ξη =
( y−1x

|y−1x |
)−1

, (6.9)

we conclude that C±
n+1,k are the functions of y

−1x . For k ∈ Z
+ ∪ {0}, define

P̃ (k)(y−1x) = |y−1x |kC+
n+1,k(ξ, η)

and
P̃ (−k−1)(y−1x) = |y−1x |−k−nC−

n+1,k(ξ, η).

We can see that P̃ (k) and P̃ (−k−1) are defined on the two-forms R
n
1 × R

n
1, and

P̃ (k)(y−1x)E(y) and P̃ (−k−1)(y−1x)E(y) are monogenic functions in variables x
and y. Particularly, if y = 1, comparing the Taylor expansion and the Laurent expan-
sion of E(x − 1) and E(1 − x), by (6.4) and (6.5), we conclude that the above two
functions reduce to P (k)(x) and P (−k−1)(x). Because the inner product and the vector
product can be extended to R(n) × R(n), the domains of P̃ (k) and P̃ (−k−1) may be
extended to R(n) × R(n).

Using the above notations, for k ∈ Z
+ ∪ {0} and f ∈ A, we have

Pk( f )(x) = 1

�n

∫

�

P̃ (k)(y−1x)E(y)n(y) f (y)dσ(y)
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and

Qk( f )(x) = 1

�n

∫

�

P̃ (−k−1)(y−1x)E(y)n(y) f (y)dσ(y).

Hence we get

f (x) =
∞∑

k=−∞

1

�n

∫

�

P̃ (k)(y−1x)E(y)n(y) f (y)dσ(y).

Remark 6.2.2 The above result coincides with the convolution integral expression
of the projection operator in the complex plane. Actually, if f 0 is a holomorphic
function on the annulus ρ − s < |z| < ι + s in C and σ is a starlike Lipschitz curve
in this annulus, the Laurent series of f 0 is

f 0(z) =
∞∑

k=−∞

1

2π

∫

σ

(η−1z)k f 0(η)
dη

η
.

In each of these contexts, using the natural multiplicative structure of the underlying
space, we write the projection operators as convolution integral operators. For the
case Rn

1, the difference with the previous ones is that now the kernel functions are
defined in the two-forms in Rn

1 × R
n
1.

The functions P̃ (k), k ∈ Z, defined above satisfy the following properties.

Proposition 6.2.2 For any s ∈ SRn
1
, we have

P̃ (k)(rs(y
−1x)) = rs(P̃

(k)(y−1x)).

Proof This proposition follows from (i), (ii), (iv) of Lemma 6.2.1 and the fact that
rs is the identity on scalars. �

We call

φ̃(y−1x) =
∞∑

−∞
bk P̃

(k)(y−1x)

the kernel function associated with the multiplier operator M{bk }.

Proposition 6.2.3 Letω ∈ (arctan(N ), π/2) and b ∈ H∞(Scω). The kernel function
φ̃(y−1x)E(y) associated with the sequence {b(k)} given above is monogenic in an
open neighborhood of � × � \ {(x, y) : x = y}. In addition, in this neighborhood,

|φ̃(y−1x)| � C

|1 − y−1x |n .
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Proof We first consider the left monogeneity with respect to x . Similar to Lemma
6.2.1, choosing s ∈ SRn

1
and applying the mapping rs term by term to the entries

of the series φ̃(y−1x)E(y), we can use the relation I = rs−1rs and Lemma 6.2.1 to
deduce that

φ̃(y−1x)E(y) = rs−1(φ̃(|y|−1 x̃)E(y)).

Set
Dx̃ = (∂/∂ x̃0)e0 + (∂/∂ x̃1)e1 + · · · + (∂/∂ x̃n)en,

where every x̃k is the linear combination of xi and the components x . The coefficients
of the combination are determined by the chosen s ∈ SRn

1
based on the relation

(s f0)(s f0)
−1 = f0 x̃ .

Because x̃ = s−1xs−1, we have

Ds−1E(x̃) = Ds−1(sx̃s/|x |n+1) = 0.

Hence, Ds−1 = p(s)Dx̃ , where p(s) is a rational function in S. Because

D(φ̃(y−1x)E(y)) = (Ds−1)(φ(|y|−1 x̃)E(y))s

= (p(s)Dx̃ )(φ(|y|−1 x̃)E(y)s,

we invoke Theorem 6.1.1 and Remark 6.2.1 to obtain for any fixed y′, x ′ ∈ � and
x ′ /∈ y′, φ̃(y−1x)E(y) is left monogenic in a neighborhood U of x ′, where y′ ∈ U .
Then φ̃(y−1x) satisfies the desired estimate, where the constant C in this estimate
depends on the size of the neighborhood.

Now we consider the right monogeneity of φ̃(y−1x)E(y) with respect to x . It
follows from

E(y)E(1 − xy−1) = E(x − y) = E(1 − y−1x)E(y)

that
E(y)P̃ (k)(xy−1) = P̃ (k)(y−1x)E(y).

We can obtain
E(y)φ̃(xy−1) = φ̃(y−1x)E(y).

Hence, similarly, we replace φ̃(y−1x)E(y) by E(y)φ̃(xy−1) to get that the function
is right monogenic with respect to x .

Nowwe prove that the function φ̃(y−1x)E(y) is monogenic with respect to y. We
claim that this function is also of the form ψ̃(x−1y)E(x), where ψ̃ is function like φ̃

associated with a certain bounded holomorphic function. To prove this, we can see
that
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C−
n+1,k(ξ, η)η = C+

n+1,k(η, ξ)ξ

implies
P̃ (k)(y−1x)E(y) = P̃ (−k−1)(x−1y)E(x).

If φ̃ is defined through b ∈ H∞(Scω) by φ̃(x) = ∑′ b(k)P (k)(x), then ψ̃(y) =∑
k �=−1

b′(k)P (k)(y), where b′(z) = b(−z − 1). The function b′ is similar to b. The

proof of Theorem 6.1.1 can be modified to show that the function ψ̃ enjoys the same
properties as φ̃ does. The monogeneity in y follows from the conclusions established
in the early part of the proof. This completes the proof. �

Similar to the above proposition, we obtain

Proposition 6.2.4 Letω ∈ (arctan(N ), π/2) and b be a holomorphic function in Scω
which is bounded near the origin and satisfies |b(z)| � Cμ|z| at∞ in Scμ, 0 < μ < ω.
Then the kernel function φ̃(y−1x)E(y) associated with {b(k)} is monogenic with
respect to x and y in the neighborhood of � × {� \ {x = y}}. Moreover,

|φ̃(y−1x)| � C

|1 − y−1x |n+1
.

For b ∈ H∞(Scω), we write briefly M(b(k)) = Mb, that is,

Mb f (x) =
∞∑
k=1

b(k)Pk( f )(x) +
∞∑
k=1

b(−k)Qk−1( f )(x).

For x ∈ �, r ≈ 1 and r < 1, we consider the function

Mr
b f (x) =

∞∑
k=1

b(k)Pk( f )(r x) +
∞∑
k=1

b(−k)Qk−1( f )(r
−1x)

= Pr (x) + Qr (x), ρ − s < |x | < ι + s.

By the convolution expression of the projections, we have

Pr (x) =
∞∑
k=1

b(k)
1

�n

∫

�

P̃ (k)(y−1r x)E(y)n(y) f (y)dσ(y)

= 1

�n

∫

�

( ∞∑
k=1

b(k)P̃ (k)(y−1r x)
)
E(y)n(y) f (y)dσ(y)

= 1

�n

∫

�

φ̃+(y−1r x)E(y)n(y) f (y)dσ(y),
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where φ̃+ =
∞∑
k=1

b(k)P̃ (k). Similarly, we have

Qr (x) = 1

�n

∫

�

φ̃−(y−1r−1x)E(y)n(y) f (y)dσ(y),

where φ̃− =
−1∑

k=−∞
b(k)P̃ (k).

Because the series that defines Mr
b f converges uniformly as r → 1−, we can

change the orders of the summation and the limit to obtain

Mb f (x) = lim
r→1−

1

�n

∫

�

(
φ̃+(y−1r x) + φ̃−1(y−1r−1x)

)
E(y)n(y) f (y)dσ(y).

For the Fourier multiplier operator Mb defined in this section, the following Plemelj
type formula holds.

Theorem 6.2.1 If b ∈ H∞(Scω), then for f ∈ A and x ∈ �,

Mb f (x) = lim
r→1−

1

�n

∫

�

(
φ̃+(y−1r x) + φ̃−1(y−1r−1x)

)
E(y)n(y) f (y)dσ(y)

= lim
ε→0

1

�n

{ ∫

|y−x |>ε,y∈�

φ̃(y−1x)E(y)n(y) f (y)dσ(y) + φ̃1(ε, x) f (x)
}
,

where φ̃ = φ̃+ + φ̃− is the function associated with b as specified in Corollary 6.1.2.
φ̃1 = φ̃+,1 + φ̃−,1, where

φ̃±,1(ε, x) =
∫

S(ε,x,±)

φ̃±(y−1x)E(y)n(y)dσ(y).

Here S(ε, x,±) is the part of the sphere |x − y| = ε inside or outside �, depending
on ± taking + or −.

Proof By the decompositions φ̃ = φ̃+ + φ̃− and φ̃1 = φ̃+,1 + φ̃−,1, we only need
to prove the equality for the “+” half. The “−” half can be dealt with similarly. For
a fixed constant ε > 0, the integral can be decomposed as

lim
r→1−

{ ∫

|y−x |>ε,y∈�

φ̃+(y−1r x)E(y)n(y) f (y)dσ(y)

+
∫

|y−x |�ε,y∈�

φ̃+(y−1r x)E(y)n(y) f (y)dσ(y)
}
.

As r → 1−, the first part tends to

∫

|y−x |>ε,y∈�

φ̃+(y−1x)E(y)n(y) f (y)dσ(y).
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The second part can be further decomposed as

∫

|y−x |�ε,y∈�

φ̃+(y−1r x)E(y)n(y)( f (y) − f (x))dσ(y)

+
∫

|y−x |�ε,y∈�

φ̃+(y−1r x)E(y)n(y)dσ(y) f (x).

As ε → 0 and r → 1−, the first integral tends to zero. By Cauchy’s theorem, for a
fixed ε, the second integral tends to φ̃+,1(ε, x) f (x) as r → 1−. This completes the
proof of Theorem 6.2.1. �

Next, we state some knowledge of Hardy spaces of monogenic functions and the
geometry about Lipschitz surfaces.

Let � and �c be the bounded and unbounded connected components of Rn
1 \ �.

For α > 0, define the non-tangential approach regions �α(x) and �c
α(x) to a point

x ∈ � as

�α(x) = �α(x,�) =
{
x ∈ � : |y − x | < (1 + α)dist(y, �)

}

and
�c

α(x) = �α(x,�c) =
{
x ∈ �c : |y − x | < (1 + α)dist(y, �)

}
.

Similar to the complex variable case considered in [19, 20], it is easy to prove that
there exists a positive constant α0 depending only on the Lipschitz constant of �

such that for all 0 < α < α0 and all x ∈ �, there hold �α(x) ⊂ � and �c
α(x) ⊂ �c.

The following argument is independent of the choice of α ∈ (0, α0). In this section,
we choose and fix α.

Let f be a function defined in �. The interior non-tangential maximal function
Nα( f ) is defined as

Nα( f )(x) = sup
{
| f (y)| : y ∈ �α(x)

}
, x ∈ �.

The exterior non-tangential maximal function Nc
α( f ) can be defined similarly. For

0 < p < ∞, the left-Hardy space H p(�) is defined as the set of all left-monogenic
functions f in � satisfying Nα( f ) ∈ L p(�). If f ∈ H p(�), the norm ‖ f ‖H p(�) is
defined as the L p-norm of Nα( f ) on �.

Except that the functions in H p0(�c) are assumed to vanish at ∞, the spaces
H p(�c) can be defined similarly. Similar to the Hardy space of monogenic functions
in [21], we can prove the following result.

Proposition 6.2.5 If f ∈ H p(�), p > 1, then the non-tangential limit of f , i.e.,

lim
y→x,y∈�α(x)

f (y)

exists on � a.e. We still use f to denote the limit function and get
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cN ,p‖ f ‖H p(�) � ‖ f ‖L p(�) � CN ,p‖ f ‖H p(�),

where cN ,p, CN ,p depend on p and the Lipschitz constant N .

In other words, for p > 1, the H p(�) norm of a function is equivalent to the
L p-norm of its non-tangential boundary limit on the boundary. For the functions in
the Hardy space associated with �c, a similar relation holds.

In polar coordinate, The Dirac operator D can be represented as

D = ζ∂r − 1

r
∂ζ = ζ

(
∂r − 1

r
�ζ

)
,

where�ζ is a first order differential operator dependingonly on the angular coordinate
known as the special Dirac operator. It is well known that

�ζ f (ζ ) = k f (ζ ), f ∈ Mk, (6.10)

where Mk , k �= −1,−2, . . . ,−n + 1, is the subspace of homogeneous left mono-
genic functions of degree k. For f ∈ A, we define �ζ ( f |SRn1 ). The definition of �ζ

can be extended to �ζ : A → A.
Similar to the results of Lipschitz graphs studied in [21] (see also [20]), we can

get the following norm equivalence of high order g-functions of f ∈ H 2(�). For
f ∈ H 2(�c), a similar result holds.

Proposition 6.2.6 Suppose that f ∈ H 2(�). Then the norm ‖ f ‖H 2(�) is equivalent
to the norm

( ∫ 1

0

∫

�

|(� j
ξ f )(sx)|2(1 − s)2 j−1dσ(x)

ds

s

)1/2
, j = 1, 2.

The following result is equivalent to the CMcM theorem [17] on �.

Proposition 6.2.7 Assume that f ∈ L2(�). Then there are f + ∈ H 2(�) and f − ∈
H 2(�2) such that their non-tangential boundary limits which are still denoted by f +
and f − exist in L2(�), and f = f + + f −. The mappings f → f ± are continuous
on L2(�).

It is easy to see that if f ∈ A, then the natural decomposition of f into its power
series part and principal series part is identical to the decomposition given in Propo-
sition 6.2.7.

Denote by �s, 0 < s < 1, the surface {sx : x ∈ �}.
Lemma 6.2.2 Let x0 ∈ �, 0 < s < 1, and x = sx0. Then there exists a constant C�

such that

|1 − y−1x | � C�

{
(1 − √

s)2 + θ2
}1/2

, y ∈ �√
s,

where θ = arg(x, y).
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Proof The assertion is equivalent with

|y − x | � C�

√
s
{
(1 − √

s)2 + θ2
}1/2

, y ∈ �√
s .

Let x0 = r0ξ , y = rη and x1 = √
sx0 ∈ �√

s , where ξ, η ∈ SRn
1
. A direct computation

gives

|y − x |2 = r2
[
(1 − β)2 + 4β sin2 θ

2

]

� C�s[(1 − β)2 + βθ2], (6.11)

where β = sr0/r .
If s is small, then β is small and 1 − β has a positive lower bound. Since the right

hand side of the desired inequality is bounded from above, then it is dominated by a
constant multiple of 1 − β. We thus obtain the desired estimate.

Now assume that s is close to, but less than 1. In this case, β has a positive lower
bound. We further divide the proof into two subcases. Write r1 = |x1| = √

sr0.

(i) r1/r � s−1/4. In this case, β � s1/4 and hence 1 − β � 1 − s1/4 > C(1 − √
s).

The desired estimate then follows.
(ii) r1/r > s−1/4. In this case,

ln(s−1/4) < ln(r1/r) � Nθ,

where we have used the fact that �√
s is Lipschitz, and the Lipschitz constant is

N . Thus

θ >
−1

4N
ln s � 1

4N
(1 − √

s).

Hence

θ >
1

2
θ + 1

8N
(1 − √

s).

Substituting (6.11) and ignoring the entry related to 1 − β, we obtain the desired
estimate. �

For the main result of this section, we give the following preliminary lemma.

Lemma 6.2.3 If ν ∈ (arctan(N ), ω), then for y ∈ � and x ∈ �

|�ζ (φ̃(y−1x))| � Cν

|1 − y−1x |n+1
.

Proof In the expansion

φ̃(y−1x)E(y) =
∞∑
k=1

b(k)P̃ (k)(y−1x)E(y),
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substituting
P̃ (k)(y−1x)E(y) =

∑
|α|=k

Vα(x)Wα(y),

where Vα ∈ Mk , Wα ∈ M−n−k , and applying �ζ with respect to x to the series, we
get

�ζ (φ̃(y−1x))E(y) =
∞∑
k=1

kb(k)P̃ (k)(y−1x)E(y).

The series on the right hand side is associated with the multiplier b′(z) = zb(z). By
Proposition 6.2.4, we can obtain the proof of the lemma. �

As the main result of this section, we prove

Theorem 6.2.2 Letω ∈ (arctan(N ), π/2). If b ∈ H∞(Scω), thenwith the convention
b(0) = 0, the above defined M{b(k)} can be extended to a bounded operator from
L2(�) to L2(�). Moreover,

‖M{b(k)}‖L2(�)→L2(�) � Cν‖b‖L∞(Scν ), arctan(N ) < ν < ω.

Proof Let f ∈ A. By the decomposition of f defined in Proposition 6.2.7, we have
f = f + + f −, where f + ∈ H 2(�), f − ∈ H 2(�c) and ‖ f ±‖L2(�) � CN‖ f ‖L2(�).
We can get Mb f = Mb+ f + + Mb− f −, where

Mb± f ±(x) = lim
r→1−

∫

�

φ̃±(r±1y−1x)E(y)n(y) f (y)dσ(y), x ∈ �.

Using

Mb± f ±(x) =
∫

�

φ̃±(y−1x)E(y)n(y) f (y)dσ(y)

for x ∈ � and x ∈ �c, respectively, Mb± f ± can be left-monogenically extended to
� and �c.

By Proposition 6.2.5, it suffices to prove

‖Mb± f ±‖H 2 � CN‖ f ±‖H 2 .

We only prove the inequality for “+”. The case “−” can be dealt with similarly. For
simplicity, in the rest of the proof, we suppress the superscript “+”. By the Taylor
expansions of f and Mb f , we can prove that �ζ commutes with Mb. To prove this,
because the Fourier expansions of the functions inA has a fast decay, we can change
the order of taking differentiation �ζ and the infinite summation. As a consequence,
for x ∈ �, we have

�ζ Mb f (x) = 1

�n

∫

�

φ̃(y−1x)E(y)n(y)�ζ f (y)dσ(y).
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By Lemma 6.2.3, we can also obtain

�2
ζ Mb f (x) = 1

�n

∫

�

�ζ φ̃(y−1x)E(y)n(y)�ζ f (y)dσ(y).

For x ∈ �, changing contour in the integral expression of�2
ζ Mb f and using Lemmas

6.2.2 and 6.2.3, we have

|�2
ζ Mb f (x)| � C

( ∫

�√
s

|�ζ (φ(y−1x))|dσ(y)

|y|n
)1/2

×
( ∫

�√
s

|�ζ (φ(y−1x))||�ζ f (y)|2 dσ(y)

|y|n
)1/2

� C
( ∫

�√
s

1

|1 − y−1x |n+1

dσ(y)

|y|n
)1/2

×
( ∫

�√
s

1

|1 − y−1x |n+1
|�ζ f (y)|2 dσ(y)

|y|n
)1/2

� C
( ∫

�

1

[(1 − √
s)2 + θ2

0 ](n+1)/2
dσ(y)

)1/2

×
( ∫

�

1

[(1 − √
s)2 + θ2

0 ](n+1)/2
|�ζ f (

√
sy)|2dσ(y)

)1/2
,

where θ0 is the angle between x ∈ �√
s and y ∈ �.

Because

∫

�

1

[(1 − √
s)2 + θ2

0 ](n+1)/2
dσ(y) � C

∫ π

0

sinn−1 θ0

[(1 − √
s)2 + θ2

0 ](n+1)/2
dθ0

� C
∫ π

0

θn−1
0

[(1 − √
s)2 + θ2

0 ](n+1)/2
dθ0

= C

1 − √
s
,

using Proposition 6.2.6 for j = 1, 2, we get

‖Mb f ‖2H 2(�) ≈
∫ 1

0

∫

�

|�2
ζ (Mb f )(sx)|2(1 − s)3dσ(x)

ds

s

� C
∫ 1

0

∫

�

1

1 − √
s

( ∫

�

1

[(1 − √
s)2 + θ2

0 ](n+1)/2

×|�ζ f (
√
sy)|2dσ(y)

)
(1 − √

s)3dσ(x)
ds

s

� C
∫ 1

0

∫

�

|�ζ f (
√
sy)|2



200 6 Bounded Holomorphic Fourier Multipliers …

×
( ∫

�

1 − √
s

[(1 − √
s)2 + θ2

0 ](n+1)/2
dσ(x)

)
(1 − √

s)dσ(y)
ds

s

� C
∫ 1

0

∫

�

|�ζ f (
√
sy)|2(1 − √

s)dσ(y)
ds

s

� C
∫ 1

0

∫

�

|�ζ f (sy)|2(1 − s)dσ(y)
ds

s

≈ ‖ f ‖2H 2(�).

The bound of the norm ‖Mb‖ can be deduced from the proof of Lemma 6.2.3. This
completes the proof of Theorem 6.2.2. �

Remark 6.2.3 The boundedness result is identical with that of CMcM’s theorem.
Because the surface has a doubling measure, by the standard Calderón-Zygmund
technique, the L p-boundedness, 1 < p < ∞, as well as the weak (1, 1) boundedness
can be deduced from the L2−boundedness.

Remark 6.2.4 As in the standard cases, the Hilbert transforms on the unit sphere and
on the starlike Lipschitz surfaces are well defined but not the one with the Fourier
multiplier b(z) = −isgn(z), where sgn(z) is the signum function that takes the value
+1 for Rez > 0 and the value −1 for Rez < 0. The associated singular integral is
given by the kernel

1

�n
φ̃(y−1x)E(y) = 1

�n

∞∑
k=−∞

−isgn(k)P̃k(y−1x)E(y)

= − 2i

�n
E(1 − y−1x)E(y) = − 2i

�n
E(y − x).

When y = 1, the above reduces to

− 2i

�n
E(1 − x) = 1

�n
ϒ

( ∞∑
k=−∞

−isgn(k)zk
)
.

For Hilbert transforms on spheres, we refer to Sect. 6.5.

6.3 Holomorphic Functional Calculus of the Spherical
Dirac Operator

In this section, we will illuminate that the class of bounded operators Mb in Sect. 6.1
constitutes a functional calculus of �ζ and is identical to the Cauchy–Dunford
bounded holomorphic functional calculus of �ζ . The operators Mb satisfy the
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following properties and thus the class {Mb, b ∈ H∞(Scω)} is called a bounded
holomorphic functional calculus.

Let N = Lip(�), arctan(N ) < ω < π/2, 1 < p0 < ∞, b, b1, b2 ∈ H∞(Scω), and
α1, α2 ∈ C. Then

‖Mb‖L p0 (�)→L p0 (�) � Cp0,ν‖b‖L∞(Scν ), arctan(N ) < ν < ω;

Mb1b2 = Mb1 ◦ Mb2;

Mα1b1+α2b2 = α1Mb1 + α2Mb2 .

Thefirst conclusion follows fromRemark 6.2.3. The second and the third conclusions
can be deduced from the Laurent expansion of test functions.

Denote the resolvent operator of �ζ at λ ∈ C by

R(λ, �ζ ) = (λI − �ζ )
−1.

We prove that for non-real λ,

R(λ, �ζ ) = M1/(λ−(·)).

In fact, by the relation (6.10), the Fouriermultiplier λ − k is associatedwith λI − �ζ ,
and the Fourier multiplier (λ − k)−1 is associated with R(λ, �ζ ). The property of the
functional calculus in relation to the boundedness then asserts that for 1 < p < ∞,

‖R(λ, �ζ )‖L p(�)→L p(�) � Cν

|λ| , λ /∈ Scν .

By this estimate, for b ∈ Scω with good decays at both zero and the infinity, the
Cauchy–Dunford integral

b(�ζ ) f = 1

2π i

∫

�

b(λ)R(λ, �ζ )dλ f

defines a bounded operator, where � is the path consisting of four rays: L1 ∪ L2 ∪
L3 ∪ L4, where

L1 =
{
s exp(iθ) : s is from ∞ to 0

}
,

L2 =
{
s exp(−iθ) : s is from 0 to ∞

}
,

L3 =
{
s exp(i(π + θ)) : s is from ∞ to 0

}
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and
L4 =

{
s exp(i(π − θ)) : s is from 0 to ∞

}
,

and arctan N < θ < ω. In the sense of the convergence lemma obtained byMcIntosh
[22], the functions b of this sort form a dense subclass of H∞(Scω). By this lemma,
we can extend the definition given by the Cauchy–Dunford integral and define a
functional calculus b(�ζ ) on general functions b ∈ H∞(Scω).

Now we prove b(�ζ ) = Mb. Assume that b has good decays at both zero and the
infinity and f ∈ A. Then changing the order of the integral and the summation in
the following equality, we can get

b(�ζ ) = 1

2π

∫

�

b(λ)R(λ, �ζ )dλ f (x)

= 1

2π i

∫

�

b(λ)

∞∑
k=−∞

(λ − k)−1

× 1

�n

∫

�

P̃ (k)(y−1x)E(y)n(y) f (y)dσ(y)dλ

=
∑
k

( 1

2π i

∫

�

b(λ)(λ − k)−1dλ
)

× 1

�n

∫

�

P̃ (k)(y−1x)E(y)n(y) f (y)dσ(y)

=
∑
k

b(k)
1

�n

∫

�

P̃ (k)(y−1x)E(y)n(y) f (y)dσ(y)

= Mb f (y).

As defined in Proposition 6.2.7, we denote by P± the projection operators P± f =
f ±. It follows from the estimate of the resolvent R(λ, �ζ ) that �ζ P± is a type ω

operator (see [22]).
The operators �ζ P± and �ζ are identical to their dual operators on L2(�) in the

dual pair (L2(�), L2(�)) under the bilinear pairing

〈〈 f, g〉〉 = 1

�n

∫

�

f (x)n(x)g(x)dσ(x).

That is
〈〈�ζ P

± f, g〉〉 = 〈〈 f, �ζ P
±g〉〉

and
〈〈�ζ f, g〉〉 = 〈〈 f, �ζ g〉〉.
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These can be easily derived from Parseval’s identity

∞∑
k=0

∑
|β|=k

λβλ′
β + μβμ′

β = 1

�n

∫

SRn1

f (x)n(x)g(x)dσ(x),

and (6.10). For the Banach dual pair (L p(�), L p′
(�)), 1 < p < ∞, 1/p + 1/p′ =

1, analogous conclusions also hold.

6.4 The Analogous Theory in R
n

In this section, we state briefly how to establish an analogous theory on the symmetric
Euclidean space

R
n =

{
x = x1e1 + · · · + xnen, xi ∈ R

}
.

In Rn , the Cauchy kernel is E(x) = x/|x |n and the Dirac operator is

D = (∂/∂x1)e1 + · · · + (∂/∂xn)en.

We also have Cauchy’s theorem and Cauchy’s formula. Corresponding to (6.4), we
have

E(x − e1) = P (−1)(x) + P (−2)(x) + · · · + P (−k)(x) + · · · , |x | > 1. (6.12)

Based on the relation

E(x − y) = x − y

|x − y|n =
∞∑
k=1

(−1)k−1

(k − 1)! 〈y, ∇x 〉k−1 x

|x |n , (6.13)

where ∇x = (∂/∂x1, · · · , ∂/∂xn), letting y = e1, we get

P (−k)(x) = (−1)k−1

(k − 1)!
( ∂

∂x1

)k−1
E(x).

From the Taylor series theory, we know that the general entries of the infinite series
(6.13) are monogenic with respect to D in both x and y. So P (−k)(x) is monogenic.
Define

P (k−1) = I (P (−k)), k ∈ Z
+,

where I is the Kelvin inversion: I ( f )(x) = E f (x−1). The properties of the Kelvin
inversion indicate that P (k−1) is monogenic. It can be verified that when we replace
P (k) by P (k), x by x and n by n − 1, Proposition 6.1.1 still holds.
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In Rn , there are corresponding objects like the heart shaped regions Hω,±, that is,

Hω,± =
{
x ∈ R

n : (± ln |e1x |)
arg(e1, x)

< tanω
}
,

and
Hω = Hω,+ ∩ Hω,−.

In fact,

Hω =
{
x ∈ R

n : | ln |e1x ||
arg(e1, x)

< tanω
}
.

We use the following function spaces

K (Hω,±) =
{
φ : Hω,± → C(n) : φ is monogenic and satisfies

|φ(x)| � Cμ

|e1 − x |n−1
, 0 < μ < ω

}
,

and
K (Hω,±) =

{
φ : Hc

ω → C(n) : φ = φ+ + φ−, φ± ∈ K (Hω,±)
}
.

Similar to Theorem 6.1.1, the following is a technical result.

Theorem 6.4.1 If b ∈ H∞(Scω,±)andφ(x) =
±∞∑
k=±1

b(k)P (k)(x), thenφ ∈ K (Hω,±).

Proof As in the proof of Theorem 6.1.1, the case b ∈ H∞(Scω,±) is reduced to
the case b ∈ H∞,r (Scω,±), and the case b ∈ H∞,r (Scω,+) is reduced to the case
b ∈ H∞,r (Scω,−).

Let b ∈ H∞,r (Scω,−). We have

φ(x) =
∞∑
k=1

b(−k)P (−k)(x) =
∞∑
k=1

b(−k)
(−1)k−1

(k − 1)!
( ∂

∂x1

)k−1
E(x)

= −e1

∞∑
k=1

b(−k)
(−1)k−1

(k − 1)!
( ∂

∂x1

)k−1( x1 − x2g1 − · · · − xngn−1

|x1 + x2g1 + · · · + xngn−1|n
)

= −e1

∞∑
k=1

b(−k)
(−1)k−1

(k − 1)!
( ∂

∂x1

)k−1
E(x̃)

= −e1φ̃(x̃),

where gi = ei+1e
−1
1 , i = 1, 2, . . . , n − 1 are the basic vectors like e1, e2, . . . , en−1,

and x̃ = x1 + x2g1 + · · · xngn−1 is a vector in R
n−1
1 . We can also get



6.4 The Analogous Theory in Rn 205

D =
( ∂

∂x1
+ ∂

∂x2
g1 + · · · + ∂

∂xn
gn−1

)
e1 = D̃e1,

where D̃ is the Dirac operator in Rn−1
1 . Hence, if φ̃ is left monogenic with respect to

D̃ in Rn−1
1 , we obtain that φ is left monogenic with respect to D in Rn . If we replace

e1 by 1, the heart shaped regions Hω,± are identical to those inRn−1
1 . The desired left

monogeneity and the estimate follow from Theorem 6.1.1. The right-monogeneity
can be proved similarly, with the only difference that e1 is factorized out of E(x)
from the right hand side, and of D from the left hand side, and define gi = e−1

1 ei+1.
The proof is complete. �

Let � be a surface in R
n . If � is (n − 1)-dimensional, starlike about the origin

and there exists a constant M < ∞ such that for x, x ′ ∈ �,

| ln |x−1x ′||
arg(x, x ′)

� M,

we call this surface a starlike Lipschitz surface. The minimum value of M is called
the Lipschitz constant of � denoted by N = Lip(�).

We use the following class of functions

A =
{
f : f is left monogenic in ρ − s < |x | < ι + s for some s > 0

}
,

where ρ = inf
{
|x | : x ∈ �

}
and ι = sup

{
|x | : x ∈ �

}
. By CMcM’s Theorem, we

can deduce that A is dense in L2(�).
If f ∈ A,

f (x) =
∞∑
k=0

Pk( f )(x) +
∞∑
k=0

Q
k
( f )(x),

where for k ∈ Z
+ ∪ {0}, Pk( f ) belongs to the finite-dimensional right module Mk

of k−homogeneous left monogenic functions inRn , and Q
k
( f ) belongs to the finite-

dimensional right module of−(k + n − 1)−homogeneous left monogenic functions
in Rn \ {0}. The spaces Mk and M−k−n+1 are eigenspaces of the spherical left-Dirac
operator �ζ , where the operator is defined by

Mb(k) f (x) =
∞∑
k=0

bk Pk( f )(x) +
∞∑
k=0

b−k−1Qk
( f )(x).

In the present case, we can obtain a singular integral expression similar to that in
Theorem 6.2.1. There exists also an analogous theory of Hardy space H 2. Based on
these, applying Theorem 6.4.1, we can prove the following result with the method
of Theorem 6.2.2.
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Theorem 6.4.2 Let ω ∈ (arctan(N ), π/2). If b ∈ H∞(Scω) and without loss of gen-
erality, assume that b(0) = 0. The above defined Mb = M (b(k)) extends to a bounded
operator from L2(�) to L2(�). Moreover,

‖M (b(k))‖L2(�)→L2(�) � Cν‖b‖L∞(Scν ), arctan(N ) < ν < ω.

Remark 6.4.1 By Theorem 6.4.2, we can prove that the Fourier multiplier class Mb
is identical to a certain class of singular integral operators (see Theorem 6.2.1). By
the method in Sect. 6.3, we can also prove that such class is identical to the Cauchy–
Dunford bounded holomorphic functional calculus of the spherical Dirac operator
�ζ .

6.5 Hilbert Transforms on the Sphere and Lipschitz
Surfaces

Let � be a bounded connected Lipschitz domain in R
n with the Lipschitz constant

less than or equal to M . By this, it means that� is a bounded and connected open set
whose boundary ∂� is denoted by � in the sequel. The boundary � may be covered
by a finite number of balls in each of which the piece of the boundary of the domain
under a suitable rotation and translation can become locally a piece of Lipschitz
graph with a Lipschitz constant less than or equal to M . We further assume that the
complement (�)c is unbounded and connected. Alternatively, we may assume that
� is an open connected domain above a Lipschitz graph �. In both cases, the whole
space Rn is divided into two parts by �, that is, �+ = � and �− = R

n\(� ∪ �).
For a scalar-valued function f in L p(�), 1 < p < ∞, define the Cauchy integral

C±
� f as

C±
� f (x) = C± f (x) = 1

σn−1

∫

�

E(y − x)n±(y) f (y)dσ(y), x ∈ �±, (6.14)

where dσ(y) is the area measure of the surface and n±(y) are the outward-pointing
and inward-pointing normals of the surface�± at the point y ∈ �, σn−1 is the surface
area of the (n − 1)-dimensional unit sphere. Notice that

x y = −〈x, y〉 + x ∧ y. (6.15)

By the relation (6.15), the above Cauchy integral becomes

C±
� f (x) = 1

σn

∫

�

〈E(x − y), n±(y)〉 f (y)dσ(y) (6.16)

+ 1

σn

∫

�

E(x − y) ∧ n±(y) f (y)dσ(y), x ∈ �±.



6.5 Hilbert Transforms on the Sphere and Lipschitz Surfaces 207

Plemelj’s formula ensures that the non-tangential boundary values C
± f (x) of

C± f (x) exist and equal to

C
± f (x) = 1

2

[
f (x) ± C f (x)

]
, a.e.x ∈ �, (6.17)

where the operator denoted by C is the principal value Cauchy singular integral
operator defined by

C f (x) = 2

σn−1
lim

ε→0+

∫

|y−x |>ε, y∈�

E(y − x)n+(y) f (y)dσ(y), a.e. x ∈ �.

(6.18)
In the last integral, using “p.v.” to replace lim

ε→0+ and decomposing the integral into

the scalar-valued part and the two-form part, we have

C f (x) = 2

σn−1
p.v.

∫

�

E(y − x)n+(y) f (y)dσ(y) (6.19)

= 2

σn−1
p.v.

∫

�

〈E(y − x), n+(y)〉 f (y)dσ(y)

+ 2

σn−1
p.v.

∫

�

E(y − x) ∧ n+(y) f (y)dσ(y), a.e. x ∈ �.

By Coifman–McIntosh–Meyer’s Theorem [17], the operator C is bounded on L p,
1 < p < ∞. Hence the operatorC± is the projection satisfying the property (C±)2 =
C

±. As a corollary, C itself is a reflection operator, that is, C2 = I , where I is the
identity operator. Because the boundary value f is assumed to be scalar-valued, the
Cauchy integrals C± f and the boundary values C± f are all para-bivector-valued.
In the complex plane andRn

1, the operators mentioned above are para-vector-valued.
(In the complex plane, the boundary data are assumed to be real-valued.)

There exists a second reflection operator N representing the Clifford conjugation,
namely,

N f (x) = f (x).

The operator N will be used to the boundary values of the para-bivector-valued
Cauchy integrals. The corresponding projections are N+ : f → Sc[ f ] and N− :
f → NSc[ f ]. With the four pairs of the combinations (C, C

±) and (N , N±) of
reflections and projections, we can formulate the corresponding transmission prob-
lems. With a minor modifications dealing with the infinity, the operator theory ofC−
is similar to that of C+. Below we mainly deal with the operator C+.

We write

C
+ f = 1

2
(I + C) f = u + v,

where the scalar-part of the para-bivector-valuedC+ f is u and denote u = Sc[C+ f ].
The two-form part of C+ f is v: v = NSc[C+ f ]. The above relation gives
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u = 1

2
(I + N+

C) f and v = 1

2
N−

C f.

Hence, formally,
f = 2(I + N+

C)−1u.

We define the mapping from u to v as the inner Hilbert transform denoted by H+.
We have

v = H+u

= 1

2
N−

C f

= N−
C(I + N+

C)−1u.

In the above formulation, in order to deduce the extension and the L p−
boundedness of the Hilbert transform from u to v, we need to require the topo-
logical isomorphism property from u to f in the L p space of the boundary. In other
words, the double layer potential part N+

C should be comparatively smaller than
the identity operator I . If the curves and surfaces are smooth, this requirement is
satisfied for 1 < p < ∞. However, for general Lipschitz curves and surfaces �, this
is met only for p0 < p < ∞, where the index p0 ∈ [1,∞) depends on the Lipschitz
constant of �. However, for 1 < p � p0, the closure of the graph u in L p(�) forms
a proper subspace of L p(�), see [23] and the related references.

Similarly, define

v = 1

2
N−

C f = N−
C(I − N+

C)−1u

as the outer Hilbert transform H−u. To give a proper meaning of the above definition,
as well as H+ and H−, we claim that the existence of the inverse operator (I ±
N+

C)−1 under certain conditions. Before we deal with the general theory, we check
several interesting examples.

Example 6.5.1 Consider � = R
n , where � is the upper half space

R
n
1,+ =

{
x = x0 + x : x0 > 0, x ∈ R

n
}
.

For the case (6.14),
n±(y) = ∓e0 = ±1

and the scalar part of

E(y − x) = y − x

|y − x |n+1
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is zero, while f and dσ(y) are scalar-valued. Hence, N+
C f = 0. As consequence,

f = 2u and v = Cu. For the outer Hilbert transform, a similar conclusion holds.
Therefore, the outer and inner Hilbert transforms coincide with the singular Cauchy
integral transform.

Example 6.5.2 Let� = Dbe the unit disc in the complex plane. Let f be real-valued.
We have

N+
C f (eiξ ) = p.v.Re

[ 1

π i

∫ 2π

0

f (eit )

eit − eiξ
d(eit )

]

= p.v.
1

π

∫ 2π

0
Re

[ eit

eit − eiξ

]
f (eit )dt.

A direct computation gives

Re
[ eit

eit − eiξ

]
= 1

2
.

Hence,
N+

C f (eiξ ) = f0 = I0 f,

where f0 denotes the average of f (eit ) on [0, 2π ] and I0 is the operator which maps
f to f0. We notice that the norm of the operator ‖I0‖ = 1. Simple computation gives

(I + I0)
−1u = −u0

2
+ u,

where u0 = I0u.
Let

H̃ f (eiθ ) = N−
C f (eiθ ).

We have

H̃ f = p.v.
i

2π

∫ 2π

0
cot

(θ − t

2

)
f (eit )dt

that annihilates constants. Therefore,

H+u = N−
C(I + I0)

−1u

= H̃(−u0
2

+ u)

= H̃u.

Similarly, (I − I0)−1 is defined on the closed subspace:

{
u ∈ L2 :

∫ 2π

0
u(eit )dt = 0

}
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and satisfies (I − I0)−1u = u, and

H−u = N−
C(I − I0)

−1u = H̃u.

Notice that in this example, the inverse operator (I − N+
C)−1 does not exist in L p,

but it exists in the proper and closed subspace L p
0 of L p:

L p
0 (∂D) =

{
f ∈ L p(∂D),

∫ 2π

0
f (eit )dt = 0

}
.

Example 6.5.3 Consider� = Bn ,� = Sn−1, n > 2. For high-dimensional spheres,
the double-layer potential N+

C is replaced by a non-trivial operator. The inner
and outer Hilbert transforms are distinguished. On the sphere, a direct computation
indicates that the double-layer potential becomes

〈E(x − y, n+(y))〉 = 1

2

1

|x − y|n−2
. (6.20)

Hence, by (6.19),

N+
C f (x) = 1

σn−1

∫

Sn−1

f (y)

|x − y|n−2
dσ(y).

Proposition 6.5.1 On the sphere, the double-layer potential operator N+
C is L p-

bounded, 1 � p � ∞, and the norm of the operator equals to 1.

Proof See [24] for the proof. �

What is important is the order of the singularity of double-layer potential rather
than the bound of the operator. On the sphere, the existence and the boundedness in
L p of the inverse operator are guaranteed by the Fredholm theory. Generally, we can
prove that if � is C∞, then

|〈E(x − y), n+(y)〉| � C

|x − y|n−2
.

This estimate coincides with (6.20). If � is C1,α , 0 < α < 1, then

|〈E(x − y), n+(y)〉| � C

|x − y|n−1−α
. (6.21)

In the above cases, the operator N+
C is compact. We can use the Fredholm theory to

prove (I ± N+
C)−1 exists and for 1 < p < ∞, this operator is bounded in L p, see
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[23] and [25]. However, there exists an essential difficulty to use the Fredholm theory
to C1 domains and Lipschitz domains. In fact, for this case, we can only obtain the
following estimate of the kernel of the double-layer potential

|〈E(x − y), n+(y)〉| � C

|x − y|n−1
.

This estimate implies that this kernel has the same singularity as the kernel of the
singular Cauchy integral operator on the surface. Fabes–Jodeit–Riviére [26] proved
that N+

C was compact for C1 domain. For the Lipschitz domain, the operator N+
C

is not necessarily compact in L p(�). We need a newmethod to prove the invertibility
of I + N+

C. The case for p = 2 was solved in [25], Dahlberg and Kenig [23] gave
the optimal range of p, see [23, 27]. The existence and boundedness of (I ± N+

C)−1

are corollaries of those results [24].

Theorem 6.5.1 For a Lipschitz domain � ⊂ R
n, n > 2, the inner and outer Hilbert

transformsboth exist andare bounded from L p(�) to L p(�), where2 − ε < p < ∞,
ε ∈ (0, 1] depends on the Lipschitz constant of � (For the C1 domain one may take
ε = 1). In addition, for u ∈ L p(�),

H±u(x) = 2

σn−1
p.v.

∫

�

[
E(y − x) ∧ n±(y)

]
(I ± N+

C)−1u(y)dσ(y). (6.22)

Now we consider existence of explicit formulas of the Cauchy-type Poisson and
conjugate Poisson kernels on Lipschitz surfaces. Then we deduce explicit formulas
of the kernel of the high-dimensional Hilbert transform. Generally, it is difficult to
derive such formulas. The explicit formulas and the related issues for the sphere case
are studied in [13, 28–30].

LetU be a scalar-valued harmonic function in�. If a harmonic functionV satisfies

(i) Sc[V ] = 0,
(ii) D(U + V ) = 0,

then V is said to be a harmonic conjugate of U . By this definition, if n > 2, the
harmonic conjugate of a given harmonic function is not unique even modulo Clifford
constants. In fact, there exists a non-constant harmonic function V satisfying (i) but
D(V ) = 0. To eliminate this situation, we introduce

Definition 6.5.1 If V is a harmonic conjugate of U and there exists a scalar-valued
boundary data f such that

U + V = C+
� f,

then V is called a Cauchy-type harmonic conjugate, or a canonical harmonic conju-
gate of U in �.

It is easy to see that if we choose f as the Dirac function δ at y on the boundary,
then we can get
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1

σn−1
E(y − x) ∧ n±(y)

is the Cauchy-type harmonic conjugate of

1

σn−1
〈E(y − x), n±(y)〉.

Notice that for a scalar-valued harmonic function, there exist more than one har-
monic conjugates that differ by non-constant functions. On the other hand, Cauchy-
type harmonic conjugate is unique. We have the following result (see [24]).

Theorem 6.5.2 Assume that� is a Lipschitz domain and the scope of p satisfies the
conditions as in Theorem 6.5.1. Let U be a scalar-valued harmonic function whose
non-tangential maximal function

u∗(x) = sup
y∈�α(x)

|U (y)|

belongs to L p(�), where �α(x) is the truncated cone of opening α whose axis is
perpendicular to the tangent plane of � at x ∈ �. Then there exists unique Cauchy-
type harmonic conjugate of U.

Now we discuss the Schwarz kernel and the associated Cauchy-type Poisson and
conjugate Poisson kernels.Wewill seek for the integral representation of the operator
S+ such that S+u = C+ f , where u = Sc[C+ f ]. This is equivalent to find out the
kernel S+(x, y) such that for x ∈ �,

C+ f (x) = 1

σn−1

∫

�

E(y − x)n+(y) f (y)dσ(y) (6.23)

=
∫

�

S+(y, x)u(y)dσ(y)

= S+u(x).

If the kernel S+(x, y) exists, then it is called the inner Schwarz kernel. The func-
tions P+(x, y) and Q+(x, y) are called the inner Poisson kernel and the conjugate
inner Poisson kernel, respectively, where

P+ = Sc[S+], Q+ = NSc[S+].

By P+ and Q+, we can see that for x ∈ �,

U+(x) =
∫

�

P+(x, y)u(y)dσ(y) (6.24)

= −2

σn−1

∫

�

〈E(y − x), n+(y)〉(I + N+
C)−1u(y)dσ(y)
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and

V+(x) =
∫

�

Q+(x, y)u(y)dσ(y) (6.25)

= −2

σm−1

∫

�

E(y − x) ∧ n+(y)(I + N+
C)−1u(y)dσ(y)

are the unique solutions of the Dirichlet problem inside � with boundary data u
and H+u, respectively. Actually, V+(x) is the Cauchy-type harmonic conjugate of
U+(x). The functions P+ and Q+ are the unique harmonic representations of the
Dirac function δ� and of its H+δ� , where in the sense of distributions, H+δ� can be
represented as the principal value singular kernel of the inner Hilbert transform. As
for Lipschitz domains, the existence of the Poisson kernel can be deduced from the
theory ofGreen’s function. For Lipschitz curves and surfaces, by the Plemelj formula,
the non-tangential boundary limit of the harmonic function V+(x ′) is H+ f (x). In
other words, for almost all x ∈ �,

lim
x ′→x

V+(x ′) = H+u(x)

= p.v.
∫

�

Q+(x, y)u(y)dσ(y) (6.26)

= 2

σn−1
p.v.

∫

�

[
E(y − x) ∧ n+(y)

]
(I + N+

C)−1u(y)dσ(y).

Because

V+(x ′) =
∫

�

P+(x ′, y)H+ f (y)dy,

we have for x ∈ �′ ⊂ �, y ∈ �,

Q+(x ′, y) = H+
�′ P+(x ′, y),

where the Hilbert transform is with respect to an admissible Lipschitz surface �′.
The outer Cauchy integral C− is with respect to the outer Poisson kernel and the

conjugate outer Poisson kernel, and therefore the outer Schwartz kernel. The theory
for them are parallel.

The inner Poisson kernel on the sphere is well known. There are a number of
methods to derive this kernel. The harmonic conjugate of the inner Poisson kernel
was first obtained by Brackx et al. Those authors gave the explicit formula of the
kernel in the integral form. They further obtained a finite form of the formulas
inductively with the space dimension (see [31]). As a result, their methods yield the
Cauchy harmonic conjugates. Below we present a different approach based on the
double-layer potential.

Theorem 6.5.3 On the unit sphere, the inner Poisson kernel and its Cauchy-type
harmonic conjugate are
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P(x, ω) = 1

σn−1

1 − |x |2
|x − ω|n (6.27)

and, for 0 < r < 1,

Q(x, ω) = 1

σn−1

(
2

|x − ω|n − n − 2

rn−1

∫ r

0

ρn−2

|ρξ − ω|n dρ
)
x ∧ ω. (6.28)

Proof By (6.17) and (6.19), we have

C
± f = 1

2

(
f ± Sc[C f ]

)
± 1

2
NSc[C f ]. (6.29)

For the inner Poisson kernel and its harmonic conjugate, we will work with the case
“+” in the above formula. Comparing the formula for this case with (6.16) and in
view of the harmonic extensions of the scalar part and the non-scalar part of the
boundary values to inside part of the unit sphere, we get for |x | < 1 and |ω| < 1,

1

σn−1

〈ω − x, ω〉
|ω − x |n = 1

2
P(x, ω) + 1

2
S(x, ω) (6.30)

and
1

σn−1

(x − ω) ∧ ω

|x − ω|n = 1

2
Q(x, ω) + 1

2
S̃(x, ω),

where S̃(x, ω) is the Cauchy-type harmonic conjugate of S(x, ω). Then we can
immediately obtain that the formula of P(x, ω). To obtain the formula of Q(x, ω),
we need to compute S̃(x, ω) which can be derived from the following lemma by
taking r < 1. �

Lemma 6.5.1 For r = |x | < 1,

∞∑
k=0

rk
n − 2

n + k − 2
P (k)(ω−1ξ) (6.31)

= n − 2

rn−2

∫ r

0
ρn−3E(ω − ρξ)ωdρ

= 1

|x − ω|n−2
+ n − 2

rn−1

( ∫ r

0

ρn−2

|ρξ − ω|n dρ
)
x ∧ ω.

For r = |x | > 1,
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∞∑
k=1

n − 2

k

1

rn−2+k
P (−k)(ω−1ξ) (6.32)

= n − 2

rn−2

∫ ∞

r
ρn−3E(ω − ρξ)ωdρ

= 1

|x − ω|n−2
− 1

rn−2
− n − 2

rn−1

( ∫ ∞

r

ρn−2

|ρξ − ω|n dρ
)
x ∧ ω.

When r < 1, we refer the reader to the work of Brackx et al. The proof for r > 1 is
given in [32].

Similarly, we have (see [32]).

Theorem 6.5.4 On the unit sphere, the outer Poisson kernel and its Cauchy-type
harmonic conjugate are

P−(x, ω) = 1

σn−1

|x |2 − 1

|x − ω|n (6.33)

and

Q−(x, ω) = 1

σn−1

(
− 2

|x − ω|n + n − 2

rn−1

∫ r

0

ρn−2

|ρξ − ω|n dρ
)
x ∧ ω, r > 1, ξ �= ω.

For f ∈ L2(Sn−1), y = ω ∈ S
n−1 and x = rξ with 0 � r < 1, we have

C+ f (x) =
∞∑
k=0

|x |k
σn−1

∫

Sn−1
C+
n,k(ξ , ω) f (ω)dσ(ω), (6.34)

where

C+
n,k(ξ , ω) = n + k − 2

n − 2
C (n−2)/2
k (〈ξ, ω〉) + Cn/2

k−1(〈ξ, ω〉)ξ ∧ ω, (6.35)

and Cn/2
−1 (〈ξ, ω〉) = 0. In fact, by (6.9), the right hand side of (6.35) is a function of

ω−1x . Hence we can write

P (k)(ω−1x) = rkC+
n,k(ξ , ω), k = 0, 1, 2, . . . .

Therefore,

C+ f (x) =
∞∑
k=0

1

σn−1

∫

Sn−1
P (k)(ω−1x) f (ω)dσ(ω). (6.36)
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Similar to (6.36), we have

C− f (x) =
−∞∑
k=−1

|x |−n+2−k

σn−1

∫

Sn−1
C−
n,|k|−1(ξ , ω) f (ω)dσ(ω) (6.37)

=
−∞∑
k=−1

1

σn−1

∫

Sn−1
P (k)(ω−1x) f (ω)dσ(ω),

where

C−
n,|k|−1(ξ , ω) = |k|

n − 2
C (n−2)/2

|k| (〈ξ, ω〉) − Cn/2
|k|−1(〈ξ, ω〉)ξ ∧ ω. (6.38)

Set
P (k)(ω−1x) = r−n+2−kC−

n,|k|−1(ξ , ω), k = −1,−2, . . . .

For the Fourier-Laplace expansion in the sense of L2, there holds

f (ξ) =
∞∑

k=−∞

1

σn−1

∫

Sm−1
P (k)(ω−1ξ) f (ω)dσ(ω). (6.39)

This result indicates that the series

Sc
[ ∞∑
k=−∞

1

σn−1
P (k)(ω−1ξ)

]

plays the role of the Dirac-δ function.

Theorem 6.5.5 TheAble sumexpansions of the innerPoisson kernel and its Cauchy-
type harmonic conjugate are

P+(x, ω) = 1

σn−1

∞∑
−∞

r |k|P (k)(ω−1ξ), x = rξ, r < 1, (6.40)

and

Q+(rξ, ω) (6.41)

= 1

σn−1

[ ∞∑
k=1

k

n + k − 2
rk P (k)(ω−1ξ) −

−1∑
k=−∞

r |k|P (k)(ω−1ξ)
]
, r < 1.

Proof We write

A+(r) = 1

σn−1

[ ∞∑
k=0

rk P (k)(ω−1ξ)
]
. (6.42)
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From the above arguments, we can see that

A+(r) = 1

2
P+(rξ, ω) + 1

2
S+(rξ, ω) (6.43)

+1

2
S̃+(rξ, ω) + 1

2
Q+(rξ, ω), r < 1,

where the last three entries are the harmonic representation of a half of the Cauchy
singular integral of f , that is, (1/2)C f . Similarly,

A−(r) = 1

σn−1

[ −1∑
−∞

P (k)(ω−1x)

]
(6.44)

= 1

2
P−(rξ, ω) − 1

2
S−(rξ, ω)

−1

2
S̃−(rξ, ω) − 1

2
Q−(rξ, ω), r > 1.

If the Kelvin inversion of A− is denoted by K(A−), it is easy to verify that K(A−)

satisfies the following relation:

K(A−)(r) = 1

2
P+(rξ, ω) − 1

2
S+(rξ, ω) − 1

2
S̃+(rξ, ω) − 1

2
Q+(rξ, ω), r < 1.

Hence we obtain
P+(x, ω) = A+(r) + K(A−)(r).

In the first equality of (6.44), using the Kelvin inversion term by term for the series
expansion of A− and applying (6.42), we get the Abel sum expansion of the Poisson
kernel (6.40).

Next we deduce the Abel sum formula of the conjugate Poisson kernel Q+(x, ω).
In fact, by (6.31) of Lemma 6.5.1, we can see that all entries in (6.43) are of the Abel
sum form except for (1/2)Q+(rξ, ω). Therefore,

1

2
Q+(rξ, ω) = A+(r) − 1

2
P+(rξ, ω) − 1

2

1

σn−1

[ ∞∑
k=0

rk
n − 2

n + k − 2
P (k)(ω−1ξ)

]

= 1

σn−1

[ ∞∑
k=0

rk P (k)(ω−1ξ) − 1

2

∞∑
−∞

r |k|P (k)(ω−1ξ)

−1

2

∞∑
k=0

rk
n − 2

n + k − 2
P (k)(ω−1ξ)

]

= 1

σn−1

[
1

2

∞∑
k=0

k

m + k − 2
rk P (k)(ω−1ξ) − 1

2

−1∑
k=−∞

r |k|P (k)(ω−1ξ)

]
.

Hence we get (6.41). This completes the proof.
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Theorem 6.5.6 The Abel sum expansions of the outer Poisson kernel and its canon-
ical harmonic conjugate are

P−(x, ω) = 1

σn−1

∞∑
−∞

r−|k|−n+2P (k)(ω−1ξ), x = rξ, r > 1, (6.45)

and

Q−(x, ω) = 1

σn−1

[ ∞∑
k=1

1

rn+k−2
P (k)(ω−1ξ) (6.46)

−
−1∑

k=−∞

n + |k| − 2

|k|
1

rn+|k|−2
P (k)(ω−1ξ)

]
− Ñ (rξ, ω),

where Ñ is the canonical harmonic conjugate of the double-layer potential N outside
the unit sphere, where

N (rξ) = 1

σn−1

1

rn−2

and

Ñ (rξ, ω) = 1

σn−1

n − 2

rn−2

∫ ∞

0

ρn−2

|ρξ − ω|n dρξ ∧ ω, a.e.r > 1. (6.47)

�

6.6 Remarks

Remark 6.6.1 Let Q and Qc denote the algebras of Hamilton’s quaternions over R,
the real number field, and C, the complex number field, respectively, with the usual
canonical basis, i0, i1, i2, i3 (i0 being the identity of Q which will hence forth be
identified with the identity 1 of R), where

i1i2 = −i2i1 = i3, i2i3 = −i3i2 = i1, i3i1 = −i1i3 = i2,

and i21 = i22 = i23 = −1.Ageneral quaternion is of the form q = ∑3
l=0 qlil = q0 + q ,

ql ∈ R or ql ∈ C, depending on q ∈ Q or q ∈ Q
c, respectively, where q0 and q =

q1i1 + q2i2 + q3i3 are called the real and imaginary part of q, respectively. In [11],
T. Qian established a singular integral theory on star-shaped Lipschitz surfaces in
the setting of Q. The results in [11] provides explicit formulas to obtain singular
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integral kernels from Fourier multipliers and vice versa. Moreover, macroscopically
speaking, the theory proves identifications between the following three forms: Fourier
multipliers, singular integrals and Cauchy–Dunford’s integrals for functional calculi
on both the unit sphere and star-shaped Lipschitz surfaces.
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Chapter 7
The Fractional Fourier Multipliers
on Lipschitz Curves and Surfaces

The main contents of this chapter are based on some new developments on the
holomorphic Fourier multipliers which are obtained by the two authors in recent
years, see the author’s paper joint with Leong [1] and the joint work [2]. In the
above chapters, we state the convolution singular integral operators and the related
bounded holomorphic Fourier multipliers on the finite and infinite Lipschitz curves
and surfaces. Let Sc

μ,± and Sc
μ be the regions defined in Sect. 1.1. The multiplier b

belongs to the class H∞(Sc
μ,±) defined as

H∞(Sc
μ) =

{
b : Sc

μ → C : b± = bχ{z∈C: ±Rez>0} ∈ H∞(Sc
μ,±)
}
,

whereH∞(Sc
μ,±) is defined as the set of all holomorphic functionb satisfying |b(z)| �

Cν in any Sc
ν,±, 0 < ν < μ. A natural question is that whether we can establish

the corresponding theory of Fourier multiplier operators if b is dominated by a
polynomial?

On the other hand, in new progress of Clifford analysis studies, there exist some
exampleswhich can not be included in the theory of singular operator on theLipschitz
graph. We give the following example.

Example 7.0.1 In [3, 4], in order to investigate the so-called Photogenic-Dirac equa-
tion which have the singular-valued functional solution, D. Eelbode introduce the
Photogenic-Cauchy transform Cα

P on the unit sphere in Rn. To give the definition of
this transform, we state some backgrounds on this topic.

Let R1,n be the real orthogonal space with the orthogonal basis B1,n(ε, ej) =
{ε, e1, . . . , en} endowed with the quadratic form

Q1,n(T ,X ) = T 2 −
n∑

j=1

X 2
j = T 2 − R2,

© Springer Nature Singapore Pte Ltd. and Science Press 2019
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where we take

R = |X | =
⎛
⎝

n∑
j=1

X 2
j

⎞
⎠

1/2

.

The orthogonal space R
1,n is called the m-dimensional space-time, n denotes the

spatial dimension. The space-timeClifford algebraR1,n is generated by the following
multiplication rules: for all 1 � i, j � n, eiej + ejei = −2δij. For all i and ε2 = 1,
eiε + εei = 0. The vectors inR1,m, i.e., (m + 1)-tuples (T ,X ) or space-time vectors
is identified with the 1-vectors in R1,n under the canonical mapping

(T ,X ) = (T ,X1, . . . ,Xn) �−→ εT + X ∈ R1,n.

The Dirac operator on R
1,n is given by the vector derivative

D(T ,X )1,n = ε∂T −
n∑

j=1

ej∂Xj ,

which factorizes the wave operator �n = ∂2
T − �n on R

1,n as

�n =
⎛
⎝ε∂T −

n∑
j=1

ej∂Xj

⎞
⎠

2

.

For α + n � 0 and ω ∈ S
n−1, we consider the following Photogenic-Dirac equa-

tion
(ε∂T − ∂X )Fα,ω(T ,X ) = T α+n−1δ(Tω − X )

and take the transformation:

λ = T and x = X

T
= rξ ∈ Bn(1),

where Bn(1) is the unit sphere in Rn and |ξ | = 1. In [3], D. Eelbode proved that

Fα(x, ω) = (2α + n + 1)c(α, n)(ε + x)
(1 − r2)α+(n−1)/2

(1− < x, ω >)α+n

+ (α + n)c(α, n)(ε + ω)
(1 − r2)α+(n+1)/2

(1− < x, ω >)α+n+1
,

where c(α, n) is the constant depending on α and n. In addition, let f (ω) be any func-
tion defined on the sphere Sn−1. For all x ∈ Bn(1), the Photogenic-Cauchy transform
of f Cα

P [f ](x) is defined by
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Cα
P [f ](x) = 1

�n

∫

Sm−1
Fα(x, ω)ωf (ω)dω,

where �n is the surface area of the sphere Sn−1.
If we apply this transform Cα

P to the inner and outer spherical monogenic poly-
nomials Pk and Qk on R

n \ {0} and let r → 1−, we can obtain the boundary values
Cα
P [Pk ] ↑ and Cα

P [Qk ] ↑ as follows:

Cα
P [Pk ] ↑ (ξ) = (n/2 − 1/2)

8πn/1−1/2

(α + n + k){(α + n + k − 1) + (k − α)ξε}Pk(ξ)

(α + n/2 + 1/2)(α + n/2 − 1/2)
,

Cα
P [Qk ] ↑ (ξ) = (n/2 − 1/2)

8πn/1−1/2

(1 + α − k){(α − k) + (α + n + k − 1)ξε}Qk(ξ)

(α + n/2 + 1/2)(α + n/2 − 1/2)
.

It is obvious that the occurrence of

k2Pk(ξ), kPk(ξ), k2Qk(ξ), kQk(ξ)

indicates that for f ∈ L2(Sn−1), the boundary value Cα
P [f ] ↑ does not belong to

L2(Sn−1). Hence, in order to obtain the boundedness of this operator, we need to
restrict f into a space smaller that L2(Sn−1). In [3], the author replaced L2(Sn−1)

by a special Sobolev space and obtained the boundedness of Cα
P [f ] ↑. Based on

the above result, in this chapter, we consider the Fourier multiplier b satisfying
|b(ξ)| � C|ξ + 1|s in some region for s �= 0 and study the boundedness of the inte-
gral operators associated with these multipliers.

Remark 7.0.2 Particularly, if we take some special bk in the definition of the Fourier
multiplier (see Definition 7.3.2 and the remark below), we can see that the multiplier
operator becomes the boundary value of the Cauchy transform on the hyperbolic
sphere which was studied in [3, 4].

Compared with the Photogenic-Cauchy transform in Example 7.0.1, there exist
two difficulties for the study of Fourier multipliers:

(1) The kernel Fα(x, ω) of the Cauchy transform Cα
P can be derived from the funda-

mental solution of the wave operator �n, while the kernel of the Fourier multiplier
does not have an explicit expression.
(2) On the unit sphere in R

n, the Plancherel theorem holds. After obtaining the
decomposition ofCα

P (f )with respect to the spherical harmonics, the author of [3] can
deduce easily that if f belongs to some Sobolev spaces, the function Cα

P (f ) belongs
to L2(Sn−1). However, in the case of Lipschitz surfaces, there is no corresponding
Plancherel theorem, and the method of [3] is invalid.

To overcome the above difficulties, we use the Fueter theorem to estimate the
kernel of the multiplier operator. We prove that the kernel of the Fourier multiplier
operator has a decay with the form of a polynomial of degree −(n + s). The proof
is similar to that of Chap. 6 but with some modifications. When we deal with the
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case s < 0, the function |x|s is unbounded in the domain Hω,+. After getting the
estimate of the kernel on Hω,−, we can not use the Kelvin inversion to obtain the
corresponding estimate on Hω,+, see Theorem 7.2.2 for details.

7.1 The Fractional Fourier Multipliers on Lipschitz Curves

In this section, we generalize the results in Chaps. 1 and 2 to the following cases:
|bn| � Cns, −∞ < s < ∞. Such result corresponds to the fractional integrations
and differentials on the closed Lipschitz curve and has a closed relation with the
boundary value problem on Lipschitz domains.

We still use the following sets in the complex plane C. For ω ∈ (0, π/2], write

Sω,± =
{
z ∈ C : | arg(±z)| < ω

}

as the sets defined in Definition 1.2.1. Define the sets

Wω,± =
{
z ∈ Z : |Re(z)| � π and Im(±z) > 0

}
∪ Sω,

see the following graph (Figs. 7.1 and 7.2):
The periodization of Wω,± is the following heart shaped regions:

Fig. 7.1 Wω,+

Fig. 7.2 Wω,−
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Fig. 7.3 Cω,+

Fig. 7.4 Cω,−

Cω,± =
{
z = exp(iη) ∈ C : η ∈ Wω,±

}
,

which are shown in the following figure (Figs. 7.3 and 7.4):
Define

Sω = Sω,+ ∪ Sω,−,

Wω = Wω,+ ∩ Wω,−,

and
Cω = Cω,+ ∩ Cω,−.

Let O be a set in the complex plane. If rz ∈ O for z ∈ O and all 0 < r � 1,
we call O the inner starlike region with the pole zero. If rz ∈ O for z ∈ O and all
1 � r < ∞, we callO the outer starlike region with the pole zero. For ω ∈ (0, π/2],
Cω,+ is heart-shaped and inner starlikewith the pole zero, whileCω,− can be regarded
as the complement of a heart shaped region and an outer starlike region with pole
zero.

The following function spaces defined on the sectors will be used in the rest of
this section. For −∞ < s < ∞,
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Hs(Sω,±) =
{
b : Sω,± → C | b is holomorphic and satisfies

|b(z)| � Cμ|z ± 1|s in every Sμ,±, 0 < μ < ω
}
.

For s = −1,−2, . . ., we will also use another class of function spaces.

Hs
ln(Sω,±) =

{
b : Sω,± → C | b are holomorphic and satisfies

|b(z)| � Cμ|z ± 2|s ln |z ± 2| in every Sμ,±, 0 < μ < ω
}
.

On the double sectors, we can define the corresponding function spaces. For −∞ <

s < ∞,

Hs(Sω) =
{
b : Sω → C | b± ∈ Hs(Sω,±), where b± = bχ{z∈C,±Rez>0}

}

and

Hs
ln(Sω) =

{
b : Sω → C | b± ∈ Hs

ln(Sω,±), where b± = bχ{z∈C,±Rez>0}
}
,

where χE denotes the characteristic function of the set E.
Hence, the function spaces Hs(Sω) and Hs

ln(Sω) defined above consist of the
functions on sectors which are bounded near zero and dominated by Cμ|z|s and
Cμ|z|s ln |z| at infinity in any smaller sectors than those in which the functions are
holomorphically defined.

If a function defined by the Laurent series converges to a holomorphic function
in a region, then this function is called holomorphically defined. In this case, by the
Abel theorem, the power series part is holomorphically defined in the related inner
starlike region with the pole zero. The negative power series part is holomorphically
defined in the related outer starlike region with the pole zero.

For s > −1, define

Ks(Cω,±) =
{
φ : Cω,± → C | φ is holomorphic and satisfies

|φ(z)| � Cμ

|1 − z|1+s
in any Cμ,±, 0 < μ < ω

}

and

Ks(Cω) =
{
φ : Cω → C | φ is holomorphic and satisfies

|φ(z)| � Cμ

|1 − z|1+s
in any Cμ,±, 0 < μ < ω

}
.
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For−∞ < s � −1, we only give the definition ofKs(Cω,+). For−∞ < s � −1,
the spaces Ks(Cω,−) and Ks(Sω) can be defined similarly. Assume

(i) b = {bn}∞n=0 ∈ l∞;

(ii) φb(z) =
∞∑
n=0

bnzn is holomorphically defined in Cω,+;

(iii) The series φb(1) =
∞∑
n=0

bn is convergent.

Form the difference

φb(z) − φb(1) = b1(z − 1) + b2(z
2 − 1) + · · · + bn(z

n − 1) + · · · + (z − 1)φI(b)(z),

where

I(b) =
( ∞∑

k=n

bk

)∞

n=1

∈ l∞

and

φI(b)(z) =
∞∑
n=1

( ∞∑
k=n

bk

)
zn−1.

Then by (ii), φI(b) is holomorphic in Cω,+.
The sequence I(b) constructed above may or may not satisfy the condition (iii).

If this sequence satisfies (iii), then it satisfies (i) automatically. Hence (I(b), φI(b))

satisfies (i), (ii) and (iii). Thenwe continue to consider if the sequence I(I(b)) = I2(b)
satisfies (iii), and so on. Write

I(I n(b)) = I n+1(b) and I0(b) = b.

If the above procedure can be applied at most k times, then the pairs

(I j(b), φI j(b)), 0 � j � k,

all satisfy (i), (ii) and (iii), but I k+1(b) does not satisfy (iii). In this case, we have

φb(z) = φb(1) + (z − 1)φI(b)(1) + · · · + (z − 1)kφI k (b)(z). (7.1)

Now we begin to define the function class Ks(Cω,+), −∞ < s � −1:

Ks(Cω,+) = {φb : Cω,+ → C | b ∈ l∞, the above procedure can be applied at most ks times ,

where ks = [1 − s] or [−s] depending on whether s is an integer or not,

and in any Cμ,+, 0 < μ < ω, |(z − 1)ksφI ks (b)(z)| � Cμ

|z − 1|1+s

}
,



228 7 The Fractional Fourier Multipliers on Lipschitz Curves and Surfaces

where for α > 0, [α] denotes the largest integer which does not exceed α, that is,
[α] = max{n ∈ Z | n � α}.

For s = −1,−2, . . . , we consider another class of functions

Ks
ln(Cω,+) = {φb : Cω,+ → C | b ∈ l∞, the above procedure can be applied at most − s − 1

times, and in any Cμ,+, 0 < μ < ω, |(z − 1)−s−1φI−s−1(b)(z)| � C
| ln |z − 1||
|z − 1|1+s

}
.

It is easy to see that the above spaces {Hs(Sω,±)} and {Ks(Cω,±)} are increasing
classes along with s → ∞. Now we state the main results of this section. In the rest
of this section, the symbol “±” should be understood as either all + or all −.

Theorem 7.1.1 Let −∞ < s < ∞, s �= −1,−2, . . ., b ∈ Hs(Sω,±), and φ(z) =
±∞∑
n=±1

b(n)zn. Then φ ∈ Ks(Cω,±).

Proof We first consider the case 0 � s < ∞. Define

�(z) = 1

2π

∫

ρθ

exp(izζ )b(ζ )dζ, z ∈ Vω,+,

where
Vω,+ =

{
z ∈ C | Im(z) > 0

}
∪ Sω

and ρθ denotes the ray: r exp(iθ), 0 < r < ∞. Here θ satisfies ρθ ∈ Sω,+ and
exp(izζ ) is exponentially decaying as ζ → ∞ along ρθ . It is easy to see that �

is well defined and holomorphic in Vω,+. In fact, the definition of � is independent
of the choice of θ . For any μ ∈ (0, ω), we can see that

|�(z)| � Cμ

|z|1+s
, z ∈ Vμ,+.

We further define function

�1(z) =
∫

δ(z)
�(ζ )dζ, z ∈ Sω,+,

where δ(z) is any path from −z to z in Vω. It follows from Cauchy’s formula that for
any μ ∈ (0, ω),

|�1(z)| � Cμ

|z|s , z ∈ Sμ,+.

By the Poisson summation formula, define

ψ(z) = 2π
∞∑

n=−∞
�(z + 2nπ), z ∈

∞⋃
n=−∞

(2nπ + Wω,+),
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where
∑

denotes the summation in the following sense:

(i) for s > 0, the series absolutely and locally uniformly converges to a 2π -periodic
holomorphic function ψ , and the function φ = ψ ◦ ln /i ∈ Ks(Cω,+);

(ii) for s = 0, there exists a subsequence {nk}∞1 such that the partial sum

snk (z) = 2π
∑

|n|�nk

�(z + 2nπ)

locally uniformly converges to a 2π -periodic function ψ , and φ = ψ ◦ ln /i ∈
Ks(Cω,+).

It can be proved that different functions � defined via different subsequences {nk}
differ by bounded constants. By use of the estimate of �, it is easy to prove the case
s > 0.

Now we consider the case s = 0. Consider the decomposition

n∑
k=−n

�(z + 2kπ) = �(z) +
∑
1

+
∑
2

, z ∈ Wμ,+,

where
∑
1

=:
±n∑
k �=0

(
�(z + 2kπ) − �(2kπ)

)

and ∑
2

=:
n∑

k=1

(�1)′(2kπ).

We will prove that
∑
1

is absolutely convergent and bounded, and
∑
2

is bounded

and convergent in the sense mentioned above. Hence, as the principal part of the
sum, �(z) is dominated by C|z|−1 as z → 0 and so is the function ψ . Therefore, the
function φ = ψ ◦ ln /i satisfies the desired estimate. To deal with

∑
1
, we need the

following formula derived by Cauchy’s formula:

|� ′(z)| � Cμ

|z|2+s
, z ∈ Wμ,+.

To deal with
∑
2
, by the mean value theorem, we obtain
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n∑
k=1

(�1)′(2kπ)

=
[∫ 2(n+1)π

2π
(�1)′(r)dr +

n∑
k=1

(�1)′(2kπ) − Re((�1)′)(ξk ) − iIm((�1)′)(ηk )
]

= �1(2(n + 1)π) − �1(2π) +
∑
k=1

[
(�1)′(2kπ) − Re((�1)′)(ξk ) − iIm((�1)′)(ηk )

]
,

where ξk , ηk ∈ (2kπ, 2(k + 1)π). Then by the estimate of � ′, the series part in the
above expression is absolutely convergent. Because that part is bounded, by choosing
a suitable subsequence {nk}, we conclude that the part converges to a constant with
the same bounds. This completes the proof of the case s = 0.

For the case s < 0, we apply induction to the interval −k − 1 � s < −k, where
k � 0 is an integer. We first consider −1 < s < 0. Let b ∈ Hs(Sω,+) and

φ(z) =
∞∑
n=1

b(n)zn, φ0(z) =
∞∑
n=1

nb(n)zn, zφ′(z) = φ0(z).

Because b ∈ Hs(Sω,+), we have (·)b(·) ∈ Hs+1(Sω,+), where 0 < s + 1 < 1. As
proved above, we get φ0 ∈ Ks+1(Cω,+), and the series φ0 locally uniformly con-
verges. This fact enables us to integrate the series φ0(z)/z term by term. Notice that
the region Cω,+ is starlike. Denote by l(0, z) the segment from 0 to 1 ≈ z = x + iy ∈
Cμ,+. By the estimate of the functions in Ks+1(Cω,+), we obtain

|φ(z)| �
∫

l(0,z)

∣∣∣φ0(ζ )

ζ

∣∣∣|dζ |

� Cμ

∫

l(0,z)

|dζ |
|1 − ζ |s+2

� Cμ

∫ 1

0

dt

(|1 − tx| + t|y|)s+2
.

To complete the proof, we divide the rest of the proof into two cases: x � 1 and
x > 1. For x � 1, the above estimate becomes

∣∣∣
∫ 1

0

dt

(1 − t(x − |y|))s+2

∣∣∣ = 1

s + 1

1

x − |y|
[

1

(|1 − x| + |y|)s+1
− 1

]

� Cμ,s

|1 − z|s+1
,

where we used the condition that z ≈ 1 =⇒ x ≈ 1, y ≈ 0.
For x > 1, because z belongs to the starlike region Cμ,+, we can deduce that

x − 1 = |1 − x| � (tan(μ))|y|
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and
|y| � Cμ(|1 − x| + |y|).

This fact together with x ≈ 1 and y ≈ 0 implies

∫ 1

0

dt

(|1 − tx| + t|y|)s+2

=
∫ 1/x

0

dt

(1 − t(x − |y|))s+2
+
∫ 1

1/t

dt

(t(x + |y|) − 1)s+2

= 1

s + 1

[
2x

x2 − y2
xs+1

|y|s+1
+ 1

x + |y|
1

(|1 − x| + |y|)s+1
− 1

x − |y|
]

� Cμ

|1 − z|s+1
.

For s = −1, by using the result of the case s = 0, we can apply a similar argument
to obtain

|φ(z)| � Cμ

∫

l(0,z)

1

|1 − ζ | |dζ | � Cμ| ln |1 − z||,

where z ∈ Cμ,+.
This completes the proof for the case −1 � s < 0. Below we use induction to the

index s :
Let −k − 1 � s < −k, where k � 0 is an integer, and let b ∈ Hs

ω.We define b =
{b(n)}∞n=1 and get φb ∈ Ks(Cω,+).

Now we consider the case −k − 2 � s < −k − 1, where k � 0 is an integer and
b ∈ Hs(Sω,+). Set ⎧⎪⎪⎨

⎪⎪⎩

φ(z) =
∞∑
n=1

b(n)zn,

φ0(z) =
∞∑
n=1

b0(n)zn,

where b0(z) =
∞∑
n=0

b(z + n). It is easy to see that b0 ∈ Hs+1(Sω,+). Because −k −
1 � s + 1 < −k, by induction,we can obtain thatφ0 ∈ Ks+1

ω . Hence, if s is an integer,
φI [−s−2](b0) can be extended to Cω,+ holomorphically. If s is not an integer, φI [−s−1](b0)
can be extended to Cω,+ holomorphically. Here b0 = {b0(n)}∞n=1. In both cases, for
z ∈ Cμ,+, we have

|(z − 1)[−s−2]φI [−s−2](b0)(z)| � Cμ

| ln |z − 1||
|z − 1|s+2

or

|(z − 1)[−s−1]φI [−s−1](b0)(z)| � Cμ

|z − 1|s+2
.
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Because I kb0 = I k+1b for any k → 0, we have φI k (b0) = φI k+1(b). When s is an
integer,

|(z − 1)[−s−1]φI [−s−1](b)(z)| � Cμ

| ln |z − 1||
|z − 1|s+1

.

If s is not an integer,

|(z − 1)[−s]φI [−s](b)(z)| � Cμ

|z − 1|s+1
.

This proves φ ∈ Ks
ω for b ∈ Hs

ω, −k − 2 � s < −k − 1. �

The cases “+” and “−” inTheorem7.1.1 are associatedwith power series and neg-
ative power series, respectively. By these results, we obtain the result corresponding
to the Laurent series.

Corollary 7.1.1 Let −∞ < s < ∞, s �= −1,−2, . . ., b ∈ Hs(Sω) and

φ(z) =
∞∑

n=−∞
b(n)zn.

Then φ ∈ Ks(Cω).

The inverse of Theorem 7.1.1 is the following.

Theorem 7.1.2 Let −∞ < s < ∞ and φ ∈ Ks(Cω,±). Then for any μ ∈ (0, ω),
there exists a function bμ ∈ Hs(Sμ,±) such that

φ(z) =
±∞∑
n=±1

bμ(n)zn.

Moreover, for s < 0 and z ∈ Sc
μ,±,

bμ(z) = 1

2π

∫

λ±(μ)

exp(−iηz)φ(exp(iη))dη, (7.2)

where

λ±(μ) =
{
η ∈ Hc

ω,± | η = r exp(i(π ± μ)), r is from π secμ to 0;
and η = r exp(∓iμ), r is from 0 to π secμ

}

and for s � 0, z ∈ Sc
μ,±,

bμ(z) = 1

2π
lim
ε→0

(∫

l(ε,|z|−1)∪c±(|z|−1,μ)∪�±(|z−1|,μ)

exp(−iηz)φ(exp(iη))dη + φ
|s|
ε,±(z)

)
,
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where if r � π ,

l(ε, r) =
{
η = x + iy | y = 0, x is from − r to − ε, and from ε to r

}
,

c±(r, μ) =
{
η = r exp(iα) | α from π ± μ to π, then from 0 to ∓ μ

}
,

and

�±(r, μ) =
{
η ∈ Wω,± | η = ρ exp(i(π ± μ)), ρ is from π secμ to r;
and η = ρ exp(∓iμ), ρ from r to π secμ

}
;

If r > π ,

l(ε, r) = l(ε, π), c±(r, μ) = c±(π, μ)

�±(r, μ) = �±(π, μ).

In any case,

φ
[s]
ε,±(z) =

∫

L±(ε)

φ(exp(iη))

(
1 + (−iηz) + · · · + (−iηz)[s]

[s]!
)
dη,

where L±(ε) is any contour from −ε to ε in Cω,±.

Proof Let φ ∈ Ks(Cω,+), −∞ < s < ∞. We will apply (7.2) or (7.3) to prove that

bμ defined above belongs to Hs(Cμ,+), and φ(z) =
∞∑
n=1

bμ(n)zn.

We first consider the case −∞ < s < 0. By the expressions (7.2) and (7.1), using
the estimate of the function φ and Cauchy’s theorem, we can prove

lim
z→0

bμ(z) = 1

2π

∫

λ(μ)

exp(iηz)φ(exp(iη))dη, z ∈ Sμ,+,

where

λ(μ) =
{
η ∈ Wω,+ | η = r exp(i(π + μ)), r is from π sec(μ) to 0,

and η = r exp(−iμ), r from 0 to π sec(μ)
}
,

where | arg(z)| < μ < ω. Let | arg(z)| < θ < μ. By the estimate of φ and the prop-
erty of the path λ(μ), the function bμ satisfies the following estimate (Fig. 7.5):

|bμ(z)| � Cμ

(
|z|s +

∫ ∞

0
exp(− sin(μ − θ)|z|r) dr

r1+s

)
� Cμ,θ |z|s.
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Fig. 7.5 l+(ε, r) ∪ c+(r, μ) ∪ �+(r, μ)

Now we consider the case 0 � s < ∞. By (7.2), without loss of generality, as
z ≈ ∞, assume that |z|−1 � π . We have

bμ(z) = 1

2π
lim
ε→0

{(∫

ε�|t|�|z|−1
exp(−itz)φ(exp(it))dt + φ[s]

ε (z)

)

+
∫

c+(|z|−1,μ)

exp(−iηz)φ(exp(iη))dη

+
∫

�+(|z|−1,μ)

exp(−iηz)φ(exp(iη))dη

}

= 1

2π
lim
ε→0

{
I1(ε, z) + I2(z, μ) + I3(z, μ)

}
,

where | arg(z)| < μ < ω,

c+(r, μ) =
{
η = r exp(iα) | α is from π + μ to π, and from 0 to − μ

}
,

and

�+(r, μ) =
{
η ∈ Wω,+ | η = ρ exp(i(π + μ)), ρ is from π sec(μ) to r,

and η = ρ exp(−iμ), ρ is from r to π sec(μ)
}
.

Now we prove that I1, I2, I3 are uniformly dominated by the bounds indicated in
the theorem, and the limit lim

ε→0
I1 exists.
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By Cauchy’s theorem, we have

I1(ε, z) =
∫

ε�|t|�|z|−1

(
exp(−itz) − 1 − (−itz)

1! − · · · − (−itz)[s]

[s]!
)

φ(exp(it))dt

+
∫

ε�|t|�|z|−1

(
1 + (−itz)

1! + · · · + (−itz)[s]

[s]!
)

φ(exp(it))dt + φ
[s]
ε,+(z)

=
∫

ε�|t|�|z|−1

(
exp(−itz) − 1 − (−itz)

1! − · · · − (−itz)[s]

[s]!
)

φ(exp(it))dt

+φ
[s]
|z|−1,+(z).

Invoking the estimate of φ, we obtain

∣∣∣∣
∫

ε�|t|�|z|−1

[
exp(−itz) − 1 − (−itz)

1! − · · · − (−itz)[s]

[s]!
]

φ(exp(it))dt

∣∣∣∣

� Cμ

∫

ε�|t|�|z|−1
|t|[s]+1|z|[s]+1 1

|t|1+s
dt

� Cμ|z|[s]+1
∫ |z|−1

0
t[s]−sdt

= Cμ|z|s.

The above argument implies that lim
ε→0

I1 exists.

To estimate φ
[s]
|z|−1,+(z), we only need to estimate the integral

∫

L±(|z|−1)

(−iηz)k

k! φ(exp(iη))dη, k = 0, 1, . . . , [s]. (7.3)

Taking the contour L+(|z|−1) as the upper half circle centered at 0 with radius |z|−1,
we get

∣∣∣∣
∫

L+(|z|−1)

(−iηz)k

k! φ(exp(iη))dη

∣∣∣∣ � Cμ

∫

L+(|z|−1)

|ηz|k |η|−1−s|dη|
� Cμ|z|s.

To estimate I2, we have

|I2(z, μ)| � Cμ

∫ μ

0
exp
(
|η||z| sin(arg(z) + t)

)
|η| dt

|η|1+s
� Cμ|z|s.

Now we consider I3. Letting | arg(z)| < θ < μ, we get
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|I3(z, μ)| � Cμ

∫

�(|z|−1,μ)

exp(|η||z| sin(μ − θ))
|dη|
|η|1+s

� Cμ

∫ ∞

|z|−1
r−1−s exp(−r|z| sin(μ − θ))dr

� Cμ,θ |z|s.

For z ≈ 0, assume that |z|−1 > π . We first prove that the integral on the contour
l(ε, π) is uniformly bounded and has limit as ε → 0. Except that the contour in (7.3)
should be replaced by L+(π), the argument dealing with I1(ε, z) for |z|−1 � π still
applies to the integral on l(ε, π). Let the contour L+(π) be the upper half circle
centered at 0 with radius π . We have

∣∣∣∣
∫

L+(π)

(−ηz)k

k! φ(exp(iη))dη

∣∣∣∣ � Cμ

∫

L+(π)

|ηz|k |η|−1−s|dη|

� Cμ|z|k
� Cμ,

where k = 1, 2, . . . , [s].
To prove the integrals on c+(π, μ) and �+(π, μ) are bounded, we use Cauchy’s

theorem to change the contour to the following one:

{
z = x + iy | x = −π, y is from − π tan(μ) to 0, and x = −π, y is from 0 to − π tan(μ)

}
.

However, using the fact that Re(z) > 0, we can conclude that the integrals on the
above sets are bounded.

Now we are left to prove

φ(z) =
∞∑
n=1

bμ(n)zn, −∞ < s < ∞, 0 < μ < ω.

This is equivalent to proving b(n) = bμ(n), n = 1, 2, . . . in these cases.

Let r ∈ (0, 1). Since the series φ(rz) =
∞∑
n=1

b(n)rnzn is absolutely convergent in

|z| � 1, we get
1

2π

∫ π

−π

exp(−itn)φ(r exp(it))dt = rnbn. (7.4)

We first deal with the case s � 0. Write δ = − ln(r). Then r → 1 − 0 if and only
if δ → 0+. Taking the limits δ → 0+ and r → 1 − 0 on both sides of (7.4), we
conclude that the right hand side tends to bn, while the limit of the left hand side is

lim
δ→0+

∫ π

−π

exp(−itn)φ(exp(−δ + it))dt.
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For any fixed ε ∈ (0, π), we can get

lim
δ→0+

(∫

0�|t|�ε

+
∫

ε�|t|�π

)
exp(−itn)φ(exp(−δ + it))dt (7.5)

= lim
δ→0+

{∫

0�|t|�ε

(
exp(−itn) − 1 − (−itn)

1! − (−itn)2

2! − · · · − (−itn)[s]

[s]!
)

×φ(exp(−δ + it))dt

+
∫

L+(ε)

(
1 + (−itn)

1! + (−itn)2

2! + · · · + (−itn)[s]

[s]!
)

φ(exp(−δ + it))dt

+
∫

ε�|t|�π

exp(−itn)φ(exp(−δ + it))dt

}

= lim
δ→0+

∫

0�|t|�ε

(
exp(−itn) − 1 − (−itn)

1! − (−itn)2

2! − · · · − (−itn)[s]

[s]!
)

×φ(exp(−δ + it))dt + φ
[s]
ε,+(n) +

∫

ε�|t|�π

exp(−itn)φ(exp(−δ + it))dt,

wherewe usedCauchy’s theorem and the fact that the last two integrals are absolutely
integrable as δ → 0+. Invoking the estimate of φ, the last expression of (7.5) is
dominated by

Cμ

∫

0�|t|�ε

|tn|[s]+1 1

|t|s+1
dt,

which is independent of δ > 0. Taking the limits ε → 0 on (7.5), the integral tends
to 0 and (7.5) reduces to

bn = lim
ε→0

(∫

ε�|t|�π

exp(−itn)φ(exp(it))dt + φ
[s]
ε,+(n)

)
,

which equals to (7.3). By the periodicity of the integrand function and Cauchy’s
theorem, this equals bμ(n). The proof for the case s � 0 is complete.

For s < 0, by the estimate of the function φ and the Lebesgue dominated con-
vergence theorem, we take the limit r → 1 − 0 on both sides of (7.4) and therefore,
obtain

b(n) = 1

2π

∫ π

−π

exp(−itn)φ(exp(it))dt.

Then by the 2π -periodicity of the integral, Cauchy’s theorem and (7.2), the above
expression equals to bμ(n). This completes the proof of the theorem. �

By Theorems 7.1.1 and 7.1.2, we obtain a result for the case s ∈ Z−.

Theorem 7.1.3 Let s be a negative integer.

(i) If b ∈ Hs(Sω,±) and φ(z) =
±∞∑
n=±1

b(n)zn, then φ ∈ Ks
ln(Cω,±).
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(ii) If φ ∈ Ks
ln(Cω,±), then for any ν ∈ (0, ω), there exists a function bμ such that

bμ ∈ Hs
ln(Sμ,±), and

φ(z) =
±∞∑
n=±1

bμ(n)zn.

Moreover, bμ is given by (7.2).

Proof The conclusion (i) was obtained in Theorem 7.1.1. We only need to prove (ii).
By (7.2), it is easy to prove that bμ is bounded near the origin. For large z, invoking
(7.1), we obtain that for | arg(z)| < θ < μ,

|bμ(z)| � Cμ

(
|z|s +

∫ ∞

0
exp(−r|z| sin(μ − θ))| ln r|r−s dr

r

)

� Cμ

(
|z|s + |z|s

∫ ∞

0
exp(−r sin(μ − θ))| ln r − ln |z||r−s dr

r

)

� Cμ,θ |z|s ln |z|.

This proves bμ ∈ Hs
ln(Sμ,+). The verification of φ(z) =

∞∑
n=1

bμ(n)zn is similar to the

case s < 0 in Theorem 7.1.2. The proof is complete. �

Remark 7.1.1 For {bn}∞n=1 ∈ l∞, the series

φ(z) =
∞∑
n=1

bnz
n

is well-defined on the unit disc and holomorphic. Theorem 7.1.1 and (i) of Theorem
7.1.3 indicate that if there exists b ∈ Hs(Sω,+) such that bn = b(n), then φ can be
extended to Cω,+ holomorphically. In any small Cμ,+, when s is an integer, this
function satisfies the conditions in the definition of Ks

ln(Sω,+). When s is not an
integer, this function satisfies the conditions in the definition of Ks(Sω,+). Theorem
7.1.2 and (ii) of Theorem 7.1.3 give the inverse result.

Remark 7.1.2 Under the assumption of Theorem 7.1.2, the mapping φ → b sat-
isfying φ(z) =∑ b(n)zn is not single-valued. In fact, by Theorem 7.1.2, any bμ,
0 < μ < ω, gives a solution of b, and ifμ1 �= μ2, then generally, bμ1 �= bμ2 , see also
the example in Remark 7.1.3.

Remark 7.1.3 In the proof of Theorem 7.1.2, we need the following function space
P̃+

ω which consists of all finite linear combinations of the holomorphic functions with
the following form

gn(z) =
⎧
⎨
⎩

1, if z = n,
[exp(iπ(z − n)) − exp(−iπ(z − n))] exp(−π(z − n) tanω)

2iπ(z − n)
, if z �= n,
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where n is a non-negative integer. It is easy to prove

|gn(z)| � Cμ,n
exp(−π(Re(z) tanω − |Im(z)|))

|z + 1| , z ∈ Sμ,+, 0 < μ < ω.

Hence gn ∈
∞⋃

s=−∞
Hs(Sω,+). It is remarkable that the functions in P̃+

ω are the inverse

Fourier transforms of the finite polynomials of z given by (7.2) in Theorem 7.1.2.
Similarly, we can define the space P̃− with respect to the negative integer.

Remark 7.1.4 The holomorphic extension given in Theorem 7.1.1 is optimal in the
following sense: if ω is the largest angle such that b ∈ Hs(Sω,+), then φ can not be
holomorphically extended to any larger heart-shaped region Cω+δ,+, δ > 0, which
satisfies the corresponding estimate. Or else, by Theorem 7.1.2, we can obtain con-
tradiction.

Remark 7.1.5 (i) of Theorem 7.1.3 corresponds to the function b(z) = z/(1 + z2).
Take s = −1 for example, A. Baernstein studied that how to construct a holomorphic
function in the unit disc such that when z → 1,

φ(z) = O(ln |z − 1|) and φ′(z) �= O(1/|z − 1|),

see [5]. At the same time he also proved that it is equivalent to considering the
matter in the unit disc instead of in the heart-shaped region. The reason is that the
estimates for s = −1 remain unchanged after applying a suitable conformalmapping.
In Theorem 7.1.1, letting s = 0, we conclude that b(z) �= O(1/|z|) at ∞. However,
it is still an open problem that the estimates given in (ii) of Theorem 7.1.3 are the
best possible in those cases.

7.2 Fractional Fourier Multipliers on Starlike Lipschitz
Surfaces

In this section, we consider a class of Fourier multiplier operators whose multipliers
are dominated by a polynomial and give the estimates of the kernels of the integral
operators associated with the Fourier multipliers. The main tool is still the gener-
alized Fueter theorem obtained in [6] (see Sect. 3.5). The main idea is to establish
a relation between the set O in the complex plane C and the set

−→
O in the (n + 1)-

dimensional space Rn
1, and then transfer the estimate for the functions defined on

−→
O

to the corresponding one defined on O.
As in Chap.6, we still use the following intrinsic set. We recall

Definition 7.2.1

(i) A set O in the complex plane C is called an intrinsic set if the set is systemic
about the real axis, that is, the set is unchanged under the complex conjugate.
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(ii) If a function f 0 is defined on an intrinsic set in C and f 0(z) = f 0(z) in the
domain, then the function f 0 is called an intrinsic function.

The functions of the form
∑

ck(z − ak)k , k ∈ Z, ak , ck ∈ R, are all intrinsic
functions. If f = u + iv, where u and v are real-valued, then f 0 is intrinsic if and
only if in their domains, u(x,−y) = u(x, y) and v(x,−y) = −v(x, y).

We regardRn
1 as the (n + 1)-dimensional Euclidean space and define the intrinsic

set in R
n
1 as follows.

Definition 7.2.2 We call a set inRn
1 an intrinsic set if it is invariant under all rotations

in R
n
1 that keep the e0 axis fixed. If O is a subset in the complex plane, then in R

n
1,

we call the intrinsic set

−→
O = {x ∈ R

n
1 : (x0, |x|) ∈ O

}

the set induced by O.

Definition 7.2.3 Let f 0(z) = u(x, y) + iv(x, y) be the intrinsic function defined on

the intrinsic set U ⊂ C. Define the function
−→
f 0 on the induced set

−→
U as follows:

−→
f 0 (x0 + x) = u(x0, |x|) + x

|x|v(x0, |x|).

We call
−→
f 0 the function induced by f 0.

We denote by τ the mapping:

τ(f 0) = k−1
n �(n−1)/2

−→
f 0 ,

where � = DD and D = D0 − D, kn = (2i)n−12( n+1
2 ) is the normalized constant

such that τ((·)−1) = E. The operator �(n−1)/2 is defined via the Fourier multiplier
m(ξ) = (2π i|ξ |)n−1 defined on the tempered distributions M : S′ → S′. Precisely,

Mf = R(mF f ),

where

F f (ξ) =
∫

R
n
1

e2π i〈x,ξ〉f (x)dx

and

Rh(x) =
∫

R
n
1

e−2π i〈x,ξ〉h(ξ)dξ.

The monogenic monomials in Rn
1 are defined by

P(−k) = τ((·)−k) and P(k−1) = I(P(−k)), k ∈ Z
+,
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where I denotes the Kelvin inversion I(f )(x) = E(x)f (x−1).
We also need the following set in the complex plane. For ω ∈ (0, π

2 ), let

Sc
ω,± =

{
z ∈ C : |arg(±z)| < ω

}
, the angle arg(z) ∈ (−π, π ],

Sc
ω,±(π) = {z ∈ C : |Re z| � π, z ∈ Sc

ω,±
}
,

Sc
ω = Sc

ω,+ ∪ Sc
ω,− and Sc

ω(π) = Sc
ω,+(π) ∪ Sc

ω,−(π),

Wc
ω,±(π) =

{
z ∈ C : |Re z| � π and ± Imz > 0

}
∪ Sc

ω(π),

Hc
ω,± = {z = exp(iη) ∈ C, η ∈ Wc

ω,±(π)
}

Hc
ω = Hc

ω,+ ∩ Hc
ω,−.

We define the Fourier multipliers in the following function space

Ks(Hc
ω,±) =

{
φ0 : Hc

ω,± → C, φ0 is holomorphic and

in any Hc
μ,±, 0 < μ < ω, |φ0(z)| � Cμ

|1 − z|1+s

}
,

and
Ks(Hc

ω) = {φ0 : Hc
ω → C, φ0 = φ0,+ + φ0,−, φ0,± ∈ Ks(Hc

ω,±)
}
.

The corresponding multiplier spaces are

Hs(Sc
ω,±) =

{
b : Sc

ω,± → C, b is holomorphic and in any Sc
μ,±,

0 < μ < ω, |b(z)| � Cμ|z ± 1|s
}
.

and
Hs(Sc

ω) =
{
b : Sc

ω → C, b± = bχ{z∈C:±Rez>0} ∈ Hs(Sc
ω,±)
}
.

Let

Hω,± =
{
x ∈ R

n
1 : (± ln |x|)

arg(e0, x)
< tanω

}
= −−→

Hc
ω,±,

and

Hω = Hω,+ ∩ Hω,− =
{
x ∈ R

n
1 : | ln |x||

arg(e0, x)
< tanω

}
= −→

Hc
ω.

Hence, the corresponding function spaces in Rn
1 are

Ks(Hω,±) = {φ : Hω,± → C(n), φ is monogenic and

|φ(x)| � Cμ

|1 − x|n+s
, x ∈ Hμ,±, 0 < μ < ω

}
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and
Ks(Hω) =

{
φ : Hω → C(n), φ = φ+ + φ−, φ± ∈ Ks(Hω,±)

}
.

Now we consider the multipliers b ∈ Hs(Sc
ω,±). At first, in the following lemma, we

estimate the jth derivative of the intrinsic function φ0.

Lemma 7.2.1 Assume that b ∈ Hs(Sc
ω,−). For the multiplier defined by φ0(z) =∑∞

k=1 b(−k)z−k , its jth derivative satisfies

|(φ0)(j)(z)| � C

|1 − z|s+j+1
,

where z ∈ Hc
μ,−, 0 < μ < ω and j is a positive integer.

Proof Without loss of generality, for b ∈ Hs(Sc
ω,−), we assume that |b(−k)| � |k|s.

By Theorem 7.1.1, for φ0(z) =
∞∑
k=1

b(−k)z−k ,

|φ0(z)| � C

|1 − z|s+1
.

Take a circle C(z, r) centered at z with radius r. By Cauchy’s formula, we obtain

∣∣(φ0)(j)(z)
∣∣ � Cj

2π

∫

C(z,r)

|φ0(ξ)|
|z − ξ |j+1

|dξ |.

Let r = 1
2 |1 − z|. Then ξ ∈ C(z, r) implies that

|1 − ξ | � |1 − z| − |z − ξ | = |1 − z| − 1

2
|1 − z| = 1

2
|1 − z|.

Therefore we obtain

∣∣(φ0)(j)(z)
∣∣ � 2j!Cμ

δj(μ)

1

|1 − z|j+s+2
|1 − z| � Cμ,j

1

|1 − z|j+s+1
.

This proves Lemma 7.2.1. �

Lemma7.2.2 enables us to estimate the kernels of theFouriermultipliers generated
by the functions in Hs(Sc

ω) and the spherical monogenic functions.

Theorem 7.2.1 For s > 0, if b ∈ Hs(Sc
ω,±) and φ(x) =

±∞∑
k=±1

b(k)P(k)(x), then φ ∈
Ks(Hω,±).

Proof Similar to Theorem 6.1.1, we divide the proof into two cases according to the
parity of n.
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Case 1. n is odd: We assume that n = 2m + 1 and restrict the proof to x ≈ 1. By
Lemma 3.5.1, we only need to estimate the corresponding ul and vl . There are two
subcases to be considered.
Subcase (1.1). |x| > (δ(μ)/2m+1/2)|1 − x|. For this case, we write z = x0 + i|x|.
x ≈ 1 implies that z ≈ 1. We can write z = s + it, where s = x0 and t = |x|. We
have t = |x| = |1 − z|.

For l = 0, ul = u0 = u and vl = v0 = v. By the estimate of φ0, we have

|u0|, |v0| � |φ0| � C

δ0(μ)

1

|1 − z|s+1
.

For l = 1 and t ≈ |1 − z|, we get

|u1| =
∣∣∣∣2l

1

t

∂u0
∂t

∣∣∣∣ �
1

|1 − z|
1

|1 − z|s+2
= 1

|1 − z|s+3
;

and

|v1| =
∣∣∣∣
1

t

∂v0
∂t

− v0
t2

∣∣∣∣

� 1

|1 − z|
1

|1 − z|s+2
+ 1

|1 − z|2
1

|1 − z|s+1

= 1

|1 − z|s+3
.

Because �1φ0(x) = u1(x0, |x|) + x
|x|v1(x0, |x|), we have

∣∣�1φ0(x)
∣∣ � C

∣∣u1(x0, |x|)
∣∣+
∣∣∣∣
x

|x|v1(x0, |x|)
∣∣∣∣ � C

1

|1 − z|s+3
.

Repeating the above procedure m times, for um and vm, we obtain

|um(x)|, |vm(x)| � C

|1 − z|s+2m+1
= 1

|1 − z|n+s
.

Subcase (1.2). |x| � (δ(μ)/2m+1/2)|1 − x|. The points x in Hω,− satisfying x ≈
1, x0 � 1 belong to Subcase (1.1). Hence we assume that x0 > 1. Now we prove the
following conclusion: if z = s + it ≈ 1, s > 1, z ∈ Hc

μ,− and |t| � (δ(μ)/2m+1/2|1 −
z|), then

(1) the function ul is an even function with respect to the second variable t.
(2) the jth derivation satisfies

∣∣∣∣
∂ j

∂tj
ul(s, t)

∣∣∣∣ �
CμCl2ljCj

δ2l+j

1

|1 − z|2l+j+s+1
,
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where the constant Cj is

Cj =
{

(j + 4l)!, j is even, (7.7)

(j + 5l)!, j is odd. (7.7′)

We apply the mathematical induction to l in order to to prove (1) and (2). Clearly,
for l = 0, by Lemma 7.2.1, we have

∣∣∣∣
∂ j

∂tj
u0(s, t)

∣∣∣∣ ,
∣∣∣∣
∂ j

∂tj
v0(s, t)

∣∣∣∣ �
∣∣∣∣
∂ j

∂tj
φ0(s, t)

∣∣∣∣ �
j!

(δ(μ))j

1

|1 − z|j+s+1
.

Now we assume that (1) and (2) for 0 � l � m − 1. Because

ul+1 = 2(l + 1)(1/t)(∂ul/∂t)(s, t)

and ul is even, ul+1 is also an even function. This proves (1).
For (2), we first consider the case that j is even. By the definition and (1), ∂ul/∂t

is an odd function with respect to the second variable t. We can obtain

∂ul
∂t

(s, 0) = ∂2k+1ul
∂2k+1t

(s, 0) = 0.

By Taylor’s expansion, we have

ul+1(s, t) = 2(l + 1)

t

( ∞∑
k=0

1

(2k)!
∂2k+1ul
∂t2k+1

(s, 0)t2k +
∞∑
k=0

1

(2k + 1)!
∂2k+2ul
∂t2k+2

(s, 0)t2k+1

)

=
∞∑
k=0

1

(2k)!
∂2k+1ul
∂t2k+1

(s, 0)t2k .

Letting k = j/2 + k ′ and noticing that
(

t
δ|1−z|

)2k ′
�
(

1
2m+1/2

)2k ′
, we conclude that

∣∣∣∣
∂ j

∂tj
ul+1(s, t)

∣∣∣∣

=
∣∣∣∣∣∣
2(l + 1)

∞∑
k=j/2

(2k)(2k − 1) · · · (2k − j + 1)

(2k + 1)!
∂2k+2ul
∂t2k+2

(s, 0)t2k−j

∣∣∣∣∣∣

� 2(l + 1)
∞∑

k ′=0

(2k ′ + j)(2k ′ + j − 1) · · · (2k ′ + 1)

(2k ′ + j + 1)!
CμCl2l(2k

′+j+2)(2k ′+j+2+4l)

δ2l+2k ′+j+2

× t2k
′

|1 − z|2l+2k ′+j+2+s+1
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� 2(l + 1)
CμCl2l(j+2)

δ2(l+1)+j|1 − z|2(l+1)+j+1+s

∞∑
k=0

(j + 2k + 2 + 4l) · · · (2k + 2)

2k
.

The rest of the proof is similar to that of Theorem 6.1.1. By use of (6.7), we obtain
that the series in the last inequality converges and satisfies

∞∑
k=0

(j + 2k + 2 + 4l) · · · (2k + 2)

2k
� 2j+4l−1(j + 4l + 4)!.

Finally, we have

∣∣∣∣
∂ j

∂tj
ul+1(s, t)

∣∣∣∣ � 2(l + 1)
CμCl2l(j+2)

δ2(l+1)+j|1 − z|2(l+1)+j+1+s
2j+4l−1(j + 4l + 4)!.

Now we verify that
∣∣∣ ∂ j

∂tj ul+1(s, t)
∣∣∣ satisfies the estimate for odd j. Similar to the proof

for j even, by Taylor’s expansion, we have

∂ j

∂tj
ul+1(s, t) = 2(l + 1)t

∞∑

k= j+1
2

2k(2k − 1) · · · (2k + 1 − j)

(2k + 1)!
∂2k+2ul
∂t2k+2

(s, 0)t2k−1−j.

Let 2k − 1 − j = 2k ′. We can obtain

∣∣∣ ∂
j

∂tj
ul+1(s, t)

∣∣∣

� 2(l + 1)t
∞∑
k=0

(2k + j + 1)(2k + j) · · · (2k + 2)

(2k + j + 2)!
CμCl2l(2k+3+j)

δ2l(2k+3+j)

(2k + 3 + j + 5l)!
|1 − z|2l+2k+3+j+s+1

t2k

� 2(l + 1)

(
t

δ|1 − z|
)

1

δ2(l+1)+j

CμCl2l(j+3)

|1 − z|2(l+1)+j+s+1

∞∑
k=0

(2k + j + 1)(2k + j) · · · (2k + 2)

(2k + j + 2)! 2kl
(

1

2m+1/2

)2k
(2k + 3 + j + 5l)!

� 2(l + 1)

(
t

δ|1 − z|
)

1

δ2(l+1)+j

CμCl2l(j+3)

|1 − z|2(l+1)+j+s+1
2j+5l+4((j + 5l + 3)/2)!

Letting j = 0 and l = m, we have

|um(s, t)| � CμC0(4m)!
δ2m

1

|1 − z|2m+s+1
� C

|1 − z|n+s
.

Now we estimate vm. As before, we divide the discussion into two cases.
Subcase (1.3). |x| > (δ(μ)/2m+1/2). When l = 0, noticing that |t| ≈ |1 − z|, we have
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|v0(s, t)| = |v(s, t)| � C
2Cμ

|1 − z|1+s
.

For l = 1, because

|(φ0)j(z)| � 2j!Cμ

δj(μ)

1

|1 − z|1+j+s
,

we have

|v1(s, t)| � 2Cμ

δ(μ)

(
1

|1 − z|2+s

1

|1 − z| + 1

|1 − z|2
1

|1 − z|1+s

)

� Cμ

|1 − z|s+3
.

Repeating this procedure m times, we know

|vm(s, t)| � Cμ

|1 − z|2m+1+s
= Cμ

|1 − z|n+s
.

Subcase (1.4). |x| � (δ(μ)/2m+1/2)|1 − x|. For this case, we assume that x0 > 1. For
0 � l � m, we have the following conclusion:

Conclusion (1). vl(s, t) is odd with respect to the second variable t. In fact, for l = 0,

v0(s, t) = Imφ0(s, t). Because φ0(z) =
∞∑
k=1

b(−k)z−k , we have

φ0(z) =
∞∑
k=1

b(−k)z−k =
∞∑
k=0

b(−k)z−k = φ0(z).

Let φ0(z) = u(x, y) + iv(x, y), where u and v are real-valued functions. Then

u(x,−y) + iv(x,−y) = u(x, y) − iv(x, y) = u(x, y) − iv(x, y).

Hence v(x,−y) = −v(x, y), that is, v0 is an odd function for the second variable.
For l = 1, because (v0/t) is an even function, v1 = 2 ∂

∂t (
v0
t ) is an odd function.

We assume that for 0 � l � m − 1, vl is odd. Hence

vm = 2m

(
1

t

∂vm−1

∂t
− vm−1

t2

)

is also odd. This proves Conclusion (1).

Conclusion (2). For 0 � l � m,

∣∣∣ ∂
j

∂tj
vl(s, t)

∣∣∣ � CμClCjj!
δj

1

|1 − z|2l+j+s+1
,
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where the constant Cj is defined by

Cj =
{

(j + 5l)!, if j is even,

(j + 4l)!, if j is odd.

For simplicity, we only consider the case j is odd. When l = 0, it follows from the
estimate of |(φ0)(j)| that

∣∣∣∂
j

tj
v0(s, t)

∣∣∣ � CμCjj!
(δj)

1

|1 − z|j+s+1
.

Because vl(s, t) is odd with respect to the second variable, (∂2kvl/∂t2k)(s, 0) = 0.
By Taylor’s expansion, we have

vl+1(s, t) = 2(l + 1)
1

t2

∞∑
k=0

(
1

(2k)! − 1

(2k + 1)!
)
t2k+1 ∂2k+1vl

∂t2k+1
(s, 0).

Let k = k ′ + 1 and write k = k ′. We get

∂ jvl+1

∂tj
(s, t) = 2(l + 1)

∞∑
k=0

2k + 2

(2k + 3)!
∂2k+3vl
∂t2k+3

(s, 0)(2k + 1) · · · (2k + 2 − j)t2k+1−j.

We assume that Conclusion (2) holds for 1 � l � m − 1. Letting 2k − j = 2k ′, by
t/(δ|1 − z|) � 2−(m+1/2), we have

∣∣∣∂
jvl+1

∂tj
(s, t)

∣∣∣

� 2(l + 1)
∞∑
k=0

2k + 2

(2k + 3)! (2k + 1) · · · (2k + 2 − j)
∣∣∣∂

2k+3vl
∂t2k+3

(s, 0)
∣∣∣t2k+1−j

� 2(l + 1)
1

2m+1/2

2l(j+3)

δ2(l+1)+j

1

|1 − z|2(l+1)+j+s+1

∞∑
k=0

(2k + j + 3 + 5l) · · · (2k + j + 4)(2k + j + 2) · · · (2k + 2)

2k
.

This proves Conclusion (2).
Similarly, we can prove the case that n are even. For j = 0 and l = m, we obtain

∣∣∣vm(s, t)
∣∣∣ � CμCm(4m)!

δ2m

1

|1 − z|2m+1+s
� Cμ,δ

|1 − z|n+s
.
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Nowwe deal with themultipliers defined on the region Sc
ω,+. By theKelvin inversion,

for b ∈ Hs,r(Sc
ω,+), we estimate the function φ(x) =

∞∑
i=1

b(i)P(i)(x). We have

I(φ)(x) =
−∞∑
i=−1

b̃(i)P(i−1)(x),

where b̃(z) = b(−z) ∈ Hs,r(Sc
ω,−). Because I(φ) = τ(φ0), where

φ0(z) =
−∞∑
i=−1

b̃(i)zi−1 = 1

z

−∞∑
i=−1

b̃(i)zi ∈ Hs,c
ω,−,

we have φ(x) = I2(φ) = E(x)I(φ)(x−1) and

|φ(x)| = ∣∣E(x)I(φ)(x−1)
∣∣ � 1

|x|n
Cμ

|1 − x−1|n+s
= Cμ|x|s

|1 − x|n+s
.

Because x ∈ Hv,+ = −−→
Hc

v,+, we can see that (x0, |x|) ∈ Hc
v,+ and

|x| = (x20 + |x|2)1/2 � 1 + etan ν .

Finally we obtain that |φ(x)| � Cν/|1 − x|n+s. This completes the proof of Case 1.

Case 2. n is even. As above, we only need to estimate the kernel φ defined on Hω,−.

Let b ∈ Hs,r(Sc
ω,−). Consider φ(x) =

∞∑
k=1

b(−k)P(−k)
n (x). Because n + 1 is odd, we

have

cn+1φ(x) =
∞∑
k=1

b(−k)
∫ ∞

−∞
P(−k)
n+1 (x + xn+1en+1)dxn+1

� cμ

∫ ∞

−∞
1

|1 − (x + xn+1en+1)|n+1+s
dxn+1

= 1

|1 − x|n+s

∫ ∞

0

|1 − x|[
1 + (xn+1/|1 − x|)2](n+1+s)/2

d

(
xn+1

|1 − x|
)

� C

|1 − x|n+s
.

This completes the proof of Theorem 7.2.1. �

The following corollary can be deduced from Theorem 7.2.1.



7.2 Fractional Fourier Multipliers on Starlike Lipschitz Surfaces 249

Corollary 7.2.1 Let s > 0, b ∈ Hs(Sc
ω) and

φ(x) =
( ∞∑

i=1

+
−∞∑
i=−1

)
b(i)P(i)(x).

Then φ ∈ Ks(Hω).

For the case s < 0, the proof of the conclusion for the function φ is similar to that
given in the above theorem. In the following theorem, we prove the conclusion of
Theorem 7.2.1 holds for the spaces whose dimension n are odd.

Theorem 7.2.2 For s < 0, b ∈ Hs(Sc
ω,±) and φ(x) =

±∞∑
k=±1

b(k)P(k)(x), if the spatial

dimension n is odd, we have φ ∈ Ks(Hω,±).

Proof Because the index s is negative, we can not use the method of Theorem 7.2.1
directly. Precisely, for s < 0, |z|s is unbounded as z approaches the origin. Hence,
after getting the estimate of the function φ0 on the region Sc

ω,−, we will not use the
Kelvin inversion to obtain the estimate on the region Sc

ω,+.
To deal with this case, we estimate the function φ on the regions Hω,+ and Hω,−.

On the region Hω,−, the estimate for the function φ is the same as that of Theorem
7.2.1. We omit the details.

For the region Hω,+, because the Kelvin inversion is invalid, we need to estimate
the intrinsic function φ0 in the region Hc

ω,+. For this purpose, we use Theorem 3.5.1
to obtain that for the odd n, P(k−1) = τ((·)n+k−2), where the mapping τ denotes the

operator τ(f 0) = k−1
n �(n−1)/2

−→
f 0 and

−→
f 0 (x) = u(x0, |x|) + x

|x|v(x0, |x|).

Now we complete the estimate for the kernel φ. We assume that b ∈ Hs,r(Sc
ω,+)

and consider φ(x) =∑∞
k=1 b(k)P

(k)(x). By Fueter’s theorem, we have

φ(x) = �mφ0(x0, |x|), where φ0(z) =
∞∑
k=1

b(k)zn+k−1.

For simplicity, φ0(z) = zn−1φ0
1(z), where φ0

1(z) =
∞∑
k=1

b(k)zk . By Theorem 7.1.1, for

b ∈ Hs(Sc
ω,+),

|φ0
1(z)| � C

|1 − z|1+s
,

where z ∈ Hc
ω,+. Then we have

|φ0(z)| � |z|n−1

|1 − z|1+s
� Cω

|1 − z|1+s
,
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where in the last inequality we have used the fact that the function |z|n−1 is bounded
on Hc

ω,+. Then repeating the procedure used in Theorem 7.2.1, by the estimate of
the intrinsic function φ0, we can deduce the estimate of the induced function φ. This
completes the proof. �

As a direct corollary of Theorem 7.2.2, we have

Corollary 7.2.2 For the case that the spatial dimension n is odd, Corollary 7.2.1
holds for s < 0.

On R
n, The Fourier theory indicates that there exists a one-one correspondence

between the kernels of singular integrals and the symbols of Fourier multipliers.
By Theorem 7.2.1, for b ∈ Hs(Sc

ω), there exists a function φ ∈ Ks(Hω). Now we
consider the converse of Theorem 7.2.1. For φ ∈ Ks(Hω,±), we prove that there
exists a function bν(z) ∈ Hs(Sc

ν,±) such that bk = bν(k), 0 < ν < ω.
Let n = 3. For the case s = 0, such function bν was obtained by T. Qian in [7].

The main tool is the following polynomial P(k). For any z ∈ Sc
ω, let

{
P(z)

− = τ 0((·)z), z ∈ Sc
ω,−,

P(z)
+ = τ 0((·)z+2), z ∈ Sc

ω,+,

where (·)z = exp(z ln(·)). In the first case, the function ln is defined by cutting the
positive half x-axis; while in the section case, the function is defined by cutting the
negative half x-axis.

By the new functions P(z)
− and P(z)

+ , we can obtain the following result. For the
sake of simplicity, we assume that n = 3.

Theorem 7.2.3 Let n = 3 and −∞ < s < −2. If φ(x) = ∑
k∈Z\{0}

bkP(k)(x) ∈
Ks(Hω,±), then for any ν ∈ (0, ω), there exists a function bν ∈ Hs+2(Sc

ν,±) such
that bi = bν(i), i = ±1,±2, . . .. In addition,

bν(z) = lim
r→1−

1

2π2

∫

L±(ν)

P(z)(y−1)E(y)n(y)φ(r±1y)dσ(y),

where L±(ν) = −−−−−−−→
exp(il±(ν)) and the path l±(ν)) is defined as

l±(ν) =
{
z ∈ C : z = r exp(i(π ± ν)), r is from π sec(ν) to 0;
and z = r exp(−(±iν)), r is from 0 to π sec(ν)

}
.

Proof Recall that τ 0 : f 0 −→ 1
4�

−→
f 0 . Write f 0 = ηz, where η = x + iy. For x =

(x0, |x|) ∈ L±(ν), there exists η ∈ exp(il±(ν)) such that η = (x0, |x|). Write e =
x/|x|. We have
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�
−→
f 0 = �

−−→
((·)z) = 2

|x|
∂u

∂y
(x0, |x|) + 2e

(
1

|x|
∂v

∂y
(x0, |x|) − 1

|x|2 v(x0, |x|)
)

.

Now f 0 = eiηz , where η ∈ l±(ν). Then f = u + iv, where u and v are the real part
and the imaginary part of f , respectively. We have ∂

∂η
(eiηz) = izeiηz. Let η = re−iμ

and z = |z|eiθ . We can get

e−iηz = exp(−ir|z|ei(θ−μ)) = exp(r|z| sin(θ − μ)) exp(−ir|z| cos(θ − μ)).

Because φ ∈ Ks(Sω), we have

|φ(x)| � C

|1 − x|s+3
, where x = x0 + x ∈ L±(ν).

For such a x, there exists a z = x + iy ∈ exp(il±(ν)) such that z = eiη = exp
(r sinμ + ir cosμ) and |x| = er sinμ sin(r cosμ). Then we get

|bμ(z)| � C
∫ π secμ

0
|z|e−r|z| sin(μ−θ) 1

|1 − eiη|s+3

1

|x|
1

|x| r
2dr.

For the factor 1/|1 − eiη|s+3, we have

|1 − eiη|2 = 1 + e2r sinμ − 2er sinμ cos(r cosμ).

Let f (r) = r2 and g(r) = 1 + e2r sinμ − 2er sinμ cos(r cosμ). We obtain
limr→0

f (r)
g(r) = 1. Hence we can find a constant C such that

r

|1 − er sinμeir cosμ| � C, r ∈ (0, π secμ),

that is, 1/|1 − er sinμeir cosμ|s+3 ∼ rs+3. Finally we have

|bμ(z)| � C
∫ π sinμ

0
|z|e−r|z| sin(μ−θ) 1

rs+3

1

e3r sinμ

r2

er sinμ sin(r cosμ)
dr

� C|z|
∫ π sinμ

0
e−r|z| sin(μ−θ) r2

rs+4
e−4r sinμdr

� C|z|s+2,

where in the last inequality we used s < −2. �

Theorem 7.2.3 indicates that using the method in [7], for s �= 0, we only get
b ∈ Hs+2(Sc

ω,±) rather than b ∈ Hs(Sc
ω,±). To obtain a more precise result, we need

apply a new method. It will be based on the following things. First, the desired
function b is defined on Sc

ω,± ⊂ C. Secondly, by Proposition 6.1.1, we know that
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if the dimension n is odd, the polynomials P(−k) and P(k−1), k ∈ Z+, satisfy the
following relation:

P(−k) = τ((·)−k), P(k−1) = τ((·)k+n−2).

Our idea is to construct a function φ0 ∈ Ks(Hc
ω,±) by use of φ ∈ Ks(Hω,±). Then we

can express the function b via φ0 by using techniques in complex analysis. At first
we give a lemma to show the relation between Hc

ω,± and Hω,±.
For any element e in the vector spaceQ, the linear span of 1 and e inR is called the

complex plane induced by e inRn
1 denoted byC

e. Denote byH e
ω,± andH e

ω the images

onCe ⊂ R
(n)
1 of the setsHc

ω,± andHc
ω inC under themapping ie : a + bi −→ a + be,

respectively. By the samemethod as that of [7, Lemma 4], we can prove the following
lemma.

Lemma 7.2.2
Hω,± =

⋃
e∈J

H e
ω,± and Hω,± =

⋃
e∈J

H e
ω,±,

where the index set is the set of all unit elements.

Lemma 7.2.2 establishes the relation between the class of monogenic functions
and the corresponding holomorphic Fourier multipliers.

Theorem 7.2.4 Let n be odd and φ(x) = ∑
k∈Z\{0}

bkP(k)(x) ∈ Ks(Hω,±). If the series
∑

k∈Z\{0}
bkzk converges in Hc

ω,±, then for any ν ∈ (0, ω), there exists a function bν ∈
Hs(Sc

ν,±) such that bk = bν(k), k ∈ Z \ {0}.
Proof We already know that if n is odd, for k ∈ Z+,

P(−k) = τ 0((·)−k) and P(k−1) = τ 0((·)n+k−1).

For φ(x) = ∑
k∈Z\{0}

bkP(k)(x) on Hω,±, we define the following function φ0 on

Hc
ω,± as φ0(z) = ∑

k∈Z\{0}
bkzk ,where z ∈ Hc

ω,±. For simplicity, we only estimate φ0 in

Hc
ω,+. Let e = x

|x| . For any z = u + iv ∈ Hc
ω,+, by Lemma 7.2.2, we get x = u + ve =

(x0, x) ∈ H e
ω,+ ⊂ Hω,+. We have proved that for z ∈ Hc

ω,+, there exists a constant
δ(ν) = min {1/2, tan(ω − ν)} such that the ball Sr(z) is contained in Hc

ω,±, where
z is the center and the radius is δ(ν)|1 − z|. We denote by B(x, r) the ball

{
y ∈

R
n
1, |x − y| < δ(ν)|1 − x|

}
and have B(x, r) ⊂ H e

ω,+ ⊂ Hω,+.
Assume that f and g are the real part and the imaginary part of φ0(z), respectively.

The induced function is defined by

−→
φ0(x) = f (x0, |x|) + eg(x0, |x|)
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and satisfies �(n−1)/2
−→
φ0(x) = φ(x), where x = (x0, x) = u + ve. We can see that

|−→φ0(x)| �
∫

B(x,r)

c

|x − y|2
Cν

|1 − y|n+s
dy.

For any y ∈ B(x, δ(ν)|1 − x|),

|1 − y| � |1 − x| − |x − y| > (1 − δ(ν))|1 − x|.

We get

|−→φ0(x)| � Cν

|1 − x|n+s

∫ δ(ν)|1−x|

0

1

|x − y|2 |x − y|n−1d(|x − y|)

� Cν

|1 − x|1+s
.

By the definition of |−→φ0 |, we have

|φ0(z)| = |−→φ0(x)| � Cν

|1 − x|1+s
= Cν

|1 − z|1+s
.

By the above estimate, we can construct the function b ∈ Hs(Sω
ω,±) as follows.

For s < 0 and z ∈ Sc
μ,±,

bμ(z) = 1

2π

∫

λ±(μ)

exp(−iηz)φ0(exp(iη))dη,

where

λ±(μ) =
{
η ∈ Hc

ω,± | η = r exp(i(π ± μ)), r is from π secμ to 0

and η = r exp(∓iμ), r is from 0 to π secμ
}

and for s � 0, z ∈ Sc
μ,±,

bμ(z) = 1

2π
lim
ε→0

(∫

l(ε,|z|−1)∪c±(|z|−1,μ)∪�±(|z−1|,μ)

exp(−iηz)φ0(exp(iη))dη + φ
|s|
ε,±(z)

)
,

where if r � π ,

l(ε, r) =
{
η = x + iy | y = 0, x is from − r to − ε, then from ε to r

}
,

c±(r, μ) =
{
η = r exp(iα) | α is from π ± μ to π, then from 0 to ∓ μ

}
,
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and

�±(r, μ) =
{
η ∈ Wω,± | η = ρ exp(i(π ± μ)), ρ is from π secμ to r;
then η = ρ exp(∓iμ), ρ is from r to π secμ

}
,

and if r > π ,

l(ε, r) = l(ε, π), c±(r, μ) = c±(π, μ), �±(r, μ) = �±(π, μ).

In any case,

φ
[s]
ε,±(z) =

∫

L±(ε)

φ0(exp(iη))

[
1 + (−iηz) + · · · + (−iηz)[s]

[s]!
]
dη,

where L±(ε) is any contour from −ε to ε in Cω,±.
By Cauchy’s theorem and the Taylor series expansion, we can use the esti-

mate for φ0 to show bν ∈ Hs(Sc
ω) and bi = bν(i), i = ±1,±2, . . ., see Sect. 7.1 for

details. �

7.3 Integral Representation of Sobolev–Fourier Multipliers

In this section, we consider a class of Fourier multipliers defined on Sobolev spaces
on starlike Lipschitz surfaces. If a Lipschitz surface � is n-dimensional and starlike
about the origin and there exists a constant M < ∞ such that x1, x2 ∈ �,

∣∣ln |x−1
1 x2|

∣∣
arg(x1, x2)

� M , (7.8)

we call � a starlike Lipschitz surface. We denote by N = Lip(�) the minimum of
M such that (7.8) holds.

Let s ∈ R
n
1. For x ∈ R

n
1, we define the mapping rs : x → sxs−1. By (i) and (iv)

of Lemma 6.2.1, we can prove that if x′ and x belong to a starlike Lipschitz surface
with the Lipschitz constant N , then

(∣∣ln |x−1x′|∣∣ / arg(x, x′)
) = ∣∣ln ||x|−1x̃|∣∣ / arg(1, |x|−1x̃) � N ,

that is, |x|−1̃x ∈ Hω. This gives the relation between the set Hω and the starlike
Lipschitz surface.

We useMk for the finite dimensional right module of k homogeneous monogenic
functions inRn

1 and useM−(k+n) for the right dimensional right module of−(k + n)-
homogeneous monogenic functions in R

n
1 \ {0}. The spaces Mk and M−(k+n) are

eigenspaces of the left Dirac operator ξ . We define
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Pk : f → Pk(f ) and Qk : f → Qk(f )

as the projections on Mk and M−(k+n), respectively.
The Fourier multipliers are defined on the following test function space:

A =
{
f : for some s > 0, f (x) is left monogenic in ρ − s < |x| < l + s

}
.

For f ∈ A, in the annuals where f is defined, we have the Laurant series expansion

f (x) =
∞∑
k=0

Pk(f )(x) +
∞∑
k=0

Qk(f )(x).

Here we have used the projection operators Pk and Qk defined as follows:

Pk(f )(x) = 1

�n

∫

�

|y−1x|kC+
n+1,k(ξ, η)E(y)n(y)f (y)dσ(y)

and

Qk(f )(x) = 1

�n

∫

�

|y−1x|−n−kC−
n+1,k(ξ, η)E(y)n(y)f (y)dσ(y),

where x = |x|ξ , y = |y|η and n(y) is the outer unit normal of� at y. HereC+
n+1,k(ξ, η)

and C−
n+1,k(ξ, η) are the functions defined as

C+
n+1,k(ξ, η) = 1

1 − n

[
− (n + k − 1)C(n−1)/2

k (〈ξ, η〉)

+ (1 − n)C(n+1)/2
k−1 (〈ξ, η〉)(〈ξ, η〉 − ξη)

]

and

C−
n+1,k(ξ, η) = 1

n − 1

[
(k + 1)C(n−1)/2

k+1 (〈ξ, η〉)

+ (1 − n)C(n+1)/2
k (〈η, ξ 〉)(〈η, ξ 〉 − ηξ)

]
,

where Cν
k is the Gegenbaur polynomial of degree k associated with ν (see [8]).

Now, on the starlike Lipschitz surface �, we give the Fourier multiplier induced
by the sequence {bk}, where bk = b(k) for any function b ∈ Hs(Sc

ω).We can see from
Theorem 7.2.1 that the corresponding kernel φ satisfies

|φ(x)| � Cμ/|1 − x|n+s for s > 0.
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The regularity index s indicates that we can not define the Fourier multipliers for
f ∈ L2(�) as the bounded Fourier multipliers in Sect. 6.2. To compensate the role
of s, we need to restrict these multipliers on some subspace of L2(�). Hence we use
the following Sobolev spaces on the starlike Lipschitz surface �.

Definition 7.3.1 Let s ∈ Z
+ ∪ {0} and � be a starlike Lipschitz surface. For 1 �

p < ∞, define the norm of Sobolev space ‖ · ‖Wp,s
ξ

(�) as

‖f ‖Wp,s
ξ

(�) = ‖f ‖Lp(�) +
s∑

j=0

‖j
ξ f ‖Lp(�).

The Sobolev space associated with the spherical Dirac operator ξ is defines as the

closure of the classA under the norm ‖ · ‖Wp,s
ξ

(�), that is,A
‖·‖Wp,s

ξ
(�)

.

Now we give the definition of the Fourier multipliers. By Definition 7.3.1, A is
dense inWp,s

ξ
. Hence when we define the Fourier multipliers, we assume that f ∈ A.

Definition 7.3.2 For the sequence {bk}k∈Z satisfying |bk | � ks, we define the Fourier
multiplierM(bk ) as follows:

M(bk )f (x) =
∞∑
k=0

bkPk(f )(x) +
∞∑
k=0

b−k−1Qk(f )(x).

Remark 7.3.1 When � is the unit sphere, if we take two sequences {b(1)
k }and {b(2)

k },
where b(1)

k = k2 and b(2)
k = k, the Fourier multipliers in Definition 7.3.2 reduce to the

boundary values of the Photogenic-Cauchy integrals on the hyperbolic unit sphere,
see Example 7.0.1.

Now for k � 0, we define

P̃(k)(y−1x) = |y−1x|kC+
n+1,k(ξ, η)

and
P̃(−k−1)(y−1x) = |y−1x|−k−nC−

n+1,k(ξ, η).

The projections Pk and Qk can be expressed by

Pk(f )(x) = 1

�n

∫

�

P̃(k)(y−1x)E(y)n(y)f (y)dσ(y)
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and

Qk(f )(x) = 1

�n

∫

�

P̃(−k−1)(y−1x)E(y)n(y)f (y)dσ(y).

If we use

φ̃(y−1x) =
∞∑

−∞
bkP̃

(−k)(y−1x)

to denote the kernel of the Fourier multiplier M(bk ) in Definition 7.3.2, we get the
following estimate.

Theorem 7.3.1 Let ω ∈ (arctan(N ), π/2) and b ∈ Hs(Sc
ω). The kernel φ̃(y−1x)

E(y) associated with {bk} in the manner given above is monogeneically defined
in a neighborhood of � × � \ {(x, y) : x = y}. In addition, in this neighborhood,

|φ̃(y−1x)| � C

|1 − y−1x|n+s
.

Proof The proof of this theorem is similar to Proposition 6.2.3. We omit the
details. �

For f ∈ A, the multiplierM(bk ) introduced above is well-defined. For b ∈ Hs(Sc
ω),

we consider the following multiplier Mr
(bk )

:

Mr
(bk )(f )(x) =

∞∑
k=0

bkPk(f )(rx) +
∞∑
k=0

b−k−1Qk(f )(r
−1x), ρ − s < |x| < l + s,

where x ∈ �, r ≈ 1 and r < 1.
We useM1 andM2 to denote the two sums in the expression ofMr

(bk )
. Because b ∈

Hs(Sc
ω), b is bounded near the origin and |b(z)| � |z|s when |z| > 1. We deduce that

for |z| > 1, |b(z)| � |z|s < |z|s1 . Hence for s1 = [s] + 1, b ∈ Hs1(Sc
ω). Write b1(z) =

z−s1b(z). We see that |b1(z)| � |b(z)/zs1 | � C implies b1(z) ∈ H∞(Sc
ω), where

H∞(Sc
μ,±) =

{
b : Sc

μ,± → C : b is holomorphic, and satisfies

|b(z)| � Cν in any Sc
ν,±, 0 < ν < μ

}

and
H∞(Sc

μ) =
{
b : Sc

μ → C : b± = bχ{z∈C: ±Rez>0} ∈ H∞(Sc
μ,±)
}
,

where Sc
μ,± and Sc

μ are sectors.
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For M1, |bk | = |b(k)| � ks1 , we take b1(z) = z−s1b(z). It is easy to see that b1 is
also holomorphic in Sc

ω. Then we have

M1 =
∞∑
k=0

bkPk(f )(rx) =
∞∑
k=0

b1,kk
s1Pk(f )(rx),

where b1,k = b1(k) = bk
ks1 . BecauseMk is an eigenspace of the spherical Dirac oper-

ator ξ , we have
ξPk(f )(rx) = kPk(f )(rx)

and

M1 =
∞∑
k=0

b1,k
s1
ξ Pk(f )(rx) = 

s1
ξ

( ∞∑
k=0

b1,kPk(f )(rx)

)
.

By a result of [8], we obtain another expression of Pk(f ).

Pk(f )(x) = 1

�n

∫

�

P̃k(y−1rx)E(y)n(y)f (y)dσ(y)

= 1

�n

∫

�

∑
|α|=k

Vα(rx)Wα(y)n(y)f (y)dσ(y),

where we have used the Cauchy–Kovalevska expansion

P̃(k)(y−1x)E(y) =
∑
|α|=k

Vα(x)Wα(y),

where Vα(x) ∈ Mk and Wα(y) ∈ M−n−k (see [8, Chap. 2, (1.15)]). By the above
relation, we have

ξPk(f )(x) = 1

�n

∫

�

∑
|α|=k

(ξVα)(x)Wα(y)n(y)f (y)dσ(y)

= 1

�n

∫

�

∑
|α|=k

kVα(x)Wα(y)n(y)f (y)dσ(y)

= 1

�n

∫

�

∑
|α|=k

k

n + k − 2
Vα(x)(n + k − 2)Wα(y)n(y)f (y)dσ(y)

= k

(n + k − 2)�n

∫

�

∑
|α|=k

Vα(x)(ηWα)(y)n(y)f (y)dσ(y).

Because the Fourier expansion of the functions in A is rapidly decaying, via inte-
gration by parts, we have
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M1 =
∞∑
k=1

b1,kk
s1Pk(f )(rx)

=
∞∑
k=1

b1,k

(
k

n + k − 2

)s1 rk

�n

∫

�

∑
|α|=k

Vα(x)(s1
η Wα)(y)n(y)f (y)dσ(y)

=
∞∑
k=1

b1,k

(
k

n + k − 2

)s1 rk

�n

∫

�

∑
|α|=k

Vα(x)Wα(y)n(y)(s1
η f )(y)dσ(y).

Since |b1,k( k
n+k−2 )

s1 | � C, if we denote b1,k(
k

n+k−2 )
s1 by b1,k , we can obtain the

following singular integral expression of M1:

M1 =
∞∑
k=1

b1,k
1

�n

∫

�

P̃k(y−1rx)E(y)n(y)(s1
η f (y))dσ(y)

= 1

�n

∫

�

( ∞∑
k=1

b1,k P̃
k(y−1rx)

)
E(y)n(y)(s1

η f (y))dσ(y)

= 1

�n

∫

�

φ̃1(y
−1rx)E(y)n(y)(s1

η f (y))dσ(y).

Similarly, for M2, applying the Cauchy–Kovalevska expansion again ([8, Chap. II,
(1.16)]), we have

M2 =
∞∑
k=0

b−k−1Qk(f )(r
−1x)

=
∞∑
k=0

b−k−1

(k + 1)s1

(
k + 1

k

)s1 1

�n

∫

�

∑
|α|=k

Wα(r−1x)ks1V α(y)n(y)f (y)dσ(y)

=
∞∑
k=0

b−k−1

(k + 1)s1

(
k + 1

k

)s1 1

�n

∫

�

∑
|α|=k

Wα(r−1x)(s1
η V α)(y)n(y)f (y)dσ(y)

=
∞∑
k=0

b−k−1

(k + 1)s1

(
k + 1

k

)s1 1

�n

∫

�

∑
|α|=k

Wα(r−1x)V α(y)n(y)(s1
η f )(y)dσ(y).

As above, we still denote b−k−1

(k+1)s1

(
k+1
k

)s1 by b−1−k , and obtain the singular integral
expression of M2 as
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M2 =
∞∑
k=0

b−k−1
1

�n

∫

�

P̃−k−1(y−1r−1x)E(y)n(y)(s1
η f )(y)dσ(y)

= 1

�n

∫

�

( ∞∑
k=0

b−k−1P̃
−k−1(y−1r−1x)

)
E(y)n(y)(s1

η f )(y)dσ(y)

= 1

�n

∫

�

φ̃2(y
−1r−1x)E(y)n(y)(s1

η f (y))dσ(y).

Finally we rewrite the multiplierMr
(bk )

(f )(x) as

Mr
(bk )(f )(x) = lim

r→1−
1

�n

∫

�

(φ̃1(y
−1rx) + φ̃2(y

−1r−1x))E(y)n(y)(s1
ξ f )(y)dσ(y),

where we have used the fact that for f ∈ A, the series which defines Mr
bk

(f ) is
uniformly convergent as r → 1−.

For M(bk )(f )(x), we have the following boundary value result.

Theorem 7.3.2 Let s > 0. If b ∈ Hs(Sc
ω), then for f ∈ A and x ∈ �, we have

M(bk )(f )(x) = lim
r→1−

1

�n

∫

�

(φ̃1(y
−1rx) + φ̃2(y

−1r−1x))E(y)n(y)(s1
ξ f )(y)dσ(y)

= lim
ε→0

1

�n

{∫

|y−x|>ε,y∈�

[φ̃1(y
−1x) + φ̃2(y

−1x)]E(y)n(y)(s1
ξ f )(y)dσ(y)

+(φ̃1(ε, x) + φ̃2(ε, x))f (x)
}
.

Here

φ̃1(ε, x) =
∫

S(ε,x,+)

φ̃1(y
−1x)E(y)n(y)dσ(y)

and

φ̃2(ε, x) =
∫

S(ε,x,−)

φ̃2(y
−1x)E(y)n(y)dσ(y),

where S(ε, x,±) is the part of the sphere |y − x| = ε inside or outside � depending
on the index of φ̃i taking i = 1 or i = 2.

Proof The proof of this theorem is similar to the classical Plemelj formula of the
Cauchy integral. For simplicity, we only consider

lim
r→1− I = lim

r→1−
1

�n

∫

�

φ̃1(y
−1rx)E(y)n(y)(s1

ξ f )(y)dσ(y).

The other integral can be dealt with similarly. For a fixed ε > 0, the above integral
can be divided into three parts:
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I = 1

�n

∫

�

φ̃1(y
−1rx)E(y)n(y)(s1

ξ f )(y)dσ(y)

= 1

�n

∫

y∈�,|y−x|>ε

φ̃1(y
−1rx)E(y)n(y)(s1

ξ f )(y)dσ(y)

+ 1

�n

∫

y∈�,|y−x|�ε

φ̃1(y
−1rx)E(y)n(y)[(s1

ξ f )(y) − (
s1
ξ f )(x)]dσ(y)

+ 1

�n

∫

y∈�,|y−x|�ε

φ̃1(y
−1rx)E(y)n(y)dσ(y)(s1

ξ f )(x)

=: I1 + I2 + I3,

where the symbol ξ f (y) denotes the spherical Dirac operator ξ acting on the
variable η of f , where y = |y|η.

Let r → 1−. The integral I1 tends to

1

�n

∫

y∈�,|y−x|>ε

φ̃1(y
−1x)E(y)n(y)(s1

η f )(y)dσ(y).

For I2, because f ∈ A implies 
s1
ξ f is a Lipschitz function, we have

lim
ε→0

lim
r→1− I2 = lim

r→1− lim
ε→0

∫

y∈�, |y−x|�ε

φ̃1(y
−1rx)E(y)n(y)

×
[
(

s1
ξ f )(y) − (

s1
ξ f )(x)

]
dσ(y) = 0.

Finally we estimate I3. By Cauchy’s theorem, for any fixed ε > 0, we have

lim
r→1− I3 = lim

r→1−

∫

y∈�, |y−x|�ε

φ̃1(y
−1rx)E(y)n(y)dσ(y)(s1

ξ f )(x)

= φ̃1(ε, x)(
s1
ξ f )(x).

This completes the proof of the theorem. �

As a useful tool in the study of boundary value problems on the non-smooth
domains, the theory of Hardy spaces on Lipschitz curves and surfaces has attracted
attention of many mathematicians. In 1980s, Jerison and Kenig [9, 10] considered
the complex variable case. In [11], Mitrea introduced the theory of Clifford-valued
Hardy spaces on high-dimensional Lipschitz graphs.

Let � and �c be the bounded and unbounded connected components of Rn
1 \ �,

respectively. For α > 0, define the non-tangential approach regions�α(x) and�c
α(x)

to a point x ∈ � as

�α(x) =
{
x ∈ �, |y − x| < (1 + α)dist(y, �)

}
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and
�c

α(x) =
{
y ∈ �c, |y − x| < (1 + α)dist(y, �)

}
.

Let f be defined in � (�c). The interior non-tangential maximal function Nα(f ) is
defined as

Nα(f )(x) = sup
{

|f (y)| : y ∈ �α(x)(y ∈ �c
α(x))

}
.

For 0 < p < ∞, Hardy spaces Hp(�) and Hp(�c) are defined as

Hp(�) =
{
f : f is left monogenic in � and Nα(f ) ∈ Lp(�)

}
,

Hp(�c) =
{
f : f is left monogenic in �c and Nα(f ) ∈ Lp(�)

}
.

The theory of monogenic Hardy spaces in [11] indicates that for p > 1, theHp(�)-
normof a function is equivalent to theLp-normof its non-tangentialmaximal function
on the boundary. For the spaces Hp(�c), similar conclusions hold. Precisely, if
f ∈ Hp(�) for p > 1, we have

C1‖f ‖Hp(�) � ‖f ‖Lp(�) � C2‖f ‖Hp(�).

If f ∈ Mk and k �= −1,−2, . . . ,−n + 1, becauseMk is the subspace consisting of
all k-homogeneous left monogenic functions, we have ξ f (ξ) = kf (ξ). For f ∈ A,
we define (f |) as the restriction of the monogenic extension of ξ(f |SRn1 ) to .
Then the definition of ξ can be extended to ξ : A → A.

In [3], Eelbode studied the boundary value of the Photogenic-Cauchy transform
Cα
P on the unit hyperbolic sphere. In Example 7.0.1, The occurrence of the factors

k2Pk(f ) and k2Qk(f ) implies that the boundary valueCα
P [f ] ↑ ofCα

P is not a bounded
operator from L2(Sn−1) to itself. If we restrict this operator to some smaller subspaces
of L2(Sn−1), we can obtain the corresponding boundedness.

Now we give the main result of this section.

Theorem 7.3.3 Let ω ∈ (arctan(N ), π/2). If b ∈ Hs(Sc
ω), s > 0, then with the

assumption b(0) = 0, the multipliers introduced in Definition 7.3.2 can be extended
to a bounded operator from W 2,s1

ξ
(�) to L2(�), where s1 = �s�. In addition,

‖M(b(k))‖op � Cν

∥∥∥∥
b

|z + 1|s
∥∥∥∥
L∞(Sc

ν )

, arctanN < ν < ω.

Proof For f ∈ W 2,s1
ξ

(�) ⊂ L2(�), by Proposition 6.2.7, we have f = f + + f −,
where f + ∈ H2(�) and f − ∈ H2(�c) such that

‖f ±‖L2(�) � CN‖f ‖W 2,s1 (�).

By the linearity and Theorem 7.3.2, we have Mb(f ) = Mb+ f + + Mb− f −, where
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Mb± f ±(x) = lim
r→−

∫

�

φ̃±(r±1y−1x)E(y)n(y)f (y)dσ(y), x ∈ �.

Hence, we only need to prove

‖Mb± f ±‖H2 � CN‖s1
ξ f

±‖H2 .

We only prove the above inequality for f +. For the sake of simplicity, we omit the
symbol “+”. The f − part can be similarly dealt.w

By Theorem 7.3.1, for b ∈ Hs(Sc
ω), we have

|φ̃(y−1x)| � C

|1 − y−1x|n+s
.

Hence by Hölder’s inequality, we obtain

|1+s1
ξ Mbf (x)|

�
(∫

�√
t

|φ(y−1x)|dσ(y)

|y|n
)1/2 (∫

�√
t

|φ(y−1x)||s1+1
ξ f (y)|2 dσ(y)

|y|n
)1/2

� C

(∫

�√
t

1

|1 − y−1x|n+s

dσ(y)

|y|n
)1/2 (∫

�√
t

|s1+1
ξ f (y)|2

|1 − y−1x|n+s

dσ(y)

|y|n
)1/2

.

Through change of variable, we have

|1+s1
ξ Mbf (x)| � C

(∫

�

1

[(1 − √
t)2 + θ2

0 ] n+s
2

dσ(y)

)1/2

×
(∫

�

1

[(1 − √
t)2 + θ2

0 ] n+s
2

|1+s1
ξ f (y)|2dσ(y)

)1/2

,

where the integral in the last inequality satisfies

∫

�

1

[(1 − √
t)2 + θ2

0 ] n+s
2

dσ(y) �
∫ π

0

sinn−1 θ0

[(1 − √
t)2 + θ2

0 ] n+s
2

dθ0

� C
1

(1 − √
t)s

.

Hence by the equivalent characterization given in Proposition 6.2.6, we have
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‖Mbf ‖2H 2(�)

�
∫ 1

0

∫

�

|1+s1
ξ Mbf (tx)|2(1 − t)2s1+1dσ(x)

dt

t

� C
∫ 1

0

∫

�

(1 − √
t)2s1+1

(1 − √
t)s

(∫

�

|1+s1
ξ f (

√
ty)|2

[(1 − √
t)2 + θ2

0 ] n+s
2

dσ(y)

)
dσ(x)

dt

t

� C
∫ 1

0

∫

�

|1+s1
ξ f (

√
ty)|2

(∫

�

(1 − √
t)s

[(1 − √
t)2 + θ2

0 ] n+s
2

dσ(x)

)
(1 − √

t)dσ(y)
dt

t

� C
∫ 1

0

∫

�

∣∣∣ξ(
s1
ξ f )(

√
ty)
∣∣∣
2
(1 − √

t)dσ(y)
dt

t

� C‖s1
ξ f ‖H2(�),

where in the forth inequality we used the fact that for t ∈ (0, 1),

(1 − √
t)2s1+1−s = (1 − √

t)1+s+2s1−s � (1 − √
t)1+s

and ∫

�

(1 − √
t)s

[(1 − √
t)2 + θ2

0 ] n+s
2

dσ(x) � C(1 − √
t)s

1

(1 − √
t)s

� C.

In the last inequality, we used Proposition 6.2.6. This completes the proof of Theorem
7.3.3. �

For the classical convolution singular integral operator Tφ on Rn, one of the basic
facts is the endpoint estimate, that is, the weak-(1, 1) boundedness. If for all λ > 0,

|{x ∈ � : |T (f )(x)| > λ}| � C

λ
‖f ‖1,

we call an operator T is weak-(1, 1) bounded on �. In other words, we say that
this operator is bounded from L1 to the weak type space WL1, see [12–14] and the
reference therein. By this weak boundedness, we can use the interpolation theory
and the duality of operators to deduce the Lp-boundedness of Tφ, 1 < p < ∞. In the
rest of this section, we study the endpoint estimate of the Fourier multipliers.

Theorem 7.3.4 Let ω ∈ (arg(N ), π
2 ). If b ∈ Hs(Sc

ω), s > 0 and b(0) = 0. Then the
multiplier M(bk ):

M(bk )(f )(x) =
∞∑
k=0

bkPk(f )(x) +
∞∑
k=0

b−k−1Qk(f )(x)

is bounded from W 1,s1
ξ

(�) to WL1(�), where s1 = �s�.
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Proof For b ∈ Hs(Sc
ω) and z ∈ Sc

ω, |b(z)| � C|z|s, s > 0. Hence it is natural to get
|b(z)/zs| � C, where C is a constant. On the other hand, b ∈ Hs(Sc

ω) implies that b
is holomorphic in Sc

ω. Then z−sb(z) is also holomorphic in Sc
ω. Now for the Fourier

multiplierM(bk ), we have

M(bk )f (x) =
∞∑
k=0

bkPk(f )(x) +
∞∑
k=0

b−k−1Qk(f )(x)

= I + II .

For simplicity, we only deal with the term I . As above, I can be represented as

I = 1

�n

∫

�

φ̃(y−1x)E(y)n(y)f (y)dσ(y).

If we write b(z) = zs1b1(z) and b1(z) ∈ H∞(Sc
ω), then the corresponding sequence is

{b1,k}whose the elements is bk = ks1b1,k . Therefore we can rewrite I as the following
form

I =
∞∑
k=0

b1,kk
s1Pk(f )(x).

The kernel associated toMb1,k is denoted by φ̃1(y−1x)E(y) that satisfies

ξ(φ̃1(y
−1x))E(y) =

∞∑
k=1

kb1(k)P̃
(k)(y−1x)E(y).

By integration by parts, we get

I = 1

�n

∫

�


s1
ξ (φ̃1(y

−1x))E(y)n(y)f (y)dσ(y)

= 1

�n

∫

�

φ̃1(y
−1x)E(y)n(y)s1

η (f )(y)dσ(y).

Similarly, if we take s = 0 in Theorem 7.3.1, φ̃1(y−1x) satisfies

|φ̃1(y
−1x)| � C

|1 − y−1x|n .

Hence the multiplier Mb1,k reduces to a H∞-Fourier multiplier on starlike Lipschitz
graph and is weak-(1, 1) bounded. Then we have

∣∣{x ∈ � : |Mbk f (x)| > λ
}∣∣ = ∣∣{x ∈ � : |Mb1,k (

s1
ξ f )(x)| > λ

}∣∣

� C

λ

∥∥s1
ξ f
∥∥
L1

.
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This completes the proof of this theorem. �
At last, we consider the boundedness of the Fourier multipliers for s < 0. Let

−n < s < 0 and {bk} be a sequence which satisfies |bk | � ks. We define the Fourier
multiplierM(bk ) as follows.

M(bk )(f )(x) =
∞∑
k=1

bkPk(f )(x) +
∞∑
k=1

b−k−1Qk(f )(x).

Similar to the case s > 0, we can express the multiplier as

M(bk )(f )(x) = 1

�n

∫

�

φ̃(y−1x)E(y)n(y)f (y)dσ(y).

Here x ∈ � and

φ̃(y−1x) =
( ∞∑

k=1

+
−1∑
−∞

)
bkP̃

(k)(y−1x),

where P̃(k) is the polynomial defined as

P̃(k)(y−1x) = |y−1x|kC+
n+1,k(ξ, η)

or
P̃(−k−1)(y−1x) = |y−1x|−k−nC−

n+1,k(ξ, η).

To obtain the boundedness of the multiplier, we need to estimate the function φ̃(x).

By the method of Theorem 1.3.2, we can prove that the kernel φ(x) =
∞∑

k=−∞
bkPk(x)

satisfies

|φ(x)| � C|x|s
|1 − x|n+s

, where x ∈ Hω.

For the kernel φ̃(y−1x) defined above, we can use the method of Proposition 6.2.3 to
obtain

|φ̃(y−1x)| � C|y−1x|s
|1 − y−1x|n+s

.

For any two points x1, x2 on the starlike Lipschitz surface, we have x−1
2 x1 ∈ Hω,

that is, there exist two constants C1, C2 such that C1 � |x−1
2 x1| � C2. Hence for any

points x1, x2 ∈ �, the equality

|x1| = |x2x−1
2 x1| = |x2||x−1

2 x1|

implies thatC1|x1| � |x2| � C2|x1|. In otherwords, the norms of the two points on the
starlike Lipschitz surface are approximately a constant associated with �, denoted
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by C� . Hence we can obtain the estimate

|φ̃(y−1x)E(y)n(y)| � C|y−1x|s
|1 − y−1x|n+s

1

|y|n
� C|x|s

|y − x|n+s

� C�

|y − x|n+s
.

Because the Lipschitz surface is a homogeneous space, our Fourier multiplier
M(bk )f (x) can be regarded as the fractional integral operator on �. By the classi-
cal theory of the fractional integral operator on homogeneous spaces, we can obtain
the Lp − Lq boundedness of the Fourier multiplier as follows.

Theorem 7.3.5 Let −n < s < 0, 1 � p < q < ∞ and 1
q = 1

p + s
n . If b ∈ Hs(Sc

ω),
the Fourier multipliers on starlike Lipschitz surface:

M(bk )f (x) =
∞∑
k=1

bkPk(f )(x) +
∞∑
k=1

b−k−1Qk(f )(x)

with bk = b(k) is bounded from Lp(�) to Lq(�).

Proof For a starlike Lipschitz surface �, if x1, x2 ∈ �, then x−1
2 x1 ∈ Hω, i.e., there

exist two constants c1, c2 depending on ω and � such that C1 � |x−1
2 x1| � C2. For

any points x1, x2 ∈ �, the equality

|x1| = |x2x−1
2 x1| = |x2||x−1

2 x1|

indicates that C1|x1| � |x2| � C2|x1|. In other words, the norm of any point on � is
about a constant C� which is related to �. Then the kernel φ(y−1x)E(y) satisfies

|φ(y−1x)E(y)| = |φ(y−1x)||E(y)|
� C

|1 − y−1x|n+s

1

|y|n
� C|y|s

|y − x|n+s

� C�

|y − x|n+s
.

In addition, for any ball B(x, r) =
{
y ∈ �, |x − y| < r

}
, we have

σ(B(x, r)) =
∫

B(x,r)
dσ(y) � Crn,
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that is, the surface measure of B(x, r) is dominated by the area of a sphere in R
n.

Hence, we can use the classical method to prove the boundedness. Below we give
the details. At first, we define the auxiliary function �(x) by

�(x) = sup
r>0

σ(B(x, r))

rn
.

For the integral representation of Mb, we divide the integral into two parts.

|Mb(f )(x)| �
(∫

B(x,r)
+
∫

�\B(x,r)

)
|f (y)| 1

|y − x|n+s
dσ(y) =: I1 + I2.

For I1, we have

I1 �
∫

B(x,r)
|f (y)| 1

|y − x|n+s
dσ(y)

=
∞∑
k=0

∫

B(x,2−k r)\B(x,2−k−1r)
|f (y)| 1

|y − x|n+s
dσ(y).

Because |y − x| � 2−kr for y ∈ B(x, 2−kr) \ B(x, 2−k−1r), we can obtain

I1 �
∞∑
k=0

(2−k−1r)−n−sσ(B(x, 2−kr))
1

σ(B(x, r))

∫

B(x,2−k r)
|f (y)|dσ(y)

�
∞∑
k=0

(2−k−1r)−n−sσ(B(x, 2−kr))M (f )(x).

By the definition of �(x), we have

σ(B(x, 2−kr)) = σ(B(x, 2−kr))

(2−kr)n
� �(x)(2−kr)n.

Then by −s > 0, we get

I1 � r−s�(x)M (f )(x)
∞∑
k=0

(2−k−1)−s � r−s�(x)M (f )(x).

For I2, we have
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I2 �
∞∑
k=0

∫

B(x,2k+1r)\B(x,2k r)

|f (y)|
|x − y|n+s

dσ(y)

�
∞∑
k=0

(2k r)−s−n(σ (B(x, 2k+1r)))1−λ/p(σ (B(x, 2k+1r)))λ/p−1
∫

B(x,2k+1r)
|f (y)|dσ(y)

�
∞∑
k=0

(2k r)−s−n(2k+1r)n(1−λ/p)(�(x))1−λ/pMλ/p(f )(x)

= r−s−nλ/p

( ∞∑
k=0

2k(−n−s)2nk(1−λ/p)

)
(�(x))1−λ/pMλ/p(f )(x).

Because s − nλ/p < 0 for 1 � p < nλ/s, then

|Mb(f )(x)| � r−s�(x)M (f )(x) + r−s−nλ/p(�(x))1−λ/pMλ/p(f )(x).

Letting

r =
(
Mλ/p(f )(x)

M (f )(x)

)p/nλ 1

�1/n(x)
,

we obtain

|Mb(f )(x)| �
(
Mλ/p(f )(x)

)−sp/nλ
(
�(x)

)1+s/n(
M (f )(x)

)1+sp/nλ

+ (Mλ/p(f )(x)
)−ps/nλ−1+1

(
M (f )(x)

)−sp/nλ+1(
�(x)

)1+s/n

�
(
�(x)

)s/n+1(
Mλ/p(f )(x)

)−sp/nλ(
M (f )(x)

)1+sp/nλ
.

Now we get

∥∥∥(�(x))−s/n−1Mb(f )(x)
∥∥∥
q

Lq
�
∫

�

(
Mλ/p(f )(x)

)−spq/nλ
(
M (f )(x)

)(1+sp/nλ)q
dσ(x).

Let λ = 1. Because σ(B(x, r)) � crn, then �−s/n−1(x) � C−s/n−1 for −n < s < 0.
By the fact that M1/pf (x) � C‖f ‖p, we see that

∥∥(�(x))−s/n−1Mb(f )(x)
∥∥q
Lq =

∫

�

|M1/p(f )(x)|q−p|M (f )(x)|pdσ(x)

� ‖M1/pf ‖q−p
∞ ‖M (f )‖pp

� C‖f ‖q−p
p ‖f ‖pp

� C‖f ‖qp.

This completes the proof of Theorem 7.4.1. �
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7.4 The Equivalence of Hardy–Sobolev Spaces

In this section, we give an application of Fourier multipliers on the starlike Lipschitz
surface�. In the proof of Theorem7.3.1,we used theHardy decomposition ofL2(�):
for f ∈ L2(�), f = f + + f −, where f + ∈ H2(�) and f − ∈ H2(�c). If f ∈ W 2,s

ξ
(�),

f + and f − belong to the so-called Hardy–Sobolev spaces. For these spaces, there
exist two methods to given the definitions.

Method I. For f ∈ L2(�), f = f + + f −, where f + ∈ H2,+ and f − ∈ H2,−. That
is f + belongs to the Hardy space, while f − belongs to the conjugate Hardy space.
We define the Hardy–Sobolev space on � as

H2,s
+,1(�) =

{
f : there exists a function g ∈ L2(�) such that

f = g+ ∈ L2(�) and 
j
ξ (g

+) ∈ L2(�), j = 1, 2, . . . , s
}

and

H2,s
−,1(�) =

{
f :∈ L2(�) there exists a function g ∈ L2(�) such that

f = g− ∈ L2(�) and 
j
ξ (g

−) ∈ L2(�), j = 1, 2, . . . , s
}
.

Method II. At first for any f ∈ W 2,s
ξ

, 
j
ξ f ∈ L2(�), j = 1, 2, . . . , s. We obtain

the decomposition 
j
ξ f = (

j
ξ f )

+ + (
j
ξ f )

−, where (
j
ξ f )

+ ∈ H2,+ and (
j
ξ f )

− ∈
H2,−. The Hardy–Sobolev spaces are defined as follows.

H2,s
+,2(�) =

{
f : there exists a function g ∈ L2(�) such that

f = g+ ∈ L2(�) and (
j
ξg)

+ ∈ L2(�), j = 1, 2, . . . , s
}

and

H2,s
−,2(�) =

{
f : there exists a function g ∈ L2(�) such that

f = g− ∈ L2(�) and (
j
ξg)

− ∈ L2(�), j = 1, 2, . . . , s
}
.

On the unit sphere, because we can exchange the order of the Riesz transform and
the Dirac operator, the above two Hardy–Sobolev spaces are the same one obviously.
On a general starlike Lipschitz surface, we will use the theory of Fourier multipliers
to show that the two kinds of Hardy–Sobolev spaces are equivalent on �.

Theorem 7.4.1 For the starlike Lipschitz surface �, let s be a positive integer, the
Hardy–Sobolev spaces H2,s

±,1(�) and H2,s
±,1(�) are equivalent.
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Proof Because A is dense in L2(�), without loss of generality, we assume that
f ∈ A. By the spherical harmonic expansion, we have

f =
∞∑
k=1

Pk(f )(x) +
∞∑
k=1

Qk(f )(x).

Then letting f + =∑∞
k=1 Pk(f )(x) and f − =∑∞

k=1 Qk(f )(x), we get

ξ (f
+) = ξ

( ∞∑
k=1

Pk(f )(x)

)
.

Because Pk(f )(x) belongs to the k-homogeneous eigenspace Mk , we can deduce
that

ξ (f
+)(x) =

∞∑
k=1

kPk(f )(x) for f ∈ A.

On the other hand,

Pk(f )(x) = 1

�n

∫

�

P̃k(y−1x)E(y)n(y)f (y)dσ(y)

= 1

�n

∫

�

∑
|α|=k

Vα(x)Wα(y)n(y)f (y)dσ(y),

where we use the Cauchy–Kovalevska expansion

P̃k(y−1x)E(y) =
∑
|α|=k

Vα(x)Wα(y),

where Vα(x) ∈ Mk and Wα(y) ∈ M−3−k . Hence we can get

ξ(f
+)(x) = 1

�n

∞∑
k=1

∫

�

∑
|α|=k

Vα(x)
k

k + 1
(k + 1)Wα(y)n(y)f (y)dσ(y)

= 1

�n

∞∑
k=1

k

k + 1

∫

�

∑
|α|=k

Vα(x)ηWα(x)n(y)f (y)dσ(y).

Because f decays fast for f ∈ A, we can use integration by parts to obtain that
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ξ (f
+)(x) = 1

�n

∞∑
k=1

k

k + 1

∫

�

P̃(k)(y−1x)E(y)n(y)(ηf )(y)dσ(y)

= 1

�n

∞∑
k=1

k

k + 1
Pk(ξ f )(x).

Let bk = k
k+1 . We have ξ (f +)(x) = M(bk )((ξ f )+). Since |bk | � C, it follows from

the theory of Fourier multipliers on � that M(bk ) is bounded on L2(�), that is, there
exists a constant C1 such that

‖(ξ f
+)‖L2(�) � C1‖(ξ f )

+‖L2(�).

Conversely, let b′
k = k+1

k . Similarly, we can get

(ξ f )
+(x) = 1

�n

∞∑
k=1

k + 1

k
(ξPk(f ))(x) = M(b′

k )
(ξ (f

+))(x),

and there exists a constant C2 such that

‖(ξ f )
+‖L2(�) � C1‖ξ (f

+)‖L2(�).

This proves Theorem 7.4.1. �

7.5 Remarks

Remark 7.5.1 The definitions ofHs
ln &Ks

ln and Theorem 7.1.3 only concern the case
of the first power of the log function. In fact, if k is a positive integer, by the same
proof, we can extend (ii) of Theorem 7.1.3 to the kth power of the log function.

Remark 7.5.2 By the followingmethod,we can obtain variations of Theorems 7.1.1–
7.1.3. Denote by exp(−iθ ·) the function z → exp(iθz). Define the spaces

Hs,θ (Sω,±) = exp(iθ ·)Hs(Sω,±), Hs,θ (Sω) = exp(iθ ·)Hs(Sω),

Ks,θ (Cω,±) =
{
φ | φ ◦ exp(−iθ) ∈ Ks(Cω,±)

}

and
Ks,θ (Sω) =

{
φ | φ ◦ exp(−iθ) ∈ Ks(Sω)

}
.

If we change the statements of the theorems by using these spaces with the parameter
θ , then the singular point z = 1 of the functions φ+ and φ will be shifted to the point
z = exp(iθ) on the unit circle.
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Remark 7.5.3 For the case s = 0, the main results of Sect. 7.1 are corollaries of the
Fourier theory of holomorphic functions on the sectors established in [15]. In [16],
the authors proved that if the Lipschitz constant of the curve is smaller than tan(ω), as
the kernel, any element in K0(Cω,±) and K0(Sω) induces a L2-bounded convolution
singular integral operator on this starlike Lipschitz curve. In fact, these operators
can be represented as the H∞-functional calculus of the Dirac operator z(d/dz)
on the closed curve. By the conformal mapping, we can deduce a corresponding
singular integral operator on any simply-connected Lipschitz curve. The cases of
s �= 0 correspond to the fractional integrations and differentials on these curves. All
those mentioned are closely related to boundary value problems associated with
Lipschitz domains. We refer to [17–19] for further information.

Remark 7.5.4 In [20],D.Khavinsonproved the following result. Let f (z) =∑∞
n=1 bnz

n,

where bn = g(n), g is a bounded holomorphic function in the sector Sφ =
{
z :

| arg z| � φ
}
, 0 < φ � π

2 . Then f can be extended to a holomorphic function on

the heart-shaped region Gφ =
{
z = reiθ , 2π − cot φ · log r > θ > cot φ · log r

}
.

Hence, in Sect. 7.1, the result of the fractional integrals on the closed Lipschitz
curves can be deduced from the result of the unit circle.

Remark 7.5.5 If b ∈ Hs(Sc
ω), s > 0, there exists a holomorphic function b1 such

that |b1(z)| � Cμ and φ(x) = 
s1
ξ φ1(x), where s1 = [s] + 1. Here φ1 is the kernel

associated with b1 in Theorem 7.2.1. However, in this way, we only obtain the
following estimate: |φ(x)| � C/|1 − x|n+s1 , which is not precise compared with the
result of Theorem 7.2.1.
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Chapter 8
Fourier Multipliers and Singular
Integrals on C

n

In this chapter, we introduce a class of singular integral operators on the n-complex
unit sphere. This class of singular integral operators corresponds to bounded Fourier
multipliers. Similar to the results of Chaps. 6 and 7, we also develop the fractional
Fourier multiplier theory on the unit complex sphere.

8.1 A Class of Singular Integral Operators
on the n-Complex Unit Sphere

In this section, we study a class of singular integral operators defined on n−complex
unit sphere. The Cauchy–Szegö kernel and the related theory of singular integrals
of several variables have been studied extensively, see [1–4]. The singular integrals
studied in this section can be represented as certain Fourier multiplier operators
with bounded symbols defined on Sω. This class of singular integrals constitute an
operator algebra, that is, the bounded holomorphic functional calculus of the radial
Dirac operator

D =
n∑

k=1

zk
∂

∂zk
.

A special example of these singular integrals is the Cauchy integral operator.
We will still use the following sector regions in the complex plane. For 0 � ω <

π/2, let

Sω =
{
z ∈ C | z �= 0, and | arg z| < ω

}
,

Sω(π) =
{
z ∈ C | z �= 0, |Rez| � π, and | arg(±z)| < ω

}
,

Wω(π) =
{
z ∈ C | z �= 0, |Rez| � π, and Im(z) > 0

}
∪ Sω(π),

© Springer Nature Singapore Pte Ltd. and Science Press 2019
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n

Hω =
{
z ∈ C | z = eiw, w ∈ Wω(π)

}
.

The sets Sω, Sω(π), Wω(π) and Hω are cone-shaped, bowknot-shaped region, W-
shaped region and heart-shaped region, respectively.

Let

φb(z) =
∞∑

k=1

b(k)zk . (8.1)

By Lemma 6.1.1, for b ∈ H∞(Sω), φb can be extended to Hω holomorphically, and

∣∣∣∣
(
z
d

dz

)l
φb(z)

∣∣∣∣ � Cμ′l!
δl(μ, μ′)|1 − z|1+l

, z ∈ Hμ, 0 < μ < μ′ < ω, l = 0, 1, 2, · · · ,

where δ(μ, μ′) = min
{
1/2, tan(μ′ − μ)

}
. Cμ′ is the constant in the definition of

b ∈ H∞(Sω).
In the sequel, we use z to denote any element in C

n , that is, z = (z1, . . . , zn),
zi ∈ C, i = 1, 2, . . . , n, n � 2.Write z = (z1, · · · , zn). z can be seen as a row vector.

Denote by B the open ball {z ∈ C
n : |z| < 1}, where |z| =

( n∑
i=1

|zi |2
)1/2

, and ∂B is

the boundary, i.e.,

∂B =
{
z ∈ C

n : |z| = 1
}
.

The open ball centered at z with radius r is denoted by B(z, r). Any element on the
unit sphere is usually denoted by ξ or ζ . Below the constant ω2n−1 occurring in the
Cauchy–Szegö kernel is the surface area of ∂B = S2n−1 and equals to 2πn/	(n). For

z,w ∈ C
n , we use the notation zw′ =

n∑
k=1

zkwk . The object of study in this section is

the radial Dirac operator

D =
n∑

k=1

zk
∂

∂zk
.

We shall make somemodifications on the basis of holomorphic function spaces in
B and the corresponding function spaces on ∂B. We apply the form given in [1]. Let
k be a non-negative integer. We consider the column vector z[k] with the components

√
k!

k1! · · · kn! z
k1
1 · · · zknn , k1 + k2 + · · · kn = k.

The dimension of z[k] is

Nk = 1

k!n(n + 1) · · · (n + k − 1) = Ck
n+k−1.
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Set ∫

B
z[k]′ · z[k]dz = Hk

1

and ∫

∂B
ξ [k]′ξ [k]dσ(ξ) = Hk

2 ,

where dz is the Lebesgue volume element in R
2n = C

n , and dσ(ξ) is the Lebesgue
area element of the unit sphere S2n−1 = ∂B. It is easy to prove that Hk

1 and Hk
2 is the

positive definite Hermitian matrix of order Nk . Hence there exists a matrix 	 such
that {

	′ · Hk
1 · 	 = �,

	′ · Hk
2 · 	 = I,

(8.2)

where � = [βk
1 , · · · , βk

n ] is the diagonal matrix and I is the identity matrix.
We set {

z[k] = z[k] · 	,

ξ[k] = ξ [k] · 	.

and use {pkν(z)} to denote the components of the vector z[k]. By (8.2), we have

∫

B
pkν(z)p

l
μ(z)dz = δνμ · δkl · βk

ν (8.3)

and ∫

∂B
pkν(ξ)plμ(ξ)dσ(ξ) = δνμ · δkl . (8.4)

The following theorem is well-known.

Theorem 8.1.1 ([1]) The function system

(βk
ν )

−1/2 pkν , k = 0, 1, 2, . . . , ν = 1, 2, . . . , Nk,

is a complete orthogonal system of the holomorphic function space in B. In the space
of continuous functions on ∂B, the function system {pkν(ξ)} is orthogonal, but is not
complete.

In [1], applying the function system {pkν} and relation

H(z, ξ) =
∞∑

k=0

Nk∑

ν=1

pkν(z)p
k
ν(ξ), z ∈ B, ξ ∈ ∂B,

L. Hua gave the explicit formula of the Cauchy–Szegö kernel on ∂B:
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H(z, ξ) = 1

ωn

1

(1 − zξ
′
)n

. (8.5)

In the following, we give a technical result.

Theorem 8.1.2 Let b ∈ H∞(Sω) and

Hb(z, ξ) =
∞∑

k=1

b(k)
Nk∑

ν=1

pkν(z)p
k
ν(ξ), z ∈ B, ξ ∈ ∂B. (8.6)

Then for any z ∈ B and ξ ∈ ∂B such that zξ
′ ∈ Hω,

Hb(z, ξ) = 1

(n − 1)!ω2n−1
(rnφb(r))

(n−1) |r=zξ ′ (8.7)

are all holomorphic, where φb is the function defined in (8.1). In addition, for
0 < μ < μ′ < ω, l = 0, 1, 2, . . . ,

|Dl
zHb(z, ξ)| � Cμ′l!

δl(μ,μ′)|1 − zξ ′|n+l
, zξ ′ ∈ Hμ, (8.8)

where δ(μ, μ′) =
{
1/2, tan(μ′ − μ)

}
; Cμ′ is the constant in the definition of

H∞(Sω).

Proof In (8.5), letting z = rζ and |ζ | = 1, we obtain

H(rζ, ξ) = 1

ω2n−1

1

(1 − rζ ξ ′)n
. (8.9)

Taking H(rζ, ξ) as a function of r , we know that in the Taylor expansion of this
function, the term with respect to rk is

1

k!
( ∂

∂r

)k( 1

ω2n−1

1

(1 − rζ ξ ′)n
)∣∣∣

r=0
rk (8.10)

= 1

ω2n−1

n(n + 1) · · · (n + k − 1)

k! (rζ ξ ′)k .

Let rζ = z. We get the projection from H(z, ξ) to the k-homogeneous function
space of variable z is

Nk∑

ν=1

pkν(z)p
k
ν(ξ) = 1

ω2n−1

n(n + 1) · · · (n + k − 1)

k! (zξ ′)k .
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By the definition of φb, a direct computation gives the formula of Hb(z, ξ). The
corresponding estimate can be deduced from Lemma 6.1.1. �

Remark 8.1.1 In the former chapters, the size of ω is very important and is related
to the Lipschitz constant of Lipschitz curves or Lipschitz surfaces, see also [5–16].
Now, the Lipschitz constant of the unit sphere is 0, and ω can be chosen as any
number in the interval (0, π/2]. In this section, we always assume that ω is any
number in (0, π/2] but should be determined via discussion. We also take μ = ω/2
and μ′ = 3ω′/4 large enough to adapt to our theory.

For z,w ∈ B ∪ ∂B, denote by d(z,w) the anisotropic distance between z and w
defined as

d(z, w) = |1 − zw′|1/2.

It is easy to prove d is a distance on B ∪ ∂B. On ∂B, denote by S(ζ, ε) the ball
centered at ζ with radius ε which is defined via d. The complementary set of S(ζ, ε)

in ∂B is denoted by Sc(ζ, ε).
Let f ∈ L p(∂B), 1 � p < ∞. Then the Cauchy integral of f

C( f )(z) = 1

ω2n−1

∫

∂B

f (ξ)

(1 − zξ ′)n
dσ(ξ)

is well defined and is holomorphic in B.
It is fairly well known that the operator

P( f )(ζ ) = lim
r→1−0

C( f )(rζ )

is the projection from L p(∂B) to the Hardy space H p(∂B) and is bounded from
L p(∂B) to H p(∂B), 1 < p < ∞. Moreover, P( f ) has a singular integral expression
[3, 4]

P( f )(ζ ) = 1

ω2n−1
lim
ε→0

∫

Sc(ζ, ε)

f (ξ)

(1 − ζ ξ ′)n
dσ(ξ) + 1

2
f (ζ ) a.e.ζ ∈ ∂B.

Let

A =
{
f : f is a holomorphic function in B(0, 1 + δ) for some δ > 0

}
.

It is easy to verify that A is dense in L p(∂B), 1 � p < ∞. If f ∈ A , then

f (z) =
∞∑

k=0

Nk∑

ν=0

ckν p
k
ν(z),

where ckν is the Fourier coefficient of f :
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ckν =
∫

∂B
pkν(ξ) f (ξ)dσ(ξ).

Also, for any positive integer l, the series

∞∑

k=0

kl
Nk∑

ν=0

ckν p
k
ν(z)

uniformly absolutely converges in any ball contained B(0, 1 + δ) on which f is
defined.

Let U be the unitary group consisting of all unitary operators in the sense of
complex inner product 〈z, w〉 = zw′ on Hilbert spaces in C

n . These operators are
linear operators U which keep the inner product invariant:

〈Uz, Uw〉 = 〈z, w〉.

Obviously,U is a compact subset in O(2n). It is easy to prove thatA is invariant
under the operation of U ∈ U . If f ∈ A , then f is determined by its value on ∂B.
Belowwe shall regard f |∂B as f ∈ A . For a given function b ∈ H∞(Sω), we define
an operator Mb : A → A as

Mb( f )(ζ ) =
∞∑

k=1

b(k)
Nk∑

ν=0

ckν p
k
ν(ζ ), ζ ∈ ∂B,

where ckν is the Fourier coefficient of the test function f ∈ A .
The principal value of the Cauchy integral defined via the surface distance

d(η, ζ ) = |1 − ηζ ′|1/2

can be extended as in the following Theorem 8.1.3:

Theorem 8.1.3 The operator Mb can be expressed as the form of the singular inte-
gral. Precisely, for f ∈ A ,

Mb( f )(ζ ) = lim
ε→0

[ ∫

Sc(ζ, ε)

Hb(ζ, ξ) f (ξ)dσξ (8.11)

+ f (ζ )

∫

S(ζ, ε)

Hb(ζ, ξ)dσ(ξ)
]
,

where ∫

S(ζ, ε)

Hb(ζ, ξ)dσ(ξ)

are bounded functions for ζ ∈ ∂B and ε.
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Proof Let f ∈ A and ρ ∈ (0, 1). On the one hand,

Mb( f )(ρζ ) =
∞∑

k=1

b(k)
Nk∑

ν=1

ckν p
k
ν(ρζ ),

where ckν is the Fourier coefficient of f . Because {b(k)}∞k=1 ∈ l∞ and the Fourier
expansion of f ∈ A is convergent, we obtain

lim
ρ→1−0

Mb( f )(ρζ ) = Mb( f )(ζ ). (8.12)

On the other hand, applying the formula of the Fourier coefficients and the definition
of Hb(z, ξ) given in (8.5), we have

Mb( f )(ρζ ) =
∫

∂B
Hb(ρζ, ξ) f (ξ)dσ(ξ).

For any ε > 0, we get

Mb( f )(ρζ ) =
∫

Sc(ζ, ξ)

Hb(ρζ, ξ) f (ξ)dσ(ξ)

+
∫

S(ζ, ξ)

Hb(ρζ, ξ)( f (ξ) − f (ζ ))dσ(ξ)

+ f (ζ )

∫

S(ζ, ξ)

Hb(ρζ, ξ)dσ(ξ)

= I1(ρ, ε) + I2(ρ, ε) + f (ζ )I3(ρ, ε).

For ρ → 1 − 0, we have

I1(ρ, ε) →
∫

Sc(ζ, ε)

Hb(ζ, ξ) f (ξ)dσ(ξ).

Now we consider I2(ρ, ε). Because the metric d, the Euclidean metric | · | and the
function classA are allU −invariant, without loss of generality, we can assume that
ζ = (1, 0, . . . , 0). For the variable ξ ∈ ∂B, we adopt the parameter system

ξ1 = re1θ , ξ2 = v2, . . . , ξn = vn.

Write v = (v2, . . . , vn). The integral region S(ζ, ε) is defined by the following
condition:

vv′ = 1 − r2, cos θ � 1 + r2 − ε4

2r
. (8.13)

Now, because 1+r2−ε4

2r � cos θ � 1, we have (1 − r)2 � ε4. Then 1 − r � ε2, or
1 − ε2 � r . This implies that
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vv′ = 1 − r2 � 1 − (1 − ε2)2 = 2ε2 − ε4.

Write

a = a(r, ε) = arccos
(1 + r2 − ε4

2r

)
.

Because (1 − r)2 � ε4 and 1 − y = O(arccos2(y)), we obtain a = O(ε2).
It is not difficult to verify that

|ζ − ξ |2 = |1 − reiθ |2 + (|v2|2 + · · · + |vn|2) (8.14)

= (1 + r2 − 2r cos θ) + (1 − r2)

= 2 − 2r cos θ

and

d4(ζ, ξ) = |1 − ζ ξ ′|2 = 1 + r2 − 2r cos θ (8.15)

= (2 − 2r cos θ) − (1 − r2)

= |ζ − ξ |2 − (1 + r)(1 − r).

Now, it follows from (8.14) that 1 − r2 � d2(ζ, ξ). This fact together with (8.15)
implies that

d4(ζ, ξ) + (1 + r)d2(ζ, ξ) � |ζ − ξ |2.

Because d2(ζ, ξ) < 2, the last inequality indicates that

|ζ − ξ | � 2d(ζ, ξ). (8.16)

Noticing that for f ∈ A ,

| f (ζ ) − f (ξ)| � C |ζ − ξ |.

Hence
| f (ζ ) − f (ξ)| � Cd(ζ, ξ).

For any ρ ∈ (0, 1), because (8.13), we have

|I2(ρ, ε)| �
∫

S(ζ, ε)

|Hb(ρζ, ξ)|| f (ζ ) − f (ξ)|dσ(ζ )

� C
∫

S(ζ, ε)

1

d2n−1(ζ, ξ)
dσ(ξ)

� C
∫

vv′�2ε2−ε4

∫ a

−a

1

|1 − reiθ |n−1/2
dθdv.
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Now we estimate the inner integral. For n = 2, Hölder’s inequality gives

1

2a

∫ a

−a

1

|1 − reiθ |2−1/2
dθ �

( 1

2a

∫ a

−a

1

|1 − reiθ |2 dθ
)3/4

�
( 1

2a

∫ π

−π

1

|1 − reiθ |2 dθ
)3/4

�
( 1

2a

)3/4 1

(1 − r2)3/4
.

In this case, when ε → 0,

|I2(ρ, ε)| � C
∫

vv′�2ε2−ε4
a1/4

1

(1 − r2)3/4
dv

� Cε1/2
∫

vv′�2ε2−ε4

1

(vv′)3/4
dv

� Cε1/2
∫ √

2ε2−ε4

0

1

t3/2
dt

� Cε → 0.

For n > 2, because r approaches 1, we have

∫ a

−a

1

|1 − reiθ |n−(1/2)
dθ � C

(1 − r2)n−5/2

∫ π

−π

1

|1 − reiθ |2 dθ

� C

(1 − r2)n−3/2
.

Hence as ε → 0,

|I2(ρ, ε)| � C
∫ √

2ε2−ε4

t2n−3 1

t2n−3
dt � Cε → 0.

Now we prove that if ρ → 1 − 0, then I3(ρ, ε) has a uniform bound for ε near 0.
Similar to the above integral, we have

I3(ρ, ε) =
∫

S(ζ, ε)

Hb(ρζ, ξ)dσ(ξ)

=
∫

vv′�2ε2−ε4

∫ a

−a
(tn−1φb(t))

(n−1)
∣∣∣
t=ρreiθ

dθdv

= 1

i

∫

vv′�2ε2−ε4

∫ ρreia

ρre−ia

(tn−1φb(t))(n−1)

t
dtdv.

Using integration by parts, the inner product for the variable t reduces to
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[ n−1∑

k=1

(k − 1)! (t
n−1φb(t))(n−1−k)

t k

]ρreia

ρre−ia
+ (n − 1)!

∫ ρreia

ρre−ia

φb(t)

t
dt

=
n−1∑

k=1

[
Jk(t)

]ρreia

ρre−ia
+ L(r, a).

We first estimate the integral of Jk . We have

∫

vv′�2ε2−ε4
Jk(ρre

±ia)dv � C
∫

vv′�2ε2−ε4

1

|1 − ρre±ia|n−k
dv.

It can be directly verified that

|1 − ρre±ia| � |1 − re±ia| = ε2.

So the above integral is dominated by

1

ε2n−2k

∫

vv′�2ε2−ε4
dv � 1

ε2n−2k

∫ √
2ε2−ε4

0
t2n−3dt

� Cε2k−2,

where the terms are bounded when k = 1, tends to zero when k � 2. When
ρ → 1 − 0, the existence of the limit can be deduced from the Lebesgue dominated
convergence theorem.

Now,

(n − 1)!
∫ ρreia

ρre−ia

φb(t)

t
dt = (n − 1)!i

∫ a

−a
φb(t)

∣∣∣
t=ρreiθ

dθ.

By Cauchy’s theorem and the estimate of φb, we can prove that for any ρ → 1 − 0,
the above is a bounded function. This implies that

lim
ε→0

∫

vv′�2ε2−ε4
L(ρr, a)dv = 0.

At last we obtain lim
ρ→1−0

I3(ρ, ε) exists and is bounded for small ε > 0. This

proves Theorem 8.1.3. �

Remark 8.1.2 A corollary of (8.14) is

d(ζ, ξ) � |ζ − ξ |1/2,

which is not used in the proof.
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Theorem 8.1.4 The operator Mb can be extended a bounded operator from L p(∂B)

to L p(∂B), 1 < p < ∞, and from L1(∂B) to weak L1(∂B).

Proof The boundedness of Mb = MbP from L2(∂B) to H 2(∂B) is a direct corollary
of the orthogonality of the function system {pkν(ξ)}. We only prove the operator is
bounded from L1(∂B) to weak −L1(∂B), that is, the operator is weak (1,1) type.
For 1 < p < 2, the L p(∂B)−boundedness can be deduced from Marcinkiewicz’s
interpolation. For 2 < p < ∞, the L p−boundedness can be obtained by the property
of the kernel

Hb(ζ, ξ) = Hb(ξ, ζ )

and the bilinear pair

〈 f, g〉 =
∫

∂B
f (ζ )g(ζ )dσ(ζ ),

in the standard duality method.
The weak (1, 1) type boundedness of Mb is based on a Hömander type inequality.

The proof given below is different from that of the Cauchy integral in [3]. We will
use the non-tangential approach regions

Dα(ζ ) =
{
z ∈ C

n : |1 − zζ ′| <
a

2
(1 − |z|2)

}
, ζ ∈ ∂B, a > 1.

�

We shall prove

Lemma 8.1.1 Assume that ξ , ζ , η ∈ ∂B, d(ξ, ζ ) < δ, d(ξ, η) > 2δ, and z ∈
Dα(η). Then ∣∣Hb(z, ξ) − Hb(z, ζ )

∣∣ � δCα|1 − ξη′|−n−1/2.

Proof By the estimate

∣∣∣
(
rn−1φb(r)

)(n)∣∣∣ � Cω

|1 − r |n+1
,

and the mean value theorem, for some t ∈ (0, 1), the real part

∣∣Re(rn−1φb(r))
(n−1) |r=zξ ′ −Re(rn−1φb(r))

(n−1) |r=zζ ′
∣∣ (8.17)

�
∣∣Re(rn−1φb(r))

(n) |r=zw′
∣∣ · |zξ ′ − zζ ′|

� Cω|zξ ′ − zζ ′|
|1 − zw′

t |n+1
,

where wt = tξ ′ + (1 − t)ζ ′ ∈ B.
The imaginary part satisfies a similar inequality.
Denote by ξt the projection onto ∂B of ωt . We can easily prove
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(i) as δ → 0, |ξt − wt | = 1 − |zt | = A(t) → 0 ;
(ii) ξt ∈ S(ξ, δ) ∩ S(ζ, δ).

It follows from (i) that ξt = 1
1−A(t)wt . Because Dα(η) is an open set, for small δ > 0,

i.e., 0 < δ � δ0, we have zt = (1 − A(t))z ∈ Dα(η). We write

|1 − zw′
t | = |1 − ztξ ′

t |. (8.18)

On the other hand, by (4) on page 92 of [3], we have

|zξ ′ − zζ ′| = 1

1 − A(t)
|ztξ ′ − ztζ ′| (8.19)

� 1

1 − A(t)

(
|ztξ ′ − ztξ ′

t | + |ztζ ′ − ztξ ′
t |
)

� 6

1 − A(t)
δα1/2|1 − ztξ ′

t |1/2

� δCα|1 − ztξ ′
t |1/2.

By (3) on page 92 of [3], we have

|1 − ztξ ′
t |−1 � 16α|1 − ξη′|−1. (8.20)

The relations (8.18)–(8.20) imply that for δ � δ0, the last part of the inequality (8.17)
is dominated by δCα|1 − ξη′|−n−1/2.

For δ � δ0, on the right hand side of the desired inequality,

δ|1 − ξη′|−n−1/2

has a positive lower boundwhich depends on δ0. Hence it is easy to chooseC = Cα, δ0

such that the inequality holds. This proves Lemma 8.1.1. �
The weak (1, 1) type boundedness is a special case of Theorem 8.1.5.

Theorem 8.1.5 For any α > 1, there exists a constant Cα < ∞ such that for any
f ∈ A and t > 0,

σ
(
{MαMb( f ) > t

}
� Cαt

−1‖ f ‖L1(∂B),

where
MαMb( f )(ζ ) = sup

{
|Mb( f )(z)| : z ∈ Dα(ζ )

}

is defined as the non-tangential maximal function of Mb( f ) in the region Dα(ζ ).

The proof of Theorem 8.1.5 is based on Lemma 8.1.1 and a covering lemma
[3]. To adapt to this case, we can make some modifications on the proof for the
corresponding result of the Cauchy integral operator in [3].
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It should be pointed out that the class of bounded operators Mb generates an
operator algebra. In fact, this operator class is equivalent to the Cauchy–Dunford
boundedholomorphic functional calculus of DP ,where D is the radialDirac operator
and P is the projection operator from L p to H p.

The operator Mb has the following properties, and hence the operator class
{Mb, b ∈ H∞(Sω)} is called the bounded holomorphic functional calculus.

Let b, b1, b2 ∈ H∞(Sω), and α1, α2 ∈ C, 1 < p < ∞, 0 < μ < ω. Then

‖Mb‖L p(∂B)→L p(∂B) � Cp, μ‖b‖L∞(Sμ),

Mb1b2 = Mb1 ◦ Mb2 ,

Mα1b1+α2b2 = α1Mb1 + α2Mb2 .

The first property follows from Theorem 8.1.4. The second and the third properties
can be obtained by the Taylor series expansion of test functions.

Denote by
R(λ, DP) = (λI − DP)−1

the resolvent operator of DP at λ ∈ C. For λ /∈ [0, ∞), we prove

R(λ, DP) = M 1
λ−(·)

.

In fact, by the relation

DP( f )(ζ ) =
∞∑

k=1

k
Nk∑

ν=1

ckν p
k
ν(ζ ), f ∈ A ,

where ckν are the Fourier coefficients of f , the Fouriermultiplier (λ − k) is associated
with the operatorλI − DP . Hence theFouriermultiplier (λ − k)−1 is associatedwith
R(λ, DP). The properties of the functional calculus in relation to the boundedness
indicate that for 1 < p < ∞,

‖R(λ, DP)‖L p(∂B)→L p(∂B) � Cμ

|λ| , λ /∈ Sμ.

By this estimate, for a function b ∈ H∞(Sω) with good decay properties at both the
origin and the infinity, the Cauchy–Dunford integral

b(DP) f = 1

2π i

∫

I I
b(λ)R(λ, DP)dλ f

is well defined and is a bounded operator, where I I denotes the path containing two
rays in
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Sω =
{
s exp(iθ) : s is from ∞ to 0

} ⋃ {
s exp(−iθ) : s is from 0 to ∞

}
, 0 < θ < ω.

Such functions b generate a dense subclass of H∞(Sω) in the sense of the covering
lemma of [17]. By this lemma, we can generalize the definition given by the Cauchy–
Dunford integral and define a functional calculus for b ∈ H∞(Sω).

Now we prove b(DP) = Mb. Assume that b has good decay properties at both
the origin and at the infinity, and f ∈ A . In the following deductions, the order of
the integral and the summation can be exchanged. Then we have

b(DP)( f )(ζ ) = 1

2π i

∫

I I
b(λ)R(λ, DP)dλ f (ζ )

= 1

2π i

∫

I I
b(λ)

∞∑

k=1

(λ − k)−1
Np∑

ν=1

ckν p
k
ν(ζ )dλ

=
∞∑

k=1

(
1

2π i

∫

I I
b(λ)(λ − k)−1dλ

) Np∑

ν=1

ckν p
k
ν(ζ )

=
∞∑

k=1

b(k)
Np∑

ν=1

ckν p
k
ν(ζ )

= Mb( f )(ζ ).

It follows from the estimate of the norm of the resolvent operator R(λ, DP)

that DP is a type ω operator (see [17]). For the bilinear pair and the dual pair
(L2(∂B), L2(∂B)) used in the proof of Theorem 8.1.4, the operator DP equals to
the dual operator on L2(∂B), that is,

〈
DP( f ), g

〉
=

〈
f, DP(g)

〉
, f, g ∈ A ,

which can be deduced from the Parseval identity

∞∑

k=0

Nk∑

ν=1

ckνc′
kν =

∫

∂B
f (ζ )g(ζ )dσ(ζ ).

The Parseval identity follows from the orthogonality of {pkν}, where ckν and c′
kν are

the Fourier coefficients of f and g, respectively.
Under the same bilinear pair, a counterpart result holds for the Banach space dual

pair (L p(∂B), L p′
(∂B)), 1 < p < ∞, 1/p + 1/p′ = 1. In [17, 18], the authors

studied the properties on Hilbert spaces and Banach spaces for the generalized type
ω operator. It can be verified, without difficulty, that the results of [17, 18] hold for
the operator DP .
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8.2 Fractional Multipliers on the Unit Complex Sphere

The contents of this section is an extension of the results in Sect. 8.1. We state some
new developments of the study on unbounded Fouriermultipliers on the unit complex
ball, see Li–Qian–Lv [19]. Let

Sω =
{
z ∈ C | z �= 0 and | arg z| < ω

}
,

Sω(π) =
{
z ∈ C | z �= 0, |Re(z)| � π and | arg(±z)| < ω

}
,

Wω(π) =
{
z ∈ C | z �= 0, |Re(z)| � π and Im(z) > 0

} ⋃
Sω(π),

Hω =
{
z ∈ C | z = eiω, ω ∈ Wω(π)

}
.

We also need the following function space:

Definition 8.2.1 Let −1 < s < ∞. Hs(Sω) is defined as the set of all functions in
Sω which satisfy the following conditions:

(1) for |z| < 1, b is bounded;
(2) |b(z)| � Cμ|z|s, z ∈ Sμ, 0 < μ < ω.

Remark 8.2.1 The spaces Hs(Sω) are extensions of H∞(Sω) introduced byA.McIn-
tosh et al. For further information on H∞(Sω), see [10, 17, 20, 21] and the reference
therein.

Letting

ϕb(z) =
∞∑

k=1

b(k)zk .

we have the following result.

Lemma 8.2.1 Let b ∈ Hs(Sω), −1 < s < ∞. Then ϕb can be extended holomor-
phically to Hω. In addition, for 0 < μ < μ′ < ω and l = 0, 1, 2, . . . ,

∣∣∣
(
z
d

dz

)l
ϕb(z)

∣∣∣ � Cμ′l!
δl(μ,μ′) |1 − z|l+1+s , z ∈ Hμ,

where δ(μ,μ′) = min{1/2, tan(μ,μ′} and Cμ′ is the constant in Definition 8.2.1.

Proof Let

Vω =
{
z ∈ C : Im(z) > 0

} ⋃
Sω

⋃
(−Sω),

Wω = Vω ∩
{
z ∈ C : −π � Rez � π

}

and ρθ is the ray r exp(iθ), 0 < r < ∞, where θ is chosen such that ρθ � Sω.Define
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�b(z) = 1

2π

∫

ρ(θ)

exp(iξ z)b(ξ)dξ, z ∈ Vω,

where as ξ → ∞, exp(i zξ) is decreasing exponentially along ρθ . Then we obtain

∣∣|z|1+s �b(z)
∣∣ =

∣∣∣∣
1

2π

∫

ρ(θ)

exp(iξ z) |z|1+s b(ξ)dz

∣∣∣∣ (8.21)

� Cμ′

2π

∫ ∞

0
exp(−r |z| sin(θ + arg z))(r |z|)sd(r |z|)s

� Cμ′ .

Hence we get |�b(z)| � 1/|z|1+s . Define

ψb(z) = 2π
∞∑

n=−∞
�b(z + 2nπ), z ∈

∞⋃

n=−∞
(2nπ + Wω).

It is easy to see thatψb is holomorphic, 2π -periodic and satisfies |ψb(z)| � C/|z|1+s .

Let

ϕb(z) = ψb

(
log z

i

)
.

For z ∈ exp(i Sω), we write z = eiu , where u ∈ Sω. Then sin(|u|/2) � c|u|/2. This
implies that 2 − 2 cos |u| � c|u|2 and |1 − ei |u|| � c|u|. Therefore, (8.21) yields

|ϕb(z)| � Cμ′

| log z|1+s
� Cμ′

| log |z||1+s

� Cμ′

|1 − z|1+s
.

Take the ball

B(z, r) =
{
ξ : |z − ξ | < δ(μ,μ′)|1 − z|

}
.

By Cauchy’s formula, we have

ϕ
(l)
b (z) = l!

2π i

∫

∂B(z,r)

ϕ(η)

(η − z)1+l
dη.

For any η ∈ ∂B(z, r), we have |η − z| � (1 − δ(μ,μ′))|1 − z|. Then we obtain
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∣∣∣ϕ(l)
b (z)

∣∣∣ �
Cl!‖b‖Hs (Scω)

δl(μ,μ′)|1 − z|l
∣∣∣
∫

∂B(z,r)

1

|1 − η|1+s
dη

∣∣∣

� Cl!
δl(μ,μ′)|1 − z|l+1+s

.

�
Theorem 8.2.1 Let b ∈ Hs(Sω) and

Hb(z, ξ̄ ) =
∞∑

k=1

b(k)
Nk∑

v=1

pkv (z)p
k
v (ξ), z ∈ Bn, ξ ∈ ∂Bn.

Then for z ∈ Bn, ξ ∈ ∂Bn such that zξ̄ ′ ∈ Hω,

Hb(z, ξ) = 1

(n − 1)!ω2n−1
(rn−1ϕb(r))

(n−1)

∣∣∣∣
r=zξ̄ ′

is holomorphic, where ϕb is the function defined in Lemma 8.2.1. In addition, for
0 < μ < μ′ < ω and l = 0, 1, 2, . . . ,

∣∣Dl
zHb(z, ξ̄ )

∣∣ � Cμ′l!
δl(μ,μ′)

∣∣1 − zξ̄ ′∣∣n+l+s , zξ̄ ′ ∈ Hμ,

where δ(μ,μ′) = min{1/2, tan(μ′ − μ)} and Cμ′ is the constant in the definition of
the function space Hs(Sω).

Proof We know that ⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ϕb(z) =
∞∑

k=1

b(k)zk,

rn−1ϕb(r) =
∞∑

k=1

b(k)rn+k−1.

Then we have

1

(n − 1)!
(
rn−1ϕb(r)

)(n−1) = 1

(n − 1)!
∞∑

k=1

b(k)(n + k − 1)(n + k − 2) . . . (k + 1)rk

=
∞∑

k=1

b(k)rk
(n + k − 1)!
(n − 1)!k!

=
∞∑

k=1

(n + k − 1)(n + k − 2)(n + 1)n

k! b(k)rk .

Therefore,
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1

(n − 1)!
(
rn−1ϕb(r)

)(n−1)
∣∣∣∣
r=zξ̄ ′

=
∞∑

k=1

b(k)
(n + k − 1)(n + k − 2)(n + 1)n

k! (zξ̄ ′)k

= ω2n−1

∞∑

k=1

b(k)
Nk∑

v=1

pkv (z)p
k
v (ξ)

= ω2n−1Hb(z, ξ̄ ).

�

By [12, Theorem 3], we can get the following result.

Theorem 8.2.2 Let s be a negative integer. If b ∈ Hs(Sω,±),

Hb(z, ξ) =
∞∑

k=1

b(k)
Nk∑

v=1

pkv (z)p
l
μ(ξ), z ∈ B, ξ ∈ ∂Bn,

then
∣∣Dl

zHb(z, ξ̄ )
∣∣ �

Cμl!
[| ln |1 − zξ̄ ′|| + 1

]

δl(μ,μ′)|1 − zξ̄ ′|n+l+s
.

Proof The proof is similar to that of Theorem 8.2.1. We omit the details. �

Given b ∈ Hs(Sω). We define the Fourier multiplier operator Mb : A → A as

Mb( f )(ξ) =
∞∑

k=1

b(k)
Nk∑

v=0

ckv p
k
v (ξ), ξ ∈ ∂Bn,

where {ckv} is the Fourier coefficient of the test function f ∈ A.
For the above operator Mb, there holds a Plemelj type formula.

Theorem 8.2.3 Let b ∈ Hs(Sω), s > 0. Take b1(z) = z−s1b(z), where s1 = [s] + 1.
The operator Mb has a singular integral expression. Precisely, for f ∈ A,

Mb( f )(ξ) = lim
ε→0

[ ∫

Sc(ξ,ε)

Hb1(ξ, η)Ds1
η f (η)dσ(η) + (Ds1

z f )(ξ)

∫

Sc(ξ,ε)

Hb1(ξ, η)dσ(η)
]
,

where
∫
S(ξ,ε)

Hb1(ξ, η)dσ(η) is a bounded function of ξ ∈ ∂Bn and ε.

Proof Let

Mb( f )(ρξ) =
∞∑

k=1

b(k)
Nk∑

v=1

ckv p
k
v (ρξ), ξ ∈ ∂Bn,

where

ckv =
∫

∂B
pkv (η) f (η)dσ(η).
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We can see that

Dzz
[l] =

√
l!

l1!l2! · · · ln!
n∑

k=1

zk
∂

∂zk

(
zl11 z

l2
2 · · · zlnn

)

=
√

l!
l1!l2! · · · ln!

n∑

k=1

zklk z
l1
1 z

l2
2 · · · zlk−1

k−1z
lk−1
k zlk+1

k+1 · · · zlnn

=
√

l!
l1!l2! · · · ln!

( n∑

k=1

lk
)
zl11 z

l2
2 · · · zlnn

= lz[l],

which yields Dz pkv = kpkv . Then we have

Mb( f )(ρξ) =
∞∑

k=1

b(k)
Nk∑

v=1

∫

∂B
pkv (ρξ)pkv (η) f (η)dσ(η)

=
∞∑

k=1

b(k)
1

ks1

Nk∑

v=1

∫

∂B
pkv (ρξ)ks1 pkv (η) f (η)dσ(η)

=
∞∑

k=1

b(k)
1

ks1

Nk∑

v=1

∫

∂B
pkv (ρξ)Ds1

η pkv (η) f (η)dσ(η).

By integration by parts,

Mb( f )(ρξ) =
∞∑

k=1

b(k)
1

ks1

Nk∑

v=1

∫

∂B
pkv (ρξ)pkv (η)(Ds1

η f )(η)dσ(η)

=
∞∑

k=1

b1(k)
Nk∑

v=1

∫

∂B
pkv (ρξ)pkv (η)(Ds1

η f )(η)dσ(η).

For any ε > 0, we have

Mb( f )(ρξ) =
∫

Sc(ξ,ε)

Hb1(ρξ, η̄)Ds1
η f (η)dσ(η)

+
∫

S(ξ,ε)

Hb1(ρξ, η̄)(−Ds1
ξ f (ξ) + Ds1

η f (η))dσ(η)

+ Ds1
ξ f (ξ)

∫

S(ξ,ε)

Hb1(ρξ, η̄)dσ(η)

=: I1(ρ, ε) + I2(ρ, ε) + Ds1
ξ f (ξ)I3(ρ, ε),

where
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I1(ρ, ε) =
∫

Sc(ξ,ε)

Hb1(ρξ, η̄)Ds1
η f (η)dσ(η),

I2(ρ, ε) =
∫

S(ξ,ε)

Hb1(ρξ, η̄)(−Ds1
ξ f (ξ) + Ds1

η f (η))dσ(η),

I3(ρ, ε) =
∫

S(ξ,ε)

Hb1(ρξ, η̄)dσ(η).

For ρ → 1 − 0, we have

lim
ρ→1−0

I1(ρ, ε) = lim
ρ→1−0

∫

Sc(ξ,ε)

Hb1(ρξ, η̄)Ds1
η f (η)dσ(η)

=
∫

Sc(ξ,ε)

Hb1(ξ, η̄)Ds1
η f (η)dσ(η).

Now we consider I2(ρ, ε). Let ξ = (1, 0, . . . , 0). For η ∈ ∂Bn , write

{
η1 = reiθ , η2 = v2, η3 = v3, . . . , ηn = vn,

v = [v2, v3, . . . , vn].

For such η ∈ ∂Bn , vv̄′ = 1 − r2. Without loss of generality, assume that ξ = 1. We
get ∣∣1 − ξ η̄′∣∣1/2 = ∣∣1 − reiθ

∣∣1/2 = [(1 − r cos θ)2 + (r sin θ)2]1/4 � ε.

This implies

cos θ � 1 + r2 − ε4

2r
.

The above estimate indicates

S(ξ, ε) =
{
η | vv̄′ = 1 − r2, cos θ � 1 + r2 − ε4

2r

}
.

Because
1 + r2 − ε4

2r
� cos θ � 1,

we obtain 1 − r � ε2 and

vv̄′ = 1 − r2 � 1 − (1 − ε2)2 = 2ε2 − ε4.

Set

a = a(r, ε) = arccos

(
1 + r2 − ε4

2r

)
.
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Because (1 − r)2 � ε4 and 1 − y = O(arccos2 y), we get a = O(ε2). It is easy to
see

|ξ − η|2 = |1 − reiθ |2 +
n∑

k=2

|vk |2

= (1 + r2 − 2r cos θ) + (1 − r2)

= 2 − 2r cos θ

and

d4(ξ, η) = 1 + r2 − 2r cos θ

= (2 − 2r cos θ) − (1 − r2)

= |ξ − η|2 − (1 + r)(1 − r),

that is, d2(ξ, η) � |ξ − η|. Since

d2(ξ, η) = [1 + r2 − 2r cos θ ]1/2 � 1 − r,

we have 1 − r � d2(ξ, η), and thus

|ξ − η|2 � d4(ξ, η) + (1 + r)d2(ξ, η).

The fact that d2(ξ, η) � 2 implies

|ξ − η|2 � 2d2(ξ, η) + 2d2(ξ, η) = 4d2(ξ, η),

that is, |ξ − η| � 2d(ξ, η). Since f ∈ A, we have

| f (ξ) − f (η)| � C |ξ − η| � Cd(ξ, η).

For ρ ∈ (0, 1)

∣∣∣I2(ρ, ε)

∣∣∣ � C
∫

S(ξ,ε)

∣∣∣Hb1(ρξ, η̄)

∣∣∣
∣∣∣ f (ξ) − f (η)

∣∣∣dσ(η)

� C
∫

S(ξ,ε)

d(ξ, η)

|1 − ξ η̄′|n dσ(η)

� C
∫

vv̄′�2ε2−ε4

∫ a

−a

1

|1 − reiθ |n−1/2
dθdv.

For n = 2,
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1

2a

∫ a

−a

1
∣∣∣1 − reiθ

∣∣∣
2−1/2 dθ �

( 1

2a

∫ a

−a

1
∣∣∣1 − reiθ

∣∣∣
2 dθ

)3/4

�
( 1

2a

∫ π

−π

1
∣∣∣1 − reiθ

∣∣∣
2 dθ

)3/4

�
( 1

2a

)3/4 1

(1 − r2)3/4
.

Then we obtain

|I2(ρ, ε)| �
∫

vv̄′�2ε2−ε4
a1/4

1
(
1 − r2

)3/4 dv

� ε1/2
∫

vv̄′�2ε2−ε4

1

(vv̄′)3/4
dv

= ε1/2
∫ √

2ε2−ε4

0

t

t3/2
dt

� ε → 0.

For n > 2, we have

∫ a

−a

1
∣∣1 − reiθ

∣∣n−1/2 dθ � C
∫ a

−a

∣∣1 − r2
∣∣n−1/2−2

∣∣1 − reiθ
∣∣n−1/2

1
∣∣1 − r2

∣∣n−1/2−2 dθ

� C
1

∣∣1 − r2
∣∣n−1/2−1

∫ π

−π

1
∣∣1 − reiθ

∣∣2
dθ

� C
1

∣∣1 − r2
∣∣n−1/2−1 .

Then we obtain

|I2(ρ, ε)| �
∫ √

2ε2−ε4

0
t2n−3 1

t2n−3
dt �

√
2ε2 → 0.

Now we prove that if ρ → 1 − 0, I3(ρ, ε) has a uniformly bounded limit for ε near
0. Integrating as above, we can deduce that

I3(ρ, ε) =
∫

S(ξ,ε)

Hb1(ρξ, η̄)dσ(η)

=
∫

vv̄′�2ε2−ε4

∫ a

−a

(
tn−1ϕb1(t)

)(n−1)
∣∣∣
t=ρreiθ

dθdv.
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Let s = ρreiθ . Then ds = isdθ. We can obtain

I3(ρ, ε) = −i
∫

vv̄′�2ε2−ε4

∫ ρreia

ρre−ia

(
sn−1ϕb1(s)

)(n−1)
dsdv.

Using integration by parts, we can see that the inner integral for the variable t reduces
to

∫ a

−a

(
tn−1ϕb1(t)

)(n−1)
∣∣∣
t=ρreiθ

dθ

=
[
n−1∑

k=1

(k − 1)!
(
tn−1ϕb1(t)

)(n−k−1)

t k

]∣∣∣∣∣

ρreia

ρre−ia

+ (n − 1)!
∫ ρreia

ρre−ia

ϕb1(t)

t
dt

=
n−1∑

k=1

[Jk(t)]
ρreia

ρre−ia + L(r, a).

We first estimate Jk as

∫

vv̄′�2ε2−ε4
Jk

(
ρre±ia

)
dv

� C
∫

vv̄′�2ε2−ε4
(k − 1)!

(
ρre±ia

)k
(
ρre±ia

)k
1

∣∣1 − ρre±ia
∣∣n−k dv

� C
∫

vv̄′�2ε2−ε4

1
∣∣1 − ρre±ia

∣∣n−k dv.

Since
∣∣1 − ρre±ia

∣∣2 = 1 + ρ2r2 − 2ρr cos a, we have

∣∣1 − ρre±ia
∣∣2 − ∣∣1 − re±ia

∣∣2 = ρ2r2 − 2ρr cos a − (r2 − 2r cos a)

= r2(ρ2 − 1) + 2r cos a(1 − ρ).

It follows from the relation cos a = (1 + r2 − ε4)/2r that we have

∣∣1 − ρre±ia
∣∣2 − ∣∣1 − re±ia

∣∣2 = r2(ρ2 − 1) + (1 + r2 − ε4)(1 − ρ)

= (1 − ρ)[1 + r2 − ε4 − (1 + ρ)r2]
= (1 − ρ)(1 − ρr2 − ε4) > 0.

Therefore, ∣∣1 − ρre±ia
∣∣ �

∣∣1 − re±ia
∣∣ = ε2.

For any fixed k, as ε → 0, we obtain
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∫

vv̄′�2ε2−ε4
Jk

(
ρre±ia

)
dv � C

1

ε2n−2k

∫

vv̄′�2ε2−ε4
dv

� C
1

ε2n−2k

∫ √
2ε2−ε4

0
t2n−3dt

� C
ε2n−2

ε2n−2k
� 1.

On the other hand, as ρ → 0,

(n − 1)!
∫ ρreia

ρre−ia

ϕb1(t)

t
dt = i(n − 1)!

∫ a

−a
ϕb1(t)

∣∣
t=ρreiθ dθ

� C,

which implies ∫

vv̄′�2ε2−ε4
L(ρr, a)dv.

�

8.3 Fourier Multipliers and Sobolev Spaces on Unit
Complex Sphere

We define Sobolev spaces on the n-complex unit sphere ∂Bn through defining as
follows. We define the fractional integrals Is on ∂Bn . Let

f (z) =
∞∑

k=0

Nk∑

v=0

ckv p
k
v (z).

For −∞ < s < ∞, the operator Is is defined as

Is f (z) =
∞∑

k=0

Nk∑

v=0

ksckv p
k
v (z).

For s ∈ Z+, we see that the operator Is reduces to the high-order ordinary differ-
ential operator.

Theorem 8.3.1 Let s ∈ Z+. Ds
z = Is on L2(∂Bn).

Proof Without loss of generalization, we assume that f ∈ A. Then

f (z) =
∞∑

k=0

Nk∑

v=0

ckv p
k
v (z),
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where ckv is the Fourier coefficient of f :

ckv =
∫

∂Bn

pkv (ξ) f (ξ)dσ(ξ).

So

Ds
z f (z) =

∞∑

k=0

Nk∑

v=0

∫

∂Bn

pkv (ξ) f (ξ)dσ(ξ)Ds
z (p

k
v )(z)

=
∞∑

k=0

ks
Nk∑

v=0

∫

∂Bn

pkv (ξ) f (ξ)dσ(ξ)pkv (z).

�

Definition 8.3.1 Let s ∈ [0,+∞). The Sobolev norm ‖ · ‖W 2,s (∂Bn) on ∂Bn is defined
as

‖ f ‖W 2,s (∂Bn) =: ‖Is f ‖2 < ∞.

The Sobolev space on ∂Bn is defined as the closure ofA under the norm ‖ · ‖W 2,s (∂Bn),
that is,

W 2,s(∂Bn) = A‖·‖W2,s (∂Bn ) .

Remark 8.3.1 According to Plancherel’s theorem, f ∈ W 2,s(∂Bn) if and only if

( ∞∑

k=1

k2s
Nk∑

v=0

|ckv|2
)1/2

< ∞.

Now we study the boundedness properties of Mb on Sobolev spaces.

Theorem 8.3.2 Givenr, s ∈ [0,+∞) and b ∈ Hs(Sω). TheFouriermultiplier oper-
ator Mb is bounded from W 2,r+s(∂Bn) to W 2,r (∂Bn).

Proof Set

Is f (z) =
∞∑

k=0

Nk∑

v=0

cskv p
k
v (z).

By the orthogonality of {pkv }, we see that cskv = ksckv. Let b(z) = z−sb(z). Because
b ∈ Hs(Sω), we have b1 ∈ H∞(Sω). This implies that
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Ir (Mb( f ))(ξ) =
∞∑

k=1

b(k)kr
Nk∑

v=0

ckv p
k
v (ξ)

=
∞∑

k=1

b1(k)k
r+s

Nk∑

v=0

ckv p
k
v (ξ)

= Mb1(Ir+s f )(ξ).

Finally, by Theorem 8.1.4, we get

‖Mb( f )‖W 2,r = ‖Ir (Mb( f ))‖2
= ‖Mb1(Ir+s f )‖2
� C‖Ir+s f ‖2.

This completes the proof of Theorem 8.3.2.
�
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L
Lipschitz, 1

Lipschitz curve, v, 2, 41
Lipschitz function, 2, 27
Lipschitz graph, 1
Lipschitz perturbation, vi
starlike Lipschitz curve, 44, 62

M
monogenic, 69

left monogenic, 69
right-monogenic, 69

O
outer starlike region, 225

P
Parseval’s identity, 44, 50, 51, 82

Photogenic, 221
Photogenic-Cauchy transform, 221
Photogenic-Dirac equation, 222

Plemelj type formula, 194, 292
Poisson, 212

conjugate inner Poisson kernel, 212
conjugate outer Poisson kernel, 213
inner Poisson kernel, 212, 213
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Q
quadratic estimate, 10–12

R
radial Dirac operator, 276
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S
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