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Abstract

The goal of this book is investigating and simulating the effect of white and colored
noise on mechanical structures and designing effective controllers to reduce or
eliminate these effects. In this book, quarter car model has been introduced as
the mechanical structure, and the stochastic effect of the Gaussian white noise as the
pavement condition has been modeled mathematically. To eliminate the undesired
stochastic behavior of the vehicle imposed to the noise, an active suspension system
has been designed, and based on the control engineering view, the mathematical
model of the effect of the noise on the designed system has been driven and
simulated. As the active force generators of the designed active suspension system,
PID and sliding mode controllers have been introduced and designed. MATLAB
software has been utilized to design the controllers as well as to model the effect
of the noise on the mechanical structure and investigate the stability of the system.
The results show that the designed controllers have effective performances to
eliminate the effect of the noise as road condition which has a significant effect on
reducing the fuel consumption and contributes to environmental sustainability.

Keywords Mechanical structure � Stochastic behavior �
Active suspension system � Sliding mode controller � PID controller �
White noise � Colored noise � Noise cancelation � Mathematical modeling �
Control engineering
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Chapter 1
Introduction to Fuel Consumption
Optimization Techniques

1.1 Overview

Efforts to optimize fuel consumption have driven and inspired various industries,
including the automobile industry, to create a wealth of new inventions and technolo-
gies. Since the issue of global warming was brought into the spotlight, the mechanics
of the automobile industry have evolved rapidly, due to the greenhouse gas emissions
produced by internal combustion engines. The advancement of technologywithin the
power industry has helped in reducing fuel consumption, as well as in the reduction
of greenhouse gas emissions [1].

Greenhouse gases released by vehicles include carbon dioxide, carbon monoxide,
nitrogen dioxide, ozone and methane, among others. The repercussions of burning
fossil fuels amount to more than just a foul smell; the aftermath of these greenhouse
gases impacts the health of humans, animals, and plants alike, thus disturbing the
environment and its inhabitants [2]. Within the environment, greenhouse gases dis-
rupt the biogeochemical cycles that exist in nature resulting in problems, such as
temperature rise, erosion, and droughts. One problem is the melting ice caps; even
a minute temperature rise can result in rising water levels, which also increases the
number of natural disasters occurring in various areas. A rise in water levels also
promises depletion in land mass, due to water levels overflowing, and swallowing
coastal areas. Furthermore, car emissions, along with many by-products of plants,
cause the radiation from the sun to be trapped inside the Earth’s atmosphere, resulting
in the overall raising of the temperature. The aforementioned consequences develop
into bigger problems, such as those which can already be observed in the La Nina
and El Nino phenomena, and events in the Atlantic, as well as increased cyclone
activity in the Indian Ocean [3].

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2019
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2 1 Introduction to Fuel Consumption Optimization Techniques

Regarding the impact on humans, these greenhouse gases play an important role
in the climate change that is affecting the entire globe (global warming) and may
threaten the welfare of humans physically and economically. For example, when
ozone levels increase in lower elevations, it can have a direct impact on human health,
including harming the respiratory system. The economy can also be affected, because
of individuals who suffer from health problems caused by these issues. Furthermore,
as the automobile industry grows, the use of fossil fuels will grow exponentially,
bringing closer the possibility of a future with no fossil fuels, which will result in
the economic downfall of bigger entities such as countries. Other greenhouse gases,
such as fluorinated gases, do not interfere directly with human health, but do hurt the
environment greatly, and on different levels [4].

Due to the rate at which fossil fuels are used annually (11 billion tons of oil and
four billion tons of crude oil, per annum), oil deposits on Earth are predicted to run
out by 2052. Furthermore, compensating the energy deficit of the oil deposits through
using natural gas will only extend the lifetime of fossil fuel energy by an additional
eight years. After this, the only remaining form of fossil fuel energy left would be
coal. To fill in the energy gap of both the oil and natural gas deposits, coal would be
so extensive we run out of fossil fuels by the year of 2088 [5]. Fossil fuels have, thus
far, been the main source of energy, but with the passing of time, different sources of
energy alternatives have been developed to prevent the consequences that arise from
using just fossil fuels. For instance, instead of having only internal combustion engine
vehicles, there are a variety of eco-friendly vehicles available, which are being used
instead. Some of these eco-friendly energy sources include electronically powered
vehicles, hybrid vehicles (using more than one source of energy), compressed air,
etc. [6]. There are many of problems that come with the use of fossil fuels, out of
which the issues with the greatest impact are its scarcity and the cost it imposes on
the planet. Fossil fuels are the only plausible option for many vital functions and
processes; the most important of these is transportation. Therefore, using this source
of energy wisely and as efficiently as possible is a must [7].

1.1.1 Factors Effecting Fuel Efficiency

Fuel efficiency can be described as how well the chemical energy of the fuel in ques-
tion is converted into kinetic energy, in terms of powertrains. Fuel efficiency varies
according to several factors, including the application, the size of the vehicle, the
vehicles design, power, engine parameters, and many others. Factors that affect fuel
consumption are design-related, environment-related, and motorist driving strategy-
related factors. Together, and individually, these factors determine howmuch energy
needs to move the vehicle [8, 9].
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1.1.1.1 Vehicle Design Factors

To design a vehicle with the lowest fuel consumption rate (irrespective of the energy
source) is one of the main goals of modern car manufacturers. Car manufactur-
ers have expended great effort on developing, and successfully applying, different
approaches to a vehicle’s design (especially the vehicle’s size) in order to reduce its
fuel consumption, as well as the harmful gases emitted. There are several parameters
falling under this design category, including the aerodynamic drag, engine param-
eters, rolling resistance, load, and fuel type. The size of the engine refers to how
much fuel can be pumped into the engine, in order to be burned and converted into
energy. Meaning, the larger the capacity of the engine, the more power the car has
(although that oversimplifies the concept). When a car has an engine with a capacity
of two liters for instance, this means that the total amount of fuel that can fit into the
cylinders is two liters, regardless of the number of cylinders. That power is measured
in horsepower, or brake horsepower [10, 11].

In terms of fuel efficiency, a bigger engine does not always mean worse fuel
economy. For instance, a car with a larger engine running at a high speed for a long
time will use less fuel than a car with a smaller engine running at the same speed for
the same length of time. Furthermore, considering recent technology, it is now made
possible for a large engine, of for example six cylinders, to use only three cylinders
when that is all that is needed, therefore greatly boosting fuel efficiency [12].

The aerodynamic aspect of design is concerned with improving the cars’ exterior
to better tackle drag, and to cause lower resistance at higher speeds. At a speed of
50 km/h, the power needed from the engine to overcome air friction is not more than
40% of the engine’s power, yet when it comes to speeds greater than 80–90 km/h,
the power needed increases to 60%, and more of the engine’s power. This is due
to proportional increasement of the drag to the square of the speed, and the power
needed is proportional to the cube of the speed [13].

Rolling resistance, or rolling friction, is the resistance against the motion of a tire
when rolling on a certain surface. Three forms of rolling resistance are in question,
namely: permanent deformation, hysteresis losses, and slippage between the surface
and the tire. Interestingly, a worn-out tire gives lower rolling resistance than a new
one, due to the depth of the tread on the tire and its friction-inducing properties which
in turn, leads to lower fuel consumption. Hysteresis losses are the main reason for
rolling friction. Because tires are made of a deformable material, the tire is subject to
repeated cycles of deformation and recovery, there is energy dissipated as heat. The
energy is lost basically when the energy of healing/recovery is less than that of the
deformation. Because of rubber’s properties, it does not recover or heal over a short
period of time, it needs a longer time. Some manufacturers include silicone in the
tread of the tires to cut down on the time needed for the tire to recover, and hopefully
cut down on the lost energy rates [14, 15].

Fuel type also influences fuel consumption. A diesel engine delivers better fuel
economy for several reasons, themain reason being that diesel contains higher energy
content than gasoline. However, that does not mean it affects performance in terms
of speed. It instead delivers more power and torque, which is why most trucks have
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diesel engines. When comparing a diesel engine to a gasoline engine, the difference
in fuel economy shows the diesel engines to be 25–30% more fuel economic, and
in some cases, up to 40% more economic. The obvious cut back to using a diesel
engine is speed in terms of performance, on the other hand, when compared to a
gasoline engine of the same size; more economic [16]. A diesel-powered engine is a
very sophisticated one and, in a sense, more delicate than a gasoline-powered engine.
For example, if water somehow gets into the fuel tank (whether it is the suppliers’
fault or a combination of heavy rain and bad luck), it could lead to many problems,
including the most obvious one, severe damage to the engine [17, 18].

The load on the vehicle is another factor that affects fuel economy of car. When
a vehicle is overloaded, the power it requires increases. This is because the engine
will need to produce more power to move the vehicle at any given speed, in addition
to the increased load on the tires, which in return, increases rolling resistance (which
also increases fuel consumption) [19].

1.1.1.2 Environmental Factors

The weather and climate influence the fuel economy of cars although not drastically.
In the winter for example, the air is heavier and denser, and so the air drag coefficient
is larger. The tires experience a decrease in pressure which decreases fuel economy.
Lubricants, wherever they may be, become cold and harder and interfere with fuel
economy as well due to the increase in friction. In the summer, however, the air is
lighter and less dense making it easier to navigate in contrast [20].

The terrain in which a car travels can influence its fuel consumption in a positive
or negative manner. Rough terrain, ascents, slippery surfaces, sandy/muddy surfaces,
and other types of terrain affect fuel consumption negatively. The opposite of these
terrains can either not affect the fuel consumption or even affect it positively. For
instance, climbing up a hill will require a great dealmore powerwhichmeans burning
more fuel while descending a hill will require little or no fuel to be used [21].

Driving within a city uses much more petrol per km when compared to driving on
a highway or in the countryside. The reason for that is the limitations and conditions
that exist in the city but not outside it or on the highway such as traffic, speed bumps,
more turns, and pedestrians. When driving in the city, the driver must use the brakes
a greater number of times decreasing fuel economy. Another active factor is the fact
that in the city, the driver is forced to drive at lower speeds. Speeds lower than the
optimum speed also affects fuel consumption and significantly more when combined
with the reasons mentioned. When driving on the highway or the countryside, the
limitations faced in the city are either not faced, or significantly lower. The vehicle is
muchmore likely to be driven at optimum speeds leading to a better fuel consumption
rate as well [22–24].



1.2 Formulation of the Problem 5

1.2 Formulation of the Problem

One of the important factors which has a great influence on fuel consumption of
transportation vehicles is pavement condition [25]. It is a fact that, due to the inter-
action between tire and the pavement, the tires of a vehicle partially deform; this
deformation results in the stored potential energy of the tires being converted to heat,
which is partly absorbed by the rest of tire, with the remainder being dissipated into
the atmosphere [26], so it is important to know that higher pavement texture results in
more fuel consumption [27]. In past decade due the problem of global warming and
drawbacks of high consumption rate, modeling and simulating the effect of different
types of pavement conditions on fuel consumption rate and its effect on environment
has been an interested topic for many researchers [28–32]. It is an interesting point
to know that the results have continuously shown that pavement smoothness has the
highest impact on the rate of fuel consumption; the smoother the road, the less fuel
consumption [33–36].

When a vehicle travels in a constant speed, the pavement roughness can be consid-
ered as a stochastic process subjected to Gauss distribution [37]. In this case, since
the speed power spectral density of the vehicle considered as a constant value, it
matches with the statistical characteristic of the white noise, so pavement roughness
model can be considered as the white noise input signal [38].

There is an energy loss during the vehicle transportation on the road. The energy
is absorbed and converted to thermal energy form by suspension system and tires,
so it is obvious that the energy loss will be reduced if the suspension system can
eliminate the effect of the pavement condition and make vehicle bounces less [39].
In other word, it means that designing an effective suspension system to compensate
the effects of pavement conditions on vehicle is one of the solutions to reduce fuel
consumption.

1.2.1 Methods of Improving the Fuel Efficiency

One of the ways to decrease the load/mass of the car is choosing the high-tech mate-
rials, as to increase fuel efficiency without jeopardizing the safety of the passenger.
Some automakers are trying to use plastic fuel tanks and carbon fiber instead of steel.
Alas, in the case of carbon fiber which is a lightweight material that is also reliable,
it is not likely to be used to due to its hefty price in the market. A record by the EPA
(environmental protection agency) shows that for every 45 kg of mass reduced, fuel
efficiency can increase by one to two percent (1–2%) [40, 41].

Modifying the engine appropriately (ex: adding/improving a turbo charger) can
improve efficiency of fuel consumption by up to 4 percent (4%) and fixing a serious
problem such as a broken oxygen sensor can improve efficiency by a staggering 40
percent (40%). Keeping the pressure of the tires in check (at the adequate pressure
accordingly) improves fuel consumption by up to 3.3%.Old cars that use a carbureted
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engine are still in use, and by keeping their air filters unclogged could help with
fuel economy and acceleration. In more modern cars, however, it usually aids with
acceleration only [42–44].

One crucial step in optimizing fuel efficiency involves developing analytical mod-
els to predict the vehicle’s fuel consumption and to achieve the desired results. There
have been models that compute fuel consumption estimates in cars with respect to
their fuel consumption, characteristics, and the surrounding environment. However,
these models only represent approximations to these estimates. By adding more vari-
ables to the models, the outcome will become more accurate, but this will result in a
less efficient model. This is because mathematical models represent approximations
to the real result while having errors in each of the parameters used. Therefore, the
more parameters one uses, the more errors are involved, thus making the model less
efficient [45].

There have been many attempts to enable mathematical models to predict fuel
consumption with different variables in each. For the first time to predict vehicle
fuel consumption and emissions metrics, mathematical models were utilized by Ahn
et al. [46]. The proposed model is a function of speed and acceleration with constant
parameters and can predict fuel consumption or CO emission rates for an assumed
vehicle. According to Ross et al. [47] there are two factors that affect vehicle fuel
consumption: the efficiency of the powertrain and the power required in working the
vehicle. He evaluated fuel consumption byfinding the product of optimal specific fuel
consumption into the sum of the powers of the rolling resistance, air resistance, and
inertial acceleration resistance and then dividing it by the product of the efficiency
of transmission with the average speed of the vehicle and the fuel density. In another
research on analytic modeling of vehicle fuel consumption, it has been shown that
the fuel consumption can be found by using the calorific value of fuel per 100 km
[45]. It was done by finding the sum of energies of the forces required to overcome
resistance and the kinetic energy required for episodic accelerations and dividing it
by the calorific value of the fuel used. In 2008, Smit et al. [48] conducted a research
which examined how, and to what extent, models used to predict emissions and
fuel consumption from road traffic, including the effects of congestion. In 2011,
Rakha et al. [49] developed a fuel consumption model which can be easily integrated
within a traffic simulation framework. In 2015, Tang et al. [50] proposed a model
to investigate the impacts of the driver’s bounded rationality and the effect of signal
lights on fuel consumption. In 2017, a fuel consumption model for heavy-duty tracks
has been proposed by Wang et al. [51].

1.2.2 Methods of Improving the Vehicle Suspension

From point of view of ride safety, the most important element of the vehicle which
has a direct impact on passengers comfort is suspension system [52]. Nowadays,
with advancements in the car manufacturing industry, companies attempt to pro-
vide a smooth ride for passengers through the development and manufacture of more
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advanced vehicle suspension systems. These systems are able to minimize the effects
of uneven pavement conditions of roads on the passengers [53]. In 2016, Kognati
et al. [54] proposed a unified approach to model complex multibody mechanical
systems and design controls for them, Pappalardo et al. [55] in 2017 proposed a
novel methodology to address the problems of suppressing structural vibrations and
attenuating contact forces in nonlinear mechanical systems, in 2018 they developed
an adjoint method which can be effectively used for solving the optimal control
problem associated with a large class of nonlinear mechanical systems [56]. Nowa-
days to optimize quality of traveling by cars, various types of controllers such as
adaptive control [57], linear quadratic Gaussian (LQG) control [58], H-infinity [59],
proportional (P) controller [60], proportional integral (PI) controller [61], and pro-
portional–integral–derivative (PID) controller [62] have been utilized, in order to
control the car suspension system and to eliminate the vibration coming from the
pavement. In 2014, Li et al. [63] proposed an output feedback H∞ control for a class
of active quarter car suspension systemswith control delay. In 2015, AENS et al. [64]
performed a comparison between passive and active suspensions systems. In 2016,
Buscarino et al. [65] investigated the role of passive and active vibrations for the
control of nonlinear large-scale electromechanical systems. Zhao et al. [66] in 2016
utilized adaptive neural network control for active suspension system with actuator
saturation. Taskin et al. [67] in 2017 investigated the effect of utilizing fuzzy logic
controller on an active suspension system based on a quarter car test rig; and in 2018
a control scheme, utilizing Hybrid ANFIS PID, was proposed by Singh et al. [68] to
improve the passenger ride comfort and safety in an active quarter car model. Fauzi
et al. [69] in 2018 developed a state feedback controller to reduce body deflection
caused by road disturbance to achieve the ride comfort of driver and passengers.

1.3 Scope and Contribution

The goal of this research is investigating and simulating the effect of white and
colored noises onmechanical structures and designing effective controllers to reduce
or eliminate these effects. In this book, quarter car model has been introduced as
mechanical structure, and the stochastic effect of the Gaussian white noise as the
pavement condition has been modeled mathematically. To eliminate the undesired
stochastic behavior of the vehicle imposed to the noise, an active suspension system
has been designed and based on the control engineering view themathematicalmodel
of the effect of the designed system on the quarter car model has been driven and
simulated. The active force generators of the designed active suspension system PID
and sliding mode controllers have been introduced and designed.

The logic behind selection of this type of noise is the randomness property of it.
Generally, the term noise or random fluctuations characterize all physical systems
in nature. The apparently irregular or chaotic fluctuations were considered as noise
in all fields except in a few such as astronomy [70]. The term “white” refers to the
frequency domain characteristic of noise. Ideal white noise has equal power per unit
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bandwidth, which results in a flat power spectral density across the frequency range
of interest. Thus, the power in the frequency range from 100 to 110 Hz is the same
as the power in the frequency range from 1000 to 1010 Hz. The term “Gaussian”
refers to the probability density function (pdf) of the amplitude values of a noise
signal. The color of the noise refers to the frequency domain distribution of the noise
signal power. Since the white noise contains all frequencies, it can be considered as
random input which simulates any type of pavement condition. In this case, instead
of simulating the road conditions with different color noises, simply the Gaussian
white noise can be utilized [71].

In this book, MATLAB software which has been adopted in many researches
[38, 72–85] has been utilized to design the controllers as well as to model the effect
of the white noise on the mechanical structure and investigate the stability of the
system. The results show that the designed controllers have an effective performance
to eliminate the effect of road conditions which has a significant effect on reducing
the fuel consumption and contributes to environment sustainability.

1.4 Methodology

Vehicle handling performance and fuel consumption rate are two important factors
which are directly affected by vehicle suspension system [86]. Conventionally, to
decrease the vehicle vibration, a combination set up of springs and dampers has
been used. Such a set up namely is known as passive suspension system. The input
disturbance to the car from pavement condition cannot be eliminated by passive
suspension systemsince the damping ratio is constant andnot adjustable. To eliminate
the effect of road condition, the best solution is to utilize an autonomous control
system, known as active suspension system, which can compensate for the noise
input to the system by exerting force to the system [87].

In this book, problem has been defined as what the effect of the noise on quarter
car model as the mechanical structure is, and how an effective controller should be
designed to eliminate stochastic effect of the Gaussian white noise.

1.5 Organization of the Book

After the brief introduction, the rest of the book has been organized in following
manner. First, in Chap. 2 an introduction to noise and different type of it has been
given. The white noise and its applications including the mathematical modeling
of white noise as pavement condition have been introduced in Chap. 3. A quarter
car model and related suspension system as the mechanical structure have been
introduced and modeled mathematically in Chap. 4. Next, in Chap. 5, the noise
cancelation techniques with focusing on utilizing PID and sliding mode controllers
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have been discussed. At the end, in Chap. 6, steps of simulation set up and data
collection have been described, and the proposed methodologies have been verified
by analyzing the results.
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Chapter 2
Introduction to Noise and its Applications

2.1 Overview

A random fluctuation also called “noise,” is a characteristic of all physical systems
in nature. In most of the scientific fields, noise is considered as apparently irregular
or periodic chaotic. Since 1826, noise and fluctuation have been of interest to study
Brownian motion which indirectly approves molecules and atoms existence. The
recognizable measured noise or signal patterns express valuable information of a
system [1].

2.2 Background and History of Noise

In 1826, Robert Brown, a Scottish botanist, carried out the first research about the
noise. He observed periodic motion of pollen on a water film surface [2]. The origin
of Brownian motion was the first noise problem which had been unsolved for almost
80 years. In 1905, the problem was finally solved and presented by considerable
work of Von Smoluchowski [2] and [3], which indirectly confirmed the molecules
and atoms existence. An obvious sign of continuummolecular bombardment belongs
to the medium of liquid or gas, is Brownian motion’s fluctuations [4]. Nowadays,
noise and fluctuation analysis are areas of interest in different scientific fields such as
physical, biological, and other systems. Effects of the noise can be varying due to the
circumstance. In some cases, it can enhance the system performance (constructive),
while it could be destructive [5]. Nevertheless, in nonlinear systems, noise has an
essential characteristic due to the possibility of the performance optimization in the
levels which noise is nonzero.
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The noise can be represented with considering the following factors:

• Distribution of duration/Size in time or space
• Variance or Power spectrum which shows inverse power-law [6].

Early attempts lead to recognition of some quantitativemathematical distributions
which almost fit sets of data of a vast study range and scientific disciplines. Statistical
normal distribution and power law distribution are the most well-known ones.

In 1733, a gambler’s consultant and statistician who was Abraham de Moivre,
discovered the first normal curve of error (or the bell curve because of its shape).
Normal curve importance initiated from the fact that the distributions ofmany natural
phenomena are at least approximately normally distributed. This normal distribution
concept highlights how the experimental data have been analyzed over last two
centuries [6, 7].

2.3 Noise in Electronic View

In electronic knowledge, an unwanted disturbance within an electrical signal is
defined as noise. The noise generation in this category is the result of many dif-
ferent effects. So that these types of noise greatly vary.

2.4 Noise in Communication View

Noise in an undesired disturbance which is random, and it will be considered as
error in communication systems. In general, noise in communication view is all
type of disturbing and unwanted energy which its resource might be man-made or
natural. There is a difference between the noise and interference, and it has to be
distinguished about the definition. The difference between the noise and distortion
is that the distortion usually is defined as systematic unwanted alteration of a signal
(wave) generated by communication devices, so it’s artificial noise [8].Also the signal
itself can generate interference, for instance if there is a conflict between subsequent
symbols, or not perfect matching on a transmission line. Noise is everything that is
not useful signal, so can be due to interference, temperature, impurities, gamma rays,
moon phase or whatever. So interference is noise but the inverse is not true.

2.5 Different Types of Noise

There are different types of noise exist based on the characteristic and sources which
is generating them. Although they are different about these aspects but for various
type of them some of these characteristics are common. For instance, noise spreads
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Fig. 2.1 Different types of noise categories

across the frequency spectrum, in some category the frequency are low and in some
of them is high, but the amplitude of these noises might be the same (Fig. 2.1).

2.5.1 Typical Types of Noise

To categorise the different types of noise and the source which generating it, it is
worthy to categorise them first based on their features. There are five main resources
of noise which are common in real life and have different applications no matter as
wanted or unwanted item. In order to cover all types of noises, the coupled category
of noise has been distinguished from the typical types.

2.5.1.1 Thermal Noise

Molecular forces boundedmany ions and electrons strongly in conductors. The vibra-
tion of ions around their average or normal position is a function of position. The
source of resistance in conductors is the electrons’ collision which is continuous and
also the ions vibration. The collision of the electrons and vibration of ions gener-
ate continues transfer of energy between them and it is the reason of resistance in
the conductors. Free electron movements create a pure random current which has
average zero over the long time [9, 10].



16 2 Introduction to Noise and its Applications

2.5.1.2 Shot Noise

Nonlinearity in the transmitter, receiver, or intervening transmission system induces
intermediation noise. These components usually react as linearly which the output
is equal to the input times a constant. In a nonlinear system, the output is a more
complex function of the input. The reason of nonlinearity can be the dysfunction of
the component or excessive strong signal usage. Under this situation, the sum and
difference terms happen [11].

2.5.1.3 Flicker Noise

Flicker noise exists in most of the electronic devices and can affect the system in
different ways such as: impurities in a conductive channel, generation and recombi-
nation noise in a transistor due to base current, and many other effects. Due to the
fluctuation of resistance during the transformation and fluctuation of current accord-
ing to Ohm’s Law, the flicker noise will be generated. As the mentioned items are
the characteristics of the direct current (DC), this noise usually exists in this type
of voltage. This type of noise is appearing in rotation rate of the earth, fluctuation
of sand and hourglass flow and undersea currents as a low-frequency noise. The
high-frequency noises are going to be considered as white noise. Nevertheless, noise
with low frequency in oscillators might be diverse to frequencies close to the carrier
which is going to generate oscillator phase noise. As in the all of the resistors there is
carbon composition. The total noise will be increased to above thermal noise due to
the flicker noise which is available in resistors, and it is named as excess noise [12].

In contrast, the least amount of flicker noise is in wire-wound resistors. Since
flicker noise level is associated with DC level, at low current, thermal noise is pre-
vailing effect in the resistor. The mentioned type of resistors might not influence the
level of noise due to the frequency window [13].

2.5.1.4 Transit Time Noise

Transit time noise can be defined as the period of timewhich is the carrier of current. It
can be considered like a hole for transport from input to output. It is important to know
that the involved distances are unimportant because of the size of the devices, and
the required time lasts for careering current to pass a short distance is restricted. This
time is insignificant at low frequencies, whereas for the high operational frequencies
the processed signal is the magnitude of the transit time. As a type of noise which
is random in the system, transit time will be defined and it is proportional to the
operational frequency directly [14].
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2.5.1.5 Burst Noise

Burst noise is another type of electronic noise which presents in semiconductors . It
is also known as random, bistable, telegraph, signal, popcorn, and impulse noise. It
is immediate step-like offset among more than two current levels or discrete voltage,
around hundred microvolts, at random times. Each voltage or current offset usually
occurs between milliseconds to seconds and if it is connected to a speaker will sound
like popcorn bursting [1].

The first witness of burst noise was in early point contact diodes, and after that
it has been detected during one of the first semiconductor op-amps commercializing
[15]. The single source of popcorn noise and its occurrences are not theoretically
clear.However, themost frequent cause of that is charge transmit intermittent trapping
and releasing in defect site in bulk semiconductor crystal or in thin film interfaces.
In some circumstances where charges have a substantial effect on transistor perfor-
mance, there is considerable signal output. The common cause of these defects is
due to manufacturing process, for instance, heavy ion implantation or by unwanted
side effects like surface contamination [16].

2.5.2 Coupled Type of Noise

With considering the mentioned description about the resources of noise within an
electronic circuit, it is essential to mention the other type of noise which is couple
noise. Couple noise is another noise resource which has different definition than the
typical type of noise. Whenever additional noise energy is going to be coupled to the
main noise resource into the electrical circuit, coupled noise will be generated. There
are many types of noise energy can be coupled to the circuit, but most of them are
from external environments. The following sections show different source of noise
which are resulting to the coupled noise.

2.5.2.1 Atmospheric Noise

Lightning in the atmosphere induces discharges in the form of electrical distur-
bances , and it is known as atmospheric noise. Naturally, they are random electrical
impulses. Consequently, the distribution of the energy is completely over the radio
communication frequency spectrum [17]. Therefore, atmospheric noise creates fake
radio signals with awide range of frequencywith distributed components. These fake
radio signals consist propagated noise over the earth similar to the same frequency
radio waves. Thus, a receiving antenna at a point picks up both signal and the static
from all the thunderstorms, local or remote. The atmospheric noise strength nearly
changes inversely with the frequency. The atmospheric noise which is very little will
be generated in band of UHF and VHF and large one will be generated in broadcast
bands which are low or medium bands. In addition, components of noise for VHF
and UHF components are limited to less than 80 km propagation of line of sight.
Therefore, at frequencies above 30 MHz, the atmospheric noise is less intense [18].
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2.5.2.2 Crosstalk Noise

Crosstalk is a type of noise which might be experienced by anyone who had heard a
secondary conversation while speaking on telephone. It is an undesirable signal paths
coupling. It can happen by close twisted pair electrical coupling coax, cable lines and
rarely, carrying multiple signals. In addition, when unsolicited signals are collected
by microwave antennas, crosstalk can occur. Microwave energy distributes through
the propagation despite being highly directional. Characteristically, crosstalk noise
has less or same magnitude as thermal noise [19].

2.5.2.3 Interference Noise

It is the super position of two or more waves propagating through the same medium
at same time without being disrupted. Depending on how maximum and minimum
amplitude of the traveling waves overlapped, the resulting wave amplitude can be
lower or higher comparedwith individual waves.When amplitudes of two interacting
waves have the same sign, the amplitude of the sum wave is greater than that of the
larger wave. This is known as constructive interference [20].

In contrast, when two waves interact with opposite amplitude in less than half
the time, the stronger wave has bigger amplitude in comparison with the resulting
wave. This interference is called destructive interference. However, it is possible that
having two same waves with opposite amplitude which in destructive interference,
they can cancel each other [21].

2.5.2.4 Intermodulation Noise

In a nonlinear system, including signals with two or more dissimilar frequencies,
the modulation of the amplitude will be defined as intermodulation distortion or
intermodulation. Additional signals will be formed between the components of each
frequency during the intermodulation. These frequencies are at harmonic frequen-
cies, summation and deference of the frequencies of the original frequencies, and
also multiples of all of the mentioned frequencies [22, 23].

By considering the characteristic of the signal processing which probably is non-
linear, intermodulation can be defined as the result. In order to calculate the nonlin-
earity, Volterra series and Taylor series can be utilized [24].

Since intermodulation causes unfavorable spurious emissions usually in the form
of sidebands, it is seldom favorable in radio or audio processing. Intermodulation
augments the occupied bandwidth for radio transmissions causing interference in
adjacent channel. Therefore, the range of the spectrum can be increased, and the
quality of the audio can be reduced. The definition of the intermodulation is differ-
ent than the musical application’s harmonic distortion or intentional modulation in
applications in which modulated signals show up as intentional nonlinear element.
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The products of intermodulation in audio is related to the input frequency and they
are not harmonic [24].

2.5.2.5 Man-Made Noise (Industrial Noise)

Another category of noises is man-made noise or industrial noise. Some examples
of this type of noises are: electrical noise generated by ignition in aircrafts, vehicles
with normal and electrical motors, different type of electrical machines which are
heavy, fluorescent lights, and lines of high voltage. The noises in this category are
generated in the mentioned systems and devised by the arc discharge while they
are functioning. High intensity of these types of noises is localized in industrial and
highly areas. The intensity of the noises from these areas is higher than all other
sources and their frequency ranged between 1 and 600 MHz [25–27].

2.5.2.6 Extra-Terrestrial or Galactic Noise

The definition of this type of noise refers to the type of radio noise which its resource
is out of the earth from the galaxy. This type of noise is known as galactical noise,
and can be presented in some degree with all of the possible directions. It is important
to know that it is mostly penetrating near to the galaxy plane and mainly in galactic
center direction. This type of noise has a wide range of frequency between 1 and
1360 mc. The Extra-terrestrial noise mainly can be categorized to the solar noise and
cosmic noise [28, 29].

Solar Noise

Solar noise is a type of electrical noise which its source is the sun. As the surface of
the sun has the temperature of over 6000 °C, and it is a large object with the steady
situation, it generates the steady radiation of noise. This noise is actually electrical
energy which is radiating with the frequency which has a wide range. The solar noise
spectrum is the same spectrum in radio communication. The noise produced by the
sun has a time varying intensity. This noise cycle is 11 years. The noise generated by
sun at the peak of the cycle induces great interference to radio signal, causing many
unusable for communications. During the rest of cycle, the noises are at a minimum
level [30, 31].

Cosmic Noise

Distant stars also have high temperature and emit noises like sun. The thermal noises
(or black body noise) received from distant stars are distributed almost homoge-
neously over sky. As the other type of sources which can generate this type of noise,
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distant galaxies, centre ofMilkyWay and pulsars and quasars as virtual point sources
can be mentioned [32, 33].

2.5.2.7 Avalanche Noise

At the beginning of the avalanche breakdown during a junction diode functioning,
avalanche noise will be generated. The reason behind this noise generation is a
semiconductor junction phenomenon. It carriers the voltage gradient which is high
and developing adequate energy to dislodge additional carriers through physical
impact [34].

2.5.2.8 Impulse Noise

This type of noise is defined as minor disturbance for analog data. As an example,
crackles or short clicks can disrupt voice transmission with no effect on its intelligi-
bility. In digital data communication, this type of noise is the main reason of errors
[35].

2.5.3 Colored Noise in Signal Processing View

Noise in signal processing has different way of definition. In signal processing, noise
will be categorized based on its statistical properties. These statistical properties
are defined as noise color. It is difficult to differentiate the various types of noise.
However, it is possible to differentiate the noises with color method. The noise colors
arise from similarity to light and correspond to the content of frequency. For each
noise, a color is defined in which some of them are related to the physical world and
some are adopted for psychoacoustics field. These colors resemble the frequency
power which is proportional to their spectrum see (Table 2.1) [15].

Table 2.1 Colored noise and
frequencies [15]

Color Frequency content

Purple/Violet f2

Blue f

White 1

Pink 1/f

Red/Brown 1/f2
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2.5.3.1 Purple or Violet Noise

Purple noise is also called violet noise with increasing power density of 6 dB per
octave with increasing frequency (frequency content of f 2) over the range of finite
frequency. Since it is being the result of white noise signal differentiation, it is also
known as differentiated white noise [36].

2.5.3.2 Blue Noise

Blue Noise is considered as white noise with high frequency. The spectral density of
this noise color is proportional to its frequency. As the blue color is the higher end of
visible light frequency spectrum, this noise also named as azure noise which comes
from optics. This means that as the frequency increases, the signal energy and power
(density proportional to f) will increase.

In blue noise, each octave continuously increases by 3 dB. It is one of the unique
characteristics of this noise which packs same amount of energy in each octave as it
is in the combination of the amount of energy in two octaves below it [37, 38].

2.5.3.3 Pink Noise

In cases in which the spectral density power is proportional and in reverse direction
of the signal frequency, the frequency spectrum belongs to pink noise which also
known as 1/f noise. The amount of energy which is carried by each octave is equal
in pink noise. The name pink noise is because of its power spectrum which appears
in visible light. The pink noise is in contrast with white noise because of the equal
intensity per frequency interval in white noise [39].

This type of noise is useful due to the same frequency which is hearable for
human. Pink noise will be utilized as useful signal for testing the audio devices such
as speakers and amplifiers. As the real example of pink noise, frequency of heart
beats and activity of neural and DNA statistical sequences are worth to be mentioned
[40].

2.5.3.4 Red/Brown Noise

As one of the colored noises, brown noise includes some other noises such as pink,
white, and blue noises. This noise is named as brown because of the Robert Brown
due to his research about the Brownian motion as the random particle motion. So
that, because of the mentioned characteristic which is changing the sound signal
during the time randomly, it is also known as Brownian noise.

This type of noise has a spectral density which is proportional to its frequency and
contrariwise. This characteristic is completely in opposite definition of white noise
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which has even spectral density for all of the frequencies. It means brown noise
power obviously decreases with increase in the frequency.

Therefore, at lower frequencies, brown noise has considerably higher energy com-
pared with its higher frequencies. As the red light has the low frequency, the brown
noise will be named as red noise in some cases. Brown and white noises are similar
for our ear. The brown noise is much deeper, and it is like a roar but low. However,
white noise is not this much deep and it is like a strong waterfall sound.

2.5.3.5 White Noise

In the middle of a spectrum which runs from purple trough red/brown is white
noise. The term “white” corresponds to noise frequency domain characteristic of.
Ideal white noise has equal power per unit bandwidth, which results in a flat power
spectral density across the frequency range of interest. Therefore, the power in the
frequency range from 100 to 110 Hz is the same as the power in the frequency range
from 1000 to 1010 Hz [41]. It is not possible to achieve infinite bandwidth due to the
infinite amount of required power when signal of white noise is generated in actual
life. Nevertheless, it is possible to create signals of white noise over the desired
frequencies. For a specified frequency range, power per hertz is equal for a uniform
white noise. The noise color is associated with the distribution of the frequency
domain of the noise signal power [42].

As the white noise is the main focused category of noise in this book, in the
next chapter the white noise and its applications and different types of mathematical
modeling belong to this noise and its applications is described.
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Chapter 3
White Noise: Applications
and Mathematical Modeling

3.1 Overview

A random signal with different frequency but with an equal intensity is defined
as white noise [1]. This feature gives white noise a spectral density power which
is constant [2]. The mentioned definition has similar aspects in different technical
and scientific fields such as telecommunications, acoustic, physics, and engineering.
White noise is going to be a signal source and is utilized for statistical model signal.

3.2 Practical and Real-Life Applications of White Noise

This section tries to describe the application of white noise. Due to the behavior of
white noise and its features, it has different application with different definitions. In
some cases, this type of noise has advantages of utilization and, on the other hand,
in some cases it is going to be a type of disturbance and disadvantageous parameter.
Here, some of the well-known applications are described.

3.2.1 White Noise in Electronics Engineering

In electrical circuits, in order to achieve the impulse response, white noise can be
utilized specifically in audio device and in amplifiers. White noise is not applicable
to test the devices such as loudspeakers due to the great spectrum and the high
frequency. As it mentioned in Chap. 2, pink noise is applicable for such conditions
due to its equal amount of energy in each octave, which is different from white
noise [3].
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3.2.2 White Noise in Building Acoustics

The application of white noise in acoustic is limited to cute or boost of frequency
in the room or building. In order to have the best equalization setup in a room or
building such as venue, by utilizing a public address (PA) system, a burst of white
noise with be send to different points of the building. In this case, the engineer can
evaluate that acoustic of the building about cutting or boosting any frequency [4].

3.2.3 White Noise for Tinnitus Treatment

In the sound masking technology and especially for tinnitus maskers, white noise
will be utilized as the most common artificial noise source. The devices which are
generating white noise (white noise machines) are available in the market as the
devices for enhancing the privacy and also as sleep aids to mask the tinnitus.The
most available, easy access and cheap source, and untuned FM radio frequency can
generate the white noise. It is noticeable to mention that the generated white noise
by this condition is so weak in comparison with other sources of white noise [5].

3.2.4 White Noise to Improve the Work Environment

There are different ideas about the effect of white noise on working environment.
Generally, the effect of white noise has a direct relationship with the attention-
deficit/hyperactivity disorder (ADHD) and cognitive functioning of the people in
working environment. Researchers believe that white noise enhances the cognitive
functioning in the peoplewithADHD, but it has opposite effect on the peoplewithout
ADHD [6].

3.2.5 White Noise in Earthquake Simulation

In the case of earthquake engineering, non-stationary signals take the essential place.
Fourier analyzing as the common method is disabled to describe the characteristic of
non-stationary processes in the case of evolutionary spectral and time dependency. It
needs an additional tool which gives the ability of localization of frequency and time
elsewhere than the Fourier analysis. In the case of earthquake analysis, the signal
which is non-stationary, and its spectral analysis do not have the description ability
of the features of local transient because of the duration of the signal is above the
average. In this case, utilizing white noise will help to overcome the difficulties of the
analyzing. The function of the impulse response of the system and the response of
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the system (linear) to white noise which is stationary can be described in an identical
spectral. On the other hand, both of them have different history of timing. The one
that has white noise can be characterized by white noise filtration and it is the main
subject has been focused in this section [7]. In order to clarify the mentioned state,
the modeling of earthquake for mechanical structures with the aid of white noise has
been explained in the following section.

3.2.5.1 White Noise for Earthquake Modeling for Mechanical
Structures

In several researches, white noise has been used for modeling of the earthquake in
mechanical structures such as buildings and offshore structures [8]. The frequency
time variation can be achieved by dividing the domain of time into three continuous
regions. It is needed for the ground motion to be simulated in each region. This
simulation should be able to process a function of power spectral density which is
unimodal and unique [9].

The stochastic process of the earthquake {a(r)} can be simulated by this model.
It is possible to reach to this goal by contiguous region modulating of white noise.
This modulating should be done on a Gaussian white noise which is filtered and is
utilizing a deterministic time envelope function. Each sample function of the process
that can be assumed as artificial earthquake can bemodeledmathematically as shown
in Eqs. (3.1)–(3.21) [7–9]:

(k)a(t) � ψ(t)
3∑

i�1

Λi (t)
(k)Si (t) (3.1)

Where:

(k)a(t) = kth artificial earthquake of the ensemble
(k)Si(t) = kth filtered white noise sample function for the ith time region
�i (t) � deterministic rectangular time window ≡ U(t − ti−1) − V (t − ti)
ψ(t) � deterministic envelope or shaping function.

Consider the fact that each contiguous stochastic process {Si (t)} is able to do
the processing of a function of a unique power spectral density. By sample function
(k)n(t) filtration out of the stochastic process of a nonzero mean Gaussian white noise
{n(t)}, The sample function (k)Si(t) of the stochastic process {Si (t)}will be achieved.
Here, the way of developing is described.

Consider a zero-mean value function of a white noise process {n(t)} which has,

E〈n(t)〉 � 0 (3.2)

and also it has a function which is autocorrelation
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Rnn(t1, t2) � E〈n(t1)n(t2)〉 (3.3)

� Rn(τ ) � W0δ(τ ) (3.4)

Here:

τ ≡ t2 − t1,
W0 is a positive real constant and,
δ(τ ) is the Kronecker delta.

The samples (k)Si(t) which are the sample functions of the filtered Gaussian white
noise process can be achieved by

(k)Si (t) �
+∞∫

−∞
hi (t − τ1)

(k)n(τ1)dτ1; − ∞ ≤ t ≤ ∞ (3.5)

Here:

hi(r) is the impulse response function.

By considering the definition of the expected mean square acceleration and
Eqs. (3.1)–(3.5), we can have

E
〈
a2(t)

〉 � W0ψ
2(t)

3∑

i

3∑

j

�i (t)� j (t)

+∞∫

−∞
hi (t − τ1)h j (t − τ1)dτ1 (3.6)

and also

�i (t)� j (t) �
{

�i (t); i � j
0; i �� j

(3.7)

We can rewrite the mean square value function as

E
〈
a2(t)

〉 � W0ψ
2(t)

3∑

i

�i (t)

+∞∫

−∞
h2i (t − τ1)dτ1 (3.8)

There is the fact that says

E
〈
S2i (t)

〉 � W0

+∞∫

−∞
h2i (t − τ1)dτ1 (3.9)

By normalizing the hi (τ ), we have
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E
〈
S2i (t)

〉 � 1 (3.10)

And finally we can get

E
〈
a2(t)

〉 � ψ2(t) (3.11)

It is recognizable that acceleration against the representation of time history can
represent only a stochastic process’s sample function because the ground acceleration
is a stochastic process. So that based on the previous research for mean square
acceleration, a mathematical representation can be considered which shows:

E
〈
a2(t)

〉 � βtγ e−αt (3.12)

(3.12) shows that the mean square acceleration achieved from superposition of
wave pulses which are non-stationary and a large number.

Here:

β is an intensity parameter
α and γ are the envelope shape characterization parameters.

By considering the (3.11) and its deterministic envelope functionψ(t) andutilizing
(3.12), we can get the ψ(t) as:

ψ(t) � t0.5γ e−0.5αt
√

β (3.13)

In order to satisfy the (3.10), there should be a function with uni-modal power-
spectral density for each of the stochastic process of ground acceleration’s time
regions

Si (ω) � S0|ω|Pe−|ωQ|; −∞ ≤ ω ≤ ∞ (3.14)

(3.14) is applicable if the value of P, S0, and Q for each time region has a unique
value. In this step, the simulation of {Si (t)} which is the filtered white noise process
must be done. hi (τ ) is essential to be determined to follow such the simulation.
Corresponding to (3.14), hi (τ ) is the parameter of the impulse response function.

The hi (τ ) function is presented as

hi (τ ) � 1

2π

+∞∫

−∞
Hi (ω)e

jωτdω (3.15)

Here, Hi (ω) can be defined as the response function which has the complex
frequency. This function is depending on a time invariant filter/system’s input and
output. The polar representation of the function Hi (ω) is as follows:
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Hi (ω) � |Hi (ω)|e− jφi(ω) (3.16)

Here, the phase and module of the Hi (ω) are shown as φi (ω) and |Hi (ω)|.
Focusing on (3.15) and (3.16) shows that determining the parameters which state

|Hi (ω)| and φi (ω) will lead to determining the hi (τ ).
When the power spectral function of {S(t)} is as (3.16), the modulus |Hi (ω)| will

be obtained.

W0|Hi (ω)|2 (3.17)

By utilizing (3.14) and (3.17) for each time region, we have

W0|Hi (ω)| � √
(π S0|ω|P/2e−0.5|ω|Q ; −∞ ≤ ω ≤ +∞ (3.18)

Due to the fact that, for determining the φi (ω), there is not any available condition
which is unique, any filter or system including a |Hi (ω)|which can satisfy (3.18) can
be used. For this step also, it is possible to use φi (ω) which is an arbitrary to perform
the simulation.

Additional arbitrary introduction makes us always able to describe the filter.
Imposing the arbitrary condition as it is in (3.19) makes the computations more
convenient.

φi (ω) � 0 (3.19)

If (3.19) is imposed, then hi (τ ) is an even function of τ and Eqs. (3.15) and (3.18)
lead to a filter whose impulse response function is given by

hi (τ ) �
(
S0
π

)[
Γ (0.5P + 1)

(Q2/4 + t2)(P+2)/4

]
cos

[
(
P

2
+ 1)θ

]
(3.20)

where

θ � tan−1

[
2τ

Q

]
(3.21)

�(.) is the gamma function.
P, S0, and Q should be defined to have the complete impulse response function

establishment. In addition, due to the hi (τ ) �� 0 for τ < 0 fact impulse response
function is not causal. The mentioned type of filter shows that if the input is zero for
t < 0, the output may in general be nonzero for t < 0. Due to this statement, these
filters are not realizable in physical point of view. However, Non- realizable filters
for artificial simulation of earthquakes are inappropriate.

In the section above it has been tried to expose the artificial earthquake sim-
ulation, characterization parameters and numerical values which must be selected.
Specifically, value of α, β and, γ parameters as the values of function of three-time
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modulating envelope should be selected. For next step, numerical values of P and
Q for each region of contiguous time should be defined. In addition, the number of
utilizing time regions and time duration of each region should be considered.

3.2.5.2 Wavelet Method Mathematical Modeling of Gaussian White
Noise for Wind and Earthquake

During the past two decays, artificial wave generation has been developed in labora-
tories rapidly. The reason behind this development is the benefits of it in computer
hardware and control system theories. Researches focusing on generating the labo-
ratory made waves which has the nature of the real wave trains [10]. The frequency
and time make the “wavelet” an appropriate tool for non-stationary signals simula-
tion. There are two ways to accomplish this task which are a target spectrum and
modulator function or giving a parent non-stationary signal, or for each octave. The
Eqs. (3.22)–(3.25) [10] are utilized to clarify the mentioned states.

Consider a local wind velocity record. (3.22) shows the statistical simulation is
parent process similarly.

x̂(n) � IWT (w(n) ∗ DWT (x(n))) (3.22)

Here:

discrete wavelet transform (DWT), is the parent signal,
Gaussian white noise of unit variance w(n),
The inverse wavelet transform (IWT).

In order to continue the definition, it is essential to mention modulated stationary
process. This concept has been used by several researchers as a process to model
the ground motions [9, 11, 12]. The process is cantered at frequencies which are
narrow banded. Here, different modulating functions have been utilized to modulate
components process.

x(t) �
∑

j

m j (t)Sj (t) (3.23)

Here:

m j is jth modulator
Sj is jth stationary component process (constant over a frequency band)
x(t) is combination of different approaches to modeling m j and Sj .

For the next step, the modulator should be normalized as following:

∞∫

−∞
m2

j (t)dt � 1 (3.24)
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In order to perform such modeling, DWT will provide an appropriate solution
[12, 13]. The parent signal’s modulator function will be achieved as follows:

mi j � Ai

√
2i+2−M

∣∣ai j
∣∣

√
Si

(3.25)

Here:

aij is the measured coefficients of wavelet
Ai is a level-dependent amplitude constant
Si is the energy corresponding to the ith octave from the power spectrum.

By the aid of DWT, a ground motion has been divided into octave bands. An
example of this groundmotion can be earthquake.Alongwith the resultingmodulator
function, the filtered time histories of several bands can be defined.

As the modulator functions and target spectrum are given, by finding each octave
energy from the target spectrum the simulation will be done. The simulation pro-
cess’s wavelet coefficients are multiplied with the appropriate modulator and by
normalizing them in the way that the energy will be equal to the corresponding
octave. After all, the coefficients which are modulated and normalized will be mul-
tiplied by white noise and inverse wavelet transformed [13]. In whole, the wavelet
method explanation earthquake was the main application. All of the mathematical
modeling and assumptions were performed for earthquake simulation. As long as
the non-stationary signals were the target of the wavelet method, wave and wind can
be simulated in the same manner due to the non-stationary behavior of them. As the
proof of this statement, an example of measured non-stationary wind velocity can
be beneficial.

3.2.6 Mathematical Modeling of Gaussian White Noise
as Pavement Condition

In this section, to simulation of different condition of road, white noise is utilized
as the types of road input signal. The advantage of considering the white noise as
the road input signal in simulation is the importance of vehicle suspension system
simulation. In order to have a successful vehicle suspension simulation, it is essential
to have an accurate road simulation which shows the road condition during the car
driving on it. Before describing this simulation, it is worthy to mention that the
vehicle is assumed as a linear system [14].
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3.2.6.1 White Noise Road Input Signal

Based on reviewing many literatures, it is nearly impossible to describe the road
roughness with mathematical relations accurately when the speed of the vehicle is
constant on the road. The reason behind that is stochastic behavior of this process
which is subjected to Gauss distribution. As white noise has the characteristics which
are statistical, and its definition is correspondingwith the vehicle speedpower spectral
density, it easily can be transformed to the model of time domain of road roughness.
In order to implement this simulation idea, MATLAB software can be utilized as an
appropriate platform.

The actual pavement condition can be simulated properly by the white noise road
input signal transformation. Whenever for the vibration input of road roughness for
vehicle the actual pavement condition is utilized, it is including random character.
This random character is always used to describe the statistical properties of the road
power spectral density.

(3.26) shows the fitting expression of the road surface vertical displacement power
spectral density (PSD). It is based on the ISO/TC108/SC2N67 international standard
and presented as following [15]:

Gq (n) � Gq (n0)(
n

n0
)−W (3.26)

Here:

n is Spatial frequency, the reciprocal of the wavelength, unit m−1

n0 is Reference Spatial frequency, n0 � 0.1 m−1

Gq(n0) is Road roughness coefficient, unit m2/m−1

W is the index of the Frequency, (structure of road surface frequency spectrum and
usually W � 2).

It is noticeable to mention that when the road signal is an input, the velocity is
considerable. Based on the vehicle velocity (v), theGq(n) which is spatial-frequency
power spectral density is transferable toGq(f )which is time-frequencypower spectral
density. (3.27) to (3.30) show that the time frequency is the product of n and v when
a vehicle drives through a section of road roughness [16].

f � v × n (3.27)

Here:

f is time frequency with unit of (s−1)
n is spatial frequency unit of (m−1)
v is vehicle velocity is unit of (ms−1).

The mathematical relationship between Gq(f ) and Gq(n) can be described as:

Gq ( f ) � 1

v
Gq (n) (3.28)
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(3.28) can be rewritten as following when W � 2

Gq ( f ) � 1

v
Gq (n0)(

n

n0
)−2 � Gq (n0)n

2
0
v

f 2
(3.29)

By determining the derivation of (3.29), the vehicle vertical speed power spectral
density can be obtained as:

Gq ( f ) � (2π f )2Gq ( f ) � Gq (n0)n
2
0
v

f 2
(3.30)

In order to generate the model of road elevation time domain as steady Gaus-
sian distribution stochastic process, there are several solutions. These solutions are
random sequence generation method, filtering superposition method, fast Fourier
inverse transform generation method (IFFT), and filtering white noise generation
method. Here, filtering white noise generation method has been selected, due to its
characters which are easy computing and clear physical meaning. See (3.31) [17]:

q̇(t) � −2π f0q(t) + 2πn0
√
G0(n0)v.w(t) (3.31)

Where:

q̇(t) is random road input signal
f 0 is filter lower-cut-off frequency
Gq(n0) is road roughness coefficient with unit of (m2/m−1)
w(t) is Gaussian white noise.

By conducting of Laplace transformation on (3.31), we can get the following [18]:

q(s)

w(s)
� 2πn0

√
Gq (n0)v

s + 2π f0
(3.32)

By considering the f 0 � 0, it will become in integrator form.
To clarify the mentioned equations, an example is provided about a vehicle with

speed of 20 m/s, class road has been selected as C type (Table 3.1), Gq(n0) is equal
to 256 * 10−6, then the signal of road roughness input is as it shows in Fig. 3.2 is
based on the Simulink model which is illustrated in Fig. 3.1.

Fig. 3.1 Simulink model of the signal of White noise pavement roughness



3.2 Practical and Real-Life Applications of White Noise 35

Table 3.1 Road roughness standard [19]

Road level Gq (n0)/(10
−6 m3)

(n0 � 0.1m−1)

σq/(10
−3 m)

0.011m−1 < n < 2.83m−1

A 16 3.81

B 64 7.61

C 256 15.23

D 1024 30.45

E 4096 60.90

F 16,384 121.80

G 65,536 243.61

H 262,144 487.22

Fig. 3.2 Simulink model of Class C pavement roughness signal

The road level which has been mentioned in last example is based on an interna-
tional standard, which has eight road levels A–H, which A shows the best level and
H shows the worst one. The following table shows this standard value for different
road level.

In order to clarify the mentioned definition and simulation methods about the
white noise and its application on modeling the non-stationary models such as road
excitation which has been explained in this chapter, a specific application will be
focused in next chapter which is car suspension system.As themandatory knowledge
of suspension system and monitoring of pavement method, the mechanical structure
should be clearly defined. In addition, the way that mechanical structure (specifically
suspension system) can bemodeledmathematically should be explained as well. The
following chapter covered the mentioned items in detail.
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Chapter 4
Mechanical Structures: Mathematical
Modeling

4.1 Overview

The organization and arrangement of irrelated or distributed elements in a system or
an object is defined as mechanical structure. The elements in a mechanical structure
can exhibit the characteristics of different parameters. The main parameters which
mainly considerable for such structure are mass, elasticity and damping [1]. In order
to investigate the feature of a mechanical structure about the mentioned parameters,
many factors should be considered and defined. Some of the most important factors
which are the basic definition of mechanical structures are described and focused in
the following sections. In this chapter, car suspension system has been considered
as the main mechanical structure target.

4.1.1 Degrees of Freedom

The number of the parameters which are defining the configuration independently
is known as the degree of freedom (DOF). As the other general definition, in order
to describe the motion of a system, the coordinate position which is independent is
required to be identified. The number of these independent coordinate positions is
showing the number of DOF [2].

Vehicle can be considered as a wellknown mechanical system. A vehicle can be
defined as a rigid body which has highly stiff suspension and able to move on a
two-dimensional space or on a flat plane. The actual degree of freedom for such
vehicle is three as it has two components of translation and one angle of rotation. In
the case of car suspension system, degree of freedom has been considered as one or
two degrees. Many researches around the car suspension as a mechanical structure
considered the DOF of suspension system as two. However, in order to performing
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A. Azizi and P. G. Yazdi, Computer-Based Analysis of the Stochastic Stability
of Mechanical Structures Driven by White and Colored Noise, SpringerBriefs
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some complex mathematical models about the mechanical structure, the DOF for
suspension system has been assumed as one.

4.1.2 Periodical System Response

When a mechanical system is under excitation by an internal or external forces, it
shows some of the properties of a vibratory response. This motion is called periodic
motion which might be in regular interval and repetitive or irregular [3]. The men-
tioned system response is going to be considered in a period of time T . The time for
a complete cycle of motion will be considered as T .

4.1.3 Harmonic Motion

Periodic motion in the simplest form of is actually the harmonic motion in which
cosine and sine functions as oscillatory functions are utilized to represent the observed
or actual motion. The motion described using a continuous sine or cosine function
is referred to as steady state [4]. w(t) or actual displacement may be written in the
form of following equation [4]:

w(t) � |A| cos(ωt + φ) (4.1)

here:

w(t) is actual displacement
|A| real amplitude of motion
ω is circular frequency in radians per second
φ is an arbitrary phase angle in radians.

(4.1) The superposition is the combination of sine and cosine functions, and can
be shown as follows [5]:

w(t) � AR cosωt − AI sinωt (4.2)

where AR and AI are real numbers of amplitude of motion as follows [5]:

AR � |A| cosφ, (4.3)

AI � |A| sin φ, (4.4)

The expression of phase angle is the following equation [5]:
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φ � tan−1

(
AI

AR

)
(4.5)

The constant |A| in (4.1) is related to the constants AI and AR in (4.2) by following
equation [5]:

|A| � (
A2
R + A2

I

)1/2
(4.6)

4.1.4 Frequency

Frequency has been defined as the cycle’s amount which is known as hertz, in every
second of the motion which represents the period’s reciprocal [3]. The frequency can
be shown by following equation [6]:

f � 1

T
(4.7)

Radians per second which is ω or circular frequency can be shown as following
equation [3].

ω � 2π f (4.8)

4.1.5 Amplitude

Theperiodical amount of the response (maximumamount) of the system is amplitude.
For instance, |A| is the motion’s amplitude if the motion is stated by (4.1).

4.1.6 The Mean Square Amplitude

The average of the time of response’s square can be defined as the amplitude mean
square [3]. So that, for instance, consider the following equation:

w2 � lim
T→∞

1

T

T∫
0

w2(t)dt . (4.9)

The positive value of the square root of the mean square amplitude is the root
mean square amplitude. In order to have the harmonic oscillation of (4.2), the root
mean square amplitude is equal to A/

√
2 and it is independent of the phase.
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4.1.7 Free and Forced Vibrations

As the outcome of some initial conditions and without any external disturbances, the
free vibrations can be defined as the system’s motion [7]. By presence of applying
the continues and external disturbance the system’s motions will be the defined as
Forced vibrations [7].

4.1.8 Phasor

When the system’s harmonic motion is represented by a rotating vector is a phasor
[3]. The can be represented in the complex formula of the periodic motion of (4.1)
and (4.2) which will be more appropriate for manipulating mathematically is shown
as follows [8]:

w(t) � Ae jωt , (4.10)

here w(t) and A are complex with the complex amplitude stated as follows [8]:

A � AR + j AI (4.11)

Figure 4.1 illustrates the phasor form of (3.8). The real motion’s amplitude is
|A| and it is the length of the vector. Counter clockwise rotation of the vector with
angular velocity, on the imaginary and real axis of ω plan causes projection, changes
agreeably with time t changing. A cycle of motion is 360° rotation of the vector.

The actual measured or observed motion is the real phasor’s component or the
complex description. So, the actual motion is shown in following [9]:

w(t) � Re
[
Ae jωt

]
. (4.12)

Fig. 4.1 Harmonic motion’s
phasor diagram [10]
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Equation (4.2) yields by utilizing e jωt � cosωt + sinωt and substitution of
A � AR + j AI into the (4.12). As it is shown in (4.5), the real and imaginary ratio
of phasor’s components will result the φ which is the phase of the motion.

The vibration is the main reason of utilizing the negative sign in (4.2). This
selection guarantee that the φ phase has positive value and meanwhile At has a
constant value which should be evaluated using boundary conditions making the
negative sign choosing to be insignificant against the result.

As the phasor known as vector, same category of harmonic motions with same
frequency can be sum up as vector. This is the reason behind complex notation
for linear motions, as superposition’s principle remains valid, which means separate
summation of the imaginary and real components that formmotions but individually.

Many responses presented this chapter arewritten using complex notation because
it’s a convenient way of analyzing systems having superimposed responses (i.e. like
in the case of active controls simulations). The complex descriptions (the real parts)
will recover the real motion. In the case that motion has direct description in the
actual form, then will be indicated in the subsequent text.

4.2 Single Degree of Freedom Mechanical Systems

As shown in Fig. 4.2, a mass M being supported on a spring with neglectable
mass. The w is a unique variable which illustrating the system’s displacement, so
that the system possesses a single degree of freedom (SDOF) [3, 11]. Followed by
appropriate.

By the reason of the gravity, the constant force is neglectable if the resting point
of the coordinate system is the origin of the system. The free body diagram of the
Fig. 4.2 illustrates that the amount of the w (Positive) which can be achieved by
equilibrium position and the mass displacement, force the spring to apply the Kw
(restoring force) due to the elongation. Due to the mass releasing, mass acceleration
will occur by the spring. The relation between the restoring force and acceleration are
shown in the following formula which is based on Newton’s second law of motion
(see Eq. 4.13).

M
d2w

dt2
� −Kw (4.13)

The simple single degree of freedom system’s motion will be described by dif-
ferential equation (see Eq. 4.14)

d2w

dt2
+

(
K

M

)
w � 0 (4.14)

Equation (4.14) is a second-order ordinary differential equation furthermore,
along these lines must have an answer which is indicated as far as two obscure



42 4 Mechanical Structures: Mathematical Modeling

Fig. 4.2 Undamped and
damped single degree of
freedom systems [11]

constants or amplitudes of movement. Despite the fact that the above analysis is
clear, it illustrates the fundamental procedure in which flexible systems are com-
monly examined. By dividing the into components (squares). For some underlying
conditions the re-establishing and inertial powers are adjusted, subsequently giving
the differential condition portraying the movement of the system.

4.3 SODF Free Motion

As the mechanical systems in free motion having harmonic response, (4.14) solution
can be form by (4.2). Consequently, the following equation can describe the actual
motion [11].

w(t) � AR cosωt − AI sinωt (4.15)

where AR and AI are real amplitudes of motion.
In order to determine the condition to have natural vibration, the relation for

frequency ω should be provided. By substitution of (4.14) into (4.15) we have can
get the following equation [11]:

ωn �
√

K

M
(4.16)



4.3 SODF Free Motion 43

and thus, the solution of (4.14) becomes as follows:

w(t) � AR cosωnt − AI sinωnt (4.17)

With considering the (4.17), motion can be completely specified if AR and AI

being defined as unknown constants. These unknown constants will be defined by
utilizing initial or boundary conditions. One of the most essential factors of system’s
characteristics is ωn which is resonance or natural frequency. It is noticeable to
mentioned that by increasing the K (stiffness) and M (mass) in SDOF systems, the
natural frequency will increase. The mentioned states are generally correct if the
system is elastic and linear.

To determine the total system’s motion, it is mandatory to utilize the introductory
conditions first. For instance, if at t � 0 the system will have a real velocity w
and an underlying genuine removal ẇ then the unknown constants in (4.17) can be
determined from the following conditions [11]:

w(0) � AR, (4.18)

ẇ(0) � −ωn AI, (4.19)

where the use of the overdot is a conservative documentation for separation as for
time. The watched reaction will be achieved by fathoming for the AR and AI param-
eters from Eqs. (4.18) and (4.19) and utilizing these two equations into (4.17). The
genuine reaction of the system to subjective starting conditions will be obtained by
(4.20) to (4.23) [11].

w(t) � w(0) cosωnt +
˙w(0)

ωn
sinωnt (4.20)

It is also possible to write the motion as follows:

w(t) � |A| cos(ωnt + φ) (4.21)

in which φ (phase angle) is obtained from (4.5) the following:

φ � tan−1

(
− ˙w(0)

ωnw(0)

)
(4.22)

Equation (4.6) will give and the motion’s amplitude, and then the following equa-
tion will be the result (see Eq. 4.23)

|A| �
[
[w(0)]2 +

( ˙w(0)

ωn

)2
]1/2

(4.23)
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Thus the response of the single degree of freedom is observable at ωn (Natural
Frequency) as simple harmonic motion, with |A| (amplitude) and φ (phase angle)
obtained by (4.22) and (4.23) respectively.

4.4 Damped Motion of Single Degree of Freedom Systems

In all of the real systems, the source of vibration is a type of mechanism (damping).
Also the vibration energy will be loosen amid the motion cycle. When there is
proportional resistant force and the act is in opposite direction of the velocity there is
the simples type of damping [3]. Thus, the damping force is specified by the following
equation:

Fd � −C
dw

dt
, (4.24)

where C is the damping coefficient. Figure 4.2 shows a system with a single degree
of freedom including the mentioned damping type. This type of damping is known
as viscous damping. With considering the additional damping force of new system’s
force equalization will drive the Eqs. (4.25)–(4.33) [12]. It has been also shown in
Fig. 4.2 as the free body diagram.

M
d2w

dt2
+ C

dw

dt
+ Kw � 0 (4.25)

It is currently more advantageous to utilize a perplexing depiction of the motion.
Accordingly, an answer is accepted of the form the following equation:

w(t) � Aeγ t , (4.26)

In this stage w(t) is a variable but complex. γ will be obtained by (4.25) into
(4.26) substitution (see Eq. 4.27).

γ � − C

2M
± j

√
K

M
−

(
C

2M

)2

. (4.27)

By Cc � 2Mωn , it is possible to show C in the form of circular damping. By
utilizing ζ � C/Cc the ratio of damping will be achieved. (4.27) then reduces to the
following:

γ � −ωnζ ± jωn

√
1 − ζ 2, (4.28)

where, is the natural undamped frequency shown by (4.16) is ωn .
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When ζ > 1, In (4.28) both termswill be real, and it point toward a responsewhich
decaying steadilywithout oscillation. It is the definition of overdamped system.When
ζ � 1, it is a system which is named critically damped. Figure 4.3 illustrate that the
value of ζ shows the minimum required damping for oscillatory motion prevention.
Also this value shows that it is guaranteed in the short time the system will be in rest
position again. There will be a real square root and γ will have a negative genuine
part if ζ < 1. In addition the root in amplitude is with expanding the time. Therefore,
the reaction will waver at a damped characteristic frequency (see 4.29).

ωd � ωn

√
1 − ζ 2 (4.29)

This type of system is known light damping system as auxiliary underdamped
system. The watched reaction to the predetermined introductory conditions charac-
terized in Sect. 4.3 is gained by utilizing the (4.25) real part and the initial conditions
to solve for the constants AI and AR as described before. The actual displacement is
shown as the following equation:

w(t) � e−ωnζ t

[
w(0) cosωd t +

ẇ(0) + ζωnw(0)

ωd
sinωd t

]
(4.30)

The simple harmonic form of the equation is as follows:

w(t) � |A|e−ωnζ t cos(ωd t + φ), (4.31)

φ can be written as follows:

φ � tan−1

(
− ẇ(0) + ζw(0)

w(0)ωd

)
(4.32)

Fig. 4.3 Different value of damping and their response
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Then |A| can be written as follows:

|A| � {
[w(0)]2 + [ẇ(0) + ζωnw(0)]

2/ω2
d

} 1
2 (4.33)

According to (4.31), harmonic motion which is in the frequency of rod and the
amplitude as the outcome of the |A|e−ωnζ t (which is decline by increasing the time)
are the constituent of the response. Focusing on the (4.29) showing that the natural
frequency is higher than the damped frequency.

In active control models, the damping characteristics and presence are essen-
tial. They are also important because they represent a process in which the system
response can be decrease by passive means. The existence and feature of the damp-
ing is essential for both active and passive control. The SDOF system with different
damping and its general response against and time cure has been shown in Fig. 4.3.
As the result of the (4.33), a response with oscillating at the rod is occurred by a
light damping and its amplitude is decreasing slowly with the time. The response
goes near to equilibrium position by a critical damping, but it does not pass it. The
respond is going to be constant about the oscillatory motion with heavy damping;
the motion will be expressively slow down even near to the equilibrium position by
the damping force and it takes time to return to the initial position.

4.5 Forced Response of SDOF Systems

Excitation of most of the systems is with continues disturbance which is going to
be applied on the system. This type of excitation is more than the ones mentioned
free motion initial excitation. Assume to write the complex form amplitude which is
constant and with a harmonic force as the disturbance, shows as follows [13]:

f (t) � Fe jωt (4.34)

Here, the applied force and its relative phase and the amplitude which will be
defined by a complex number which isF. (4.14) has to be a homogeneous differential
equation so that it should be modified with considering the disturbance force [13].

M
d2w

dt2
+ Kw � Fe jωt (4.35)

In order to state the (4.36), it is noticeable to remember that the disturbance
has been assumed to be applied during the whole-time t and in this condition the
component of transient response will be zero. So that the response will be considered
as steady state and it will be harmonically beginning in a complex form [13].

w(t) � Ae jωt (4.36)
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here A and w(t) are complex generally. By substitution of this assumption in (3.33),
(4.37) will be obtained as follows [13]:

(
−ω2 +

K

M

)
A � F

M
(4.37)

A is an amplitude with complex response and unknown. It can be achieved by
reorganizing the (4.37). So that we can obtain the following equation [13]:

A � F/K

1 − (ω/ωn)2
(4.38)

The response of the elastic systems can be shifted to the disturbance which is
harmonic and steady state with the above Eq. (4.38). Theoretically, the displacement
amplitude is infinite for the excitations which are steady state and continues, when-
ever theω � ωn . A large response will be the result of the frequency very close to the
natural one during the system driving. From the control point of view, this condition
is so essential because the system has been driven on resonance.

The above approach is being so difficult to extension for systems which are
complex. For such systems, impedance method is an appropriate method. Here the
mechanical input impedance is defined as the complex amplitude ratio of the drive
point’s force input to velocity. So that, in (4.36) for harmonic displacement, ẇ is the
velocity such as following [8, 10]:

ẇ(t) � jωAe jωt (4.39)

The velocity thus has complex amplitude jωA, and input impedance is given as
follows [13]:

Zi � F

jωA
(4.40)

Figure 4.4 illustrates the system input impedance, and it is driven as following:

Zi � − j K [1 − (ω/ωn)2]

ω
(4.41)

By utilizing the (4.40), the system’s response to a disturbance force which is
harmonic and steady state can be calculated if the input impedance is measured.
The amplitude can be measured by (3.42) if we know the relation between the force
response and damping (see Eq. (4.42)).

A � F/K

1 − (ω/ωn)2 + j2ζ (ω/ωn)
(4.42)
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Fig. 4.4 Magnitude of forced response of a single degree of freedom system [13]

Figure 4.5 presents the non-dimensional displacement response amplitude equal
to |AK/F | The relationship between the |AK/F | and ω/ωn which are the non-
dimensional displacement response amplitude and input frequency, for different ζ

which is the ratio of damping is shown in fig. 4.5. This figure also indicates that
the less value of damping will cause large value of response reduction near or on
resonance and not that much different than the resonance condition. On the other
hand, at resonance, system will be bounded by damping.

Figure 4.5 shows the phase response. The displacement response’s phase of the
system’s excitation force has almost 180° flipping change of the phase for low value
of light damping. The reason behind this fact is the incremental behavior of the
frequency of the excitation over the resonance frequency. The phase sharpness trans-
action has the opposite relationshipwith damping amount. This relationship is impor-
tant for observation of the system with many degrees of freedom.

Fig. 4.5 Phases of forced response of a single degree of freedom system [13]
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4.6 Car Suspension Types as Mechanical Structures
and Performance

As it has beenmentioned before, vehicle is considered as the target mechanical struc-
ture. On vehicle, the suspension system is focused to be modeled mathematically. By
considering the principles of control and control functions, the vehicle suspension
system can be categorized into three main categories which are passive, semi-active
and active suspensions.

4.6.1 Passive Suspension

While the suspension system has no other power and actuator and the coefficient
of damping and stiffness is fixed, the system will be named as passive suspension.
Figure 4.6 shows a typical type passive suspension system. As the figure shows,
this type of system contains springs, dampers and sprung and unsprung masses.
This type of suspension system is considered as traditional mechanical structures
which have low cost, reliable performance, no additional energy and simple structure.
Passive suspension system is widely utilizing in many types of vehicle. Based on
randomvibration theory, due to inability of adjusting stiffness and damping in passive
suspensions, there is no adoptability for different road and it can only ensure the
specific operating conditions to achieve optimal damping effect. Due to this feature,
by utilizing this type of suspension good ride comfort and handling stability will be
hard to be acquired [14].

Due to the mentioned characteristics of mechanical structures which have been
mentioned in the beginning of the chapter, the passive suspension has the following
two main defects:

1. It has large travel stroke while the frequency is reducing. The reason behind it
was that the natural frequency of the system square is propositional and in reverse
direction of the suspension travel stroke.

2. All of the mentioned parameters which are mentioned in the beginning of chapter
are restricted due to the suspension components’ limitation about the stiffness
and damping; in addition, there is no the possibility of meeting with different
speed, load, road conditions and so on.

There are a few aspects which might improve the passive suspension systems’
performance.

1. Finding the optimal suspension and mechanical structures’ parameters by the aid
of modeling and simulation;

2. Utilizing the variable-damping shock absorbers and gradient stiffness springs to
make the suspension system to be adoptable for different conditions;

3. Utilization of the multi-link suspension including stabilizer bar [16].



50 4 Mechanical Structures: Mathematical Modeling

Fig. 4.6 Passive suspension
system [15]

4.6.2 Semi-active Suspension

Whenever there is the possibility of adjusting the shock absorber and elastic element
stiffness based on the need, the suspension system will be named as semi-active
damping. Semi-active suspension concept was proposed by Karnopp et al. in 1974
with the name of Skyhook semi-active suspension. Due to difficulty of adjusting the
stiffness of spring, mainly regulating the shock absorber damping will be focused
on semi-active suspensions. Figure 4.7 shows the semi-active suspension systems
components.

There is no any specific component of dynamic control in semi-active suspension
system. There are some sensors which measuring the velocity and sending the data
as signal to car Engine Control Unit (ECU). ECU will measure the input signal and
calculate the required control force. In order to compensate the vibration, the signal
will be transferred to the shock absorbers to control the damping. Investigation of the
actuators (shock absorbers) and the control architecture are two main aspects which
have to be focused on semi-active suspensions. In addition, less size of the device
and low cost are two advantages of the semi-active suspension in comparison with
the active ones [18].
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Fig. 4.7 Semi-active
suspension system [17]

4.6.3 Active Suspension

Due to the need of more accurate and better performance vehicle, different technolo-
gies have been utilized to increase the performance of the suspension systems. In
this order, different types of manufacturing techniques and technologies, minicom-
puters, microprocessors, electrohydraulic systems, and different types of controllers
have been innovated to be utilized in the suspension systems. To make the vehicle
to be smart enough to control itself about the vibration in different road condition
and vehicle load, active suspension system will be installed. In order to achieve this
goal, an effective control architecture is needed for active suspension system [19].
Figure 4.8 shows an active suspension system.

As the active suspensions are the computer-controlled systems, they have the
following features:

(1) Force generation by a power source;
(2) Utilized components to be able to be functioning continuously and passing the

mentioned force;
(3) Utilized different type of sensors and huge amount of data sets.

With considering thementioned features, this type of suspension systems required
mechanics, electronics, and control knowledge together. In braking and turning con-
ditions, the springs will be deformed and the inertia force will be generated. The
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Fig. 4.8 ¼ model of active
suspension system [20]

active suspension system will generate a different type of inertia force to compen-
sate the one generated due to the braking and turning to reduce the care position
changing [21].

In Table 4.1, a comparison of different type of car suspension system is illustrated.

Table 4.1 Three types of suspension systems’ technical comparison [22]

Suspension system type Passive Semi-active Active

Regulatory element General shock
absorber

Adjustable damper Hydraulic system or
servo motor system

Action principle Damping constant Damping
continuously adjust

Adjust the force
between wheel and
vehicle body

Control method No Electronic-
hydraulic
automatic

Electronics or
magnetic or fluid
control

Bandwidth Unknown Up to 20 Hz >15 Hz

Energy consumption Zero Very small Big

Lateral dynamics No Middle Good

Vertical dynamics No Middle Good

Cost Lowest Middle Highest
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In this chapter, it has been focused to just model the active and passive suspension
systems. No matter how and what kind, only the amount of created force is having
been discussed.

4.6.4 Mathematical Modeling of Passive Suspension System

Mathematicalmodeling of the system and determining the requirements for its design
are the first step in every system design. In order to evaluate the designed control sys-
tem, severalmodelswill be tested by simulation techniques. This procedure shows the
importance of the mathematical modeling of the system which is as the prerequisite
for the control architecture and its design [23–39].

Providing the model description by parameters determination is the key to create
a mathematical model of a system.

There are three types of well-known models in the case of vibration control (here
suspension control) which are weight function, the state space, and transfer function
description. It is possible to categorize them as the continues and discrete timemath-
ematical models. In order to model the passive suspension system mathematically,
it is considered to start the procedure with simplifying the system as it has been
illustrated in Fig. 4.6. In addition, adding more detail for it to be capable of being
utilized in mathematical model (Fig. 4.9).

In Fig. 4.9 which illustrating a passive suspension in a quarter vehiclemodel, there
are sprung massM1 and unsprung massM2 which are vehicle body and an assembly

Fig. 4.9 Vehicle ¼ passive
suspension system
mathematical model [15]
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of the wheel and axle, respectively. The linear spring with stiffness k2 represents the
tire when is contacting the road during the car is traveling. The main components of
the passive suspension system are damper and spring. D represent the linear damper
with average coefficient of damping D and a linear actual spring with coefficient of
stiffness k1. x0(t) shows the displacement of the vehicle body (sprung mass), and
x2(t) is representing the displacement of wheel and axle (unsprung Mass). xi(t) is
representing the vertical road profile.

Unlike the definition andmathematicalmodelingwhich are explained in the begin-
ning of this chapter (SDOF), here there is a different mathematical modeling as this
system has two degrees of freedom. So that the vehicle suspension system’s dynam-
ics and two differential equations of degrees of freedom motion will be represented
as follows [40]:

M1 ẍ0(t) + D[ẋ0(t) − ẋ2(t)] + k1[x0(t) − x2(t)] � 0 (4.43)

M2 ẍ2(t) − D[ẋ0(t) − ẋ2(t)] + k1[x2(t) − x0(t)] + k2[x2(t) − xi (t)] � 0 (4.44)

By applying the Laplace transformation on (4.44), we can get (4.45) and it is
passive suspension system transfer function [40].

X0

X1
� k2(Ds + k1)

M1M2s4 + (M1 + M2)Ds3 + (M1k1 + M1k2 + M2k1)s2 + Dk2s + k1k2
(4.45)

In order to do simulation by utilizing the mentioned mathematical model, the
value of parameters which could be different for each car should be defined. Here is
an example of these parameters’ definition which has been given as Table 4.2.

Table 4.2 Vehicle ¼ passive
suspension model simulation
input parameters [22, 41]

Vehicle model
parameters

Symbol Numerical value Unit

Sprung mass M1 300 kg

Unsprung mass M2 40 kg

Suspension
stiffness

K1 15,000 N/m

Tire stiffness K2 150,000 N/m

Suspension
damping
coefficient

D 1000 N*s/m
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4.6.5 Mathematical Modeling Active Suspension System

In this chapter, it has been focused to just model the active and passive suspension
systems. No matter how and what kind, only the amount of created force is having
been discussed.

In order to utilize pavement method and its roughness as input for modeling of the
body of vehicle in vertical vibration, ¼ vehicle dynamic vibration model has been
chosen. This model dose not include all of the features such as geometrical informa-
tion and pitching and rolling angle vibration, but it is still covering almost all of the
features such as the load and suspension system’s stress change information. Here,
the characteristics of the ¼ vehicle dynamic vibration model have been provided
[42]:

(1) Two sets of suspension system installed in the vehicle which are the suspensions
for front side and back side are independently functioning from each other of
each other.

(2) The suspension itself and the tires have to be investigated together.
(3) The components which are elastic can be simply can be assumed as damping

and springs.
(4) Decrease the system parametric description under precondition of keeping accu-

racy and effectiveness.
(5) Mass of the actuator will not be considered, and force is their only output.

Figure 4.10 illustrates a vehicle ¼ model of active suspension system. Everything
about the parameters in this figure is same as passive suspension’s assumptions. The
only different is the u which is the active control force and has been generated by
the actuator of active suspension.

Form Fig. 4.10, dynamics of the vehicle suspension system can be analyzed. Also,
it is possible to create two differential equations of degrees of freedom motion as
follows [23]:

M1 ẍ0(t) + D[ẋ0(t) − ẋ2(t)] + k1[x0(t) − x2(t)] � u (4.46)

M2 ẍ2(t) − D[ẋ0(t) − ẋ2(t)] + k1[x2(t) − x0(t)] + k2[x2(t) − x1(t)] � −u (4.47)

Equations. (4.48) to (4.58) illustrate the mathematical modeling of an active sus-
pension system with state space method [22, 23].

x1 � x2(t), x2 � x0(t), x3 � ẋ2(t), x4 � ẋ0(t) (4.48)

Equation of the system state space can be shown as follows:

dX

dt
� AX + BU (4.49)

In (4.49), state variable matrixes can be shown as follows:
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Fig. 4.10 ¼ model of active
suspension system [20]

x � [ x1 x2 x3 x4 ] (4.50)

A and B are constant matrixes, and they can be shown as follows:

⎡
⎢⎢⎢⎣

0 0 1 0
0 0 0 1

K1+K2
m2

K1
m2

D
m2

D
m2

K1
m1

K1
m1

D
m1

D
m1

⎤
⎥⎥⎥⎦ (4.51)

⎡
⎢⎢⎢⎣

0 0
0 0
K2
m2

1
m2

0 − 1
m1

⎤
⎥⎥⎥⎦ (4.52)

The matrix belongs to the input variable of the system which is as follows:

U � [ xi (t) u ]
T (4.53)

Output matrix of the suspension system is shown as follows:

Y � CX + DU (4.54)
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In (4.45), Y is the output variable matrix and it is shown as follows:

Y � {k2[xi (t) − x1] ẍ0(t) x0(t)} (4.55)

The following equation is another representation of Y :

Y � {k2[xi (t) − x1] ẍ2 x2} (4.56)

C and D are constant matrixes, and they can be shown as follows:

⎡
⎢⎣

−k2 0 0 0
k1
m1

− k1
m1

D
m1

D
m1

0 1 0 0

⎤
⎥⎦ (4.57)

⎡
⎢⎣
k2 0
0 − 1

m1

0 0

⎤
⎥⎦ (4.58)

Eliminating the pavement condition by utilizing a controller was the main goal
of this section. It means adjusting the force which is generated by active suspension
system to compensate the road condition changes. It is worthy to mention that the
road excitation and changes can be assumed as noise based on the definitions in
previous chapters. To achieve the goal of this chapter, in the next chapter definition
of noise cancelation and its common methods will be focused.
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Chapter 5
Noise Control Techniques

5.1 Overview

In the scientific terminology, noise control is an operation which involves filtering,
canceling or reducing out the unwanted noise or interference from the signal. So that,
by the aid of noise control, desired signal can be recovered. Noise reduction increases
the signal-to-noise ratio, and it is directly affecting the different parameters of the
structure model [1, 2].

There are several controllers that have been proposed in recent years to control
the linear and nonlinear systems [3–17]. In this chapter, it has been tried to focus on
three well-known controllers and control method which are adaptive noise control
including adaptive noise filtration and cancelation [18], sliding mode [19], and PID
control [20].

5.2 Adaptive Noise Filter

In order to modeling the real-time relationship of two signals continuously, a compu-
tational device is needed which is named as adaptive filter. Usually, adoptive filters
are known as a category of instructions of programs which are functioning on a pro-
cessing unit or a category of logical operations executed in field-programmable gate
array (FPGA). The error ignorance about the precision (numerical) in these cate-
gories will affect the execution of them. There is an independency between physical
realization of the adoptive filters and its fundamental operations. Due to the men-
tioned relationship, adoptive filters are going to be focused mathematically rather
than their hardware and software realizations. There are main aspects for adoptive
filter [21]:
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Fig. 5.1 General block
diagram of adaptive filter
[22]

• A filter is processing the signals.
• The structure of the filter indicated that how the input signal is computed.
• The filter structure’s parameters can continuously change to change the relation
between input and output.

• The algorithm structure shows the way of parameters adjustments.

With considering the Fig. 5.1, it is obvious that the devices shown as the adoptive
filter have input signals (digital) named x(n) and compute the output signal (digital)
named y(n) in the period of time n. For the first stage, the only important item about
the adoptive filter structure is their parameters which will affect the output y(n)
computation. By assuming the desire response signal d(n) as a second signal and
output signal y(n), it is possible to evaluate the difference signal. This signal can be
written as (5.1), and it named as error signal [see Eq. (5.1)].

e(n) � d(n) − y(n) (5.1)

The reason behind the use of the error signal is altering or adapting of the filter
parameters between time n to time n + 1. The error signal is shown in Fig. 5.1 as the
arrow (oblique). It is expected to have decreased manner of the error signal because
the main aim of the adoptive filter is to improve the output filter during the time
increments to reach to the desire response. This improvement of the output signal
and decreasing the error signal will be achieved by adjustment of the filter parameters
and modification of the algorithm of the filter.

By changing the parameter of the filter between t � n and t � n + 1, a method
will be generated to accomplish the adoptive filter task. The selected computational
structure for the system will affect the type and number of the require parameters in
the filter structure.

Figure 5.1 shows that the number of the parameters which will effect on the
computation of y(n) should be a finite number. So that any system with this finite
number of the parameter could be an adoptive filter.W (n) is a vector, and it is defined
as follows [23]:

W (n) � [w0(n)w1(n) . . .wL−1(n)]
T (5.2)
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Here {wi (n)}, 0 ≤ i ≤ L − 1; there are L system’s parameters in time n. The
relationship between the input signal and output signal can be defined as follows
[24]:

y(n) � f (W (n), y(n − 2), . . . , y(n − N ), x(n), x(n − 1), . . . , x(n − M + 1))
(5.3)

Here M and N are integer numbers (positive), and f (.) can be any nonlinear or
linear function represents any well-defined. According to (5.3), the filter is casual
whenever to compute y(n); the future values of x(n) are not needed.

Equation (5.3) represents a general structure of the adoptive filter but it has been
aimed to find the best general linear relationship between the input signals and desired
response for variety of problems. Infinite impulse response (IIR) or finite impulse
response (FIR) filters should be utilized to achieve the mentioned relationship.

The general structure of the FIR filter is shown in Fig. 5.2 which could be named
as transversal and tapped delay line filters.

z − 1 represents the unit delay element.
wi(n) represents the system multiplicative gain.
W (n) is the impulse response in time (n).
The equation can be rewritten about the y(n) as follows [25]:

y(n) �
L−1∑

i�0

wi (n)x(n − i) (5.4)

WT (n)X (n) (5.5)

Here X (n) � [x(n)x(n−1) . . . x(n−L+1)]T represents the vector of input signal,
and .T represents vector transpose. The mentioned system needs L multiplies and
L − 1 adds to be implemented. As long as the period for the signals in large and L
is short by a processor or a circuit, preforming the computations is easy. In order to

Fig. 5.2 FIR filter structure [26]
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Fig. 5.3 Structure of the infinite impulse response filter [27]

perform the computation, totally 2 L of memory is required, one of them to store L
inputs and the other one values of the L coefficient.

Figure 5.2 shows the direct form of the finite impulse response structure. Mathe-
matical representation of the output signal is as follows [25]:

y(n) �
N∑

i�1

ai (n)y(n − i) +
N∑

j�0

b j (n)x(n − j) (5.6)

Figure 5.2 cannot represent the system with considering the mentioned fashion.
However, (5.6) can be rewritten by utilizing vector notation [23].

y(n) � WT(n)U (n), (5.7)

In hereU(n) andW (n)which are the (2N +1)-dimensional vectors can be represent
as follows [23]:

W (n) � [a1(n)a2(n) . . . aN (n)b0(n)b1(n) . . . bN (n)]
T (5.8)

U (n) � [y(n − 1)y(n − 2) . . . y(n − N )x(n)x(n − 1) . . . x(n − N )]T, (5.9)

Unlike the structure of the FIR filter, the number of the adds, multiples, and
memory locations for computing the y(n) in IIR filter structures have to be fixed
(Fig. 5.3).

Lattice filters are another proper category to do the task of adoptive filters. These
types of filter are actually a category of FIR which L − 1 processing stage will
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be utilized to do the computation for a category of auxiliary signals. These signals
can be represented as {bi (n)}, 0 ≤ i ≤ L − 1 which named as backward prediction
errors. X(n) elements can be represented through a linear transformation by auxiliary
signals as they are uncorrelated. This type of filter can be used when there is delayed
input signal and, in the structures, similar to the Fig. 5.2. Due to the uncorrelated
property of this type of filters, they can provide better algorithm and improve the
filter convergence performance [28].

One of the items which has to be considered in selection of the adoptive filters
is the level of complex computation. Due to the real-time operation of the adoptive
filters, all of the calculation should be done for one-time sample for the system. All
of the mentioned structured are going to be useful since it is possible to compute
y(n) in a finite time and memory.

When the superposition’s principle does not hold and the value of the parameters
is fixed, a nonlinear structure should be considered instead of a linear one. The
mentioned type of system is appropriate, whenever the relationship between the
x(n) and d(n) has nonlinear feature. Bilinear and Volterra are such filters which can
compute the output y(n) according to the past outputs and polynomial representation
of the input [29]. In the field of neural network, most of the nonlinear models can fit
(5.5) and many of the algorithms for parameter adjustments in this field are related
to IIR and FIR adoptive filters.

5.3 Adoptive Noise Cancelation

Active Noise reduction (ANR) or Active Noise Control (ANC) are also known as
Noise cancelation. Actually, it is a system which can cancel the Primary Noise
(Unwanted Noise) preforming on the superposition principles [30]. Active noise
control utilizes proper secondary sources generating canceling or anti-noise waves.
There will be a system (electronic) with a specific algorithm to process the sig-
nal interconnected to the secondary resources. There are a wide range of available
applications of ANC such as industrial and manufacturing operations and so on [19,
31].

Noise filters which are mentioned before can be fixed or adaptive. In order to
design the fixed filters, it essential to know and have the knowledge of noise and
signal together. On the other hand, due to the ability of the self-adjustment of the
parameters in adaptive filters, there is less or no need to have the knowledge of
noise or signal in designing of these types of filter. The reality of canceling a noise
is actually the optimal filtering and its variation. There will be one or more than
one sensor in the noise field where there is weak or not detectable signal in these
points. Noise cancelation makes the use of an input which is reference or auxiliary
generated by the sensors. So that by subtracting and filtering this input from the
primary one which has both noise and signal, the primary noise will be canceled or
eliminated. It seems to be so risky procedure to subtract the noise from the signal and
any mistake will increase the noise power in the output signal. Although by utilizing
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a proper adoptive process, subtraction and filtering of the noise will be controlled,
but still it has the risk of signal distorting and noise increments in output signal. In
some cases, when it is possible to utilize the adoptive noise cancelation, the level of
noise rejection will be increased. This makes it nearly impossible to reach to that by
direct filters. Here, the adoptive noise cancelation concept with its advantageous and
limitations are described [32].

As Fig. 5.4 shows through a channel, a signal (s) is spread to sensor. This channel
also receives the noise which is not correlated with the signal. s + x0 shows the
combination of the signal and noise which is from the primary input to the noise
canceler. Another sensor is getting the noise x1. This noise is uncorrelated with the
input signal but in the same time with the noise x0. The main function of this sensor
is preparing the reference point for the noise canceler. The input which is reference
to the canceler will be provided by this sensor. The y(n) which is the output will be
produced by filtering x1, and it is very similar to x0. The output y(n) will be deducted
from the s + x0 which is primary input of the canceler, and the result will be z(n).
So that, the z(n) � s + x0 − y(n). In order to converting x1 to x0, it is required to
design a filter which is fixed. To design this fixed filter, it is required to know the
characteristic of the channel for transferring the noise to the referenced sensor signal.
y(n) which is the output of the filter can be deducted from the primary input and the
signal will be equal to z(n) which is the output of the system. Fixed filter utilization is
no feasible because of the unknown characteristic of the transmission channel. The
channel usually does not have fixed nature. On the other hand, even if there is the
feasibility chance of utilizing the fixed filter, many other difficulties will be shown up.
The precise adjustment of its characteristic is the major difficulty, and it causes error
by increasing the noise power in the system output. Figure 5.4 shows that instead
of utilizing a fixed filter by considering its utilization difficulties, adoptive filter can
process the reference input. This advantage comes from the auto-adjustment ability
of the impulse response. There is a specific algorithm to respond to the error signal
going to the filter from the system output. With this algorithm, in different conditions
filter can check itself to decrease the error signal to minimum [32].

By changing the application, the error signal may vary. Practically, producing the
system output (z(n)) which is themost fitted onewith signal s in the least square sense
is the main objective of noise canceling. In order to accomplish the objective of the
noise canceling, the system output should go back to the adoptive filter. Least mean
square (LMS) should might be the best option as the integrated algorithm inside the
adoptive filter to minimize total output power of the system. Actually, in this type
of noise canceling system output will be considered as the error signal feed to the
adoptive process. Having enough knowledge of the input signal (s) and noises (x0
and x1) is essential before the filter adoption and design. Equations (5.10)–(5.15) [32,
34–36] describe the importance of having the knowledge of the system parameters
(s, x0, or x1), and their relationships, deterministically or statistically [32].

Considering that y(n), s, x1, and x0 have zero means and they are stationary. In
addition, by considering the correlation between x1 and x0 and they are uncorrelated
with s, then the output z(n) is as follows [34]:
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Fig. 5.4 Concept of ANC [33]

z � s + x0 − y(n) (5.10)

By squaring (5.10), we can obtain the following [35]:

z2 � s2 + (x0 − y)2 + 2s(x0 − y) (5.11)

Both sides of Eq. (5.11) will get expectations. With considering the uncorrelation
relationship between s and x0 and y, the following equation will be obtained [34]:

E[z2] � E[s2] + E[(x0 − y)2] + 2E[s(x0 − y)] (5.12)

� E[s2] + E[(x0 − y)2] (5.13)

Both sides of the Eq. (5.12) will be considered as minimum. Whenever the filter
will be adjusted to minimize the value of the output power, the signal power E

[
s2

]

will not be affected. So the following equation will be obtained [35]:

minE[z2] � E[s2] + minE[(x0 − y)2] (5.14)

By minimizing the E[z2] with filter adjustment, E[(x0 − y)2] also will be min-
imized. In this case, x0 (primary noise) least square estimate will be with the best
value. With considering the Eq. (5.10), by minimizing E[(x0 − y)2], E[(x0 − y)2]
will be minimized. So that, the following equation will be obtained [35, 36]:

(z − s) � (x0 − y) (5.15)
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As it is mentioned before, filter adjustment to minimizing the output power causes
output z to be the best least square estimate of the signal s. Noise and signal s are
the constituent of the output z. (5.14) shows that whenever E[z2] � E[s2], we have
the smallest output power. It is also showing we can achieve the smallest output
power when E[(x0 − y)2] � 0. So that, y � x0, and also z � s. With considering
the mentioned condition, it is possible to have perfect noise-free output signal by
minimizing the output power. The mentioned arguments can be extended to the case
when x0 and x1 are stochastic and deterministic.

5.4 PID Controller

One of the well-known controllers which has been adopted in many industries is the
proportional–integral–derivative (PID) controller. PID controller is a closed-loop
controller type which controls the plant output variable by minimizing the error
between real plant output and desired output. PID controller consists of three con-
troller modes: P as proportional controller, I as integral controller, and D as derivative
controller (see Fig. 5.5) [37]. Before introducing the mathematical model of the PID
controller, each component of the controller and combination of them has been dis-
cussed in next sections.

5.4.1 P Controller

In industrial control systems, the main mode of the PID controller mostly is known
as proportional control mode which determines the controller response to the plant
error by multiplying the error to the P controller’s gain (Kp), so it means that the
higher Kp will result in higher P action to the plant error (5.16). [38]

Fig. 5.5 PID controller [3]
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P � Kp × e(t) (5.16)

One of the important applications of utilizing the P controller is decreasing the
steady state error of the systems to stabilize an unstable process of first-order sys-
tems which have single energy storage. It is important to know that just by utilizing
proportional controllers the steady state error of the system cannot be eliminated. By
increasing theKp, the system responsewill have smaller amplitude and phasemargin,
faster dynamics satisfying, wider frequency band, and larger sensitivity to the noise.
In addition, it can be concluded that utilizing proportional controller decreases the
rise time and after a certain value of reduction on the steady state error, and increasing
the gain only leads to overshoot of the system response. Also, it has been observed
that they can be the cause of fluctuations in the presence of lags, and it means that
process noise will be amplified in higher-order systems.

5.4.2 I Controller

The effect of the integral controller mode can be defined as decreasing or increasing
the response time of the controller to the plant error by calculating the integral of
the error and multiplying it to the I controller’s gain (K I), so it means that higher K I

results in higher I action to the plant error (5.17) [39].

I � KI × ∫ e(t)dt (5.17)

5.4.3 D Controller

The lastmode of a PID controllerwhich regulates the plant’s output by calculating the
derivative of the error and multiplying it to the P controller’s gain (KD) is derivative
controller mode (5.18). The D mode controllers are widely used in motion control
systems since they are very sensitive against noise and disturbances [40].

D � KD × de(t)

dt
(5.18)

5.4.4 PI Controller

Steady state error which has been produced by proportional controller can be elim-
inated by adding integral controller to the proportional one which is known as PI
controller. It is important to know that such controllers have a negative impact on the
system from the point view of the speed of the response and overall stability of the
system. The fluctuations cannot be eliminated by this controller type; also it is not
able to increase the rise time and any amount of I guarantees set point overshoot.
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Table 5.1 Response of PID controller [3]

Parameter Stability Steady state
error

Settling time Overshoot Rise time

↑KP Degrade Decrease Small change Increase Decrease

↑K I Degrade Eliminate Increase Increase Decrease

↑KD Improve for
small KD

No effect in
theory

Decrease Decrease Minor
change

5.4.5 PD Control

The most important property of such a controller is the ability of predicting the
system response error, so it can be utilized as a tool to increase the stability of the
system.

It is important tomention that since the derivative is taken from the output response
of the system, D mode is designed to be proportional to the change of the output
variable.

5.4.6 Mathematical Modeling of the PID Controller

It is important to know that PID controller is the weighted sum of the three P, I,
and D control modes and based on the plant requirements one or two mode can be
eliminated. The response of the PID controller, control signal u(t), to the plant error
can be determined as shown in (5.19) [41]:

u(t) � (
Kp × e(t)

)
+ (KI × ∫ e(t)dt) +

(
KD × de(t)

dt

)
(5.19)

It is highly important to mention that knowing effect of the each of these three
modes on the response of the controller is an essential criterion in control theory;
any change in PID controller’s coefficients can result in changing the status of the
system from stable to unstable (Table 5.1) [41].

As seen in Table 5.1, if the Kp is increased too much, the control loop will begin
oscillating and become unstable; also the system will not receive desired control
response if Kp is set too low. The similar rules exist for integral and derivative
controller modes:

The controller response will be very slow if the integral time is set too long period.
In addition, the system will be unstable and the control loop will oscillate if K I is set
too low. However, if KD will be increased too much then oscillations will occur, and
the control loop will turn to unstable as well.
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5.5 Sliding Mode Control

The theory of variable structure control (VSC) with sliding mode control (SMC) was
proposed for the first time in the early 1950s. Generally, sliding mode controller can
be defined as a type of the variable structure controller which has robustness against
uncertainties. The sliding word refers to the defined sliding surfaces. In this type of
the controller, system behavior should be restricted on the defined surfaces [42].

To design a slidingmode controller, it is necessary to perform two actions: design-
ing a stable sliding surface and designing an effective control law. Such a controller
executes fast control actions which make the system stay on designed sliding surface
[43].

5.5.1 Mathematical Model of the Sliding Mode Controller

Sliding mode variable structure system consists of a set of continuous subsystems,
control actions, and reference inputs. In general sliding modes, nonlinear affine sys-
tems can be defined as follows [44]:

ẋ � f (x, t) + B(x, t)u (5.20)

ui �
{
u+i (x, t), si (x) > 0
u−
i (x, t), si (x) < 0

i � 1, . . . ,m (5.21)

where x ∈ Rn is a state vector, u ∈ Rm is a control vector, u+i (x, t), u
−
i (x, t), and si (x)

are continuous functions of their arguments, u+i (x, t) �� u−
i (x, t). It is important to

know that the control is designed as a discontinuous function of the state such that
each component undergoes discontinuities in some surface in the system state space
[44].
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Chapter 6
Modeling and Control of the Effect
of the Noise on the Mechanical Structures

6.1 Overview

The goal of this research is to design two effective proportional–integral–derivative
(PID) and sliding mode controllers, which will control the active suspension system
of a car, in order to eliminate the imposed vibration to the car from pavement. In this
research, Gaussian white noise has been adopted to model the pavement condition,
and MATLAB software which has been adopted to perform simulation in many
researches [1–15] has been utilized to model the effect of the Gaussian white noise
on quarter car model, as well as to design effective controllers to generate the active
force in active suspension system. The results show that the designed controllers are
effective in eliminating the effect of road conditions. This has a significant effect on
reducing the fuel consumption and contributes to environmental sustainability.

In this chapter, the quarter car dynamic vibration model has been chosen to repre-
sent the active suspension system (Fig. 6.1). While this model has limitations, such
as eliminating vehicle’s pitching and roll angle vibrations, it also includes the most
essential features for this research, like changing the information related to the stress
and load of the suspension system. The proposed model has been utilized by many
researchers to investigate the effect of pavement conditions on body vibration of a
vehicle[16–20].

6.2 Active Suspension System

As shown in Fig. 6.1, the vehicle body mass known as the sprung mass has been
shown with M1, and the mass of the axel and wheel which has been shown with
M2 represents the unsprung mass. It has been considered that the vehicle tires surly
contacting the road surface when it is moving on the road and it is considered as
a linear spring with stiffness K2 in the modeling. In order to modeling the active

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2019
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Fig. 6.1 Proposed quarter
car model equipped
with Active suspension
system [1]

suspension system of the vehicle, a linear damper with D as the average damping
coefficient and a linear spring with K1 as the average stiffness coefficient have been
considered. The vertical displacements of the M1 and M2, respectively, have been
represented by the state variables X1(t) and X2(t), since vertical pavement condition
has been shown by X0(t). The active control force which has been created by the
active suspension actuator is shown by U.

Generating a mathematical model is the first step of the procedure of modeling
a system, and it has been followed by calculating the design parameters. In control
engineering field, a system can be modeled mathematically in three different ways:
transfer function, weight function, and state space description [21].

In this book, the active quarter car suspension model which has been presented
in Fig. 6.1 has been modeled mathematically by transfer function method. To fulfill
the task, two degrees of freedom motion differential equations have been generated
as followed by analyzing the vehicle suspension system dynamics (Fig. 6.1) [1].

M1ẍ1(t) + D[ẋ1(t) − ẋ2(t)] + k1[x1(t) − x2(t)] � u (6.1)
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M2ẍ2(t) − D[ẋ1(t) − ẋ2(t)] + k1[x2(t) − x1(t)] + k2[x2(t) − x0(t)] � −u (6.2)

One must assume that all of the initial conditions are zero, so these equations
represent a situation when the wheel of a car goes over a bump. The dynamics of
(6.1) and (6.2) assume that all initial conditions are zero, and there can be expressed
in the form of transfer functions by taking Laplace transform of the equations. This
is to represent the condition of when vehicle goes over a bump. It is important to
know that the system will have two transfer functions, as represented in (6.3) and
(6.4) [1]:

G1(s) � x1(s) − x2(s)

U (s)
� (M1 +M2)s2 + k2

�
(6.3)

G2(s) � x1(s) − x2(s)

x0(s)
� −M1k2 + s2

�
(6.4)

where

� � det

[
(m1s2 + Ds + k1) −(Ds + k1)

−(Ds + k1) (m2s2 + Ds + (k1 + k2)

]
(6.5)

In fact,G1(s) represents the effect of exerted force on the vertical displacement of
the car which has been produced by active suspension system, and G2(s) represents
the effects of the pavement condition on the vertical displacement of the car. This
means that vertical displacement of the vehicle is superposition of the effects of both
active suspension force and pavement condition.

As mentioned in previous section, the goal of this research is to eliminate the
effect of pavement condition on the system by utilizing a controller (in other words,
by adjusting the produced force by active suspension, the effect of the road condition
can be eliminated). To achieve this goal, a PID controller is proposed and explored
in next section, in order to control the amount of the produced force.

Now by knowing the active suspension model and PID controller concept, the
next step is to design an effective PID controller for the quarter car model.

6.3 Design of PID Controller

The goal of this chapter is to design an effective controller by eliminating the effect
of the pavement on the vehicle passengers. The controller should be designed to
make its system stable, by eliminating the disturbance of the road, which shows
itself as an oscillation of the vehicle; and, at the same time, has a smooth and fast
control signal to ensure that passengers’ comfort and safety are not compromised.
PID controllers are one of the best controllers that can be utilized for this purpose,
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Fig. 6.2 Active suspension system equipped with PID controller [1]

Fig. 6.3 Block diagram of the proposed model equipped with PID controller [1]

since they are capable to reach the steady state error by having a short rise time, and
they can give stability to a system by eliminating oscillations and overshoot of the
system (Fig. 6.2).

The proposed PID controller in this book consists of all three controller modes:
proportional, integral, and derivative. The proposed controller is capable of eliminat-
ing the noise of the pavement by adjusting the force of proposed active suspension
system (see Fig. 6.3).

It is important to know that how the proposed PID controller is working:
As mentioned previously, in this research the effect of the exerted force on the

vertical displacement of the car produced by active suspension system has been
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mathematically modeled as G1(s). The input of this mathematical model is the PID
controller output which results in the displacement of body of the vehicle (sprung
mass) with respect to the unsprung part. However, there is one more element which
affects this displacement, such as the pavement condition. The road condition shows
its effect as disturbance on the system, and in this chapter, it has been modeled
mathematically as G2(s).

Since the reference input should be equal to zero, it can be concluded that the
difference between the reference input and total displacement which is known as
error function E(s) is the superposition of the effects of the control signal and noise
signal on vehicle. In this case, the PID controller adjusts the active suspension force
by calculating each mode signal based on the error function E(s) (Fig. 6.3).

The proposed PID controller for the modeled quarter car’s active suspension
system has been simulated in MATLAB–Simulink environment. The simulation has
seen performed based on the parameters which can be seen in Table 4.2.

6.3.1 Results

As seen in Fig. 6.4, the proposed methodology has been implemented and modeled
in MATLAB–Simulink environment. The model can be dived in two main parts:
controlled and uncontrolled parts. The uncontrolled part consists of the effect of
the pavement conditions on vehicle’s vertical displacement and the effect of these
vibrations on the fuel consumption rate. The controlled part consists of the proposed
PID controller to reduce the effect of the imposed fluctuations by the pavement
condition on the vehicle and the effect of the controller on reduction of the fuel
consumption rate. The pavement condition x0(s) has been modeled by Gaussian
white noise. The reason is that the road unevenness is kind of noise which should
be compensated, so any kind of colored noise such as pink, red, and green can be
utilized for this purpose [22]. Since white noise contains all frequencies of colored
noises, it is a good approximation to simulate the randomness of pavement roughness
[23].

Fig. 6.4 MATLAB–Simulink model of the noise cancelation system for the active suspension
system
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Fig. 6.5 Uncontrolled total system response based on the random input [1]

As seen in Fig. 6.4, the reference input which here is the desired output has been
simulated by step function. The reason is that the reducing and even eliminating the
vehicle oscillations is desirable, and the oscillations are resulted by displacements of
sprung mass with respect to unsprung mass. The displacement has been calculated
as plant’s output (x1(s)–x2(s)), since the target is to eliminate it, so the desired output
should be considered as zero, and a step function which generating zero value at
t > 0 is a good model to generate the required data.

The effect of the random road pavement which has been modeled by Gaussian
white noise generator has been illustrated in Fig. 6.5. It can be observed that the
vehicle follows the road condition and fluctuates with road fluctuations which can
be considered as unstable behavior and will result in increasing fuel consumption,
decreasing effective life of the vehicle’s part, and compromising passengers’ safety.

As seen in Fig. 6.6, this uncontrolled response is not convenient for the passengers,
so to reduce and eliminate the effect of the road pavement on the car which shows
itself as car fluctuation, as described before an PID controller has been designed.

By utilizing the PID controller as it can be observed from Fig. 6.6, the car does not
follow the road condition and active suspension controller cancels out the unpleasant
pavement condition’s effect on the car.

To have a better understanding that how the proposed PID controller compensates
the effect of the pavement, the total response of the system before and after utilizing
the PID controller has been shown in Fig. 6.7. As it can be observed system shows an
aggressive controlled response to the input noise in first two seconds of the simulation
steps, but after three seconds it starts to cancel the noise and prepares a convenient
and safe ride for passengers.

To explore the stability status of the designed controller in this research, as it
can be seen in Fig. 6.8, the compensator editor tool of the MATLAB software has
been adopted. The system, without considering the forced step function input, has
only one negative pole at −100 and two complex zeroes at −0.405 ± 1.19i. If the
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Fig. 6.6 Controlled total system response based on the random input [1]

Fig. 6.7 Controlled and uncontrolled total system behaviors [1]

forced input effect is desired for consideration, another pole in zero must be added
to the system. Since the system only has a one negative pole, it can be concluded that
the designed PID controller (based on the location of the poles) is a stable system,
and (based on the location of the zeros) it has a damping ratio of 0.3, and a natural
frequency of 1.25 Hz.

Now by knowing the locations of the pole and zeros of the system, root locus
diagram can be plot. As seen in Fig. 6.9, it can be concluded that by moving to the
left side of the real axis, the system shows more stable behavior.
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Fig. 6.8 Pole and zero of the designed PID controller [1]

Fig. 6.9 Root locus diagram [1]
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6.4 Design of Sliding Mode Controller

This section aims to design an effective sliding mode controller for the active sus-
pension system discussed in previous section.

Sliding mode control is one of the most efficient techniques for controlling of
nonlinear systems [24, 25]. It is also highly utilizing for robust control of nonlinear
and linear systems. Sliding mode control is functioning based on designing a steady
sliding surface. The reason behind the need for this design is to settle the dynamical
and states error on this surface. In the other word, the sliding surface is acting as
an attraction set which can absorb the error or the controlled states. Due to the
uncertainty and noise presence, the mentioned error or the controlled conditions can
never reach to zero, but they will maintain in steady range.

Equation, related to the vibration of the suspension system which is illustrated in
Fig. 6.1, is stated in (6.6). It is possible to rewrite the mentioned equation into (6.7).

[
M1 0
0 M2

][
ẍ1
ẍ2

]
+

[
k1 −k1

−k1 k1 + k2

][
x1
x2

]
+

[
D −D

−D D

][
ẋ1
ẋ2

]
�

[
u

−u

]
+

[
0

k2x0

]

(6.6)

M1ẍ1 + k1x1 − k1x2 + Dẋ1 − Dẋ2 � u

M2ẍ2 − k1x1 + (k1 + k2)x2 − Dẋ1 + Dẋ2 � −u + k2x0 (6.7)

The main control objective is to stabilize x1 − x2. So that a new state is defined
and is named as e which is representing the error. As the result of this definition, the
dynamic error is

ė � ẋ1 − ẋ2 (6.8)

For this step is tried to represent the error in the state space. e � e1 and ė � e is
assumed and generally, we can get the following result:

{
e � x1 − x2
ė � ẋ1 − ẋ2

→
{
e � e1
ė1 � e2

(6.9)

And, also:

{
ė1 � e2

ė2 � ë1 � ẍ1 − ẍ2
(6.10)

The ẍ1 and ẍ2 can be extracted from the dynamics of the car suspension system.
So that

{
ẍ1 � 1

M1
(u − k1e1 − De2)

ẍ2 � 1
M2

(k1e1 + De2 − k2x2 − u + k2x0)
(6.11)
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The general form of the dynamics of error in the state space will be obtained by
merging the (6.10) and (6.11)

{
ė1 � e2

ė2 � 1
M1

(u − k1e1 − De2) − 1
M2

(k1e1 + De2 − k2x2 − u + k2x0)
(6.12)

The sliding surface for designing the sliding mode controller will be considered
as s � e2 + λe1. Here, λ represent a positive number. So that, the sliding surface and
it dynamic is

{
s � e2 + λe1

ṡ � ė2 + λė1 � ė2 + λe2
(6.13)

By substitution of the (6.12) into (6.13), the final form of the dynamic of the
sliding surface will be achieved as:

ṡ � 1

M1
(u − k1e1 − De2) − 1

M2
(k1e1 + De2 − k2x2 − u + k2x0) + λe2 (6.14)

6.4.1 Stability in the Sense of Lyapunov

With considering the sense of Lyapunov, the x∗ � 0 which is the equilibrium point
is stable at t � t0 if there is δ(t0, ε) > 0 for any ε > 0 (see Eq. 6.15) [26].

‖x(t0)‖ < δ ⇒ ‖x(t)‖ < ε,∀t ≥ t0 (6.15)

Lyapunov stability analysis is a mild requirment on equilibrium points. It means
that, it is not neccessary that trajectories to start close to the origin tend to the origin
asymptotically. In addition, at t0 time instant we can define the stability. Stability of
the equilibrium point is guaranteed by the concept of uniform stability. It is important
to mention that for a uniformly stable equilibrium point x∗, δ is not a function of t0,
so that (6.15) may hold for all t0 [26]. In order to generalize the (6.15) for all of the
t0 and having the uniform stability of the equilibrium point (x∗), δ should not be a t0
function [27].

6.4.2 Asymptotic Model

Whenever equilibrium point x∗ � 0 is locally attractive and is stable, then it is
asymptotically stable at t � t0; For example, if δ(t0) exists as follows [26, 28]:



6.4 Design of Sliding Mode Controller 85

‖x(t0)‖ < δ ⇒ lim
t→∞ x(t) � 0 (6.16)

In addition to previous state, if x∗ � 0 is locally attractive and also uniformly
stable, then it is uniformly asymptotic stabile. For example, in (6.16), if δ exists
independently of t0 and there is the uniform convergence. Generally, in contrast to
the above arguments, if it is not stable, the equilibrium point will be unstable.

Stability in both cases of asymptotic and in the sense of Lyapunov can be defined
locally; the system’s behavior will be described close to the equilibrium point. If
the equilibrium point x∗ is stable for all x0 ∈ Rn as initial conditions, then it is
stable globally. In most of the cases and applications, global stability is hard to
achieve and is difficult. Here the local stability is focused, and the results can be
generalized globally. Uniformity will be important when we are facing with time-
varying system. Therefore, for this type of systems, stability indicates as uniform
stability and asymptotic stability indicates as uniform asymptotic stability. The term
of asymptotic stability is not covering the convergence rate.

6.4.3 Lyapunov’s Direct/Second Method

In the direct mode or second method of Lyapunov determination of the stability of
the system is not depending on (6.15). This method is based on the measurement
of the energy in the system and studying the change rate of energy to investigate
the stability [29]. In order to achieve this, “measure of energy” should be defined
properly.

With assuming the Bε around the origin as a ball, then we have the following [29]:

Bε � {
x ∈ Rn : ‖x‖ < ε

}
. (6.17)

In this section, some functions have been defined to clarify the Lyapunov direct
mode.

6.4.3.1 Locally Positive Definite Functions

Locally positive definite function can be defined as following [27]:
A continuous function V : Rn × R+ → R is a locally positive definite function if

for some ε > 0 and some continuous, strictly increasing function α : R+ → R,

V (0, t) � 0 and V (x, t) ≥ α(‖x‖) (6.18)

∀x ∈ Bε

∀t ≥ 0
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The energy function is similar to a locally positive definite function. Positive
definite functions are actually the ones like energy functions [27].

6.4.3.2 Positive Definite Functions

A continuous function V : Rn × R+ → R is a positive definite function if it
satisfies the conditions of locally positive definite function and, additionally,
α(p) → ∞ as p → ∞. To bound the energy function from above, decrescent should
be defined [27].

6.4.3.3 Decrescent Functions

A continuous function V : Rn × R+ → R is decrescent if for some ε > 0 and some
continuous, strictly increasing function β : R+ → R (see Eq. 6.19) [27].

V (x, t) ≤ β(‖x‖)
∀x ∈ Bε,

∀t ≥ 0 (6.19)

By utilizing the following equation, we will be able to evaluate the stability of
the system through a proper energy function. Roughly, this theorem states that the

equilibrium point is stable when
·
V (x, t) ≤ 0 and V (x, t) is a locally positive definite

function. The time derivative of V can be calculated as follows [30]:

·
V

∣∣∣ ·
x�f (x,t)

� ∂V

∂t
+

∂V

∂x
f (6.20)

Summary of the basic theorem of Lyapunov is shown in Table 6.1.
With utilizing the direct mode of Lyapunov, the dynamics system’s stability can be

evaluated easily because in this method system equations are not going to be solved
necessarily. The following section briefly explains this method for the deterministic
systems [31].

Consider V (x) which is defined on domain Rn, and it is a positive and continuous
function. Suppose for some m ∈ R, the set Qm � {x ∈ Rn : V (x) < m} is bounded
and V (x) has continuous first partial derivatives inQm. Let the initial time t0 � 0 and
let x(t) � x (t, x0) be the unique solution of the initial value problem as follows [31]:

{ ·
x(t) � f (x(t)), t ≥ 0,
x(0) � x0 ∈ Rn, f (0) � 0,

(6.21)

for x0 ∈ Qm. Because V (x) is continuous, the open set Qr for r ∈ [0, m] defined by
Qr � {x ∈ Rn : V (x) < r} contains the origin and monotonically decreases to the
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Table 6.1 Basic theorem of
Lyapunov [26]

Conditions on
V (x, t)

Conditions on
− ·
V (x, t)

Conclusions

1 Locally positive
definite
function

≥ 0 locally Stable

2 Locally positive
definite
function,
decrescent

≥ 0 locally Uniformly
stable

3 Locally positive
definite
function,
decrescent

Locally positive
definite
function

Uniformly
asymptotically
stable

4 Locally positive
definite
function,
decrescent

Locally positive
definite
function

Globally
uniformly
asymptotically
stable

singleton set {0} as r → 0+. The total derivative
·
V (x) of V (x) is given as follows

[31]:

·
V � dV (x)

dt
� f T (x).

∂V

∂x
def� −k(x) (6.22)

If k(x) be considered as positive and continuous function, then it can be observed
that for all the time greater than zero alwaysV (x(t)) will be less thanm. It is important
to know that the Lyapunov stability of the zero solution of (6.21) can be obtained
by function V (x) which is the definition of the Lyapunov function. Since k(x) is a
positive and continuous function, it can be observed from (6.22) that V (x(t)) → 0 as
t →+∞. It means that V (x(t)) is a monotone decreasing function, also integration of
(6.22) shows the same result, as follows [31]:

0 < V (x0) − V (x(t)) �
t∫

0

k(xs)ds < +∞ for t ∈ [0,+∞) (6.23)

The mentioned state shows that if the physical system’s energy is decreasing con-
tinually near an equilibrium point, then the stability of equilibrium state is approved.

As the disadvantage of Lyapunov function, we can state that generally for nonlin-
ear systems categories, there is no systematic method available for creating a proper
Lyapunov function, and it is affecting the stability criteria determination because it
critically depends on the Lyapunov function.
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In order to continue the procedure, the sliding mode controller will be discussed.
A Lyapunov function in the form of v � 1

2 s
2 is considered. To guarantee the stability

of the sliding mode controller, the Lyapunov time derivative should be a negative
value (v̇ < 0). With operating the time derivative of the v � 1

2 s
2, we have

v̇ � sṡ (6.24)

Finally, the general definition of the sliding mode controller design will be

v � 1

2
s2

v̇ � sṡ < 0 (6.25)

In this phase by substitution of ṡ from (6.14) into (6.25), the related equation to v̇
can be obtained as

v̇ � s

[
1

M1
(u − k1e1 − De2) − 1

M2
(k1e1 + De2 − k2x2 − u + k2x0) + λe2

]
(6.26)

The simple form of the v̇ equation will be presented as

v̇ � s

⎡
⎢⎢⎣

− k1e1

(
1

M1
+

1

M2

)
− De2

(
1

M1
+

1

M2
+

λ

D

)
+

k2
M2

(x2 − x0)

+ u

(
1

M1
+

1

M2

)
⎤
⎥⎥⎦ (6.27)

Equation (6.28) is representation of a true relation, and it is the foundation of
control parameter definition.

v̇ ≤ |s|
[
k1Q|e1| + D

(
Q +

λ

D

)
|e2| + k2

M2
|x2 − x0|

]
+ suQ � −η|s| (6.28)

where Q � 1
M1

+ 1
M2

and η is a positive number.
f is appositive defined function and will be represented as:

f � k1Q|e1| + D

(
Q +

λ

D

)
|e2| + k2

M2
|x2 − x0| (6.29)

With considering the f and its substitution in the right side of (6.28), we can obtain

suQ � (−η − f )|s| (6.30)

and the control parameter will be obtained as
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Fig. 6.10 Controlled and uncontrolled system behaviors for η � 1 and λ � 1

u � (−η − f )

Q

|s|
s

or

u � (−η − f )

Q
sign(s) (6.31)

And sign (s) is defined as following equation:

sign(s) � if

⎧⎨
⎩
s > 0 → s � 1
s � 0 → s � 0
s < 0 → s � −1

(6.32)

In the rest of this section, the result of the control of the mentioned car suspen-
sion system is presented. The specific characteristics of the system are presented in
Table 4.2.

The result of the controlled and uncontrolled system responses are illustrated in the
6.10.White noise has been considered as the uncontrolled system input. Also param-
eteres of the sliding mode are assumed as η � 1 and λ � 1.

As it is obvious in the Fig. 6.10, utilizing the sliding mode controller decreases
the amplitude of unwanted system fluctuation.

In the following section, the effect of the variation of η and λ on the behavior of
the system will be investigated. The system behavior with η � 1 and different λ is
shown in Figs. 6.11 and 6.12.

Figures 6.10 and 6.11 show that the maximum amplitude of vibration decreases
for λ � 100 and λ � 1000. The minimum amplitude of vibration in these figures
belongs to λ � 1000.
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Fig. 6.11 Controlled system behavior for λ � 0.1, λ � 1, λ � 10

Fig. 6.12 Controlled system behavior for λ � 10, λ � 100, λ � 1000

In addition, the system behavior with λ � 1 and different η is shown in Figs. 6.13,
6.14, and 6.15.

As can be seen in Figs. 6.13, 6.14, and 6.15, the maximum amplitude of vibration
is not visible for the 0.01 ≤ η ≤ 10000. Although the amount of this increment for
η between 0.01 < η < 10000 is not that much apparent in the value of η � 100000,
it is obviously increased. It is with considering that the vibration amplitude is even
more than the uncontrolled system amplitude. So that it is suggested less amount of
η for this simulation and more amount of λ being utilized to decrease the vibration
amplitude.
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Fig. 6.13 Controlled system behavior for η � 0.01, η � 0.1, η � 1

Fig. 6.14 Controlled system behavior for η � 10, η � 100, η � 1000

6.4.4 Conclusion

The main role of suspension systems is to reduce fuel consumption and to ensure
passenger safety. The road roughness yields fluctuations of the vehicle wheels which
will transmit to the all parts of the vehicle along as the passengers. It becomes clear
that the role of the suspension system is to reduce as much vibrations and shocks
occurring while driving time. An effective suspension system should result in a
smooth driving with less vehicle vibrations and a degree of comfort based on the
interaction with bumpy road surface. The vehicle behavior should not be with too
large oscillations in the presence of a good suspension system. To achieve this goal in
this chapter, an active car suspension has beenmodeled; two effective PID and sliding
mode controllers to cancel the negative effects of the pavement conditions have been
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Fig. 6.15 Controlled system behavior for η � 1000, η � 10,000, η � 100,000

proposed and designed. Since the Gaussian white noise produces random outputs, it
has been adopted to simulate the pavement effects on the vehicle. Proposed plant and
control architecture has been modeled by MATLAB software package, and stability
of controllers has been investigated. The results show that the proposed controllers
work properly and have an effective performance which results in decreasing the
fuel consumption and preventing early vehicle’s parts damage. As future work rather
than the proposed linear model, nonlinear elements can be considered for quarter car
model; also the PID controller’s coefficients can be optimized by RPLNN, hybrid,
genetic algorithm, and other artificial intelligent technique.
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